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Preface 

This volume is the second of the three volume publication containing 
the proceedings of the 1989 International Symposium on the Mathemat­
ical Theory of Networks and Systems (MTNS-89), which was held in 
Amsterdam, The Netherlands, June 19-23, 1989 

The International Symposia MTNS focus attention on problems from 
system and control theory, circuit theory and signal processing, which, 
in general, require application of sophisticated mathematical tools, such 
as from function and operator theory, linear algebra and matrix theory, 
differential and algebraic geometry. The interaction between advanced 
mathematical methods and practical engineering problems of circuits, 
systems and control, which is typical for MTNS, turns out to be most 
effective and is, as these proceedings show, a continuing source of 
exciting advances. 

The second volume contains invited papers and a large selection of 
other symposium presentations in the vast area of robust and nonlinear 
control. Modern developments in robust control and H-infinity theory, 
for finite as well as for infinite dimensional systems, are presented. A 
large part of the volume is devoted to nonlinear control. Special atten­
tion is paid to problems in robotics. Also the general theory of nonlinear 
and infinite dimensional systems is discussed. A couple of papers deal 
with problems of stochastic control and filterina. 



vi Preface 

The titles of the two other volumes are: Realization and Modelling in 
System Theory (volume 1) and Signal Processing, Scattering and 
Operator Theory, and Numerical Methods (volume 3). 

The Editors are most grateful to the about 300 reviewers for their help 
in the refereeing process. The Editors thank Ms. G. Bijleveld and Ms. 
L.M. Schultze for their professional secretarial assistance, and Mr. K. 
van 't Hoff for his programming support. 

M.A. Kaashoek 
J.H. van Schuppen 
A.C.M. Ran 

Amsterdam 
February 1990 
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NONLINEAR Roo CONTROL THEORY: 

A LITERATURE SURVEY 

JOSEPH A. BALL AND J. WILLIAM HELTON 

Abstract 

The central problem of Roo-control theory roughly is to optimize (by the choice of 
compensator in a standard feedback configuration) some worst case (i.e. infinity norm) 
measure of performance while maintaining stability. For the linear, time-invariant, finite­
dimensional case, rather complete state space solutions are now available, and work has 
begun on understanding less restrictive settings. A recent new development has been the 
establishment of a connection with differential games and the perception ofthe ROO -problem 
as formally the same as the earlier well established linear quadratic regulator problem, 
but with an indefinite performance objective. In this article we review the current state 
of the art for nonlinear systems. The main focus is on the approach through a global 
theory of nonlinear J-inner-outer factorization and nonlinear fractional transformations 
being developed by the authors. It turns out that the critical points arising naturally in 
this theory can also be interpreted as optimal strategies in a game-theoretic interpretation 
of the control problem. 

1. INTRODUCTION. 

Many control problems fit into the paradigm depicted in Figure 1.1. 

+ 

Ul : e 1 ... ..1 I Yl + .... \It eZ J I 
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Figure 1.1 

Here P stands for the plant which one is stuck with and C is the compensator to be 

designed. Usually the signals Ul, U2, Yl, Y2, el, e2 are taken to be vector valued functions 

of compatible sizes of the real variable t representing time, with components in the extended 

L2-space L~[O, 00) of functions which are square integrable on any finite subinterval of the 
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real line. Here C and P represent input-output maps with domain and range spaces equal 

to vector-valued L~[O, 00) of appropriate sizes. Key properties for a general input-output 

(10) map H : u -+ yare: 

2) time-invariance: [Hu) (. - T) = [Hu(· - T)) for all T 2: O. 

3) stability: IIPrH(u)112 ::; o(H)IIPruI12 for some o(H) < 00 for all T 2: o. 

Here Pr : L~[O, 00) -+ L~[O, 00) is defined by 

[Pru)(t) = {u(t), 0::; t ::; T 

0, t> T 

If H is causal, linear, time-invariant and in addition finite-dimensional (LTIFD), 

then after Laplace transformation the input-output map H can be viewed as multiplication 

by a proper rational matrix function il (s) (called the transfer function) on a space of 

functions analytic on some right half plane in the complex plane. In this case stability of 

H corresponds to il having all poles in the left half plane. 

The system ~ in Figure 1.1 is said to be well-posed if it is possible to solve the system 

of equations on vector-valued L~[O, 00) depicted by Figure 1.1 

for e1, e2 in terms of Ut, U2. The resulting input-output map we then denote by H [:~], [:~] 

[ :~] -+ [:~] . 

In the LTIFD case well-posedness means that the transfer function (I + 1>{;)-1 is well-

defined. Internal stability of the system ~ amounts to the stability of the 10 map H [ :~] , [ :~] . 

In the LTIFD case, internal stability is equivalent to the four transfer functions (I + 

1>{;)-1, -(I + 1>{;)-1 1>, (I + {;1»-1{; and (I + {; 1»-1 being proper with all poles in 

the open left half plane. 

The standard problem in HCO-control theory is to choose a compensator C which 

optimizes some measure of performance subject to the side constraint that the associated 
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closed loop system ~ = ~(P, C) be internally stable. In the linear HOC-theory the measure 

of performance P(~) is taken to be the induced operator norm of one of the 10 maps H 

associated with the system ~ : 

For the LTIFD case, PH(~) is simply the Hoo-norm ofthe associated transfer function 

j[(s). 

Various examples for the choice of Hare: 

Weighted sensitivity: H = W 0 H."u, (W = a weighting function) 

Tracking: H = Hy"u, 

Robust stability with respect to additive plant perturbations: H = Hy"u, 

In the definition of all these 10 maps, the extraneous input U2 is taken to be zero. All of 

these can be manipulated so as to fit the general paradigm depicted in Figure 1.2 

w .... Z " ~ ;' 

.... p 
;' 

U Y 

C /' , 

Figure 1.2 

In this configuration, well-posedness means that the 10 map H [~] , [~] 

in Figure 1.3 is well-defined, internal stability means that H [~] , [~] is stable, and the 

standard Hoc-problem is to choose the compensator C so as to minimize the induced oper-

ator norm of the IO map Hz,w subject to the constraint of internal stability. All these ideas 
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in greater detail and with more engineering motivation can be found in [D], [FDJ, [Fr]. 
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Figure 1.3 

2. THE BEGINNINGS OF A NONLINEAR THEORY. 

By a nonlinear Hco control theory, we mean a theory for choosing a (possibly) non-

linear compensator C which optimizes some worst case measure of performance P(E( P, C)) 

for the system E = E(P, C) as in Figure 1.1 or, more generally, Figure 1.2, subject to the 

side condition of internal stability, where now the plant P may be nonlinear. Before such an 

ambitious theory was tackled, there appeared in the literature various preliminary probings. 

We mention three such thrusts. 

a. NONLINEAR COPRIME FACTORIZATION 

A well-known and well established approach for the linear Hco-problem is to use as a 

first step the Youla-Bongiorno-Lu parameterization of all stabilizing compensators. This is 

a powerful tool which has two advantages: (1) the free parameter sweeps through the linear 

space of all stable rational matrix functions, and (2) the performance transfer function 

becomes affine rather than linear fractional in the free parameter. The main ingredient 

for the Youla parameterization is a coprime factorization of the plant P (see [Fr]). There 

has been a lot of work in recent years on extending this first step to nonlinear plants, i.e. 

on understanding coprime factorization for nonlinear plants and on using such a coprime 

factorization to parameterize all stabilizing (possibly nonlinear as well as time-varying) 
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compensators for the nonlinear plant (see e.g. [DK, R, Kr, S, V] and other articles in these 

Proceedings). Of course this first step does not incorporate any measure of performance 

and hence is not yet from our point of view a nonlinear version of Boo control theory. 

b. NONLINEAR SOLUTIONS OF LINEAR PROBLEMS. An intermediate step in 

the understanding of performance for nonlinear systems is to understand the role of nonlin­

ear and/or time varying solutions for linear time-invariant Boo problems. This problem was 

analyzed by Khargonekar and his associates in a series of papers (see e.g. [KP]). A basic 

principle coming out of these studies was that for linear systems with no plant uncertainty 

one does not improve performance by choosing a nonlinear compensator, but in the presence 

of plant uncertainly it indeed may be possible to improve performance by using a nonlinear 

controller. In later work Ball-Relton-Sung [BRS] extracted some of the mathematical ideas 

of these studies so as to apply to interpolation problems independent of a control theory 

context, and made a few extensions. 

c. MORE GENERAL PERFORMANCE MEASURES. 

Still another direction is to consider other more realistic performance measure more 

complicated than the operator or infinity norms usually considered in Boo-control theory. 

This leads to interesting new problems and connections with other kinds of mathematics 

even for SISO linear systems, and is an ongoing project of the second author. For an 

overview of the current status of this area, see the survey article of the second author in 

these Proceedings. 

3. PERFORMANCE OPTIMIZATION FOR NONLINEAR SYSTEMS: A GLOBAL 

APPROACH. 

In this section we would like to present a guide to the reader of the approach to 

nonlinear Boo-control theory being pursued by us. Some work has already appeared in 

published or preprint form [BH2-BH8] and more is in preparation [BH9]. 

Consider the system ~ as in Figure 1.2 where the compensator C and the plant P 

are assumed to be causal and time-invariant but may be nonlinear. Well-posedness and 
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internal stability for the system ~ are defined as in Section 1; for the nonlinear setting we 

have 10 maps but never mention transfer functions; we work entirely in the time domain. 

For the measure of performance of the system ~ we use the following nonlinear analogue of 

the induced operator norm of the 10 map Hw,z : 

(3.1) 

Note that P(~) ::; , if and only if 

P'Y(~) = sup{llzll~ _,2I1wll~ : w E L2[O, 00), Z = Hz,w( w)} ::; 0 (3.2) 

This formulation makes contact with game theory ideas. 

Our approach to the nonlinear problem associated with the measure of performance 

(3.1) follows the approach for the linear case which uses J-inner-outer factorization. For 

purposes of the discussion here, we break this approach up into three steps, namely: 

STEP 1. Reduction of the control problem to a J-inner-outer factorization problem. 

This involves justification of the use of the J-inner factor to parameterize all achievable 

performance transfer functions and of the outer factor to parameterize all stabilizing com­

pensators for which the desired level, of performance is achieved. 

STEP 2. Computation of the J-inner and outer factors. 

We now discuss each step in more detail. 

STEP 1. In the linear case, a standard procedure (see [FrJ) reduces the control 

problem to the model matching problem. For problems of the first kind (also known as 

the I-block case), the model matching problem mathematically corresponds to classical 

Nevanlinna-Pick interpolation. The approach of [BHl] to interpolation then reduces the 

problem to one of J-inner-outer factorization, assuming that the classical Pick matrix pos­

itive definiteness test for existence of solutions is meant. For problems of the second kind 

(also known as the 2-block case), the same approach applies, but the J-inner-outer factor­

ization problem is for a rectangular (rather than square) matrix function, and the associated 

J-inner factor is rectangular. For problems of the third kind (known as the 4-block case), 
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the approach generalizes but is more complicated (see [BC] and [GGLD]). It has recently 

been observed by [HK], at least for the 2-block case, that J-inner-outer factorization can 

be applied at a much earlier stagej thereby they prove that one can bypass the Youla pa­

rameterization and obtain a parameterization of the performing, stabilizing compensators 

more directly. 

In the nonlinear case a nonlinear analogue of the Youla parameterization exists [AD] 

which at least in special situations can be used to reduce the original control problem to 

a nonlinear model matching problem. For the 2-block case, the existence of a nonlinear 

J-inner-outer factorization leads to a parameterization of many solutions of the control 

problem (see [BH2], [BH4])j it is unknown at present if this parameterization gives all 

solutions. Understanding the action of the nonlinear fractional transformation involved 

requires a systematic analysis of the interconnection of nonlinear passive circuits and the 

use of degree theory to prove well-posedness. This is sketched in [BH3] with complete details 

in [BH7]. 

We expect that the control problem can be solved directly at an earlier stage via J­

inner-outer factorization, just as in [HK] for the linear case. Understanding the fu1l4-block 

case for the nonlinear problem remains an open problem for future research. 

STEP 2. For the linear case, very elegant state space solutions for J-inner and outer 

factors of a given rational matrix function and solutions of related interpolation and H OO _ 

control problems have now appeared, e.g. [G, BR, BGR, Ki], even in the setting of the 

4-block problem [Be, GD, GGLD]. For the nonlinear case, we follow the approach of [BR, 

BGR]. For mathematical convenience we consider the problem in discrete timej this amounts 

to assuming that the time variable t assumes values in the nonnegative integers ~+ rather 

than the nonnegative real line IR +. Thus L;[O, 00) becomes the l~+ of sequences indexed by 

~+ and L2[O, 00) becomes the space £2+ of such sequences which are square-summable. We 

assume that we have an 10 map :FE on £2+ given by state space equations for the system 

~ : Xn+l = F(xn , un), Xo = 0 
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Yn = G(Xn' Un) 

and we wish to compute a state space representation for a system 

0: Xn +1 = f(x n , un), Xo = 0 

Yn = g(Xn' Un) 

which generates a J-inner factor 10 map :Fe. We assume here that ~ is stable (in particular, 

:F'E maps £2+ into itself); a thorough understanding of the unstable case awaits further 

research. By a J-inner-outer factorization we mean a factorization of 10 maps such that 

:F'E =:Fe o~ 

(i) :Fe is J-inner 

(ii) ~ is outer i.e. both :FQ and [:FQ]-1 are stable. 

Here J inner corresponds to the physical notion of energy conserving and stable. The energy 

function PJ is defined on iI E £2+ by 

pJ(iI) =< JiI, iI >l2+ 

where J is a constant signature matrix on vector valued £2+. We say that ~ is J-Iossless 

provided that 

PJ(~(iI)) = pJ(iI) 

for iI E £2+ and that :Fe is J-passive if 

PJ(~(iI)) ~ pJ(Pr(iI)) 

for all iI = £2+ and each projection PT on to £2[0, r]. Finally :Fe is J-inner if it is both 

J-Iossless and J-passive. The construction of the system 0 (from which it is easy to find Q 

via Q = 0-1 * ~) breaks down into several steps. 

(1 )Identification of the left null dynamics of 0 with the left null 

dynamics of~. In the scalar linear case, this means that the transfer functions 0(z) and 

t(z) should have the same zeros in the unit disk. 

(2)Construction of the right pole dynamics of 0. In the scalar linear case, this 

amounts to observing that the poles of 0(z) can be determined via Schwarz reflection 

from the zeros of 0(z) since 0(z) is to have modulus 1 values on the unit circle. A similar 
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idea can be made precise for the linear MIMO case ([BR], [BGR]). In the nonlinear case, 

this step involves computation for each state x of the critical point u for the restriction of 

the quadratic form PJ to the manifold of output strings {F~(i1) : i1 E £2+} associated with 

stable inputs i1 E £2+ and initial state x. 

(3)Construction of the full state space representation (I,g). In the linear case, this 

amounts to a single J-Cholesky factorization. In the nonlinear case, one must perform a 

nonlinear Morse theoretic congruence with the state variable as parameter in a smooth way. 

(4)Check for passivity of 0. In the linear case this amounts to checking that the 

solution to a certain Stein equation is positive definite. In the nonlinear case, the analogous 

object, an energy function on the state space which satisfies a nonlinear Stein equation, 

must be positive. 

The formal recipe and flow chart together with general conditions for its validity is 

laid out in [BR5]; some of the ideas involved in the derivation as sketched in the above steps 

are given in [BR6]. Full details appear in [BR8]. 

Our constructions all assume that one has found critical points for a certain energy 

function associated with a control or factorization problem. The closest analogue of these 

critical points in engineering are saddle points or max.-min. points which occur in game 

theory (see [BR9]); note a max.-min. point of a function is always a critical point of that 

function. We thank D. Limebeer for introducing us to game theory in connection with 

linear control [LAKG, Tl, T2]. 

In [BR9] we show that max.-min. points of the energy function lead directly to 

particular solutions of the equivalent control problem. In [BR8] we make more global 

assumptions and actually parameterize a large class of controllers in order to produce one 

con troller. 

4. PERFORMANCE OPTIMIZATION FOR NONLINEAR SYSTEMS: OTHER AP­

PROACHES. 

We mention that to our knowledge there are two other approaches to nonlinear Hoo 
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control theory which have appeared in the literature. 

The approach of Foias and Tannenbaum [BFHT1] [FTl], [FT2] is based on a power 

series representation for the plant. One can linearize the n-th n-homogeneous term of 

the power series by extending its action from the diagonal to the n-fold tensor product of 

the space of input signals. One can then do an iterative procedure of applying the linear 

commutant (more properly, intertwining) lifting theorem to each term of the power series. 

The resulting norm estimates for the nonlinear lift are not as sharp as in the linear case and 

the resulting power series representation for the lift may converge on a smaller ball than 

the power series for the original plant. The same iterative approach using linearization of 

the n-th term of the power series on the tensor space and iterating can also be used to yield 

a local nonlinear Beurling-Lax theorem [BFHT2]. In applications to the control problem 

[FTl, FT2], the measure of performance must be tailored to fit the iterated commutant 

lifting approach. 

Chen and deFigueiredo [CdeF,deFC] localize the control problem to small balls and 

to plants having a simple parameterized form. Using a Lipschitz-norm measure of perf or-

mance, they are able to reduce the control problem to a standard several-variable nonlinear 

optimization problem. 

Research on this paper was supported in part by the National Science Foundation 

and the Air Force Office of Scientific Research. 
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Primitives for Robot Control 

D. Curtis Deno Richard M. Murray 
Shankar Sastry 

Abstract 

Kristofer S. J. Pister 

Inspired by the control system of the mammalian neuro-muscular system, we were moti­
vated to develop a methodology for description of hierarchical control in a manner which is 
faithful to the underlying mechanics, structured enough to be used as an interpreted language, 
and sufficiently flexible to allow the description of a wide variety of systems. We present a 
consistent set of primitive operations which form the core of a robot system description and 
control language. This language is capable of describing a large class of robot systems under 
a variety of single level and distributed control schemes. We review a few pertinent results of 
classical mechanics, describe the functionality of our primitive operations, and present several 
different hierarchical strategies for the description and control of a two fingered hand holding 
a box. 

1 Introduction 

The complexity of compound, redundant robotic systems, both in specification and control, contin­
ues to present a challenge to engineers and biologists. Complex robot actions require coordinated 
motion of multiple robot arms or fingers to manipulate objects and respect physical constraints. 
As we seek to achieve more of the capability of biological robots, additional descriptive structures 
and control schemes are necessary. A major aim of this work is to propose such a specification 
and control scheme. The ultimate goal of our project is to build a high level task programming 
environment which is relatively robot independent. 

In Section 2 we review the dynamics and control of coupled, constrained rigid robots in a 
Lagrangian framework. Section 3 contains definitions of the primitives of our robot control envi­
ronment. Section 4 illustrates the application of our primitives to the description of a two fingered 
robot hand. We show that our environment can be used to specify a variety of control schemes 
for this hand, including a distributed controller which has a biological analog. In Section 5 we 
discuss future avenues of research. The remainder of this introduction presents motivation and 
background for our work, and an overview of the primitives we have chosen to use. 

1.1 The Musculoskeletal System: Metaphor for a Robotic System 

Motivation for a consistent specification and control scheme may be sought in our current knowledge 
of the hierarchical organization of mammalian motor systems. To some degree of accuracy, we may 
consider segments of limbs as rigid bodies connected by rotary joints. Muscles and tendons are 
actuators with sensory feedback which enter into low level feedback control at the spinal level [8]. 
Further up the nervous system, the brainstem, cerebellum, thalamus, and basal ganglia integrate 
ascending sensory information and produce coordinated motor commands. At the highest levels, 
sensory and motor cortex supply conscious goal-related information, trajectory specification, and 
monitoring. 

The hierarchical structure of neuromuscular control is also evident from differences in time 
scale. The low-level spinal reflex control runs faster (loop delays of about 30 ms) than the high 
level feedback loops (100-200 ms delays). This distinction may be exploited by control schemes 
which hide information details from high level controllers by virtue of low level control enforcing 
individual details. These concepts are shown in Figure 1 where a drawing of neuromuscular control 
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Figure 1: Hierarchical control scheme of a human finger. At the highest level, the brain is repre­
sented as sensory and motor cortex (where sensory information is perceived and conscious motor 
commands originate) and brainstem and cerebellar structures (where motor commands are coordi­
nated and sent down the spinal cord). A pair of fingers forms a composite system for grasping which 
is shown integrated at the level of the spinal cord. The muscles and sensory organs of each finger 
form low level spinal reflex loops. These low level loops respond more quickly to disturbances than 
sensory motor pathways which travel to the brain and back. Brain and spinal feedback controllers 
are represented by double lined boxes. 

structures for a finger is juxtaposed with a block diagram to emphasize the hierarchical nature of 
the thumb-forefinger system for picking up objects. 

Biological control systems commonly operate with constraints and redundancy. Kinematic 
constraints arise not only from joints which restrict the relative motion of adjacent limb segments, 
but also from contact with objects which leads to similar restrictions. Many musculo-skeletal 
subsystems possess kinematic and actuator redundancy which may be imagined to be resolved by 
effort and stability considerations. In any event, the neural controller directs a specific strategy 
and so expands a reduced set of control variables into the larger complete set. 

In the sequel We shall see these concepts expressed in a notation which is faithful to the laws 
of mechanics and flexible enough to permit concise descriptions of robot motion control at various 
hierarchical levels. 

1.2 Background 

The robotics and control literature contains a number of topics which are related to the specification 
and control scheme of this paper. 
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Robot progrrunming languages 

Two directions of emphasis may be used to distinguish robot programming languages: traditional 
programming languages (perhaps including multitasking), and dynamical systems based descrip­
tions of systems and control structures. 

More traditional task specification languages include VAL II, AML, and Robot-BASIC [5, 
19, 7, 18]. These languages are characterized by C, BASIC, or Lisp like data structures and 
syntax, coordinate frame specification and transformation primitives, sensor feedback conditionally 
controlling program flow, and motion between specified locations achieved through via points and 
interpolation. In a two stage hierarchy, low level controllers usually control joint angle trajectories 
which are specified by high level language statements and kinematics computations. 

Brockett's Motion Description Language (MDL) is more closely aligned with dynamical systems 
theory. MDL employs sequences of triples (u, k, T) to convey trajectory information, feedback 
control information, and time interval [6, 2] to an extensible Forth/PostScript like interpreter. The 
scheme described in this paper was inspired partly by descriptions of MDL. Our work explicitly 
utilizes geometric and inertial parameters together with the equations of motion to describe the 
organization and control of complex robots. MDL is less explicit on this matter but is more 
completely developed in the matter of sequences of motions. 

Distributed control, hierarchical control 

The nervous system controls biomechanical robots using both distributed controllers and hierar­
chical organization [8]. For example, spinal reflex centers can direct portions of gait in cats and the 
wiping motions of frog limbs without the brain. One reason for a hierarchical design is that high 
level feedback loops may respond too slowly for all of motor control to be localized there. Indeed 
the complexity and time delays inherent in biological motor control led the Russian psychologist 
Bernstein to conclude the brain could not achieve motor control by an internal model of body 
dynamics [10]. 

Centralized control has been defined as a case in which every sensor's output influences every 
actuator. Decentralized control was a popular topic in control theory in the late 1970's and led to a 
number of results concerning weakly coupled systems and multi-rate controllers [22]. Graph decom­
position techniques, applied to the graph structures employed in a hierarchical scheme, permitted 
the isolation of sets of states, inputs, and outputs which were weakly coupled. This decomposition 
facilitated stability analyses and controller design. Robotic applications of hierarchical control are 
exemplified by HIC [3] which manages multiple low level servo loops with a robot programming 
language from the "traditional" category above. One emphasis of such control schemes concerns 
distributed processing and interprocess communication. 

1.3 Overview of Robot Control Primitives 

The fundamental objects in our robot specification environment are objects called robots. In a 
graph theoretic formalism they are nodes of a tree structure. At the lowest level of the tree are 
leaves which are instantiated by the define primitive. Robots are dynamical systems which are 
recursively defined in terms of the properties of their daughter robot nodes. Inputs to robots 
consist of desired positions and conjugate forces. The outputs of a robot consist of actual positions 
and forces. Robots also possess attributes such as inertial parameters and kinematics. 

There are two other primitives which act on sets of robots to yield new robots, so that the 
set of robots is closed under these operations. These primitives (attach and control) may be 
considered as links between nodes and result in composite robot objects. Thus nodes closer to the 
root may possess fewer degrees of freedom, indicating a compression of information upon ascending 
the tree. 

The attach primitive reflects geometrical constraints among variables and in the process of 
yielding another robot object, accomplishes coordinate transformations. Attach is also responsible 
for a bidirectional flow of information: expanding desired positions and forces to the robots below, 
and combining actual position and force information into an appropriate set for the higher level 
robot. In this sense the state of the root robot object is recursively defined in terms of the states 
of the daughter robots. 

The control primitive seeks to direct a robot object to follow a specified "desired" posi­
tion/force trajectory according to some control algorithm. The controller applies its control law 
(several different means of control are available such as PD and computed torque) to the desired 
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and actual states to compute expected states for the daughter robot to follow. In turn, the daughter 
robot passes its actual states through the controller to robot objects further up the tree. 

The block diagram portion of Figure 1 may be seen to be an example of a robot system 
comprised of these primitives. Starting from the bottom: two fingers are defined; each finger 
is controlled by muscle tension/stiffness and spinal reflexes; the fingers are attached to form a 
composite hand; the brainstem and cerebellum help control and coordinate motor commands and 
sensory information; and finally at the level of the cortex, the fingers are thought of as a pincer 
which engages in high level tasks such as picking. 

2 Review of robot dynamics and control 

In this section we review some basic results in dynamics and control of robot systems. Our goal 
is to give some insight into the mathematical framework underlying the primitives which we will 
be using. The basic result which we present is that even for relatively complicated robot systems, 
the equations of motion for the system can be written in a standard form. This point of view has 
been used by Khatib in his operational space formulation [12] and in some recent extensions [13]. 
The results presented in this section are direct extensions of those works, although the approach 
is different. 

The dynamics for a robot manipulator with joint angles () E Rn and actuator torques TERn 
can be derived using Lagrange's equations and written in the form 

(1) M(IJ)O + C«(),O)O = T 

where M«()) E Rnxn is the inertia matrix for the manipulator and C«(),O) E Rnxn is the Coriolis 
and centrifugal force matrix. For systems of this type, the inertia matrix is always symmetric and 
positive definite and it can be shown that if - 2C is skew symmetric (this requires some care in 
defining C). It is both the form and the structure of this equation that we will attempt to maintain 
in more complicated systems. For the moment we will ignore friction and gravity forces. 

2.1 Change of coordinates 

As our first exercise, we ask what effect a change of coordinates has on the form of the dynamics. 
Let f : Rn -+ Rn represent a locally invertible change of coordinates with x = f«()) and J = %f 
Then:i: = J«())O and away from singularities we have 0 = J-l«()):i:. We can substitute this into the 
joint dynamics to obtain 

(2) 

We see that this is close to our original form except for the second term. However, if we define 

then we have 
(3) 

M(IJ) 
C(IJ,O) 

F 

rTM(IJ)rl 
rTC((),il)r 1 + rTMj-l 
J-TT 

M(IJ)x + C(IJ, il):i: = F 

It is easy to see that if1 is symmetric and positive definite (away from critical points) and it can 

also be verified that ft,f - 2C is skew-symmetric as before. Thus equation (3) has the same form 
and properties as the joint equations of motion and at least substituting for () = f-l(x), away 
from singularities, we can write 
(4) M(x)x+C(x,x)x=F 

which gives us an even closer correspondence. We also note that by definition T = JT F and so 
if f is the forward kinematic function fdr the manipulator, F corresponds to the Cartesian forces 
generated by the manipulator. 

This simple result has some interesting consequences in control. Typically robot controllers are 
designed by placing a feedback loop around the joint positions (and velocities) of the robot. The 
controller generates torques which attempt to make the robot follow a prescribed joint trajectory. 
However, since the robot dynamics are of the same form in either joint or Cartesian space, we can 
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Figure 2: Planar two-fingered hand. Contacts are assumed to be maintained throughout the 
motion. Therefore the box position and orientation, z, form a generalized set of coordinates for 
the system. 

just as easily write the control algorithm in Cartesian coordinates. In this case, we must take the 
output force from the controller and transform it back into joint torques, by premultiplying it by 
JT. One advantage of this approach is that controller objectives are often specified in Cartesian 
space and hence it might be easier to perform the controller design and analysis in that space. 

2.2 Constrained manipulators 

We next demonstrate that more complicated robot systems can also be represented by dynamics in 
the same form as equation (3). For example, consider the control of a multi-fingered hand grasping 
a box (see Figure 2). If we let 0 be the values of the joint variables for all of the joints and z be 
the position and orientation of the box, then we can write z = h(O) and we would like to use our 
previous analysis to claim that the dynamics of the system are given by 

(5) M(O)x + G(O, 9)x = F 

where F is the forces and torques exerted in the box's frame of reference. We must use a slightly 
different approach, however, since now we have not only a change of coordinates, but also a 
constraint and additional dynamics to include in our derivation. For now we make the assumption 
that our constraints are rigid (e.g., the fingers are connected to the box by ball and socket joints) 
in which case we can ignore all internal forces. This restriction can be lifted at the expense of 
additional complexity, as discussed in section 5. 

As shown by Li, et al. [15], the constraint in this example can be written in the form 

(6) 

where q = (0, z), J is the Jacobian of the finger kinematic function and G is the "grasp map" 
for the system. We will assume that J is bijective in some neighborhood and that G is surjective 
(this condition is necessary to insure force closure of a grasp, namely the ability to exert prescribed 
forces on an object). This form of constraint can also be used to describe a wide variety of other 
systems, including grasping with rolling contacts, surface following and coordinated lifting. For 
the primitives presented in the next section, we also assume that there exists a forward kinematic 
function between 0 and z; that is, the constraint is holonomic. Non-holonomic constraints are a 
relatively straightforward extension but can cause difficulties in implementation. We shall discuss 
some of these details in section 5. 

To include velocity constraints we must once again appeal to Lagrange's equations. A derivation 
of Lagrange's equations in the form we need can be found in Goldstein [9] or Rosenberg [20]. Using 
that derivation, the equations of motion for our constrained system can be written as 

(7) M(q)x + G(q, q)x = F 



where 

(8) if 

c 
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M + CJ-T MSJ-lCT 

C + crT ( csrlcT + Ms ft (J-lCT ) ) 

CJ-Tr 

inertia matrix for the box and fingers, respectively 

Corio lis and centrifugal terms 

Thus we have an equation with similar form (and structure) to our "simple" robot. In the box 
frame of reference, if is the mass of the effective mass of the box, and C is the effective Coriolis 
and centrifugal matrix. These matrices include the dynamics of the fingers, which are being used to 
actually control the motion of the box. However the details of the finger kinematics and dynamics 
are effectively hidden in the definition of if and C. 

Again we note that even though we will write our controllers in terms of F, it is actually the 
joint torques which we are able to specify. Given the desired force in constrained coordinates, we 
can apply that force using an actuator force of JT C+ r, where J and C are as defined previously 
and C+ is a pseudo inverse for C. 

2.3 Control 

To illustrate the control of robot systems, we look at two controllers which have appeared in the 
robotics literature. We start by considering systems of the form 

(9) M(q)x + C(q, <j);, + N(q, <j) = F 

where M(q) is a positive definite inertia matrix and C(q, <j);, is the Coriolis and centrifugal force 
vector. The vector N(q, ti) E Rn contains all friction and gravity terms and the vector FERn 
represents generalized forces in the x coordinate frame. 

Computed torque 

Computed torque is an exactly linearizing control law that has been used extensively in robotics 
research. It has been used for joint level control [1], Cartesian control [16], and most recently, 
control of multi-fingered hands [15, 4]. Given a desired trajectory Xd we use the control 

(10) F = M(q) (Xd + Kve. + Kpe) + C(q, <j);, + N(q, <j) 

where error e = Xd - x and Kv and Kp are constant gain matrices. The resulting dynamics 
equations are linear with exponential rate of convergence determined by Kv and Kp. Since the 
system is linear, we can use linear control theory to choose the gains (K v and K p) such that they 
satisfy some set of design criteria. 

The disadvantage of this control law is that it is not easy to specify the interaction with 
the environment. From the form of the error equation we might think that we could use Kp to 
model the stiffness of the system and exert forces by commanding trajectories which result in fixed 
errors. Unfortunately this is not uniformly applicable as can be seen by examining the force due 
to a quasi-static displacement ~x: 
(11) ~F = M(q)J(p~x 
Since K p must be constant in order to prove stability, the resultant stiffness will vary with con­
figuration. Additionally, given a desired stiffness matrix it may not be possible to find a positive 
definite K p that achieves that stiffness. 

PD + feedforward control 

PD controllers differ from computed torque controllers in that the desired stiffness (and potentially 
damping) of the end effector is specified, rather than its position tracking characteristics. Typi­
cally, control laws of this form rely on the skew-symmetric property of robot dynamics, namely 

aT (if - 2C) a = 0 for all a E Rn. Consider the control law 

(12) 
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where K. and Kp are symmetric positive definite. Using a Liapunov stability argument, it can be 
shown that the actual trajectory of the robot converges to the desired trajectory asymptotically 
[14]. Extensions to the control law result in exponential rate of convergence [23,21]. 

This PD control law has the advantage that for a quasi-static change in position ax the resulting 
force is 
(13) 

and thus we can achieve an arbitrary symmetric stiffness. Experimental results indicate that the 
trajectory tracking performance of this control law does not always compare favorably with the 
computed torque control law [17]. Additionally there is no simple design criteria for choosing K. 
and Kp to achieve good tracking performance. While the stability results give necessary conditions 
for stability they do not provide a method for choosing the gains. Nonetheless, PD control has 
been used effectively in many robot controllers and has some computational features which make 
it an attractive alternative. 

3 Primitives 

In the previous section we saw that simple robots, Cartesian robots and constrained robots all 
have dynamics which can be written in the same form. Moreover, the rules for developing these 
dynamics are straightforward, at least in terms of representation. The problem of system and 
control specification is essentially that of solving the dynamics. The simple structure of this 
problem leads one to the natural conclusion that it should be automated. In this section we 
describe a set of primitives that give us the mathematical structure necessary to achieve this goal. 

In the description that follows we will not use any particular programming environment or 
language. Ideas are freely borrowed from languages such as C, lisp and C++. As much as possible, 
we have tried to define the primitives so that they can be implemented in any of these languages. 
Whenever possible, we shall use mathematical symbols rather than functional notation. Details of 
implementation will be alluded to only in the interests of clarifying the presentation. 

As our basic data structure, we will assume the existence of an object with an associated list of 
attributes. These attributes can be thought of as a list of name-value pairs which can be assigned 
and retrieved by name. A typical attribute which we will use is the inertia of a robot. The existence 
of such an attribute implies the existence of a function which is able to evaluate and return the 
inertia matrix of a robot given its configuration. 

Attributes will be assigned values using the notation 

attribute := value 

Thus we might define our inertia attribute as 

(14) m2hl2 cos(lh - ( 2 ) ] 

m21~ 

In order to evaluate the inertia attribute, we would call M with a vector 9 E R2. This returns a 
2 x 2 matrix which as defined above. 

We will also assume that certain functions of attributes are readily available. Such functions 
might include evaluating the inverse or derivative of a function (when it exists); we will denote 
these simply as M- 1 or if. In practice this could be implemented by defining a set of functions 
for each attribute which can evaluate the various forms of the attribute that will be used. These 
forms might be evaluated either numerically or symbolically, depending on the sophistication of 
the system. 

Another frequently used function is nilO or just nil. This function, which does nothing, indi­
cates an absence of data. It is used to avoid a situation where inappropriate data is returned when 
no data is available. 

3.1 The robot object 

The fundamental object used by all primitives is a robot. Associated with a robot are a set of 
attributes which are used to define it's behavior. Rather than fix the attributes associated with a 
robot, we wish to allow primitives to define new attributes as needed for their own use. All robots 
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Figure 3: Example of the define primitive. The robot shown here corresponds to a robot with 
torque driven motors and only position and velocity sensing. 

have a small set of attributes which must be defined. These attributes specify the basic properties 
which are used by all primitives: 

M 
C 
N 

rdO 
wr(x,x,x,F) 

inertia of the robot 
Coriolis/ centrifugal vector 
friction and gravity vector 
function returning position and force information about the robot 
function which sends information (x, x, x, F) to the robot 

The meaning of M, C, and N should be clear from section 2. These are functions which are passed 
certain arguments (e.g. x, x) and return a matrix, as described above for the inertia attribute. 

The rd function returns the current position, velocity, and acceleration of the robot, and the 
forces measured by the robot. Each of these will be vector quantity of dimension equal to the 
number of degrees of freedom of the robot. Typically a robot may only have access to its joint 
positions and velocities, in which case x and F will be nil. 

The wr function is used to specify an expected position and force trajectory that the robot 
is to follow. In the simplest case, a robot would ignore everything but F and try to apply this 
force/torque at its actuators. As we shall see later, other robots may use this information in a more 
intelligent fashion. We will often refer to the arguments passed to write by using the subscript e. 
Thus Xe is the desired position passed to the wr function. 

The task of describing a primitive is essentially the same as describing how it generates the 
attributes of the new robot. The following sections describe how each of the primitives generates 
these attributes. The new attributes created by a primitive are distinguished by a tilde over the 
name of the attribute. 

3.2 DEFINE primitive 

Synopsis: 
DEFINE(M, C, N, rd, wr) 

The define primitive is used to create a simple robot object. It defines the minimal set of 
attributes necessary for a robot. These attributes are passed as arguments to the define primitive 
and a new robot object possessing those attributes is created: 

M(IJ) 
C(IJ,9) 
N(IJ, 0) 

rdO 
tiir(lJe , o"iie , Te) 

M(IJ) 

C(IJ,O) 

N(IJ,O) 

rdO 

wr(Oe, Be,8e,Te) 

Several different types of robots can be defined using this basic primitive. For example, a DC 
motor actuated robot would be implemented with a wr function which converts the desired torque 
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to a motor current and generates this current by communicating with some piece of hardware (such 
as a D/ A converter). This type of robot system is shown in Figure 3. On the other hand, a stepper 
motor actuated robot might use a wr function which ignores the torque argument and uses the 
position argument to move the actuator. Both robots would use a rd function which return the 
current position, velocity, acceleration and actuator torque. If any of these pieces of information 
is missing, it is up to the user to insure that they are not needed at a higher level. 

We may also define a payload as a degenerate robot by setting the wr argument to the nil 
function. Thus commanding a motion and/or force on a payload produces no effect. The only way 
to cause the object to move is to attach it to an actuated manipulator, the subject of the next 
section. 

As an example of of the define primitive, consider the definition of a simple Cartesian manip­
ulator for which the following functions have been defined: 

M(II) [~l ~2] 
rd_cartesianO 

vr..cartesian(zel ze, Ze, Fe) 
query the hardware and return current robot state 

output actuator torques to produce a Cartesian force F 

We can define a robot, cartesian..robot, using 

cartesian_robot = DEFIRE(M, 0, 0, rd_cartesian, vr_cartesian) 

A special case of this would be to define a planar payload (with the same mass distribution) 

payload = DEFIIE( M, 0, 0, nil, nil) 

3.3 ATTACH primitive 

Synopsis: 
ATTACH(J, G, h, payload, robot-list) 

Attach is used to describe constrained motion involving a payload and one or more robots. 
Attach must create a new robot object from the attributes of the payload and of the robots 
being attached to it. The specification of the new robot requires a velocity relationship between 
coordinate systems (JO = GT x), a kinematic function relating robot positions to payload position 
(:z: = h( II», a payload object, and a list ofrobot objects involved in the contact. 

The only difference between the operation of the attach primitive and the equations derived 
for constrained motion of a robot manipulator is that we now have a list of robots each of which 
is constrained to contact a payload. However, if we define IIR to be the combined joint angles of 
the robots in robot-list and similarly define MR and CR as block diagonal matrices composed 
of the individual inertia and Coriolis matrices of the robots, we have a system which is identical 
to that presented previously. Namely, we have Ii "robot" with joint angles II R and inertia matrix 
MR connected to an object with a constraint of the form 

(15) 

where once again J is a block diagonal matrix composed of the Jacobians of the individual robots.To 
simplify notation, we will define A:= J-1GT so that 

(16) 

The attributes of the new robot can thus be defined as: 

(17) if .- Mp+ATMRA 

(18) C .- Cp+ATCRA+ATMRA 

(19) N .- Np +ATNR 

(20) rdO (h(IIR), A+OR, A+OR + A+OR, ATTR) 

(21) wr(ze, zel ze, Fe) .- wrR(h-1(:z:.), Ai., Ai'. + Ax, A+T F.) 
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Figure 4: Data flow in a two robot attach. In this example we illustrate the structure generated 
by a call to attach with 2 robots and a payload (e.g. a system like Figure 2). The two large 
interior boxes represent the two robots, with their input and output functions and their inertia 
properties. The outer box (which has the same structure as the inner boxes) represents the new 
robot generated by the call to attach. In this example the robots do not have acceleration or force 
sensors, so these outputs are set to nil. 

where Mp, Cp, Np are attributes of the payload, MR and CR are as described above and N R is a 
stacked vector of friction and gravity forces. 

The ;d attribute for an attached robot is a function which queries the state of all the robots in 
robot-list. Thus (JR in equation (20) is constructed by calling the individual rd functions for all 
of the robots in the list. The (J values for each of these robots are then combined to form (JR and 
this is passed to the forward kinematic function. A similar computation occurs for 9R, OR and TR. 
Together, these four pieces of data form the return value for the r-d attribute. 

In a dual manner, the wr attribute is defined as a function which takes a desired trajectory 
(position and force), converts it to the proper coordinate frame and sends each robot the correct 
portion of the resultant trajectory. 

The attach primitive also creates new attributes to store the constraint information (Le. J 
and G). These attributes are used by the internal functions which must evaluate the dynamics 
and input/output attributes of the robot. 

A special case of the attach primitive is its use with a nil payload object and G = I. In this 
case, Mp, Cp, and Np are all zero and the equations above reduce to a simple change of coordinates, 
as shown in section 2. 

An example of the operation of the attach primitive is summarized in Figure 4. 

3.4 CONTROL primitive 
Synopsis: 

COITROL(robot, controller) 

The control primitive is responsible for assigning a controller to a robot. It is also respon­
sible for creating a new robot with attributes that properly represents the controlled robot. The 
attributes of the created robot are completely determined by the individual controller. However, 
the rd and wr attributes will often be the same for different controllers. Typically the rd attribute 
for a controlled robot will be the same as the rd attribqte for the underlying robot. That is, the 
current state of the controlled robot is equivalent to the current state of the uncontrolled robot. A 
common wr attribute for a controlled robot would be a function which saved the desired position, 
velocity, acceleration and force in a local buffer accessible to our controller. This configuration is 
shown in Figure 5. 
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Figure 5: Data flow in a typical controlled robot. Information written to the robot is stored in an 
internal buffer where it can be accessed by the controller. The controller uses this information and 
the current state of the robot to generate forces which cause it to follow the desired trajectory. 

The dynamic attributes £1, C and N are determined by the controller. At one extreme, a 
controller which compensates for the inertia of the robot would set the dynamic attributes of the 
controlled robot to zero. This does not imply that the robot is no longer a dynamic object, but 
rather that controllers at higher levels can ignore the dynamic properties of the robot, since they 
are being compensated for at a lower level. At the other end of the spectrum, a controller may 
make no attempt to compensate for the inertia of a robot, in which case it should pass the dynamic 
attributes on to the next higher level. Controllers which lie in the middle of this range may partially 
decouple the dynamics of the manipulator without actually completely compensating for them. To 
illustrate these concepts, we give examples of two controllers and how they might be defined. 

Computed torque controller 

As we mentioned in section 2, the computed torque controller is an exactly linearizing controller 
which inverts the nonlinearities of a robot to construct a linear system. This linear system has a 
transfer function equal to the identity map and as result has no uncompensated dynamics. The 
proper representation for such a system is 

o 
o 
o 
rdO 

The definition of the wr attribute is intended to represent the buffering operation which we de­
scribed above. 

The control process portion of the controller is responsible for generating input robot forces 
which cause the robot to follow the desired trajectory (available in Xd). Additionally, the controller 
must determine the "expected" trajectory to be sent to lower level robots. For the computed 
torque controller we use the resolved acceleration [16] to generate this path. This allows computed 
torque controllers running at lower levels to properly compensate for nonlinearities and results in 
a linear error response. The methodology is similar to that used in determining that the dynamic 
attributes of the output robot should be zero. The control algorithm is implemented by the 
following equations: 

(x, x,.,.) = rdO 

Fe M(B) (Xd + Kv(Xd - x) + Kp(Xd - x)) + C(x, x)x + N(x, x) + Fd 
Xe Xd + Kv(Xd - x) + Kp(Xd - x) 
Xe J~ Xe 
Xe f; Xe 
wr(x e1 Xe ) Xe ) Fe) 
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where rd and wr are attributes of the robot which is being controlled. Note the existence of the 
Fd term in the calculation of F.. This is placed here to allow higher level controllers to specify 
not only a trajectory but also an force term to compensate for higher level payloads. In essence, 
a robot which is being controlled in this manner can be viewed as an ideal force generator which 
is capable of following an arbitrary path. 

The computed torque controller defines two new attributes, Kp and K., which determine the 
gains (and hence the convergence properties) of the controller. A variation of the computed torque 
controller is the feedforward controller, which is obtained by setting Kp = K. = O. This controller 
can be used to distribute nonlinear calculations in a hierarchical controller, as we shall see in 
section 4. 

PD controller 

Unlike the computed torque controller, the PD controller does not compensate for the nonlinearity 
of the robot system. It simply uses a PD control law to improve tracking. Therefore, the dynamic 
properties of the output robot are identical to those of the input robot: 

if .- M 

C .- C 
N .- N 

rd rd 

The control law is very simple 

(x, 3:, ., -) = rdO 

F. K.(3:d - 3:) + Kp(Xd - x) 
ze Xd 
xe Xd 
Ze Zd 

wr(Ze, :reI Ze, Fe) 

Like the computed torque controller, the PD controller defines new attributes, K. and Kp, for 
use in setting the gains for the system. Setting K. = Kp = 0 effectively disables the controller. 

4 Examples 

To make the use of the primitives more concrete we present some examples of a planar hand 
grasping a box (Figure 2) using various control structures. For all of the controllers, we will use 
the following functions 

Mb 
M"Mr 

Cb,C"Cr 

f 
9 
J 
G 

rd...left, rd..right 
wr...left, wr..right 

inertia matrix for the box in Cartesian coordinates 
inertia matrix for the left and right fingers 
Coriolis/ centrifugal vector for box and fingers 
finger kinematics function, f : (II" IIr) 1-+ (X" xr) 
grasp kinematics function, 9 : (X" x r ) .... Xb 

finger Jacobian, J = U 
grasp map, consistent with 9 
read the current joint position and velocity 
generate a desired torque on the joints 

where II" II" x" x" and Xb are defined as in Figure 2. 

Example 1: High-level computed torque control 

In this example we combine all systems to obtain a description of the dynamic properties of the 
overall system in box coordinates. Once this is done we can move the box by directly specifying 
the desired trajectory for the box. This structure is illustrated in Figure 6. 

In terms of the primitives that we have defined, we build this structure from the bottom up 
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box trajectory 

CONTROL Computed 
Torque 

ATTACH Grasping 

Finger 
Kinematics 

Constraint 

DEFINE 

Box DEFINE 

Figure 6: High level computed torque. The primitives listed next to the nodes in the graph indicate 
the primitive that was used to created the node. In this structure all dynamic compensation and 
error correction occurs at the top of the graph, using a complex dynamic model for the underlying 
system. 

lett 
right 
fingers 

box 
hand 

DEFINE(AfI, CI, 0, rd_left, wr-1eft) 
DEFINE(Afr , Cr , 0, rd_right, wr-right) 
= ATTACH(J, I, I, nil, left, right) 

DEFINE(Afb, Cb, 0, nil, nil) 
ATTACH(I, CT , g, box, fingers) 

ct_hand = CONTROL(hand, computed-torque) 

It is useful to consider how the data flows to and from the control law running at the hand level. 
In the evaluation of Xb and Xb, the following sequence occurs (through calls to the rd attribute): 

hand: asks for current state, Xb and Xb 
finger: ask for current state, x j and x j 

left: read current state, III and 01 
right: read current state, IIr and Or 

finger: xf, xf <- 1(111 , IIr), J(OI, Or) 
hand: Xb,Xb +- g(Xj),CTXj 

Similarly, when we write a set of hand forces using the wr attribute, it causes another chain of 
events to occur: call sequence is generated 

box: generate a box force Fb 
hand: generate finger force CFb 

finger: generate joint torques JT C Fb 
left: output torques conjugate to III 
right: output torques conjugate to IIr 

U sing the transformations given above it is straightforward to calculate the torque generated 
by the control law by expanding the structure of Figure 6 using the definition of the primitives. 
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box trajectory 

ATTACH Grasping 
Constraint 

ATTACH Finger Box DEFiliE 
Kinematics 

COIITROL 

DEFIIIE 

Figure 7: Low level computed torque. Computed torque controllers are used for the individual 
fingers to provide trajectory following capability in joint space. Since no controller is positioned 
above the box, the dynamics of the box are ignored even though the path is given in the box's 
frame of reference. 

JTa+Fb,d 

JTa+ [Mh (Zb,d + K.e + Kpe) + Ch:i:b] 

= JTa+ [ (Mb+arTM8rlaT)(Zb,d+K.e+Kpe)+ 

(Cb + arTC8rlaT):i:b +arTM8ft (r1aT) :i:b] 

This control law corresponds exactly to the generalized computed torque control algorithm pre­
sented by Li, et al. [15]. 

Example 2: Low-level computed torque control 

Another common structure for controlling robots is to convert all trajectories to joint coordinates 
and perform computed torque at that level. In a crude implementation one might assume the 
dynamic effects of the box were negligible and construct the following structure shown in Figure 7. 
The primitives used to define this structure are 

left = DEFIIIE(M" C" 0, rd_left, wr_left) 
right = DEFIIIE(Mr , Cr , 0, rd_right, wr_right) 
ct_left = COIITRDL(left, computed-torque) 
ct_right = CONTRDL(right, computed-torque) 

fingers 
box 

ATTACH(J, I, J, nil, ct_left, ct_right) 
DEFIlIE(Mb , Cb, 0, nil, nil) 

hand = ATTACH (I., aT, g, box, fingers) 

This controller is provably exponentially stable when the mass of the box is zero. However, 
this coptroller does not compensate for the mass of the box. As a result, we expect degraded 
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performance if the mass of the box is large. Experimental results on a system of this form confirm 
our intuition [17]. 

Example 3: Multi-level computed torque/stiffness control 

As a final example, we consider a control structure obtained by analogy with biological systems in 
which controllers to run at several different levels simultaneously (see Figure 8). At the lowest level 

box trajectory 

DEFINE 

CONTROL 

Figure 8: Multi level computed torque and stiffness (PD). Controllers are used at each level to 
provide a distributed control system with biological motivation, desirable control properties, and 
computational efficiency. 

we use simple PD control laws attached directly to the individual fingers. These PD controllers 
mimic the stiffness provided by muscle coactivation in a biological system [11]. Additionally, 
controllers at this level might be used to represent spinal reflex actions. At a somewhat higher 
level, the fingers are attached and considered as a single unit with relatively complicated dynamic 
attributes and Cartesian configuration. At this point we employ a feed forward controller (computed 
torque with no error correction) to simplify these dynamic properties, as viewed by higher levels 
of the brain. With respect to these higher levels, the two fingers appear to be two Cartesian force 
generators represented as a single object. 

Up to this point, the representation and control strategies do not explicitly involve the box, 
a payload object. These force generators are next attached to the box, yielding a robot with the 
dynamic properties of the box but capable of motion due to the actuation in the fingers. Finally, 
we use a computed torque controller at the very highest level to allow us to command motions of 
the box without worrying about the details of muscle actuation. By this controller we simulate 
the actions of the cerebellum and brainstem to coordinate motion and correct for errors. 

The structure in Figure 8 also has interesting properties from a more traditional control view­
point. The low level PD controllers can be run at high servo rates (due to their simplicity) and 
allow us to tune the response of the system to high frequency perturbations. The Cartesian feed­
forward controller permits a distribution of the calculation of nonlinear compensation terms at 
various levels, lending itself to multiprocessor implementation. Finally, using a computed torque 
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controller at the highest level gives the flexibility of performing the controller design in the task 
space and results in a system with linear error dynamics. Another feature is that if we ignore the 
additional torques due to the PD terms, the joint torques generated due to an error in the box 
position are the same as those of the high level computed torque scheme presented earlier. 

5 Discussion 

The work presented in the previous sections is a starting point for the development of what we 
hope will be a high level robot programming environment. The primitives of the previous sections 
will represent the lowest levels of this system. However, these primitives need further refinement 
since even fairly simple robot systems violate some of the assumptions we have made. In this 
section we discuss some of the limitations of the current system and offer possible approaches for 
their solution. 

Our implementation goals include a real time digital control system driven by our description 
language. A symbolic processor (such as Mathematica or MACSYMA) will interpret this language 
and generate the specified control structure. This control will then be executed by a multiprocessor 
real time control system. This allows for the exciting possiblility of specifying a control hierarchy 
and obtaining experimental results from that controller in a matter of minutes. Unfortunately, the 
output from a symbolic processor, even after application of its simplification routines, is far from 
terse. However, the structure of our primitives allows for a natural division of computation, and an 
initial investigation into the feasibility of the system indicated the computational burden should 
be manageable using moderate resources such as a VME based 68020 multiprocessor system. 

5.1 Geometric issues 

The manipulator Jacobian matrix J and grasp matrix G play key roles in this work and we next 
consider more carefully the consequences of violating our assumptions. 

Redundancy: J or G nonsquare 

There are two flavors of redundancy which we have ignored in the primitives presented so far. 
The first of these, which we shall call kinematic redundancy, occurs when we have a robot with 
more degrees of freedom than needed to position and orient the end effector. The result of this 
redundancy is that the forward kinematic function, f is no longer locally bijective--for every end 
effector position there exists a continuum of joint angles which maintain that position. The other 
kind of redundancy which is common to biological systems is actuator redundancy, namely, the 
presence of. multiple muscles which can exert torques about a single joint. This form of redundancy 
is more subtle and we defer its discussion to future work. 

Problems with kinematic redundancy appear mainly in the attach primitive. There we as­
sumed the existence of the an inverse function for h, the map between joint variables and object 
coordinates. If any of the robots being attached to the object is redundant such an inverse function 
is not uniquely defined. Furthermore, the Jacobian of the robot forward kinematics will no longer 
be square, resulting in a J which is not square and hence not invertible. Currently we assume that 
a redundancy resolving controller is used between a redundant robot definition and a subsequent 
attach. 

The major consideration with these resolutions of redundancy is to use redundancy to improve 
performance. Studies of human motion control indicate that redundancy plays roles other than 
obstacle avoidance and flexibility, e.g. achieving desirable stiffness properties [11]. A classical 
use of redundant motion in robotics is to specify a cost function and use the redundancy of the 
manipulator to attempt to minimize this cost function. This method is equivalent to specifying a 
velocity in the tangent space to the internal motion manifold. If we extend our definition of the wr 
function so that it takes not only an "external" trajectory, but also an internal trajectory (which 
might be represented as a cost function or directly as a desired velocity in the internal motion 
directions) then this internal motion can be propagated down the graph structure. 

A similar situation occurs with internal or constraint forces. As noted in section 2, forces which 
lie in the null space of the grasp map cause no net motion of the system. These forces can be 
useful in the case of grasping. Here sufficient internal forces are applied to insure that the forces 
exerted by the fingers on the object lie in the friction cone defined by the contact. Thus we might 
also extend our primitives to propagate an internal force through the graph structure. 
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In summary, degrees of freedom are not completely lost due to a constraint or resolved redun­
dancy. Instead, we have shifted motion or force from external to internal. A complete approach 
to control must also provide for feedback control of these internal motions and forces. 

Singularities: J, G singular 

Throughout the definitions of the primitives (and even the underlying dynamics) we assumed that 
J- 1 was well defined. This is not the case if one of the manipulators in the system goes through 
a kinematic singularity. In this case the calculations performed in the primitives will become 
unstable, demanding large joint velocities and torques to achieve a specific trajectory. Similarly, 
when the grasp matrix G approaches a singularity, force closure is lost and large forces may be 
required. If it is not possible to avoid singularities at the path planning stage then it may be 
acceptable to tolerate some trajectory error. 

Nonholonomic constraints 

We have assumed so far the the constraints applied to the system are holonomic. For some common 
systems, such as grasping with rolling in three dimensions, it can turn out that J and G are well 
defined and full rank but there exists no forward kinematic function such that x = h(9). Such 
systems can still be controlled, however, with some restrictions. 

Control laws commonly use the position of the object as part of the feedback term. If this 
position cannot be calculated from 9 then we must retrieve it from some other source. One 
possibility is to use an external sensor which senses x directly, such as a camera or tactile array. 
The function to" read the sensor" could be assigned to the payload rd function and attach could 
use this information to return the payload position when queried. Another possible approach is to 
integrate the object velocity (which is well defined) to bookkeep the payload position. 

5.2 Implementation issues 

One of the major future goals of this research is to implement the primitives presented here on 
a real system. This requires that efforts be made toward implementing primitives in as efficient 
fashion as possible. 

On-line vs off-line 

The first choice to be made in implementing the primitives is deciding where computation should 
occur. It is possible that the entire set of primitives could be implemented off-line. In this case, a 
controller-generator would read the primitives and construct suitable code to control the system. 
Such an approach is only possible if the basic contact structure is specified ahead of time. 

A more realistic approach is to split the computation burden more judiciously between on-line 
and off-line resources. Symbolically calculating the attributes of the low-level robots and storing 
these as precompiled functions might enable a large number of systems to be constructed without 
too much prior knowledge about the structure of the graph describing the system. 

Off line computation of controller outputs may be done if an open loop control strategy is 
acceptable. Such an approach, which resembles simulation of the composite robot system, will 
require numeric integration of the equations of motion in place of the physical system. If the 
models are faithful, such off-line techniques also may be used to compensate for low bandwidth 
communication channels and time delays. On-line implementations are expected to be more robust 
to sensor and modeling error, at the cost of real-time computation and data flow requirements. 

Multirate controllers 

Although the expressions employed are continuous time, in practice digital computers will be relied 
upon for discrete time implementations. This raises the issue of computation rates and whether 
lower rates may be practical for higher level robots/controllers. In the case of mammalian motor 
control, higher level feedback appears to OCCur at a slower rate---nue in part to transmission delays. 
However, humans are able to perform tasks accurately in spite of this slow (and hence low gain) 
high-level feedback. Both hardware and wetware implementations may benefit from distributed 
gain and multiple rate controllers. 
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6 Conclusion 

Working from a physiological motivation we have developed a set of robot description and control 
primitives consistent with Lagrangian dynamics. Starting from a description of the inertia, sensor, 
and actuator properties of individual robots, these primitives allow for the construction of a com­
posite constrained motion system with control distributed at all levels. The resulting hierarchical 
system can be represented as a tree structure in a graph theoretic formalism, with sensory data 
fusion occurring as information flows from the leaves of the tree (individual robots and sensors) 
toward the root, and data expansion as relatively simple motion commands at the root of the tree 
flow down through contact constraints and kinematics to the individual robot actuators. 

In future, we hope to extend these basic description and control primitives into a more complete 
task level programming environment which is device independent to some extent. The output of 
such a system may be employed to generate a multiprocessor based control structure. Further 
work will include extending the primitives to allow specification of internal constraint forces and 
specification of internal motion of redundant manipulators in a more general way. 

The primitives that we have defined are intended to be useful on a theoretical level as well as 
in a real time control system. This structure for describing hierarchical robot control systems may 
also assist the study of biological motion control. These primitives provide a conceptual framework 
in which to develop hypotheses and integrate experimental data. 
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OPTIMAL FREQUENCY DOMAIN DESIGN VS. AN AREA 
OF SEVERAL COMPLEX VARIABLES 

J. William Helton 

Abstract. H OO design theory has developed rapidly in the last decade, both math­
ematically and from the standpoint of applications. The talk addresses one very 
natural direction one can take in going beyond this. The goal is to develop a sys­
tematic mathematical theory of worst case frequency domain design where stability 
is the key constraint. This leads immediately to a collection of mathematics prob­
lems which have strong connections with ongoing developments in several complex 
variables. The main point of this article is to point out these connections. 

INTRODUCTION 

The development of a systematic theory of worst case design in the frequency 

domain where stability is the key consideration is developing rapidly and moving in 

several directions. An example of a major success in the subject is on the paradigm 

mixed sensitivity problem for multiport control systems. Here a beautiful and pow­

erful theory has emerged. When one looks beyond the paradigm for new directions 

in the subject several areas are quickly suggested by physical considerations. 

a. time varying systems, 

b. non-interacting systems: sparsity patterns, 

c. non-linear systems, 

d. realistic performance specs. 

This talk focuses on the last topic, smce the first is already well developed, a 

systematic theory of the second appears to be exceptionally hard, and Joe Ball 

will lecture on the third topic. 

For completeness we note that there are several other directions. One is infinite 

dimensional H oo control. It was not listed since philosophically it is the same as 

finite dimensional Hoo control, however, mathematically it is much more difficult 
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and so is something of a subject unto itself. Another very different direction lies in 

adapting Hoo control to radically different uses, such as adaptive control. 

As most MTNSer's know there are various areas of several complex variables 

which connect seriously with electrical engineering and these are admirably de­

scribed in Bose's book [Bose). In the talk we show how unflinching pursuit of 

an H oo design theory leads to a serious connection between engineering and yet 

another area of SCV. 

It is interesting to compare this with the early days of Hoo design. There a key 

element was the discovery that a well developed area of mathematics, interpolation 

and commutant lifting theory solved paridigm amplifier and control problems. This 

led to extremely fast engineering progress. I doubt that the connections pointed out 

in this article will have an instantaneous effect. The reason is that the mathematical 

area involved is not yet so well developed; much remains poorly understood and it 

has no tradition of numerical work. Hopefully, though over the long haul progress 

by each community will substantially benefit both. 

I. PROBLEM STATEMENT 

A basic problem in designing stable systems is this: 

At each eiB E II we are given a region 8B c eN (which represents specs 

to be met at 'frequency' eiB). 

(OPT') Find a vector valued function f analytic in the unit disk ~ and contin­

uous on its closure ~, such that 

Here II stands for the unit circle {Izl = 1} in e and henceforth AN denotes the set 

of functions f on II which are analytic on ~ and continuous in~. It is easy to 

put many design problems into this form, (e.g. the Horowitz templates of control) 

so the issue quickly becomes mathematical: computing solutions and developing a 

useful qualitative theory. 

I always think of a picture in connection with (OPT'). 
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~ ----------------------
Figure 1.1. 

The problem (OPT') is very closely related to 

(OPT) Given f ~ 0 a map from II x eN to R (which i3 a performance mea3ure). 

Find ,* ~ 0 and J* E AN which wive 

,* = inf sup f(eiO,j(e iO )) = sup r(eiO,J*(eiO )). 
JEAN 0 0 

Indeed (OPT') is a graphical version of 

(OPTc ) For a fixed (performance level) c find a function JEAN with 

(That is, j produces performance better than c). To see that (OPT') solves (OPTc ) 

we start with f and denote its sublevel sets corresponding to c by 

(1.1) 

Now we take So = So(c) in (OPT') and see that 

Thus JEAN solves (OPT') if and only if j solves (OPT c). Conversely, to go from 

(OPTc ) to (OPT') one merely builds a defining function f for the given set So, that 

is, build a f which satisfies 

f(e iO , ) = 1 on f)So 

f( eiO , ) < 1 inside f)So 

f( eiO , ) > 1 outside f)So. 
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Then one solves (OPT!) for that r. The problem is formidable, but what is sur­

prising and makes a good story for a general audience is how this problem meshes 

with a branch of intense research within the mathematical several complex variables 

community. 

The fact that pursuits and results on this problem now connect solidly with es­

tablished SCV theory is a recent development (the last three to four years). Indeed 

I am grateful to R. Rochberg for first suspecting work of my colleagues and I on 

(OPT) was related to his work on "harmonic continuation" of sets. Then Wermer 

patiently explained basics of polynomial hulls (§IIIb) when we met at several con­

ferences. Z. Slodkowski also helped by sending valuable reprints and providing more 

explanations. Connections with Kobayashi distance problems, §IIIc were developed 

jointly in discussions with my colleague Jim Agler. As a consequence of (OPT) de­

veloping independently from these other lines of SCV we are now at a place where 

someone who studies the SCV literature carefully might make considerable progress 

on it. 

We give a warning: Descriptions here are for functions analytic in the disk which 

mayor may not be real on the real axis. The effect of this important restriction is 

not traced throughout this article and in several key cases it has not been analyzed. 

For N = 1, Theorem IV.l leads us to believe that many difficulties imposed by this 

restriction are surmountable. Also convex problems will be well behaved. 

II. ENGINEERING OCCURENCES OF (OPT) 

First we give generic engineering motivation for (OPT). Then we give specific 

examples. 

(a) Motivation 

The (OPT) problem is central to the design of a system where specifications 

are given in the frequency domain and stability is a key issue. Suppose our objective 

is to design a system part of which we are forced to use (in control it is called the 

plant) and part of which is designable 
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given 

r -'-----------' 
performance is designable 

f(w,jUw)) at frequency w 

Figure 11.1. 

The objective of the design is to find the admissible j which gives the best perfor-

mance. The "worst case" is the frequency w at which 

sup f(w, j(jw)) 
w 

occurs. One wants to minimize this over all admissible j. The stipulation that the 

designable part of the circuit be stable amounts to requiring that j has no poles in 

the RH.P. In other words JEAN (RH.P.). This is exactly the (OPT) problem 

for the RH.P and, of course, conformally transforming RH.P. to tJ. transforms this 

problem to precisely the (OPT) problem we stated in §1. However, in this section 

we shall stay with the RH.P. and j w-axis formulation of problems as is conventional 

in engineering .. Even when parts of the system other than the designable part are 

in Hoo one can frequently reparametrize to get (OPT). Consequently (OPT) arises 

in a large class of problems. 

Indeed the (OPT) problem is so basic that I am fond of calling it the funda­

mental Hoo problem of control. This sits in distinction to the fundamental problem 

of Hoo-control. I don't know what that problem is. 

(b) Examples 

Example 1. The famous "mixed sensitivity" performance measure of control 

IS 

(IIb.1 ) 

where WI weights low frequencies and W 2 weights high frequencies. The basic HOO 

control problem is 
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Find a compensator which produces an internally stable system with ac­

ceptable performance (mixed sensitivity) over all frequencies. 

This converts directly to an (OPT) problem over functions T analytic in the R.H.P. 

(denoted A( R.H.P.)) which meet interpolation conditions 

(INT) 

imposed by the engineering system one wants to control. Then we get the mathe­

matical statement: 

Basic HOO Control Problem: Find such a T which gives a certain performance 

r(w, T(jw)) :::; c. 

This is the (OPTc ) problem except for the interpolation constraints. 

The interpolation constraints are easily dealt with by a reparametrization in 

function space. For example, if m = 2, then express T as 

(IIb.2) 

where H is in A(R.H.P.). Clearly T sweeps through the desired class as H sweeps 

through A(R.H.P.). Abbreviate (IIb.2) to T = a + bH and substitute into r to 

define 

tJ. -r(w, H) = r(w, a + bH). 

Then (OPTc) for r is equivalent to the basic control problem. 

The graphical version of this problem goes as follows. First note via simple 

algebra that the sublevel sets Sw( c) of r are always disks and that they vary in a 

pattern like this: 
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1 

/ 
s..,(c) 

~T(jw) 

w=o 
waxis 

Figure 11.2. 

Thus finding T in A meeting (INT) whose values on the jw axis lie in S..,(c) is 

equivalent to the basic problem. 

Historically, the algebraic formulation (IIb.l) and graphical formulation Fig. 

11.2 together with effective proposals for solution were done independently in 1983 

by Kwaakernak [Kw] and Helton [HI], respectively. Also Doyle [DyI] simul­

taneously gave a different approach which also was both physically correct and an 

effective computationally. The original paper of Zames and Francis [ZF] took 

W 2 =0. 

I might insert a caveat here to any practically oriented individual. Physically 

one is not given Wl and W2 • The basic HOO control problem is a great abbreviation 

of the design process. In my opinion very little intelligent discussion about design 

can be carried out at this level of abbreviation. 

Indeed a salty comment of mine along these lines pertains to a debate which 

persists in the Hoo control community. The issue is whether or not a control theory 

will ever exist which in practice sets the weights W l , W 2 once and for all. Opponents 

contend that in an industrial setting enormous tuning of the weights W l , W2 must 

occur. I don't wish to take sides here on the outcome. What impresses me about 

this debate is less the arguments of one side or the other, but the fact that it 

has not evolved significantly in the last five years. I (somewhat tongue in cheek) 

attnbute this lack of progress to the physical imprecision of talking primiarly in 

terms of mixed sensitivity (IIb.l) and WI, W2 • The WI, W2 are in fact derivable 

(with explicit formulas) from more primitive specifications such as tracking error, 

gain-phase margins, bandwidth constraints, etc. (c.f. [HI], [H2], [BHMer]). If 
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the HOC culture commonly used this or an even more precise language possibly the 

debate on tuning could advance to a higher plane. 

It seems to me that another practical issue might be worth emphasizing (since 

it is frequently treated incorrectly [AJ). It is an outgrowth of the fact that the 

basic control problem for many plants (ones with a pole or zero on the jw axis) is 

ill conditioned. This is because the basic control problem has not been correctly 

posed; the difficulty lies in the fact that the usual notion of internal stability: 

(11b.3) T, (I + PC)-I, (I + PC)-I P, C(I + PC)-I are in HOC 

while philosophically correct is too loose practically speaking. In particular a de­

signer must have specified initially enough constraints to have produced numbers 

(or bounded functions) 

so that 

(1IbA) 

ITI $ M I , I(I + PC)-Il $ M 2 , IC(I + PC)-Il $ M 3 , I(I + PC)-I PI $ M4 , 

through the entire R.H.P. or even on a slightly larger region. Note that (IIbA) is 

just a strengthened form of (IIb.3), in that (IIb.3) says that these functions must 

be bounded in the R.H.P., but does not say by how much. The point is that we 

must a priori say what these bounds are. 

As mentioned before, forgetting constraints (IIbA) becomes deadly at ajw-axis 

pole or zero of P. For example, when P(jwo) = 0 a naive HOC solution produces 

compensators with IC(jwo)1 of arbitrarily large size. Fortunately, adding constraints 

(IIbA) to the standard HOC control solution is easy to do using a function space 

reparameterization like (11b.2). The interested reader is referred to Part I [BHMer] 

which does an example thoroughly; also [H2] mentions this tersely. 

Example 2. Power mismatch (d. [H4,5], [Y], [YS]). 

Example 3. Two competing constraints typically yield S9 which are intersec­

tions of two disks, etc. 

Example 4. Plant uncertainty naturally leads to (OPT) problems with very 

complicated r. Our formulation is to start with a performance measure f which 
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depends on what one believes the plant P to be at frequency wand the choice T of 

the designable parameter at w. The basic design optimization problem is: 

(UNCOPT') inf sup sup f(w,p, T(jw». 
TEA~ '" pERw 

Here R", denotes the range of values p at frequency w which you believe the plant 

P(jw) might actually take. For this problem "tightening the specs" amounts to 

calculating the "tightened" performance measure 

(UNC) few, T) = sup f(w,p, T). 
pERw 

After this is done solving the full (UNCOPT') problem is equivalent to (OPT). 

Plant uncertainty when treated in this way simply amounts to a mathematiza­

tion of the age old engineering adage: 

In the presence of uncertainty tighten the specs. 

III. CONNECTIONS WITH TRADITIONAL MATHEMATICS 

In this section we work on the unit disk ~, the unit circle IT rather than on 

the R.H.P. and the jw-axis. Thus, S", becomes Se, etc. 

(a) Quasicircular (OPT) problems 

Call a r with sublevel sets which are disks (even higher dimensional ones) qua­

sicircular. A marvelous piece of luck is that when the Se are disks (even in higher 

dimensions), the (OPT') problem was solved by pure mathematicians starting at 

the turn of the century with N = 1 and moving to higher N in the 1950's and 60's 

with operator theorists. This was first used effectively by Saito and Youla (when 

N = 1) and by Helton (when N 2': 1) on amplifier problems. The techniques were 

later taken up by Zames and Francis who learned them from Helton and introduced 

them to control. In an independent movement Tannenbaum solved a paradigm 

(N = 1) control problem with this mathematics. Subsequent to this exciting in­

sight there has been a rush of activity called H oo control and most mathematical 

development in the West since the mid seventies has either been done by engineers 

or by associated mathematicians. This engineering oriented community has made 

major contributions to the mathematics of the problem particular in the context of 
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a state space theory. There is so much good work along these lines that we neither 

survey nor list references here, but refer the reader to the books [BGR], [Fr], 

[H3] , [Her]. 

When we turn to 88 which are not disks all of the mathematics of the previous 

paragraph fails. I know of no (OPT') problem with an "explicit solution" for cases 

where the 8 8 are not "generalized disks." One must either develop completely new 

techniques or find them in a different mathematics literature. That is the subject 

of this talk. 

(b) Polynomial hulls 

This is the main mathematical connection we describe in this talk. Define the 

envelope of solutions to (OPT') to be 

This is a natural object physically in that it is the envelope of all design possibilities. 

Its cross sections E(8)le are defined to be E(8)le ~ {z: (e,z) E E(8)} = {f(O : 

f E AN, f(e i8 ) E 88 'VB}. 

A surprising thing is that a classical mathematical object of a very different 

character, the polynomial hull IP( 8) of the set 

is informative in understanding the envelopes. The reason put loosely is that in 

many (and possibly all nice) cases it is the "envelope" of all solutions to (OPT'). 

Recall that the polynomial hull P(S) of a set S C C1+N is 

P(S) ~ {w E C1+N : Ip(w)1 ::; max Ip(v)1 
DES 

for all p E p1+N} . 

Here p1+N denotes the set of all polynomials on C1+N. The set S is called poly­

nomially convex provided S equals its convex hull. An excellent basic reference on 

this topic is [WI]. 

It is well known that 

Theorem IIIh.1. 

8 u E( 8) c P( 8) . 
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Proof. or course S C peS) so we must show that E(S) C peS). Now each point 

(eo, zo) in E(S) lies on the graph {(e,fW); e E disk} of some solution f to (OPT'). 

To show that (eo, zo) also lies in peS) select any polynomial p in pHN and note by 

the standard one complex variable maximum principle that 

Since f solves (OPT') we have f(e i8 ) is in S8 and conclude that 

The fact that this holds for all p E pHN is precisely the statement that (eo, zo) E 

peS) .• 

An open question which is the subject of substantial mathematical research is 

(P = E) For nice S does 

S U E(S) = P(S)? 

The implication of this (when it is true) is that computing the envelope of solutions 

to (OPT') is equivalent to computing peS), since after all S is already known. Thus 

we have a radically different way of characterizing E(S) which might ultimately be 

used for computation or to gain qualitative insight. While for pathological S the 

answer to (P = E) is no [W2], the answer is yes in many cases and we now turn 

to that issue. 

The condition (P = E) is known to be true in cases which include: 

Theorem IIIh.2. (Alexander-Wermer [AWl], Slodkowski [811]). If the 3ets S8 

are all convex and uniformly (in fJ) bounded, then S U E( S) = P( S). 

For N = 1 Slodkowski [812] obtained: 

Theorem IIIh.3. For N = 1 if the set3 S8 are connected, simply connected, 

smoothly varying in fJ with boundaries aS8 which are analytic arcs, then S U E( S) = 
peS). 

Also in 1988 Marshall and Helton (see [MH]) independently discovered a proof 

which we sketch in §IV, since it is in the spirit of the (OPT) problem. 
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Now we backtrack. To this point we have the formal definition of polynomial 

hull and motivation (via envelopes) for studying it. Let us give some vague intuition 

through pictures and examples of what the polynomial hull is. We begin by defining 

the cross-sections or the fibers of the polynomial hull peS) over e to be 

P{S)e = {z E eN: (e, z) E P{S)}. 

One can abbreviate this to Se, but it is an abuse of notation, since Se;' in this 

notation corresponds to the S8 we have been using. The following figure illustrates 

the gross nature of P{ S) 

Figure 111.1. 

in that the S8 are prescribed on the unit circle and the Se are a canonical uniquely 

determined extension of these sets into the unit disk. A basic fact in the subject 

(cf. Lemma 11.1 [WI]) is 

Theorem IIIh.4. If for any e inside the open unit disk the fiber Se is nonempty, 

then the fiber of the polynomial hull over every point in the unit disk is nonempty. 

That is, the polynomial hull either extends the "specs" {S9} over the entire 

unit disk or over none of it. Clearly in the second case no solutions to (OPTc ) for 

S exist, so the envelope of solutions is empty. 

A simple explicit example also helps in understanding polynomial hulls. 
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Example. Each SB is a disk in C with center at the origin and radius R( eiB ). 

What is P(S)? Answer: Its fibers are disks centered at 0, thus we need only compute 

the radius of the disk Se at each e. It turns out to be la(e)1 where a(e) is the outer 

Wiener-Hopf (spectral) factor a(ei9 )a(ei9 ) = R(ei9)2 of R2. 

From this example we see that computing polynomial hulls is bound up with 

and in general more complicated than computing Wiener-Hopf factorizations. 

Results about polynomial hulls. A brief bibliography is included at the 

end of this paper. For N = 1 there is a strong 

Theorem IlIb.5. (Forstneric [F)) If (OPT') has a solution f* whose values lie 

in the interior of S9 uniformly in 8, then there is a function tp: ~ x II -+ C which 

satisfies 

(T) 

(i) Fix T, tp( ,T): t:;.. -+ C is analytic with no zeroes in~. 

(ii) Fix e E ~, then tp(e, ): II -+ C is a smooth 1 - 1 map onto the curve 

which is its range. 

The boundary 8E( S) of E( S) satisfies 

Su8E(S) = {(e,tp(e,T)+f*(Z)): eE t:;.. TEll}. 

This completely characterizes E(S) provided that one can obtain tp. Forstneric's 

proof is not constructive. 

Note that when the S9 are all disks there is a linear fractional parametriza­

tion of all solutions of (OPT') due to Nevanlinna for N = 1 and for N ~ 1 to 

Adamajan-Arov-Krein, see also [ACF). The formula in this parametrization easily 

parametrizes 8E(S) and produces the tp satisfying (i), (ii) and (iii). Thus Theorem 

IIIb.5 might be seen as a weaker Nevanlinna parametrization which holds in very 

general problems. 

Another completely different finding about polynomial hulls for N = 1 actually 

seems like another type of duality. It says that each polynomial hull is the set of 

all singularities of certain classes functions on C2 analytic near 00, see [AW2) and 

[W3). How this pertains to N ~ 2 is unclear. 

In another direction mathematicians try to provide explicit formulas and a 

concrete analysis of particular model cases. In particular Alexander and Wermer 
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[AW3] just did a successful study of the situation which each S8 is an interval 

[a(ei8),b(ei8 )]inCwitha E A. They analyzed the polynomial hull ofS = {(e i8 ,S8)} 

for various classes of functions b. 

A computational possibility. We conclude this subsection by mentioning a 

radical possibility for performing H OO (OPT) calculations. Let ,* and 1* denote 

the solution to (OPT) and suppose that we know (!P = E) is true. Then we know 

that 
e < ,* if and only if E(S(e)) is empty 

if and only if !P(S(e)) = S. 

This suggests that to compute whether (OPTc) has a solution for a particular c 

we could do a computation with !P(S(e)). It turns out that it suffices to compute 

whether !P(S(e)) has any point in it ofthe form (0, a), that is a point for which 

(IIIb.! ) Ip(O, a)1 S; sup Ip( ei8 , z)1 
zES.(c) 

for all pee, z) polynomials in e E C and z E CN. Recall that S8(e) is defined in 

(1.1 ). 

Theorem IIIbA says that !P(S) contains such a point (O,a) if and only if the 

envelope of solutions to (OPT) is nontrivial. Therefore e ?: , if and only if a point 

(O,a) satisfying (IIIb.!) exists; provided (!P = E) is true. 

Now inequalities like (IIIb.!) don't seem easy to manipulate with package soft­

ware. However, one could work with an analog concocted by Merino and me. Define 

a hull R!P(S) of S = {(e i8 ,S8): -7r S; e S; 7r} to be 

(IIIb.2) R!P(S) ~ He,z):Rep(e,z)?: ° for all p E pl+N satisfying Rep(s) ?: ° 
on all s E S} 

One expects that in nice cases R!P(S) = !P(S). Now inequalities of the form 

Re p( e, z) ?: ° are convex and consequently (once discretized can be treated with a 

linear programming package). 

Now we are a little more specific about how one converts this to a linear pro-

gram: 

To test if (0, a) E R!P( S), 

(IIIb.3) inf Rep(O,a) ~ 1)(a) 
pE'P'+N 
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subject to 

Rep(s)~O for all sES. 

Clearly (0, a) E RP( S) if and only if the answer is ~ o. We are interested in vectors 

a with real entries and in max "7 ( a). It is ~ 0 if and only if RIP( S) has nontrivial 
aERN 

fiber over s = o. Possibly a Broyden, etc. method would work reasonably for this 

stage of the computation. 

Finally we add one more layer of detail to our description of the computation of 

(IIIb.3). This is the crudest possible method and surely one could improve it easily. 

For pedagogical simplicity take N = 2. Discretize as by selecting many points 

sk,t ~ (ei9.,(z~t,z;,l» in as. The variables in the linear program are numbers 

Xm,n,k which are the coefficients of the polynomials p. Then (IIIB.3) becomes, for 

fixed a = (al,a2) 
M 

(IIIb.4) Minimize Re 
z 

E xm,n,O(al)m(a2)n subject to 
m,n=O 

K M 

Re L L Xm,n,r(ei9'nz~t)m(z;tt ~ 0 
r=O m,n=O 

This is a standard linear program (once each complex number xm,n,r is expressed 

as a sum of 4 nonnegative numbers). Here we would hope that small M say 2 or 

3 would suffice to solve many interesting problems. In this case running time often 

would be proportional to 

with C depending in a gentle way on the number of constraint points sk,t. 

(c) The Kobayashi distance between two points q and r in a domain 

V in eN. 
The basic issue is to study metrics on V which are invariant under biholo­

morphic maps b: V H V. If V is the unit disk in e there is essentially one, the 

Poincare metric p( Zl, Z2) = arctanh 1 t!:. ;'%;21· In higher dimensions there are many 

inequivalent invariant metrics on V. One is the Caratheodory metric defined by 

(CAR) c(q,r) = sup p(F(q),F(r» 
F 
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over F: 1) -+ b. which is analytic on 1). Another is the true Kobayashi metric similar 

to the "one disk" Kobayashi distance between q and r defined by 

(KOB) 

where 6,6 must have the property that there exists an analytic function f: disk-+ 

1) such that f(6) = q and f(6) = r. For given q,r and 6,6 which achieve inf p 

in (KOB) an analytic function f: disk -+ 1) satisfying feel) = q and f(6) = r is 

called a Kobayashi extremal for the given data q, r. Also an F on which sup p in 

(CAR) is attained is called a Caratheodory extremal. 

Properties: 

1. c and K, are biholomorphic invariants. 

Proof. Trivial. 

2. c(q,r):::; K,(q,r). 

Proof. Let f*(6) = q, f*(6) = rand F*(q) = e~, F*(r) = e~ denote (KOB) 

and (CAR) extremals respectively. Then g ~ F* 0 f*: disk -+ disk and g(6) = 
eL g(6) = e~· Schwartz's lemma says p(g(6),g2(6)) :::; p(6,6). This implies 

p(F*(q), F*(r)) :::; p(6, 6) for all (6,6) admissible in (KOB), so p(F*(q), F*(r)) :::; 

inf p(6,6). • 
e"e. 

The observation we make here is that computation of Kobayashi extremals is a 

very special case of (OPT'); at least if we are willing to iterate through a sequence of 

(OPT') problems. To wit: Given q, r select two (candidate) points 0,6 E disk c C. 

We want to know if 3f: disk -+ 1) satisfying f(O) = q and f(6) = r. If such f 

exists K,(q,r) :::; p(0,6). By repeatedly guessing 6 ~ 0 one can actually compute 

K,(q,r). 

To convert this to an (OPT') problem we use the same type of reparametriza­

tion in function space which you saw in Example 1 on HOC) control. Let a: disk -+ 

CN be analytic and satisfy the interpolating condition a(O) = q and a(6) = r. Let 

b: disk -+ C be analytic and satisfy b(O) = 0 = b(6) and write f as 

f = a+bH 
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HE AN. Now such f meets interpolating constraints but may not satisfy f(O E 1) 

for all lei ~ 1. To invoke this condition we transform 1) to 

(IIIc.l ) 

because 8 9 has the property 

H( ei9 ) E 8 9 if and only if f( ei9 ) E 1). 

There is one more thing to check: We require fee) E 1) for VeE disk, but we only 

have f( ei9 ) E 1) for all ei9 . If 1) is polynomially convex then the two properties are 

equivalent ([K, §3.I]). So we obtain 

Theorem I11e.!. For a polynomially convex domain 1) C eN, the od-Kobayashi 

distance K(q,r) ~ p(O,6) if and only if there is a solution H* to (OPT') for the 

sets 8 9 given by (lIc.I). If 6 produces equality, then f* = a + bH* is a Kobayashi 

extremal. 

This is the main conclusion of the section: Computing od-Kobayashi distances is a 

special case of (OPT'). 

What are the consequences of this? Clearly, computational tools provided by 

the engineering culture could be used to do experiments with the od-Kobayashi 

distance. In a more theoretical vein while theorems on K are probably too special 

for direct engineering use, they suggest generalizations which might be useful. 

For example, the deepest result in the subject (see [L] Proc. ICM'86) is 

Theorem. (Lempert). If 1) is convex then the Caratheodory metric equals the 

od-Kobayashi distance equals the true Kobayashi metric. 

One major component of the proof is a characterization of f* the Kobayashi ex­

tremal. Note that Theorem IV.5 on our list of results also characterizes f*. Indeed 

roughly these two theorems were discovered independently by Lempert (somewhat 

earlier) and Helton (more generally). Possibly other techniques of Lempert's will 

prove valuable. For example, he proves that f* is continuous. For (OPT) this is not 

known for N > 1 even when r is a convex function. Maybe Lempert's techniques 

apply here. 
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The treatment of Kobayashi distance given here while capturing much of its 

content was done in an overly simple setting (focusing on the somewhat unusual "one 

disk" Kobayashi distance). This was done in order to avoid requiring the reader 

to recall the set up of differential geometry. Now we assume that the reader is 

familiar with this, in particular with the fact that metrics can typically be defined 

infinitesimally. The infinitesmal form of the Kobayashi metric is defined on the 

tangent space V x eN of V to be 

(IIIc.3) Fk(q,7))=inf{a>O: 31EAN 1:6.~V, 

1(0) = q, 1HO) = (7)/a, 0, ... , O)f} 

Here !I is the first component of the vector valued function 1. One might intuitively 

think of F( q, 7)) as a directional derivative of 11:( q, r) discussed above. 

The only point we wish to make here is that Fk(q,7)) can be computed by 

solving a succession of (OPT') problems, in very much the same was that II: was 

related to (OPT') by (IIIc.l). To write down this relationship take a,,(e) = q + 
(~, 0, ... ,or and b(e) = ei. Then as H sweeps AN, the function 1 = a" + bH 

sweeps those functions 1 E AN which satisfy 1(0) = a,,(O) = q and 1'(0) = a~(O) = 
(7), a, 0, ... , O)t. 

Suppose that we are given a defining function p for the domain D. That is, p 

is smooth and 

p( z) < 1 for zED, 

p(z)~l for zrl-D. 

Then to produce an (OPT) problem define r" by 

(II1cA) 

and denote by I~ its solution 

Corollary IIIc.l. We have 
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Proof. Any h E AN for which r ",(ei9 , h(e i9 )) < 1 produces f = a", + bh E AN 

satisfying p(J(ei9 )) < 1. That is f: ~ ...... 1), and by construction f satisfies the 

requirements to be in the set (IlIc.3). Thus Fk(q, "I) ~ a if '''' < 1. This argument 

is reversable. 

A solution 1* to (OPT) for optimal a is called a Kobayashi extremal. Proper­

ties proceed much as before with II:(q,r). 

We conclude by mentioning that the Caratheodory distance is in some sense a 

dual to the Kobayashi extremal problem. The polynomial hull !P( S) of {( e i9, S9)} 

with S9 given by (IlIc.I) is in another sense a dual construction to the Kobayashi 

extremal. Are these two seemingly different types of duality related? For example, 

can one use Theorem IIIb.2 and IIIc.I below to prove Lempert's theorem? 

(d) Miscellaneous 

It might help some engineers interested in reading SCV literature to remark 

on some standard terminology. The subject we have been discussing is very much 

bound up with what are called analytic disks. The idea is that we have a domain V 

and are interested in ways in which the unit disk in the complex plane can fit in 1) 

(usually while meeting other constraints). That is, we are interested in non-constant 

analytic maps f: disk ...... 1) and their image which is a set called an analytic disk. 

Properties and uses of analytic disks are discussed to some extent in [K, Ch. 3]. 

(OPT) is clearly a matter of finding analytic disks meeting certain constraints. 

Another construct closely related to (OPT) is that of the analytic multifunction. 

A multifunction on the disk is a function whose value at a point ~ E disk is a set 

in eN. There is a notion of a set valued function being analytic. These are studied 

heavily by Slodkowski, see [S13] for a survey of results and definitions. 

The value of all of this to us is that a polynomial hull P( S) introduced in section 

Illb is the graph of an analytic multifunction, that is, the function ~ ...... Se is an 

analytic multifunction. Thus theory developed for analytic multifunctions applies 

to our problems. 

IV. QUALITATIVE RESULTS ON (OPT) 

One of the most useful things to a person who is using a computer program to 

solve problems like (OPT) is a knowledge of the fundamental qualitative properties 
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of solutions. Then when the program produces odd answers, or as will sometimes 

happen, fails to converge the user can have an idea of what is happening or at least 

eliminate some possibilities. Our standard assumption on the (OPT) problem is: 

(SA) r depends smoothly on (J, is real analytic in z (and in z) and has gradient 

~~ (ei8 , z) which never vanishes when r( ei8 , z) = 'Y*. The sets S,( 'Y*) are 

connected, simply connected, have nonempty interior, and are uniformly 

bounded in (J. 

While 'Y* may not be known in advance in a particular situation, one might verify 

that all S8('Y) for a wide range of'Y satisfy these conditions; this is because the 

conditions are not very restrictive. 

We now give a list of results. It basically follows the lines of [BHM] and 

updates that list somewhat in keeping with [MH]. 

Existence, Smoothness, and Uniqueness of Solutions 

Theorem IV.l. [MH]. Suppose N = 1 and (SA) holds. An Hoo solution r to 

(OPT) exists. That solution r is smoothl (i.e., r E COO). If fo E Al is a local 

optimum to (OPT) and if ~ (ei8 , fO'(e i8 )) never vanishes on II, then fo = r. If 

r( ei8 , z) = r( e-i8 , z) for all (J and z, then J" is real on the real axis. 

When N ~ 1 we have 

Theorem IV.2. [HH]. If S8( 'Y*) is strictly convex (uniformly in (J), then an H'lf 

solution J" to (OPT) exists and it is unique. Also J"(ei9 ) E aS8 for a.e. (J. 

Theorem IV.3. [MH]. Suppose (SA) holds and that each S9 is polynomially 

convex. Then an H'lf solution J" to (OPT) exists. Moreover, if a sequence fk E 

H'lf approximately solves (OPT) (in the sense esssup r(ei9,/k(ei9)) = 'Yk with , 
'Yk ~ 'Y*). Then a subsequence which converges in normal family sense has as its 

limit a function foo in H'lf which satisfies r(ei9 '!oo(ei9)) ~ 'Y* almost everywhere. 

Example 1. (Helton, Merino [HMer2]). 

I Originally S. Hui [Hu] proved Theorem IV.1 under the additional assumption 

of convexity. Also he showed that J" extends analytically across the circle. 
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r( ei9 , Zl, Z2) = 1100 + ei9 Zl + 0.1(ZlZ2 + Zl + z2)12 

+ 1100 + ei9 Z2 + 0.1(ZlZ2 + Zl + z2)12 

+ €(lzlI2 + IZ212) 

for € a real parameter, 0 < € < 19 is strictly plurisubharmonic in z, but (OPT) has 

two local solutions: 

J;=(c,-c) and f;=(-c,c) 

with c = 5J2(19 - f). For € near 19 both h and h belong to the same connected 

component of the ,* sublevel set of r. 

Stopping Criteria 

Theorem IV.4. [H3]. Suppose N = 1 and (SA) holds. Suppose 1* is a smooth 

function in HOC> for which the function a( ei9 ) ~ ~ (ei9 , 1*( ei9)) never vanishes. 

Then 1* E A is a solution to (OPT) if and only if 

(i) r(ei9 ,1*(ei9)) = constant in 8. 

(ii) wno a > O. 

Here wno a means winding number of the function a about o. 

Theorem IV.5. [Mer]. For generic r the solution 1* to (OPT) produces a(ei9 ) = 
~~ (ei9 , 1* (ei9)) with wno a = 1. 

For N ~ 1 this generalizes to a reasonable extent. Now we have functions 

aj(ei9 ) ~ :~. (ei9 ,1*(ei9 )) for j = 1, ... ,N. If these functions are continuous and , 
extend meromorphically onto the disk, then define a generalized winding number 

by 

wno (ai, ... , aN) ~ number of common zeroes of al, ... , aN inside the disk 

minus their total number of poles inside the disk. 

Here multiplicity must be counted. 

Theorem IV.6. [H6]. Suppose r is smooth and that 1* is a function for which the 

functions aj have no common zero on II. If 1* is a strict local solution to (OPT), 

then 
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(ii) wno (aI, ... , aN) > O. 
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Conversely, if the sublevel sets SII(-y*) of r are strictly convex in z, then an f* 
satisfying (i), (ii) is a solution to (OPT). 

A forthcoming paper of Merino and Helton [HMer2] treats non-convex prob­

lems (very successfully for N :5 2). Also we give alternatives to wno in the spirit of 

[Ll) and discuss some implications for computation. See also [SI4] for some related 

results. 

This theorem provides useful diagnostics for a computer program. As the 

program progresses and generates approximate optima f", we expect the function 

r(eill,J,,(eill )) to become increasingly flat. Also behavior of the winding number 

~ (eill , J,.(eill )) diagnostic can be monitored and seems to indicate how close one is 

getting to a local solution f*. 

(OPT) vs. Forstneric 

We conclude with a few words about the Helton-Marshall proof of Theorem 

Illb. This gives an interesting perspective on how the theory of (OPT) described in 

§IV meshes with the theory of polynomial hulls in §IIIb.3. As we shall see Forstnerics 

theorem and Theorems IV.l, IV.3 have a somewhat complementary relationship and 

together they combine to give Theorem IIIb.3 which says that 

E(S) U S = P(S) 

for nice S when N = 1. We say that the graph {(e, f(e)): lei :5 I} for f: 3. -+ eN 
which is contained in P(S) is a selection (or an analytic selection) of peS). 

Proof of Theorem IIIb.3. The primary ingredients are Forstneric's theorem on 

a polynomial hull P( S): If P contains one selection {e, f* (e)}, then P is swept out 

by sections, and our Theorem saying (OPT) has a unique solution when N = 1. 

Let S be the given set. Let sr denote a family of nice sets which expand Sj 

here r ~ 1, and S1 = S (see Fig. IV.I): 

Choose the expansion to contain large enough sets so that for some r the set 

p(sr) has an analytic selection. The family sr of sets could be regarded as the 
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smallest s. t. selection exists. 

Figure IV. 1. 

sublevel sets for an (OPT) problem. Namely, define f by 

f(e i9 , z) ~ min {r: z E S8}, 
r 

then its sublevel sets are indeed the sets S;. The statement, P(S!) contains no 

analytic selection is equivalent to: 

The solution r O to this (OPT) problem is greater than one. 

Indeed r O is the smallest r so that p(sr) has an analytic selection. 

Lemma. If r ! r O and a11P( sr) have smooth HOO selections in their interior, then 

p(sro) is swept out by H OO selections. 

Proof. Normal families plus Forstneric. That is: pick (~o,zo) E p(sro) with I~ol < 

1. We know by Forstneric that "3r E A such that r (~o) = Zo and r ( ei9 ) E S; 

for all B. Normal families tells us "3 subsequences rn ~ 1* on compacta. Now 

1*(ei9 ) E S;o a.e. (by Theorem IV.3) and 1*(~o) = Zo, so (~o,zo) E selection. _ 

By the lemma p(sr") is swept out by solutions 1* to (OPT) in Hoo. By Theo­

rem IV.1 there is only one such 1* and it is smooth. Thus P( sr") == {( ~, z): 1* (0 = 
z}. 
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This immediately implies p(sr') = P(Sl), since if p(sr') :):) P(Sl), then 

P(Sl) has a triviaZ2 fiber over some I~I < 1. Theorem IIIb.4 implies p(Sl) = S, 

contrary to assumption. 

v. NUMERICAL SOLUTIONS 

This section is hardly complete and makes only a few remarks. The subject 

naturally divides into numerics for 

(1) r which are quasi-circular (sublevel sets are disks). 

(2) General r. 

The first subject contains the numerics of HOC> control and so is a huge field within 

the engineering (not the numerical analysis) community. I shall not discuss it. 

Numerical efforts on (OPT) for general r and related problems are carried out 

by various groups using very different methods. 

(1) Peak point methods-Mayne-Polak-Salucidean, Fan-Tits 

(2) Linear programming-Streit, Boyd, Daleh, Pearson. 

(3) Convex programming-Boyd. 

(4) Il-synthesis-Doyle, the Honeywell group, Chu, Lenz, etc. (solves UN­

COPT) 

(5) Quasi-circular gradient Newton-Merino-Helton. 

(6) Frequency dependent, conformal mapping (N = I)-Sideris. 

Codes are available from several of these groups, including Fan-Tits, Streit, Boyd, 

Helton-Merino. Efforts (1), (2) and (3) are carried out independently of numerical 

efforts in classical HOC> control while (4), (5), and (6) iterate classical HOC> control 

solutions. 

Now we turn to numerical theory on (OPT). Theorems in section IV give 

qualitative perspective to users or developers of programs. For example, Theorem 

IV.6 gives diagnostics which should be helpful to many computer programs. More 

details can be found in [BHMer], [H-Mer]. 

Of all this we emphasize one simple property of the (OPT) problem which we 

suspect has broad numerical implications. Certainly it has a profound effect on 

2 observed by a student, M. Lawrence, at University of Washington. 



57 

the methods of Merino and myself. The issue is one of strong directional uniquess. 

Suppose we are given r and a solution f* to (OPT) for r. We say that f* has order 

p directionality provided that for each h E AN, there exists a constant Ch > 0, so 

that 

(SUP) 

for all small real numbers t. Moreover, if p = 1, then f* is called a directionally 

strongly unique solution to r. 

Theorem V.l. [HMer] Suppose r is nice. If N = 1, then all solutions to (OPT) 

are directionally strongly unique. If N 2 1, then no solution is directionally strongly 

unique. 

The proof is easy (see §2.d [HMerJ). 

We believe that when directional strong uniqueness (DSU) holds (OPT) IS 

much better behaved numerically then when it fails. This is based on 

(1) Extensive computer experiments using the Helton-Merino "gradient New­

ton" descent methods, see [HMer]. We are certainly curious to know if 

other methods are sensitive to the DSU distinction. 

(2) Theoretical estimates [HMer] on our gradient-Newton methods suggest 

strongly that DSU is important. 

As far as our computational efforts are concerned we consider the main open 

question to be that of adapting our algorithms to improve their behavior when DSU 

fails as well as determining its effect on other algorithms. 

Research was supported in part by the Air Force Office of Scientific Research 

and the National Science Foundation. 
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FEEDBACK STABILIZATION OF NONLINEAR SYSTEMS 
Eduardo D. Sontag 

Abstract 

This paper surveys some well-known facts as well as some recent developments on the 
topic of stabilization of nonlinear systems. 

1 Introduction 

In this paper we consider problems of local and global stabilization of control systems 

Ii: = I(z,u), 1(0,0) = ° (1) 

whose states z(t) evolve on m.n and with controls taking values on m.m, for some integers n 
and m. The interest is in finding feedback laws 

u = k(z) , k(O) = ° 
which make the closed-loop system 

Ii: = F(z) = I(z,k(z» (2) 

asymptotically stable about z = 0. Associated problems, such as those dealing with the 
response to possible input perturbations u = k( z) + v of the feedback law, will be touched 
upon briefly. 

We assume that 1 is smooth (infinitely differentiable) on (z, u), though much less, -for 
instance a Lipschitz condition,- is needed for many results. 

The discussion will emphasize intuitive aspects, but we shall state the main results as 
clearly as possible. The references cited should be consulted, however, for all technical 
details. Some comments on the contents of this paper: 

• We do not consider control objectives different from stabilization, such as decoupling 
or disturbance rejection. 

• Except for some remarks, we consider only state (rather than output) feedback. 

• The survey talk centers on questions of possible regularity (continuity, smoothness) 
of k. This focus leads to natural mathematical questions, and it may be argued that 
that regular feedback is more "robust" in various senses. But -and to some extent this 
is emphasized by those negative results that are presented- it is often the case that 
discontinuous control laws must be considered (sliding mode controllers, or piecewise 
smooth feedback, for instance). In addition, non-continuous-time feedback (sampled 
control, pulse-width modulation), is often used in practice and is also not covered. 
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• The assumption that k(O) = 0 is quite natural; it says that no energy should need 
to be pumped into the system when it is at rest. The theory that results when this 
requirement is not imposed is also of great interest, however. 

• Another related interesting set of problems ("practical" stabilization) deals with bring­
ing states close to certain sets rather than to the particular state z = O. 

Space constraints force us to be selective in our coverage. Such selectivity will imply, 
as is often the case with surveys, some emphasis towards the speaker's favorite topics. 
Hopefully the inclusion of an additional bibliography -see the end of the paper- makes up 
for some of the omitted material. 

1.1 What regularity will be imposed on k ? 

The main questions that we want to address involve, as pointed out above, regularity of 
k. The requirements away from 0, whether k should be, say, Co, CI, or Coo, appear to 
be not very critical; as we see later, it is often possible to "smooth out" a feedback law 
that is merely continuous. (Of course, if k is not smooth enough, questions arise regarding 
uniqueness of trajectories for the closed-loop system (2).) Much more critical is the behavior 
of k at the origin. Because of these facts, and in order to simplify the presentation, we shall 
consider just two types of feedback; the issues arising for these are quite typical of the 
general problems. We shall say that k : m," -+ m,m, k(O) = 0, is: 

• smooth: if k E COO(m,") . 

• almost smooth: ifk E COO(m,"\{O}) and k E CO(m,"). 

The problems of finding stabilizing feedback laws of these two types are very different: 
consider for instance the system 

which can be globally stabilized by the almost smooth law 

u:=-~ 

resulting in 
i: =-z 

but cannot even be locally stabilized by a smooth u = k(z), since for any such k one would 
necessarily have k(z) = O(z) so that the closed-loop system 

i: = z + 0(z3) 

is unstable. 

It is probably fair to say that until now the most elegant local theory has been developed 
for the smooth case, while the most elegant global results are those that have been obtained 
for almost smooth stabilization. 

2 Asymptotic Stability 

As with regularity, there are also many possible notions of stabilization. These can be 
classified under two broad categories: 
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• State-Space: There is a map k such that the system 

z = f(:I:,k(:I:» 

has :I: = 0 as a locally or globally asymptotically stable point. We call this local or 
global, smooth or almost-smooth, stabilization, depending on the regularity required 
of k. 

x 

'--_--il k I~----I 
I I 

FIGURE 1: Pure state-feedback configuration 

• Operator-Theoretic: There is a k so that the initialized system 

z = f(:I:,k(:I:)+ u), z(O) = 0 

induces a stable operator u ...... :1:. There are many possible, nonequivalent, definitions 
of stability for operators; this point will be discussed again later. This notion is of 
interest when studying stability under persistent or decaying input perturbations, and 
when trying to obtain Bewut factorizations for nonlinear systems. 

+ 
u x 

FIGURE 2: Additive state-feedback configuration 

An alternative is to allow for an additional feedforward term, say with the same 
regularity as k. Such a variation appears when studying coprime, not necessarily 
Bezout, factorizations. 

u x 

FIGURE 3: State-feedback with input weighing 

We shall concentrate on pure state-feedback problems, but will also explain how some 
operator-type results can be obtained as a consequence of these. 
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2.1 Asymptotic controllability 

An obvious necessary condition for state-space stabilizability is the corresponding open-loop 
property of (null-) asymptotic controllability: for each small Zo there must exist some 
measurable, locally essentially bounded control u(·) defined on [0, +00) such that, in terms 
of the trajectory z(·) resulting from initial Zo and input u, (a) z( t) is defined for all t and 
z(t) --+ 0 as t --+ 00, (b) this happens with no large excursions (stability), and (c) since k 
is continuous at the origin, u( t) --+ O. This property can be summarized by the statement: 
for each e: > 0 there is some 5 > 0 such that, for each Izol < 5 there is some u(·) so that 

z(t), u(t) --+ 0 

and also 
Iz(t)1 + lu(t)1 < e: 'it 

where z(.) is the trajectory starting at Zo and applying u. 

(We use bars I~I to denote any fixed norms in lRn and lRm.) 

For global stabilization, one has the additional property that for every Zo there must 
exist a control u so that z(t) --+ OJ we call this global asycontrollability. 

Observe that, for systems with n9 controls, classical asymptotic stability is the same as 
asycontrollability. 

For operator-theoretic stabilizability, one has necessary bounded-input bounded­
output or "input to state stability" necessary properties. These will be mentioned later. 

The main basic questions are, for the various variants of the above concepts: 

To what extent does asycontrollability imply stabilizability? 

Such converse statements hold true for linear finite dimensional time-invariant systems, but 
are in general false, as we discuss next. 

3 Case n = m = 1 

To develop some intuition, it is useful to start with the relatively trivial case of single-input 
one-dimensional systems. Many of the remarks to follow are taken from [28). 

For the system (1), asycontrollability means that for each z, or at least for small z in 
the local case, there must exist some u so that 

zf(z,u) < 0 

(see [28) for a detailed proof). Consider the set 

<9:= {(z,u)lzf(z,u) < O} 

and let 
11" : (z, u) ..... z 

be the projection on the first coordinate. Then, global asycontrollability implies that 

while local asycontrollability says that this projection contains a neighborhood of zerOj in 
addition, a local property about (0,0) also holds, since u must be small if z is small. 

On the other hand, if k is any feedback law giving asycontrollability, it must hold that 
k provides a section over lRn\ {O} of the projection 11", i.e. 

(z,k(z))E<9 Vz#O 
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Thus the main problem is essentially that of finding regular sections of 1r. 

Using this geometric intuition, it is easy to construct examples of systems which are 
asycontrollable but for which there is no possible almost-smooth -or for that matter, not 
even just Co away from zero- feedback stabilizer. For instance 

is so that 0 consists of the two components 

0 1 = {( U - 1)2 < Z - I} 

and 
O2 = {(u+ 1)2 < 2 - z, z f= O} 

and hence admits no continuous stabilizer, even though it is clearly asycontrollable. (See 
Figure 4: darkened area is the complement of OJ note that no continuous curve is contained 
entirely in 0 and projects onto the z-axis.) On the other hand, in this example it is easy to 
construct a controller -a section of the projection with k(O) = 0- that is everywhere smooth 
except for a single discontinuity. 

-/' 
/ 

- ~ 
x 

""" --
/ 

./ 

-::=:::::::; 

FIGURE 4: No continuous sections FIGURE 5: Semiglobal vs. global 

This counterexample is based on the impossibility of choosing controls; the paper [30] 
provides examples where not even a continuous choice of state trajectories is possible. 

The graphical technique allows answering other questions, such as those in [28] regarding 
the possibility of non-Lipschitz stabilizers even when there are none that are Lipschitz. 
In [31], the authors discuss "semiglobal" stabilizers in comparison with global ones: The 
question is whether it may be the case that for each compact subset of the state space 
there is a feedback stabilizer, but that there is none that works globally. They provide a 
counterexample analogous to the one illustrated graphically in Figure 5, the darkened area 
corresponding to the complement of O. Note that for each fixed interval on the z-axis there 
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are obviously smooth sections of the projection -as indicated by a curve-, but there can be 
no global sections. 

An interesting fact for one-dimensional systems is that there are always rather regular 
time-varying feedback stabilizers. For the precise definition of smooth time-varying and 
more generally dynamic stabilizers see the reference [28]; essentially one obtains a smooth 
stabilizer for the system obtained by adding a parallel integrator. The idea of the proof in 
[28] is easier to understand with an example. In Figure 6a, again with the darkened area 
corresponding to the complement of 0, we consider two possible feedback laws, illustrated 
by their graphs. There is no way to obtain a continuous stabilizing feedback law, i.e. one 
whose graph stays entirely in O. But the idea is to oscillate very fast between the two 
indicated (non-stabilizing) laws. Let B = B t denote the set of z's where at any given time 
t the feedback law satisfies zJ(z, k(t, z)) < 0 (Figure 6b). This set oscillates, and we design 
the time variation so that it moves to the left slowly but it moves to the right fast (for 
z > 0, and the converse for z < 0). A state z > 0 to the right of B will continue moving 
to the left, towards the origin, until it hits the set B. At that point, it will move in an 
undesired direction, but will do so only for a very small time duration, with a net effect of 
a leftward move. The above reference provides a complete proof. 

-

r1 
I ....... 

J--J 
~ 

FIGURE 6(a): Time-varying continuous example 

o A 
FIGURE 6(b): Bad set for example in 6(a) 

A different result on dynamic feedback stabilization of one-dimensional systems holds 
for analytic J, and is given in the work [8]. It is shown there that asycontrollability is 
equivalent to almost-smooth stabilization of the enlarged system 

z=J(z,y), y=u. 

Later we shall see examples of systems (in higher dimensions) for which not even dynamic 
stabilization can be done continuously. 

4 General n, m - Main Techniques 

The one-dimensional case illustrated that smooth or almost-smooth stabilizers may fail to 
exist even if the system is asycontrollable. We now survey the more general case, concen­
trating on the following techniques: 
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1. First order methods (linearization) 

2. Topological techniques 

3. Lyapunov functions 

4. Relation to operator-theoretic stability 

5. Decomposition approaches 

We will not cover, due to time and space limitations, the very interesting work being 
done on special cases such as two-dimensional systems ([5], [4]) and in particular the use of 
center manifold techniques and perturbation analysis (see e.g. [1],[2]). 

5 First-Order Techniques 

We review here some facts that apply to the problem of local, smooth stabilizability. 
[The example i: = z + (_·V2z)3, discussed earlier, shows that these techniques do not say 
anything interesting regarding almost smooth feedback.] Write 

z = Az + Bu+o(z,u) 

and call I: first-order (or "hyperbolically") stabilizable if the linearized system z = Az + Bu 
is asycontrollable, or equivalently, if there exists a matrix F so that 

A+BF 

is a Hurwitz matrix. This property is also equivalent to the requirement that 

rank lsI - A, B] = n whenever Re s ~ 0 

(PBH condition). 

For each stabilizing feedback matrix F for the linear part, the linear law u = Fz is also 
a local stabilizer for the nonlinear system, and the following classical result is obtained: 

Theorem 1. I: first-order stabilizable =} I: locally smoothly stabilizable. 

Recall that this is proved by showing that a quadratic Lyapunov function for z 
(A + BF)z is also a local Lyapunov function for the closed loop system 

z = (A+BF)z +o(z) 

-see e.g. [36]. 

The converse of Theorem 1 is obviously false; for instance the system 

has a non-asycontrollable first-order part z = 0 but the smooth (even linear) feedback law 
u = -z results in z = _z3 which is asymptotically stable. However, this example illustrates 
what can be said about the converse. Note that even though the linearized system is not 
asymptotically stabilizable, its only uncontrollable eigenvalue has zero real part. In addition, 
the stability that can be achieved is not ezponential, but is "slower" than exponential. 

One says that the origin is exponentially stable for z = f( z) if there exist positive 
constants ~ and M so that 
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for all small enough initial states and all t 2: O. By smooth exponential stabilizability we 
mean that there is a smooth k so that the closed loop system (2) is locally exponentially 
stable. The next two results then hold: 

Theorem 2. ~ is locally smoothly stabilizable '* rank lsi - A, B] = n 'iRe s > O. 

Theorem 3. ~ first-order stabilizable {=} ~ exponentially stabilizable. I 
The first of these is proved by appealing to the standard controllability decomposition: 

If the rank condition fails, under the variables in this decomposition the closed-loop system 
corresponding to any smooth feedback law must result in block equations 

:i:t (Al + BlF)xl + A 2z 2 + o(z) 

Z2 A3Z2 + o(x) 

where A3 has some eigenvalue with strictly positive real part. But then Lyapunov's Second 
Theorem on Stability, or one of its variants such as Cheataev's Theorem, -applied to the 
z2-equation,- implies that the closed-loop system is unstable, contradicting the assumption. 

The second result is "folk" knowledge, and an analogous result for arbitrary-rate stabi­
lization was given in [12]. A sketch of its proof is as follows. Sufficiency is proved as with 
Theorem 1. Conversely, assume that k is a smooth feedback stabilizer, and look at the 
closed-loop system. Again via the controllability decomposition, the problem reduces to 
showing that the eigenvalues of the linearization of an exponentially stable equation must 
have negative real part. Let A be as in the definition of exponential stability, and consider 
the change of variables z( t) := e ~tz( t) which results in an equation 

z(t) = (~I + A)z + g(z, t) 

where g(z,t) is o(z) uniformly on t. Since z(t) decays at rate A, it follows that z decays 
at rate A/2, and hence the z equation is asymptotically stable. From Cheataev's Theorem, 
one concludes that ~I + A has all eigenvalues with real part S 0, from which it follows that 
all eigenvalues of A have strictly negative real part, as wanted. 

The gap in the characterization of local smooth stabilizability is due to the possible 
modes corresponding to Re s = 0, i.e. the "critical" cases where rank lsi - A, B] < n for 
some purely imaginary s. This is precisely the point at which Center Manifold Techniques 
become important. 

6 Topological Techniques 

In this section we review some topological considerations that establish lilnitations on what 
almost smooth feedback can achieve. (In fact, the lilnitations will apply also to even weaker 
types offeedback.) 

To motivate, let's start with an example due to Brockett. Consider the 3-dimensional 
2-control system 

Zl Ul 

Z2 U2 

Z3 U2Zl - UlZ2 

for which 

( s 0 0 1~ O~) 
[sI - A, B] = ~ ~ ~ 
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looses rank at IJ = o. First-order tests for smooth stabilization are thus inconclusive, except 
for the fact that ezponential stability can't be achieved. On the other hand, this system is 
completely controllable, since it is a system of the type 

Z = ulgl(Z) + u2g2(Z) 

("symmetric" system with "no drift term") and 

det (gb g2, [gl, g2]) = 2 i- 0 

everywhere, where [gb g2] denotes the Lie bracket. The system is in particular asycontrol­
lable, since controllability is preserved using arbitrarily small Ul, U2. This suggests that the 
system might be smoothly stabilizable. But in fact it isn't. Consider the mapping 

(z,U) >--> f(z,u) (3) 

which here is 

IR5 -+ IR3: (Zb Z2, Z3, Ub U2)' >--> (Ub U2, U2Z1 - UIZ2)' . 

No points of the form 

are in its image, so the system can't be smoothly stabilizable, by Brockett's necessary 
condition: 
Theorem 4. IT ~ is almost smoothly stabilizable then the image of (3) contains some 
neighborhood of zero. 

For linear systems, Brockett's condition is that 

rank [A,B] = n 

which is the case IJ = 0 of the PBR criterion. 

Theorem 4 was given in [6]. It reduces to the purely differential-equation result that the 
image of F(z) = f(z,k(z)) must contain a neighborhood of zero if the closed-loop vector 
field F is asymptotically stable. The following elementary proof was suggested to us by 
Roger Nussbaum (ca. 1982), and is analogous to those proofs given in [37] and [15]. 

Consider the closed-loop system :i: = F(z(t)) and let t} denote the flow associated to 
this. Then 

H(z,t):=Ht}(I~t'Z)-Z] ,tE[O,I] 

is a homotopy between F(z) and -z. (As t -+ 1-, the flow converges uniformly to zero by 
asymptotic stability, while as t -+ 0+ this is F(z) by the definition of flow.) From this and 
the fact that F can have no zeroes -equilibria of the ode- outside z = 0, one concludes that 
F must have topological degree (_I)n with respect to all points p near 0, and so F(z) = P 
is solvable for all such p. 

The above proof can be extended to show that not even "practical stability" can be 
achieved, in the sense that one looks for stabilizers defined away from 0 and with the 
property that closed-loop trajectories converge to a neighborhood of the origin. Moreover, 
even arbitrary continuous feedbacks (satisfying conditions of existence and uniqueness of 
trajectories) are ruled out by the theorem. In [37], it is shown that global attractivity is 
also ruled out, even if local asymptotic stability is not required to hold. 

Note that when a system fails Brockett's test, it cannot be stabilized by almost smooth 
dynamic feedback either, in the sense that any extended system 

Z f(z,u) 
z v 

where v is a new control, and z is a new state of state variables, will still fail the test. 
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6.1 Other Topological Techniques 

Consider now the following two-dimensional, single-control system ([3)) 

where 

e= (:) , g(e):= (Z22~t) 
(This system represents the real and imaginary parts of the one-dimensional complex system 
Z = uz2 .) For each control, one can move at different velocities along the integral curves of 
e = g(e)· These curves are the circles centered on the y-axis and passing through zero, plus 
the positive and negative z-axis; see Figure 7. Thus the system is asycontrollable, and in 
fact every state can be controlled in finite time to the origin. As opposed to the previous 
example, however, this one does pass Brockett's test, and linear tests are also inconclusive. 
We now show that this system is not almost-smoothly stabilizable, even locally, and use 
this to illustrate another technique. 

FIGURE 7: Orbits of g FIGURE 8: Clf level sets 

Assume that there is a feedback law stabilizing this system on some open set U con­
taining the origin. Consider the closed-loop system 

that results; by assumption the left-hand side is at least Lipschitz away from the origin, so 
this is a well-posed differential equation. 

Choose any circular orbit of g which is entirely contained in U. Then the restriction 
of the closed-loop equation to this circle provides a differential equation which is globally 
asymptotically stable on the circle. But this is impossible, because of the following fact: 

Theorem 5. !fa differential equation on a manifold M,:i: = F(z),F(zo) = 0, has:co as 
a globally asymptotically stable state, then M must be contractible. 
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The only property needed for this result is that solutions exist and be unique, plus 
continuous dependence. The proofis ahnost trivial; see below. A somewhat stronger state­
ment, often refered to as "Milnor's Theorem" , asserts that M must in fact be diffeomorphic 
to an Euclidean space, but the above version seems to be enough for most applications. 

To prove the Theorem, just note that the map 

H(z,t):=C}(I~t'Z) , tE[O,I] 

provides a homotopy between the identity and the constant map H (z, 1-) == Zo; here C} is 
the flow induced by F as before. 

For the particular example that we had above, this is all very intuitive: for y > 0 and 
z > 0 near the origin, we must move to the left -stability part of "asymptotic stability"-, 
and for z < 0 to the right. Continuing back along any fixed circle, we reach a point where 
we must move both to the left and right, which would create a discontinuity of the feedback 
law, unless we passed first through zero which would create a nonzero equilibrium. 

In this example, in fact, not even attractivity (all trajectories converging to zero) can 
hold with continuous feedback. This is because such a feedback law must satisfy 

(since on the z-axis the equation is z = z2u, iI = 0). Thus any curve between (-1,0)' and 
(1,0)' will be so that lc has some zero somewhere on it, giving a new equilibrium point of 
the closed-loop system. 

Theorem 5 implies that mechanical models with a noncontractible phase space -rigid 
body orientations, for example- give rise to systems that cannot be smoothly, or in any 
reasonable sense continuously, globally stabilizable. 

7 Lyapunov Functions 

Assume that E is globally ahnost-smoothly stabilizable. The closed-loop system (2) being 
globally asymptotically stable, standard inverse Lyapunov theorems (see for instance Theo­
rem 14 in [18],) can be used to conclude that there exists a proper (V(z) ..... 00 as z ..... 00), 
positive definite (V(z) > 0 for z > 0, V(O) = 0) function V so that 

LFV(Z) = VV(z)F(z) < 0 Vz f. 0 

which implies in open-loop terms that 

(Vz f. 0)(3u) VV(z)/(z, u) < 0 

and in addition, by continuity of lc at 0, the property 

(Ve > 0)(35 > 0) [0 < Izl < 5 => min VV(z)/(z,u) < 0] . 
lul:5e 

We call such a function Va control-Lyapunov function ("elf"). (In the terminology of 
[26], this would be a clf which satisfies the small control property.) The above-mentioned 
theorems show that there always exists a smooth clf if E is ahnost-smoothly stabilizable. 

Intuitively, a clf is an "energy" function which at each nonzero z can be decreased by 
applying a suitable open-loop control, and this control can be picked small if z is small. 
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It is not hard to show that the existence of a clf implies asycontrollability. In fact, this 
implication holds even if we ask only that V be continuous. In that case the gradient may 
be meaningless, so we replace the defining condition by 

("Ie> 0)(35 > 0) [0 < Izl < 5 => min n+v.,(z) < 0] 
11.,115' 

where n+ indicates, as usual in the literature on nonsmooth Lyapunov functions, the Dini 
derivative 

n+v; ( ).- lim V(z(t» - V(zo) ., zo.- sup 
t_o+ t 

and z(t) is the trajectory corresponding to the measurable control w (the norm is the sup 
norm). 

To state the next two results, we assume for simplicity that the system (1) is affine 
in controls, a class that includes most examples of interest and which allows us to avoid 
"relaxed" controls. For 

z = lo(z) + G(z)u, 10(0) = 0, G(z) E lRnxm Vz 

we have: 

Theorem 6. E is asycontrollable <=> it admits a CO clf. 

I Theorem 7. E is almost smoothly stabilizable <=> it admits a Coo clf. 

Thus we know that there is no possible smooth clf for the example seen before whose 
orbits are circles (Figure 7), since there are no almost-smooth stabilizers. But this system 
is asycontrollable, so we know that there do exist continuous clf's. Figure 8 illustrates 
what a typical level set for one such clf may look like; note the singularity due to lack of 
smoothness. 

Theorem 6 was proved in [24], and is based on the solution of an appropriate optimal 
control problem. "Relaxed" controls are used there, because the more general case of 
systems not affine in controls is treated, but the proof here is exactly the same. Also, the 
"small-control" property didn't playa role in that reference, but as remarked there -top of 
page 464-, the proof can be easily adapted. 

Theorem 7, which we will refer to as Artstein's Theorem, was originally given in [3], 
which also discussed the example in Figure 7. It has since been rediscovered by others, 
most notably in [32] and other work by that same author. In every case, the prooHs based 
on some sort of partition of unity argument, but we sketch below a simple and direct proof. 
This result is very powerful; for instance, it implies: 

Corollary. If there is a continuous function k : 1Rn ..... 1Rm with k(O) = 0 and such that 

z = lo(z) + G(z)k(z) 

has the origin as a globally asymptotically stable point then there is also an almost-smooth 
global stabilizer. 

Since solutions may not be unique, the assumption is that for every trajectory the 
asymptotic stability definition holds. By Kurzweil's Theorem, -flee the discussion in [3]­
there is a smooth clf, and hence by Theorem 7 there is an almost smooth feedback as 
desired. This explains our earlier remarks to the effect that the precise degree of regularity 
away from zero seems to be not very critical, so long as at least continuity holds. 

A proof of Artstein's Theorem is as follows. For simplicity, we consider just the case 
m = 1 and a system z = lo(z) + ug(z), but for m > 1 the proof is entirely analogous. 
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As explained earlier, one implication is immediate from the converse LyapwlOv theorems. 
Assume then that V is a smooth clf, and let 

a(z):= VV(z)./o(z) , b(z):= VV(z).g(z) 

Then 
the pair (a(z),b(z)) is stabilizable Vz =f 0 

(for each fixed z as an n = m = 1 LTI system). On the other hand, an almost-smooth 
feedback law that stabilizes and so that the same V is a Lyapunov function for the closed­
loop system is a k(.) so that 

a(z) + k(z)b(z) < 0 Vz =f 0 

and is smooth for z '=f 0 and satisfies k(z) --+ 0 as z --+ O. This is basically a problem on 
"Families of Systems", if we think of (a(z), b(z)) as a parameterized set of one-dimensional 
LTI systems. We use a technique due to Delchamps ([9)) in order to construct k. Consider 
the LQ Problem 

min roo u2( t) + b2y2( t) dt 
u Jo 

for each fixed z, where the "y" appearing in the integral is a state variable for the system 

if = ay + bu . 

This results in a feedback law u = ky parameterized by z. Moreover, note that when z 
is near zero also b = b( z) is small, by continuity and the fact that, because V has a local 
minimum at the origin, VV(O) = o. Therefore one may expect that when z is near zero 
the b2 term gives more relative weighting to the u2 term, forcing small controls and thus 
continuity of the feedback at the origin. 

Explicitely solving the corresponding algebraic Riccati equation results in the feedback 
law 

a+ va2 + b4 
k := - b 

which is analytic in a, bj the apparent singularity at b = 0 is "removable", and the feedback 
is 0 at those points with b(z) = o. Further, as proved in [26], this is CO at the origin, as 
desired. 

The same formula shows how to obtain a feedback law analytic on z =f 0 provided that 
10, g, V be analytic. A different construction can be used to prove that there is a rational 
feedback stabilizer if 10, g, V are given by rational functions, but it is not yet clear if this 
rational stabilizer can be made continuous at the origin. 

The above formula for a stabilizing feedback law can be compared to the alternative 
proposed in [32], which is 

a 
k(z)=-X-;;-b 

where X : ntn --+ [0,1] is any function such that X == 1 where a ~ 0 and X == 0 about b = O. 
(Such functions exist, but are hard to construct explicitely.) 

Note that when it is known that a ::; 0 for all z, one may try the feedback law k(z) := 
-b. If there is sufficient "transversality" between 10 and 9 a LaSalle invariance argwnent 
establishes stability. The assumption that for some V there holds a ::; 0 everywhere is valid 
for instance if one knows that a == 0 for such a V, which in turn happens with conservative 
systems. This idea, apparently first studied in [11], gave rise to a large literature on feedback 
stabilizationj see for instance [21], [10], [16], and references there. For example, consider 
the system ([11)) 



74 

for which V := (1/2)(z~ + z~) satisfies a == O. The feedback law k(z) := -b(z) = -ZlZ2 

leads to a LiEmards-type closed-loop equation, which can be proved asymptotically stable 
using the invariance principle. This function V is not a clf in our (strict) sense, since one 
can not guarantee 

('v'z ;/; O)(3u) VV(z)J(z, u) < 0 

but just the corresponding weak inequality. However, one can still try to apply the above 
control law, and the formula gives in this case precisely the same feedback, -ZlZ2 (we thank 
Andrea Bacciotti for pointing this out to us). 

8 Input-to-State Stability 

The paper [25] studied relations between state-space and operator notions of stabilization. 
One such notion is that of input to state stabilization, which deals with finding a feedback 
law k so that, for the system 

i: = J(z,k(z)+ u) (4) 

in Figure 2, a strong type of bounded-input bounded-output behavior is achieved. We do 
not give here the precise definition of input-to-state stable system (ISS), save to point out 
that such stability implies asymptotic stability when u == 0 as well as bounded trajectories 
for bounded controls; see also [27] for related properties. The main Theorem from [25] is: 

Theorem 8(a). If the system i: = Jo(z) + G(z)u is globally smoothly (respectively, 
almost smoothly) stabilizable then there exists a smooth (respectively almost smooth) k 
so that (4) is ISS. 

Note that, in general, a different k is needed than the one that stabilizes; for instance 

i: = -z + (z2 + l)u 

is already asymptotically stable, i.e. k == 0 can be used, but the constant input u == 1 
produces an unbounded trajectory -and a finite escape time from every initial state. On 
the other hand, k(z) = -z gives an ISS closed-loop system. 

The result holds also locally, of course. Further, there is a generalization to systems 
which are not necessarily linear in controls: 

Theorem 8(b). If the system i: = J(z, u) is smoothly (respectively, almost smoothly) 
stabilizable then there exists a smooth (respectively almost smooth) k and an everywhere 
nonzero smooth scalar function ,B so that the system 

i: = J(z, k(z) + ,B(z)u) 

in Figure 3 is ISS. 

9 Decomposition Methods 

Consider a cascade of systems as in Figure 9, 

z J(z,z) 

i: = g(z, u) 
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FIGURE 9: Cascade of systems 

Many authors have studied the following question: IT the system i = I(z, z) is stabiliz­
able (with z thought of as a control) and the same is true for i: = g(z,u), what can one 
conclude about the cascade? More particularly, what if the "zero-input" system i = l(z,O) 
is already known to be asymptotically stable? 

There are many reasons for studying these problems ([34], [17], [7]): 

• They are mathematically natural; 

• In "large scale" systems one can often easily stabilize subsystems; 

• Many systems, e.g. "minimum phase" ones, are naturally decomposable in this form; 

• In "partial linearization" work, one has canonical forms like this; 

• Sometimes two-time scale design results in such systems. 

The first result along these lines is local, and it states that a cascade of locally asymp­
totically stable systems is again asystable. One can also say this in terms of stabilizability 
of the z-system, since any stabilizing feedback law u = 1:(z) can be also thought of as a 
feedback u= 1:(z,z): 

Theorem 9. IT i = l(z,O) has 0 as an asymptotically stable state and if i: = g(z, u) is 
locally smoothly stabilizable then the cascade is also locally smoothly stabilizable. 

This follows from classical "total stability" theorems, and was proved for instance in [34] 
and in a somewhat different manner in [27] using Lyapunov techniques. The same result 
holds for almost-smooth stabilizability. 

There is also a global version of the above: 

Theorem 10. IT i = l(z,O) has 0 as a globally asymptotically stable state and if 
i: = g(z,u) is globally smoothly stabilizable then the cascade is also smoothly globally 
stabilizable, provided that the system i = I(z, z) be ISS. 

The last condition can be weakened considerably, to the statement: IT z(t) ..... 0 as an 
input to the z-subsystem, then for every initial condition z(O), the trajectory z(·) is defined 
globally and it remains bounded. (The theorem shows that in fact it must then also go to 
zero.) 

For a proof, see [27]. Under extra hypotheses on the system, such as that 1 be globally 
Liptschitz, the ISS (or the BIBS) conditions can be relaxed -the paper [31] provides a 
detailed discussion of this issue, which was previously considered in [37] and [19]. 

Consider now the more general case in which the ISS condition fails. The last statement 
in Theorem 10 suggests first making the z-system ISS, using Theorem 8(b), and thus proving 
stabilizability of the composition. The problem with this idea is that the feedback law cannot 
always be implemented through the first system. One case when this idea works is what is 
called the "relative degree one" situation in zero-dynamics studies. Given is a system 

i I(z,z) 

i: u 
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where z and u now have the same dimensions. Assume that k and (3 have been found 
making the system 

i = f(z, k(z) + (3(z)z) 

ISS with z as input. Then, with the change of variables 

z = k(z) + (3(z)y 

(recall that (3(z) is always nonzero), there results a system of the form 

f(z, k(z) + (3(z)y) 
1 

(3(z) [h(z, y) + u] 

with h a smooth function. Then u := - (3( z)y + h( z, y) stabilizes the y-subsystem, and 
hence also the cascade by Theorem 10. 

Other, previous, proofs ofthis "relative degree one" result were due to [14], in the context 
of "PD control" of mechanical systems, as well as [32] and [7]. In [29], an application to 
rigid body control is given, in which the equations naturally decompose as above. Another 
such example is the following one. Assume that we wish to stabilize 

and note that u:= K(z) = -z stabilizes the first system. Since 

is ISS -because z( u - z)3 < 0 for large z and bounded U,- one can chose (3 = 1 in the above 
construction. There results the smooth feedback law 

stabilizing the system. 

10 Why Continuous Feedback? 

Since smooth or even continuous feedback may be unachievable, one should also study 
various techniques of discontinuous stabilization, and this is in our view the most important 
direction for further work. Here we limit ourselves to a few references: 

• Techniques from optimal control theory typically result in such stabilizing feedbacks; 

• There are many classical techniques for discontinuous control, such as sliding mode 
systems (see e.g. [33]); 

• A piecewise-analytic synthesis of controllers was shown to be possible under control­
lability and analyticity assumptions on the original system ([30]); 

• If constant-rate sampling is allowed, piecewise-linear feedback can often be imple­
mented ([22]); 

• Pulse Width Modulated control is related to sampling and becoming popular (see e.g. 
[20]). 
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11 Output Feedback 

Typically only partial measurements are available for control. Some authors have looked 
at output stabilization problems, and in particular the separation principle for ob­
server/controlleI' configurations; see e.g. [35]. 

For linear systems, one knows that output (dynamic) stabilizability is equivalent to sta­
bilizability and detect ability. A generalization of this theorem, when discontinuous control 
is allowed, was obtained in [23], based on the stability of the subsystem that produces zero 
output when the zero input is applied, a notion of detectability for nonlinear systems. Very 
little is still known in this area, however. 
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A MONOTONICITY RESULT FOR THE PERIODIC RICCATI EQUATION 

Sergio Bittanti, Patrizio Colaneri 

Abstract 

The differential Riccati equation with periodic coefficients is 
considered in this paper. Attention is focused on the symmetric and 
periodic solutions, in particular on the strong solution. It is proven 
that the strong solution is greater than or equal to any solution of 
another periodic Riccati equation with coefficients which are suitably 
related to those of the original equation. 

Key words periodic linear systems, periodic Riccati equation, strong 
solution, stabilizability of periodic systems 

l. INTRODUCTION 

In [6], H.K.Wimmer proved an interesting monotonicity result for 

algebraic Riccati equations. This result points out the monotonic 

behaviour of the solutions when the equation coefficients are suitably 

modified. 

The purpose of this paper is to supply the (nontrivial) generalization 

of Wimmer's theorem to differential Riccati equations with periodic 

coefficients. As a byproduct, a number of properties concerning the 

periodic Riccati equation (in standard and nonstandard form) are also 

obtained. 

In the sequel, some basic notions of PSICO (Periodic Systems, 

Identification, Control and Optimization) will be used, see [1] for a 

survey. In particular, given a T-periodic matrix A(·), i.e. A(t+T)-A(t), 

\I t, the associated transition matrix will be denoted by ~A (t,T). The 

matrix ~A (T, 0) is called monodromy matrix of A(·). Its eigenvalues, 
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which determine the system stability, are called characteristic 

multipliers. By Floquet theory, see e.g. [7], ~A(T,O) - eAT, where the 

eigenvalues of A are named characteristic exponents. 

The structural property of interest herein is stabilizability. A number 

of different yet equivalent characterizations of stabilizability have 

been recently obtained [2]. In particular, it can be shown that a 

periodic pair (A(·),B(·», where A(t)ERnxn and B(t)ERmaJl is 

stabilizable if and only if, for each characteristic multipliers A of 

A(· ) 

{ 
~ (T,O)'l1 = Al1 

~A(O,t)'B(t)'l1=O' 
A 

'v'tE[O,T] 

2. THE PERIODIC RICCATI EQUATION 

} ~ 

Consider the periodic Riccati equation 

11 - 0 . 

- P(t) A(t)'P(t) + P(t)A(t) - P(t)B(t)B(t)'P(t) + Q(t) (1) 

where, as already stated, A(t)ERnxn , B(t)ERmm ; moreover, Q(t)ERnxn • 

Matrices A(·), B(·) and Q(.) are periodic of period T. Note that no 

definiteness assumption on Q(t) is made. 

Letting 

M(t) [ 
Q(t) 

A(t) 

A(t) , ] , 
-B(t)B(t)' 

equation (1) can be also written as 

-P(t) 

(2) 

(3) 
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Amongst the Symmetric T-Periodic (SP) solutions of (1), the attention 

will be focused on the so called strong solution. AnSP solution 

P (.) is said to be strong if the characteristic mUltipliers of A(·) = 
s 

A(·) - B(·)B(·)'P (.) belong to the closed unit disk. This notion can be 
s 

seen as a generalization of the well known concept of stabilizing 

solution (characteristic mUltipliers of A(·) belonging to the open unit 

disk). 

The SP solutions of equation (3) will be compared with the SP solutions 

of the following Riccati equation 

-P(t) [I P(t)] , M(t) [p~~)] n 
(4) 

where 

[ Q(t) A(t) , ] . M(t) 
A(t) -B(t)B(t)' 

(5) 

Here, A(·), B(.), Q(.) are T-periodic matrices of the same dimensions of 

A(·), B(·) and Q(.) respectively. 

The comparison will be made under the basic monotonicity assumption 

M(t) ~ M(t), V t E [O,T]. 

This assumption reflects into a monotonicity property of the SP 

solutions of the two periodic Riccati equations (3) and (4). Precisely, 

under suitable hypothesis, any SP strong solution of (3) turns out to be 

greater then any SP solution of (4). In fact, under the same hypothesis, 

there is at most one SP strong solution of (3), which is also maximal. 

3. MAIN RESULT 

The proof of the main result relies on the following basic Lemma 

concerning the periodic differential Riccati equation (of special type) 
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-W(t) - F(t)'W(t) + W(t)F(t) + W(t)G(t)G(t)'W(t) + H(t)'H(t) (6) 

F(t); G(t) and H(t)'H(t) are T-periodic matrices of the same dimension 

of A(t), B(t) and Q(t), respectively. 

We begin with by stating a preliminary result, the proof of which is 

omitted for the sake of conciseness. 

Microtheorem 

Consider equation (6) and suppose that F(·) has n1 characteristic 

multipliers belonging to the open unit disk and nZ-n-n1 characteristic 

multipliers belonging to the unit circle. 

Then, there exists a differentiable T-periodic nonsingular 

transformation S(·): R ~ Rmm such that 

F(t) - S(t)F(t)S(t)-l + S(t)S(t)-l 

is constant and given by 

F(t) - F- [ FOl °FJ II t , 

where the eigenvalues of F anf F coincides with the characteristic 
A 1 2 

exponents of F(·) with negative or null real part, respectively. 

Moreover, letting 

G(t) - S(t)G(t) , lit, H(t) - H(t)S(t)-l, II t 

and defining 
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Wet) - F'W(t) + W(t)F + W(t)G(t)G(t)'W(t) + H(t)'H(t) (7) 

the SP solutions of equation (6) are in one-to-one correspondence with 

the SP solution of equation (7), with 

Notice that, from this result, it follows that 

Wet) ~ 0 , V t E [O,T] = W(t)~O,VtE[O,T]. 

Lemma 

Suppose that (F(·), G(·» is stabilizab1e and that the characteristic 

multipliers of F(·) belong to the closed unit disk. 

Then an SP solution of (6), if any, is positive semidefinite at each 

time point: 

Wet) ~ 0 , V t. 

Proof 

Let n2 be the number of characteristic multipliers of F(·) with null 

real part. 

Thanks to the previous Microtheorem, it can be assumed without any 

loss of generality that 

F(t) _ const. _ [ F~ (8) 

where F 1 and F 2 are square matrices the eigenvalues of which are the 
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characteristic exponents with negative or null real part, respectively. 

- We first prove that 

(9) 

and 

H(t) 'H(t) [ ~J (10) 

To this purpose, consider a particular vector x2 such that 

F T 
2 

e x 
2 

>. x . 
2 

Obviously,I>'I-land 

FT 
e y 

with y' 

>. Y 

Ft 
z(t) - e y 

(11) 

Consider then 

(12) 

* From (1), premultiplying by z(t) and postmultiplying by z(t), it 

follows that 

d * - dt (z(t) W(t)z(t)) z(t)*( W(t)G(t)G(t)' + H(t)'H(t) )z(t). (13) 
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By integrating (13) over [O,T], the periodicity condition W(T)=W(O) and 

(11) and (12) entail that 

G(t) 'W(t)z (t) 

H(t)'H(t)z(t) 

O,VtE[O,T] 

O,VtE[O,T] 

(14) 

(15) 

Now, postmultip1ying (6) by z(t) and using (14) and (15) one obtains 

d 
dt (W(t)z(t» - F 'W(t)z(t) . 

Therefore 

-F 'T W(t)z(t) = e W(O)y . (16) 

Substituting (16) into (14), it follows that 

G(t)' e-F'tW(O)y 0, V t E [O,T]. (17) 

From (11) and (12) 

z(T) FT e y = ). y. 

Hence, taking into account the periodicity of W(·) and equation (16), 

F'T F'T -1-
e W(O)y = e W(T)z(T»). =). ~(O)y (18) 

i.e W(O)y is an eigenvector of eFT associated with the modulus one 
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In conclusion, a vector ~ has been found such that 

G(t)'~F(O,t)'~ - 0, V t E [O,T] , 

see (17) and (18). The stabilizability of (F('), G(·)) implies that ~ = 

0, namely W(O)y = 0, and, from (16), 

W(t)z(t) - 0 , V t E [0, T] . (19) 

It is possible to generalize the previous arguments to show that (15) 

and (19) hold true even if, in (12), y is replaced by a generalized 

eigenvector associated with A. Then, by considering all eigenvalues of 

F2 , the following identities are obtained: 

F [ 0] n H(t)'H(t)e t e
2 

= 0 , V t E [O,T], V e2 E R 2 (20) 

F [ 0] n W(t)e t e
2 

= 0 , V t E [O,T], V e2 E R 2 (21) 

Since eFt is nonsingular and block diagonal, according to partition (8), 

the conclusion given by (9) and (10) can be easily deduced from (20) and 

(21) . 

It is important to observe that (9) and (19) entail that Wet) and 

H(t)'H(t) have the following structure 

Wet) (22) 



[ 
H (t)'H (t) 

H(t)'H(t) = 1 ° 1 
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~ ] (23) 

where Wl(t) and Hl(t)'Hl(t) have the same dimensions of matrix Fl. 

By means of partitions (22) and (23), the Riccati equation (6) can be 

reduced to the following one: 

where Gl(t)Gl(t)' 

G(t)G(t)' . 

is given by the first n-n 
2 

rows and n-n 
2 

(24) 

columns of 

Suppose that Wl (t) is an SP solution of (24). Replacing 

Wl(t)Gl(t)Gl(t)'Wl(t) by Wl(t)Gl(t)Gl(t)'Wl(t), equation (24) becomes a 

Lyapunov equation with periodic coefficients. Since Fl is asymptotically 

stable, this Lyapunov equation admits a unique SP solution Wl(t) - Wl (t) 

which is positive semidefinite V t, see e.g. [3] and this completes the 

proof . 
• 

Theorem 

Suppose that (A(·), B(·)) is stabilizable and that equation (1) has at 

least an SP solution. Then 

- The Riccati equation (1) has a strong SP solution P (.). 
s 

- Suppose also that M(t) ~ M(t) , V t E [O,T], where M(t) and M(t) are 

given by (2) and (5) respectively. If P(t) is any SP solution of 

equation (6), then 

P (t) ~ P(t) , V t E [O,T]. 
s 
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Proof 

For the existence of P (.) see [6]. Let 
s 

M(t) M(t) - M(t) and Wet) P (t) 
s 

pet) 

Note that, by assumption, M(t) ~ 0, V t E [O,T]. From (3) and (4), it 

can be shown that W(·) satisfies equation (6) with 

F(t) A(t) - B(t)B(t)'P (t), 

G(t) B(t) 

H(t) 'H(t) [I 
n 

s 

and 

P(t)] M(t) [In ] 
pet) 

Since P (.) is a strong solution of equation (1), the characteristic 
s 

multipliers of F(·) belong to the closed unit disk. Then, the 

statement is a straighforward consequence of the previous Lemma. 

Corollary 

Suppose that «A(·), B(·» is stabilizable and that equation (1) has at 

least an SP solution. Then, the strong solution P (.) is unique. 
s 

Moreover, P (.) is maximal, i.e. P (t) ~ pet), V t, for any SP solution 
s s 

of equation (1). 

Proof 

The strong solution is maximal, as it can be easily concluded from the 

theorem above by setting M(t) = 0, V t. Uniqueness of the maximal 

solution is obvious .• 

Note that the above conclusions hold with no assumption on the 

definiteness of Q(t). If, besides the stabilizability hyphothesis, the 

assumption is made that Q(t) is positive semidefinite for each t, then 

the strong solution does exist, is unique and maximal, and turns out to 

be positive semidefinite as well, see [4] and [5]. 
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RESULTS ON GENERALISED RICCATI EQUATIONS 
ARISING IN STOCHASTIC CONTROL 

Carlos E. de Souza and Marcelo D. Fragoso 

ABSTRACT: This deals with a generalized version of the standard matrix 
Riccati equations which arises in certain stochastic optimal control 
problems. A novelty here, regarding previous works, is that it is 
assumed that the systems are not necessarily detectable, including 
those having nonobservable modes on the imaginary axis. The 
collection of results which are derived in this paper includes, inter 
alia, the following: a) existence and uniqueness of nonnegative 
definite solutions of ,the generalized algebraic Riccati equations 
which give rise to stable closed loop systems in the case of 
non-detectable systems; b) new convergence results for the solution 
of the generalized Riccati differential equation under relatively 
weaker assumptions. 

1. INTRODUCTION 
This paper considers a variant of well- known standard matrix 

Riccati equations which arises in certain stochastic optimal control 
problems. What differentiates this class of matrix Riccati equations 
from the standard one is an additional linear positive operator in the 
unknown matrix, as in equations (2.1a) and (2.2). As this class 
encompasses the standard one, and for the sake of nomenclature 
easiness, we append the name generalized here to distinguish the later 
from the former whenever the additional non- tri vial linear positive 
operator appears, i.e. hence-forth (2.1a) shall be called generalized 
Riccati differential equation (GRDE) and (2.2) generalized algebraic 
Riccati equation (GARE). A typical situation where these equations 
arise is, for example, in the stochastic optimal control problem of 
linear systems with markovian jumping parameters and quadratic cost, 
as, for instance, in [4], [6] and [8]. In this case, the additional 
linear operator appears in connection with the coupling of a set of 
Riccati equations. 

Although generalized Riccati equations have only recently 
appeared more frequency in the literature (see [5] for details), a 
study of this class of Riccati equations can be traced back to [7] in 
which a number of results have been established subject to both 
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stabilizability and observability assumptions. 
However, the result s ref erred to above are not exhaust i ve, as 

they cannot handle non-detectable systems. Results in this direction 
for the standard Riccati equations have recently been carried out in 
[1] and [3]. 

The prime concern of this paper then, is to establish results for 
the generalized Riccati equations to handle systems not necessarily 
detectable, along the same lines as in [3]. This is accomplished here 
by establishing conditions for existence and uniqueness of nonnegative 
definite solution of the GARE, which gives rise to a stable 
closed-loop system. Furthermore, the convergence of the solution of 
the GRDE is investigated under weaker assumptions. 

2. PROBLEM STATEMENT 
In this paper we shall be interested in the asymptotic properties 

of the solution of the following GRDE 

P(t) + P(t)A + ATp(t) - P(t)BN- 1BTp(t) + rr[p(t)] + eTe = 0; (2.1a) 
t € [to,T] 

P(T) = PT ~ 0 (2.1b) 

where A,B,e are matrices of dimension respectively nxn, nxm, pxn; 
N,P denote symmetric matrices of dimension respectively mxm, nxn 
with N assumed positive definite and 1I(.) denotes a positive 
linear map of the class of symmetric nxn matrices into itself, i.e. 
p~o implies rr(p)~O, where P~O (respectively, P>O) stands for 

nonnegative (respectively, positive) definite matrix and AT denotes 
the transpose of A. 

We will also investigate the solutions of the following GARE 

(2.2) 

These solutions play an important role because, as we shall see later, 
under certain conditions the solution of the GRDE will converge to a 
nonnegative definite solution, Ps ' of the GARE which gives rise to a 
stable matrix 
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(2.3) 

Throughout the paper, the notation A(A) denotes the eigenvalues 
of the matrix A, Re(-) stands for the real part of a complex number, 
I denotes the identity matrix and IIAII will be used to denote the 
spectral norm of the matrix A defined as its maximum singular value. 

An equation of type (2.1) arises, for example, in the finite-time 
horizon [to' T] , optimal control problem of linear time- invariant 
systems with state- dependent noise and quadratic cost [8]. In this 
situation the state feedback control gain matrix is given by 

K(t) = N- 1BTp(t), t € [to' T]. Furthermore, under certain conditions 
-1 T Ks= N BPs' wi th P s as before, corresponds to the control gain 

matrix for the infinite-time horizon optimal control. Therefore, the 
convergence of P (t) to P s as t-+ - co is fundamental as it ensures 
that the finite-time horizon optimal control policy will tend to the 
stationary infinite-time horizon optimal control as the time interval 
(T- t o)-+ co. 

Definition 2.1 (Strong SOlutton): A real symmetric nonnegative 
definite solution, Ps ' of the GARE is called a strong solutton if 

the corresponding system matrix As has all its eigenvalues in the 
closed left half plane. 

Defintion 2.2 (StabUtztng SOlutton): A real symmetric nonnegative 
definite solution, Ps ' of the GARE is called a stabilizing solutton 

if the corresponding system matrix As is stable. 
In order to ensure existence of a solution to (2.2) and 

uniqueness of the strong solution, we will require: 

Assumption A.1: The operator H(-) is such that 

(i) IIJocoexP(ATt) H(I)exp(At)dtll < 1, 

in the case where Re[A(A)]~O and all the modes of (e,A) are 
unobservable, or 
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otherwise. 

Remark 2.1: Assumpt ion A; 1 (i i) was introduced in [7] and expresses 
the fact that II is not too large. Note that for the case where 
Re[A(A)]~O and all the modes of (C,A) are unobservable, Assumption 
A.l(i) is a natural extension of Assumption A.l(ii) as in this 
situation K=O is the optimal feedback gain matrix, corresponding ~o 
the strong solution. Assumption A.l(i) is fundamental for 
establishing uniqueness of the strong and stabilizing solution of the 
GARE in the case of non-observable systems (in the control context). 

3. THE GENERALIZED ALGEBRAIC RICCATI EQUATION 
In this section we discuss properties of solutions of the GARE. 

Conditions for existence and uniqueness of strong soluUons to the 
GARE for systems not necessarily detectable will be investigated. The 
existence of the strong soluUan is established subject only to a 
stabilizability assumption. 

The proof of the main theorems in this section require the 
following intermediate results. For detail of the proofs see [2]. 

Lemma 3.1: Let A be stable matrix and Q be symmetric nonnegative 
definite. Furthermore, assume that 

(3.1) 

If P is symmetric and a solution of the equation 

(3.2) 

then P is nonnegative definite. 

Lemma 3.2: Let Ps~O be a strong solution of the GARE. If II 

satisfies Assumption A.l then, we have 
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(3.3) 

-1 T where Ks=N B Ps is the state feedback gain. 

Lemma 3.3: Let rr satisfy Assumption A.l and assume that the GARE 

(3.4) 

has a stabilizing solution P s' Furthermore, let Pi be symmetric 
and satisfy 

(3.5) 

We consider in the following, conditions for existence and 
uniqueness of stabilizing solution of the GARE. The lemma discussed 
below is an extension of Theorem 4.1 of [7] to handle systems not 
necessarily observable. 

Lemma 3.4: If (A,B) is stabilizable, (C,A) is detectable and rr 
satisfies Assumption A.l then, the GARE has a unique stabilizing 
solution. 

The next theorems discuss the questions of the existence and 
uniqueness of strong solution of the GARE. 

THEDREX 3.1: If (A,B) is stabilizable and rr satisfies Assumption 
A.l, then a strong solution of the GARE exists and is unique. 

THEDREX 3.2: If (A,B) is stabilizable, (C,A) has no unobservable 
modes on the imaginary axis and rr satisfies Assumption A.l then, the 
strong solution of the GARE is also the stabilizing solution. 

The next theorem establishes sufficient conditions for the strong 
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solution to be the unique solution of the GARE in the class of 
nonnegative definite matrices. 

IBFDRE1 3.3: If (A,B) is stabilizable, (C,A) has no unobserv­
able mode in the open right half plane and rI satisfies Assumption 
A.l then, the strong solution is the only nonnegative definite 
solution of the GARE. 

The last theorem in this section deals with the existence of 
positive definite stabilizing solution of the GARE. 

TllEDREII 3.": If (A,B) is stabilizable, (C,A) has no unobserv­
able mode in the closed left half plane and rI satisfies Assumption 
A.l then, the stabilizing solution of the GARE exists and is positive 
definite. 

4. THE GENERALIZED RICCATI DIFFERENTIAL EQUATION 
In the sequel we shall investigate the asymptotic behaviour of 

the solution of the GRDE. The results are new and apply to systems 
not necessarily detectable including those having unobservable modes 
on the imaginary axis. 

Initially we shall present some monotonicity properties of 
solutions of the GRDE. 

Lemma 4.1: Let P1(t) and P2(t) be the solutions of two GRDE's 
(2.1), with the same matrices A and B but possibly different C 
matrices, C1 and C2' possibly different N matrices, N1 and N2 
and possibly different terminal conditions, P1T and P2T respectively. 

T T 
If C1Cl~C2C2' Nl~N2 and P1T~P2T then, Pl(t)~P2(t), to~t~T. 

Corollary 4.1: Let P(t) be the solution of the GRDE, and suppose 
there exists a nonnegative definite solution, P1, of the GARE. If 
PT~Pl then P(t)~Pl on [to,T]. 

Lemma 4.2: Let P(t) be the solution of the GRDE. If for some t 1, 

P(tl)~O (respectively, p(t)~O) then, P(t)~O (respectively, p(t)~O) 
for all t~tl' 
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The lemma above shows that monotonicity of P(t) in a 
neighbourhood of t=O will imply the monotonicity of P(t) for all 
t~O. This fact will allow us to establish the convergence of P(t) 
under relatively weaker assumptions. 

In the sequel we will investigate the convergence of the solution 
of the GRDE to the strong solution of the GARE. We will consider 
(2.1) with to= _IX) and T=O. We present three theorems, the first 
one is an extension of Theorem 2.1(iv) of [7J in which the 
observability requirement is weakened to detectability while the 
second and third apply to non-detectable systems. 

THF.ORFJ( ".1: If (A,B) is stabilizable, (C,A) is detectable and 
rr(·) satisfies Assumption A.l then 

lim P(t) = P s 
t-+ -IX) 

where P(t) is the solution to the GRDE with terminal condition 
Po ~ 0 and Ps is the unique stabilizing solution of the GARE. 

THF.ORFJ( ".2: Let P(t), t~O, be the solution of the GRDE with 
terminal condition PO. Suppose (A,B) 
no unobservable modes on the imaginary 
Assumption A.l. Then, subject to either 

lim P(t) = P s 
t-+ -IX) 

is stabilizable, 
axis and rr( .) 

PO>O or PO-Ps~O 

where Ps is the unique stabilizing solution of the GARE. 

(C,A) has 
satisfies 

Theorea ".3: Let P(t), t~O, 

terminal condition PO. If (A,B) 
Assumption A.l and PO-Ps~O then 

be the solution of the GRDE with 
is stabilizable, rr(·) satisfies 

lim P(t) = P s 
t-+ -IX) 

where Ps is the unique strong solution of the GARE. 



102 

ACKNOWLEDGEMENT 
This research was partly supported by CNPq, Brazil, while the first 
author was visiting the National Laboratory for Scientific Computation 
- LNCC/CNPq, Rio de Janeiro, Brazil. 

REFERENCES 

[1] 

[2] 

[3] 

[4] 

[5] 

[6] 

[7] 

[8] 

S.W. Chan, G.C. Goodwin and K.S. Sin, Convergence properties of 
the Riccati diFFerence equation in optimaL FiLtering of 
nonstabiLizabLe systems, IEEE Trans. Auto. Control, AC-29 
(1984), 110-118. 

C.E. de Souza and M.D. Fragoso, ResuLts on generaLized Riccati 
equations arising in stochastic controL, Technical Report 
EE8829, Department of Electrical and Computer Engineering, 
University of Newcastle, N.S.W., Australia, 1988. 

C.E. de Souza, M.R. Gevers and G.C. Goodwin, Riccati equations in 
optimaL FiLtering of nonstabiLizabLe systems having singuLar 
state transition matrices, IEEE Trans.Auto.Control, AC-31 
(1986),831-838. 

M.D. Fragoso, On a partiaLLy observabLe LQG probLem For systems 
with Markovian jumping parameters, Syst.Control.Lett. ,10 (1988) 
349-356. 

M.D. Fragoso, OptimaL controL For a cLass of noisy Linear systems 
with Markovian jumping parameters and quadratic cost, to appear. 

D.D. Sworder, Feedback controL of a cLass of Linear systems with 
jump parameters, IEEE Trans. Auto. Control, AC-18 (1969), 9-14. 

W.M. Wonham, On a matrix Riccati equation of stochastic controL, 
SIAM J. Control, 4 (1968), 681-697. 

W.M. Wonham, Random diFFerentiaL equations in controL theory, in 
Probabilistic Methods in Applied Mathematics, A.T. Bharucha 
Reid, ed., Vol.2, Academic Press, New York, 1970, 131-212. 



Abstract 

LQ-PROBLEM: THE DISCRETE-TIME TIME-VARYING CASE 
J .C. Engwerda 

In this paper we solve the Linear Quadratic (LQ) regulator problem 
for discrete-time time-varying systems. By making an appropriate 
state-space decomposition of the system, sufficient conditions are 
derived under which this LQ-problem is solvable and, moreover, the 
closed-loop system becomes exponentially stable. 

These conditions are extensions of the time-invariant notions of 
stabilizability and detectability. Unfortunately, in general these 
conditions are not necessary. The approach we take provides, however, 
also a good insight into the difficulties that occur if one looks for 
both necessary and sufficient conditions solving the problem. 

KeyWords 
Linear discrete-time time-varying systems, stabilizability, detectabi­
lity, state-space decomposition. 

1. Introduction 

In the past much research has been done on the subject under which 

conditions the linear quadratic regulator problem has a solution if 

the considered system is time-varying, see e.g. Kwakernaak et al [8], 

Hager et al [7] and Anderson et al [1,2]. 

In Anderson et al [2] it was claimed that under a uniform stabili­

zability and uniform detectability condition the Kalman filter, the 

dual of the LQ problem, is exponentially stable (under the usual sys­

tem noise assumptions). Engwerda showed by means of a counterexample 

in [5], however, that this claim is not correct. He shows that the 

definitions given by Anderson et al of uniform stabilizability and 

uniform detectability do not imply that the system is stabilizable and 

detectable, respectively. More in particular the example shows that 

the inturtion and definition of uniform detectability (i.e. lemma 2.2 

in Anderson et al [2]) do not correspond. 

For that reason Engwerda formulated in the same paper new condi­

tions which imply (exponential) stabilizability and detectability of 

the system. 
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These new conditions are formulated in terms of a transformed 

system that is obtained by applying an appropriate state-space decom­

position. In this paper we use and extend this analysis in order to 

obtain sufficient conditions under which the LQ-problem has a solution 

with the property that it makes the closed-loop system exponentially 

stable. The paper is organized as follows. 

First. we introduce in section 2 the notions of uniform periodic 

smooth exponential stabilizability and detectability respectively. 

Then. we show in section 3 that under these conditions the LQ problem 

has a solution. Consecutively. we show that when the resulting optimal 

state-feedback control is applied the system becomes exponentially 

stable. 

The paper ends with some concluding remarks. 

2. Preliminaries 

In this paper we will be dealing with the linear time-varying 

discrete-time system: 

r : x{k+l) 
y y{k) 

A{k)x{k)+B{k)u{k); x{kO)=x 
C{k)x{k). 

where x{k)€Rn is the state of the system. u{k)€RM the applied control 

and y{k)€Rr the output at time k. Here. we assume that all matrices 

A{.). B{.) and C{.) are bounded. 

Since the system is time-varying it is convenient to have the nota­

tion: 

Let N be any positive number. then 

A{k+N.k) 

S[k.k-N] 

W[k.k-N] 

v[k.l] 

v[k •. ] 

:= A{k+N-l) ..... A{k) if N)l 

:= I if N=l 

:= [B{k) IA{k+l.k)B{k-l) I .•. IA{k+l.k-N+l)B{k-N)] 
TI ITT := [C(k) ...... {C(k+N)A(k+N,k)} ] 

T T T 
:= (v (k), .... ,v (l)) 

T T T := {v (k).v (k+l) •.•.. ) 

x{k.kO'x.u) is the state of the system at time k resulting from the 

initial state x at time kO if the input u[kO.k-l] is ap­

plied 

c 

Using this notation we can give now easily formal definitions of 

several notions that are used later on in this paper. 
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Definition 1 

The initial state x of the system Ly is said to be 

* exponentially stable at kO if there exist positive constants ~ and M 
-~(k-k ) 

such that Ilx(k,kO'~'O) II~Me 0 II~II for any k>kO 
* exponentially stabilizable at kO if there exists a control sequence 

u[kO'.]' with the property that u(.) converges exponentially fast to 

zero, and positive constants ~ and M such that Ilx(k,kO'~'u) II ~ 
-~(k-k ) 

Me 0 II~II for any k>kO. 

* unobservable at kO if Y(k,kO'~'O)=O for any k~kO. 

* exponentially detectable at kO if there exists a finite integer N>O 

such that ~ modulo X~(A(.,kO)) is determined from any y[kO,kO+N-l] 

and u[kO,kO+N-2]. Here X~ (A(.,kO)) is the linear subspace consis­

ting of all exponentially stable states at time kO. 

Like all exponentially stable states, the set of all unobservable 

states at kO constitute a linear subspace. We denote it by Uk . Now, 
o 

Ly is called observable at kO if x=O is the only unobservable state at 

kO. Moreover, we say that Ly is exponentially stable (respectively 

stabilizable, exponentially detectable) at kO if any initial state of 

Ly possesses the corresponding property at kO. 

Using these concepts the notion of uniform exponential stabilizability 

and detectability are defined as follows. 

Definition 1 (continued): 

L is called uniformly exponentially stabilizable (respectively detec-
y 

table) if Ly has the corresponding property at any time k~kO and, 

moreover, the constants ~(k) and M(k) appearing in the definitions 

satisfy the inequalities ~(k)~~>O and M(k)~M<oo for some ~ and M. c 

Another notion that plays an important role in our analysis is the 

concept of reachability. Formal, we call a state x reachable (from 

zero) if there exists a control sequence u[N,k-l] with -oo<N<k such 

that x(k,N,O,u)=~. The linear subspace of all reachable states at time 

k is denoted by Rk . 

Now, Engwerda showed in [4,6] that both Rk and Uk are A(k)-invariant. 

These properties are used in lemma 2, where we give an equivalent 

system representation of L . To that extent we introduce the state-
y 

space decomposition 
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X1 (k) := RknUk ; 

X1 (k)(ilX2(k) := ~; 

Xl (k)(ilX2 (k)(ilX3(k) := Rn , 

where Xl' X2 and X3 are chosen orthogonal. 

Then, we have 

Lemma 2 

There exists an orthogonal state-space transformation x(.)=T'(.)x'(.), 

which does not effect the boundedness property of the system parame­

ters, such that L is described by the recurrence equation. 

[
Xi (k+l)]Y [Ail (k) Ai2(k) Ab(k)] [Xi (k)] [Bi (k)] 

L~: x2 (k+l) 0 A22 (k) A23 (k) x2 (k) + B2 (k) u' (k) 

x3(k+l) 0 0 A33 (k) x3 (k) B3 (k) 

where .. , . 
<'1' .. , . 
<'2' 

y(k) 

xi(k+l) 

x2 (k+l) 

y(k) 

Ail (k)xi (k) + 

A22 (k)x2 (k) + 

C2 (k)x2 (k) is 

k ~ kO; 
A33 (k)x3(k) . 

Bi(k)u'(k) is reachable at any time k~. 

B2 (k)u'(k) + A23(k)A33(k+l,kO)x3(kO) 

both reachable and observable at any time 

c 

In order to obtain sufficient conditions for exponential stabilizabi­

lity and detectability of Ly at kO we introduce the notions of perio­

dic smooth controllability and observability. Roughly spoken, we say 

that a system is periodically smoothly controllable if there exists a 

finite time period such that whenever such a time period has passed, 

the system has been at least once controllable during that period. 

Definition 3. 

Ly is called periodically smoothly controllable at kO if there exist 

positive constants E and kl such that for all k)O there exists an 

integer k2 (k) in the interval [kO+(k-l) kl' kO+k k1] for which 
T S[k2-2 k1 ,k2]S [k2-2 k1 ,k2] ~ E I. 

Similarly we say that Ly is periodically smoothly observable at kO if 

there exist positive constants b and kl such that for all k)O there 

exists an integer k2 (k) in the interval [kO+(k-l) kO' kO+k kO] for 

which W[k2 ,k2+2 k1] WT[k2,k2+2 k1] ~ b I. 
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Instead of periodic smooth controllability (respectively observabi1i­

ty) of ~ we often use the phraseology periodic smooth controllability 

of the pair (A{.), B{.» and observabi1ity of the pair (C{.), A{.», 

respectively. c 

With the notation of lemma 2, we then have as a special case from 

theorem 20 of Engwerda [5]: 

Theorem 4: 
L is both exponentially stabi1izab1e and exponentially detectable at 

y 
kO if the following three conditions are satisfied: 

i) Li is uniformly exponentially stable; 

ii) Li is both periodically smoothly controllable and observable at 

kO; 

iii) L3 is exponentially stable at kO. 

From this theorem we immediately have 

Corollary 5: 

L is both uniformly exponentially stabi1izab1e and uniformly exponen­y 
tial1y detectable if 

i) Li is uniformly exponentially stable 

ii) Li is both periodically smoothly controllable and observable at 

kO 
iii) L3 is uniformly exponentially stable. 

In the sequel conditions i) upto iii) in corollary 5 are called the 

exponential stabi1izabi1ity and detectabi1ity (E.S.D.) conditions. 

Note that for time-invariant systems these three conditions are neces­

sary too. 

3. The solution of the LQ control problem. 

In this section we consider the LQ optimal control problem: 

(1) min 
u[kO'· ] 

where 

lim I N, subject to Ly 
N~ 

kO+N-l 

L {jY{k)l2 + 

k=kO 
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Here !U(k)~~(k) equals uT(k) R(k) u(k). In the sequel we take without 

loss of generality kO = 0, and we denote CTC be denoted by Q. 

Furthermore, we assume that the following, the so-called Sufficient 

Control Existence (S.C.E.), conditions are satisfied. 

i) The E.S.D. conditions of corollary 5 
(S.C.E.) ii) a) R(k) ~ ~I for some ~ > 0, for all k > 0 

or b) BT(k)Q(k+1)B(k) ~ ~1I, Q(k) ~ ~2I and R(k) > 0 for 

some ~i > 0, i = 1,2 for all k. 

We will show that under these conditions an optimal control for the LQ 

problem exists and is given by: 

(2) u(k) = - F(k) x(k) 

where F(k) = (R(k) + BT(k)K(k+1)B(k))-1 BT(k)K(k+1)A(k), 

and K(k) is given by K(k) = lim KN(k) 
N~ 

where KN(k) is obtained from the recursive equation: 

(RRE): ~(k) = AT(k){KN(k+1) - ~(k+1)B(k)(R(k) + BT(k)KN(k+1)B(k))-1 . 

. BT(k)KN(k+1)}A(k) + Q(k), KN(N) = Q(N). 

Moreover, we show that if this optimal feedback controller (2) is used 

to regulate the system, the closed-loop system becomes exponentially 

stable. 

Theorem 6: 
Let L satisfy the S.C.E. conditions. 

y 
Then, controller (2) minimizes lim 

N~~ 

Proof: 

First, consider the optimal control problem min I N subject to Ly ' 
u[O,N-1] 

The optimal control for this problem is: 

(3) ~(k) = - FN(k) x(k) 

where FN(k) = (R(k) + BT(k)~(k+1)B(k))-1 BT(k)~(k+1)A(k), and KN(k) 

is given by the resursive equation (RRE). 

Moreover, we have that the corresponding minimal control cost equals 

I N:= xT(O)KN(O)x(O) (see e.g. Bertsekas [3]). 
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Since, due to our assumptions, I is exponentially stabilizable we 
y 

have that there exists a control sequence such that lim I N remains 
N~ 

finite. Now, I N is a monotonically 

Consequently, lim ~(O) exists. 
N~ 

increasing sequence. 

Moreover, since I 
y 

is uniformly 

exponentially stabilizable, a similar reasoning shows that lim KN(k) 
N~ 

exists for any k. 

So, we have shown now that lim uN(k) exists. Denote this limit by 
N~ 

u(k). 
Due to the monotonicity property of I N we can apply Bellman's prin­

ciple to conclude that 

lim ~! min lim I N· 
N~ u[O,.] N~ 

So, the only thing left to be proved is that 

lim I N ~ min lim I N· 
N~ u[O,.] N~ 

This can be done by using some elementary analysis. Since I N consists 

of the sum of positive functions, Fatou's lemma (see Rudin [9]), Theo­

rem 11.31) can namely be applied to conclude that the order of taking 

limits and summations can be interchanged (for a more detailed proof 

see Engwerda [6]). This completes the proof. c 

To prove exponential stability of x(k+1) = (A-BF)(k)x(k) we need an 

extended result of Lyapunov's lemma. This result can be proved along 

the lines the proof of the corresponding property for uniformly stabi­

lizable and detectable systems in Anderson et al [2]. 

Lemma 7: (Extended lemma of Lyapunov). 

Let A(.) and H(.) be bounded. 

Suppose that (A(.), H(.)) is periodically smoothly observable and that 

there is a bounded positive semi-definite symmetric matrix sequence 

P(k) satisfying AT(k)P(k+1)A(k) - P(k) = -HT(k)H(k) on [0,=). 

Then x(k+1) = A(k) x(k) is exponentially stable. c 

We are now able to prove the main result of this paper. 



110 

Theorem 8: 

Let the S.C.E. conditions be satisfied. 

Then there exist constants M<m and« > 0 such that 1 (A-BF)(k,O) < 
Me-«k. 

Proof: 

We know from theorem 6 that we can associate the following control 

problem with (A-BFN)(.): 

min I N, subject to ~y. 
u[O, N-l] 

We reconsider this minimization problem. 

From lemma 2 we have that this problem can be rewritten as: 

N-l 12 12 min ~ {I xi(k) + I x3(k) 
C,T(k)C' (k) u' [O,N-l] k=O C,T(k) Ci(k) 2 3 3 

I u' (k) I~(k)} + lx' (N) 1 
C,T(N)C' (N) 

+ IX3(N) 12 T ' 2 C' (N)C' (N) 2 2 3 3 

subject to ~y. 

+ 

According to the proof of theorem 6 the optimal control is given by 

(3) • 

Substitution of the system parameters yields (by induction on k) that , 
~(k) has the following structure: 

KN(k) (i) 

and consequently FN (k) = (0 I F2 I F3 )N (k) (ii) 

Since KN(.) converges to K'(.) and FN(.) to F'(.) it is clear that 

K'(.) and F'(.) have the structure of (i) and (ii), respectively. 

Since K'(.) converges for any k we have from (RRE), more~ver, that 

K'(.) satisfies the recurrence equation 

K'(k) = A,T(k){ K'(k+l) - K'(k+l)B'(k)(R(k) + B,T(k)K'(k+l) B'(k))-l 

B,T(k)K(k+l)}A'(k) + Q'(k), 
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which can be rewritten as: 

K' (k) (A-BF)' T (k) K' (k+l) (A-BF)' (k) + (Q+FTRF)' (k) • 

In particular it follows now, by substitution of all the system para­

meters, that 

From the S.C.E. conditions it follows that K22{.) and F2{.) are boun­

ded. 

Now, let D' := {C2T I F2T Rt)T 

h A, B'F' = A' - [0 I B'] R- t D' and C,TC' + F,TRF , D,TD,. ten, 22 - 2 2 22 2 2 2 2 2 

Since the observability property of (A22 , C2) implies that (A22 , D') 

has the same property, it is easily shown that (A22-B2F2 , D') is pe­

riodically smoothly observable too (see e.g. Anderson [2]). 

Application of lemma 7 yields now that (A22-B2F2)'{.) is exponentially 

stable. 

Since the feedback gain F' does not influence the exponential stabili­

ty of ~i and ~3' we conclude that the overall CL-system, (A-BF)'{.), 

is exponentially stable. 

Finally, we note that since the transformation matrix T'{k) is boun­

ded, exponential convergence of x'{k) implies that the same property 

holds for the original state of the system x{k). Which completes the 

proof. c 

Concluding Remarks 

In this paper we solved the discrete-time time-varying LQ optimal 

control problem under some weak conditions on the system. These condi­

tions were formulated in terms of a transformed system that was obtai­

ned by making use of several invariance properties of the system. 

A major problem occurring was to find a suitable state-space represen­

tation. This, since the prerequisite that the convergence properties 

of the trans(ormed and original system must coincide, reduces the 

class of admissible transformations. 
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Fortunately, we succeeded in finding such a transformation which, 

moreover, was useful when we had to prove that the closed-loop system 

is exponentially stable if the optimal LQ control is applied. 

An interesting question which remains to be solved is whether the LQ­

problem has also an exponentially stabilizing solution when the system 

is both uniformly exponentially stabilizable and detectable (in the 

sense defined here). A subsequent question, which immediately arises 

if the answer to the previous one is affirmative, is then to give both 

necessary and sufficient conditions (that can a priori be verified) 

that guarantee this uniform exponential stabilizability and detectabi­

lity. 

Last, but not least, we note that the obtained results can be used 

in a straightforward manner to solve e.g. the LQG-problem, the EQL­

problem (see Engwerda [6]) and the Kalman filter problem for discrete­

time time-varying systems. 
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The output-stabilizable subspace and linear optimal control 
A.H.W. Geerts & M.L.J. Hautus 

Abstract 

Properties of a certain subspace are linked to well-known problems in system theory. 

Keywords 

Output stabilizability, linear-quadratic problem, singular controls, structure algorithm, 

dissipation inequality. 

1. Introduction 

Consider the following finite-dimensional linear time-invariant system 1:: 

x(t) =Ax(t) + Bu(t), X (0) =Xo , 

y(t) = Cx(t) + Du(t) , 

(l.1a) 

(l.1b) 

where for all t ~ 0, x(t) E lR n , u (t) E lR m and y (t) E lR r , and the input u (. ) is required to 

be an element of 

the class of smooth controls. Moreover, without loss of generality, we may assume that 

[B'D'l', [C D 1 is injective and surjective, respectively. 

For the case D = 0, we now recall Wonham's Output Stabilization Problem ([11, Section 

4.4]): 

(OSP): Given the system 1: with D = O. Find a feedback map F: lR m ~ lR n such that with 

the input u = Fx, we have y (t) -+ 0 for any initial value Xo. 

If this problem has a solution, then 1: (with D = 0) is called output stabilizable. A 

necessary and sufficient condition for the output stabilizability was provided by [11, 

Theorem 4.4l. A slightly different formulation of the condition was given in [5, Theorem 

4.lOl, where it was shown that OSP has a solution if and only if lR n = S-, where the sub­

space S- was defined in terms of (~, ro)-representations. More generally, this subspace also 

plays a role in the output-stabilization problem under disturbances, i.e., the problem of 

113 
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achieving BIBO stability in the presence of a disturbance input tenn Eq. Then, it tums out, 

the condition is: im(E) c S-. 

Next, let 

J(xo, u):= J y'(xo, u) y(xo, u)dt , 

° 
(l.2) 

withy(xo, u) = Cx(xo, u) + Du (compare (1.1b», and x(xo, u) denotes the solution of (1.1 a) 

for given Xo and u E C:,. We introduce the Linear-Quadratic optimal Control Problem: 

(LQCP): for all xo, detennine F(xo) := inf{J(xo, u) I u E C~m) and, if for all Xo E JR", 

F(xo) < 00, then compute, if one exists, all optimal controls (Le. all controls u* E C~m such 

thatF(xo) =J(xo, u*». 

We will call LQCP solvable if for all xo,F(xo) < 00 and iff or every Xo there exists an 

optimal input u* (Le. an input u* such that F(xo) =J(xo, u*». In this paper we shall see 

that the subspace S- is relevant for the issue ofLQCP-solvability. 

The above-mentioned problem is called regular if ker(D) = 0 and Singular if 

ker(D) "* O. The regular case is well established and considered classical. Curiously, the 

problem of finding necessary and sufficient conditions for solvability of the problem has 

found little attention, even in the regular case. Usually, one is satisfied with the statement 

that the problem is solvable if (A, B) is stabilizable (see e.g. [10, Propositions 9-10]). Of 

course, this condition is not necessary (if C = 0, then u '" 0 is optimal for all xo). Now 

recently ([1]), a necessary and sufficient condition of solvability was given for the regular 

case in tenns of the stabilizability of a suitable defined quotient system. 

If the problem is singular, then it is known that optimal inputs need not exist within the 

class C:, ([7, Example 2.11]). With a refonnulation in the style of [7] incorporating distri­

butions as possible inputs, this extra difficulty can be dealt with and it is proven in [2] that 

the input class C:::'p of impulsive-smooth distribution on JR with support on [0,00) ([7, 

Definition 3.1]) is large enough to be representative for the system's behaviour under general 

distributions as inputs. A distribution u E C:::'p can be written as a sum of a function 

u2 E C~m and an impulsive distribution u1 with support in (O). Obviously, we require 

u E C:::'p to be such that for every Xo the resulting output y(xo, u) has no impulsive com­

ponent, and the (system dependent) space of these inputs is denoted U 1:- In [2, Proposition 

4.5] an explicit deSCription for this input class is given by means of a dual version of 

Silvennan's structure algorithm. With the help of this generalized dual structure algorithm 

([2, Section 4]), the necessary and sufficient condition for solvability ofLQCP given in [1] 

can be generalized to singular problems ([ 1, Remartc 5]). 
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In the present paper, it will be shown that the latter condition is equivalent to the con­

dition S- = JR n. In other words, output stabilizability is necessary and sufficient for solvabil­

ity of LQCP. This intuitively rather obvious condition turns out to be relatively difficult to 

prove. 

In the sequel we will need the following well-known concepts. Let V = VeL) = 

(xo e JRn I 3u~c:. :y(xo, u) "" OJ (the weakly unobservable subspace), then ([7, Theorem 

3.10]) V is the largest subspace L for which there exists a feedback F such that 

(A + BF) L c L, (C + DF) L = O. Dually, W = WeL) (the strongly reachable subspace) is 

the smallest subspace K for which there exists an "output injection" G such that 

(A + GC) K c K, im(B + GD) c K ([7, Theorem 3.15]) and W c < A I im(B) > (the reach­

able subspace). It is easily established that W = 0 if and only ifker(D) = O. 

[
C'C +A'K +KA KB + C'D] 

Next, if K e JRnxn and F(K):= B'K +D'C D'D (the dissipation 

matrix), then K is said to satisfy the dissipation inequality if K e r:= (K e JR nxn I K = K', 

F(K)~ OJ ([9]). Note that r*12) (Oe D. IfT(s) :=D +C(s[-A)-IB(s e C) (the transfer 

function), and p := normal rank (T(s)), then it is proven in [8] that 

Lemma 1.1 

If K e r, then rank (F (K)) ~ p. 

Set r min := {K e r I rank (F (K)) = P j. This subset of r is of importance because of the next 

result from [2]. 

Proposition 1.2 

If (A, B) is stabilizable, then there exists an element K- e r min (l (K e r I K ~ OJ such 

that, for all xo, J-(xo) = xo'K-xo. 

If ker(D) = 0 and 

CII(K) :=C'C +A'K +KA -(KB +C'D) (D'D)-I(B'K +D'C) , (1.3) 

then it is easily seen ([9]) that r min = (K e JR nxn I K = K', <ll(K) = 0 j, the set of solutions of 

the algebraic Riccati equation. Now a second major observation of this paper is, that 

r min (l (K e r I K ~ 0 j * 12) if and only if S- = JR n. Hence, in the regular case, there exists 

a positive semi-definite solution of the algebraic Riccati equation if and only if L is output 

stabilizable. 
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2. The dual structure algorithm and the output·stabilizable subspace 

If q 0 := rank (D). then there exists a regular transformation So such that DS 0 = [D o. 01 

with Do left invertible and we will take So = 1m if q 0 = m (note that So can be chosen such 

that Sol = So'). SetBS o =: [B o• B 01. then substitution of u = So[wo'. wo'l' into (1.1) yields 

(2.1) 

- -
and Bois left invertible. im(B 0) c W. This input transformation corresponds to the first part 

of step 0 of the generalized dual structure algorithm ([2. Section 4 D. Notice that Bois not 

appearing if q 0 = m. In fact. the dual algorithm is a void concept if kerCD) = O. If ker(D) *" O. 

then this algorithm transforms the given system ~ into a system ~a (ex an integer. not less 

than 1) of the form 

- -

(2.2a) 

(2.2b) 

where~ = [Bo.Badd1.Q = [Do. Dadd1. Badd is an n x(p-qo) real matrix which is such that 

im(B add) c A (W). D add is a r x (p - q 0) real left invertible matrix. and rank(Q) = p. 

C (W) c im(Q) and im(B) c W. Moreover. the control u E C~p and the input [w a' w']' are 

linked by u = H(P)[w a' W']'. where H(s) is an invertible polynomial matrix. p stands for the 

derivative of Diracs Ii distribution and H (P) thus is the matrix-valued distribution obtained 

by substituting s = pinto H (s). Finally. for all t > O. we have that (x (xo. u) (t)­

xa(xo. [wa'. w']')(t)) E W. Now. let us apply to (2.2) the preliminary state feedback law 

Then we get 

From [2. Lemmas 4.2 - 4.41 and the above we then have the following. 

Proposition 2.1 

a) AWcW. 

b) V(~a)=V~)+W~)=<ker(f) I~>. 

c) <A lim(~.B»+W=<A lim(B». 

(2.3) 

(2.4a) 

(2.4b) 

One consequence of Proposition 2.1 is. that y is independent of w; we may just as well 

take w = O. Now let us define (where y(oo) denotes lim y(xo. u)(t)) 
I-,;~ 
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(2.5a) 

and T 2 := (xo E IR n I 3ueu• :J(xo, u) < oo} , (2.5b) 

then we establish that TI = {XO I 3,;,., smooth : (£xa + QWa)(oo) =o} and T2 = 

{xoI3,;,.,smooth: J [fxa+QWa]'[fxa+Qwaldt<oo} with xa(t)= exp(At)xo+ 

° I 

J eXp(A(t -1:» ~wa(1:)d1: and hence T I,2 are l:a-invariant ([5, Def. 2.2]). 

° 
Next, let 

S-(l:) := r(A) + <A I im(B) > + V(l:) (2.6) 

(where X-(A) denotes the stable subspace of A). Then it is rather obvious that 

S-(l:) c Ti(i = 1,2) and that (Proposition 2.1) S-<l:a) = S-(l:) =: S-, Therefore ([5, Remark 

2.26]) TI,2 are strongly l:a-invariant and we thus have found that V(l:a) c S- c Ti and 

~ V<l:a) c V<l:a), ~S- c S-, ~ Ti c Ti(i = 1,2). Let X2 , X3, X4 be such that V<l:a) E9 

X 2 = S-, S- E9 X 3 = T!o T I E9 X 4 = IR n. By choosing appropriate basis matrices for these 

subspaces, (2.4a) (with W = 0) transforms into 

XI A 11 A 12 A 13 A 14 XI BI XOI 

X2 0 A22 An A24 X2 B2 X02 

X3 0 0 A33 A34 + 0 w a ' X3 X03 

X4 
0 0 0 A44 x4 0 X04 

(2.7) 

Note that a(A33) u a(A44) c (3+ (since X-(A) c S-<l:a». Now take a point Xo E Tlo 

Le. X04 = 0 in (2.7) (and thus X4 .. 0). Since Q'f = 0 and Q is left invertible, it follows that 

(C2X2 + C3X3)(00) = 0, wa(oo) = 0, and thus ([3, Chapter 3]) that X2(00) = 0, X3(00) = 0 (Le., 

x(xo, u)(t) converges to V + W(t -+ 00». Hence, necessarily, x03 = 0 and we establish that 

T I = S-. In the same way we find that T 2 = S-. If for every F E IR mxn, we define the spaces 

Tf := {xo E JRn I if u = Fx, then y (xo, u)(oo) = o} , (2.8a) 

Tf := {xo E IR n I if u = Fx, then J y'(xo, u)y(xo, u)dt < oo} , (2.8b) 

° 
we thus have arrived at our first main result 
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Theorem 2.2 

Consider the system 1: and the corresponding subspaces defined above. Then T j = S- and 

Tf c S- for every F E IRmxn. In addition, there exists an F E IR mxn such that Tf = 

S- (i = 1,2). 

Proof. Let F E IR mxn be given. If we use the feedback u = Fx, then the resulting output y 

will tend to zero exponentially fast when either Xo E Tf or Xo E Tf and thus Tf = Tf. In 

addition, it is trivial that Tf = Tf c T j (i = 1, 2). The fact that there exists an F such that 

Tf = S- is known (compare [5]). The rest follows from the above. 

Because of the relation Tf = S- for some F, we will refer to S- as the output-stabilizable 

subspace. 

3. The dual structure algorithm and optimal control 

Let us reconsider the LQCP and assume that S- = IR n. According to Theorem 2.2, we 

can reformulate this as: For every Xo there exists an input u E U 1: such that J (xo, u) < 00. 

Clearly this is a necessary condition for the solvability ofLQCP. Since y = fXa + [2wa with 

[2 left invertible, we are left with a regular LQCP by taking W = 0 in (2.4a). Hence we may 

apply the second part of the proof of the main Theorem in [l] and state that the algebraic 

Riccati equation associated with (2.4a), ffJ(K) = 0 with 

(3.1) 

has a solution K- ;?! 0 and that every other solution K;?! 0 of ffJ(K) = 0 satisfies K;?! K-. The 

optimal cost for LQCP, r(xo), equals xo'K-xo for all Xo, ker(K-) = V + Wand, in addition, 

for every Xo an optimal control for LQCP exists (see for details [2, Theorem 4.5]) and thus 

the condition S- = IR n is also sufficient for solvability ofLQCP. Now in [2, Section 6] the 

next result is proven. 

Proposition 3.1 

r= (K E K', W c ker(K), ffJ(K);?! 0) , 

r min = (K E IR nxn I K = K', W c ker(K), <D(K) = 0) 

Consequently, we observe that K- Ermin (") (K E r I K;?! 0) and every other K E 

r min (") (K E r I K;?! 0) satisfies K;?! K- (compare Proposition 1.2). Note that <D(K) = ffJ(K) 

if ker(D) = O. Therefore, in the regular case, K- represents the smallest positive semi­

definite solution of (1.3). On the other hand, if rmin (") (K E r I K;?! 0) ;t 0, then ([3, 

Chapter 3]) S- = IR n. Hence 
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Theorem 3.2 

S- = R n if and only if r min" {K E r I K~ O} ~ 0. In addition, if the latter set is 
nonempty, then the smallest element of this set, K-, represents the optimal cost for the 

LQCP. 

Note that the characterization of K- as given above is formulated directly in terms ot 

the original system data (A, B, C, D). Moreover, this representation of the optimal cost 

includes the singular as well as the regular case. Finally, we mention that a condition for 

output stabilizability can be given in the spirit of [4]. In fact, a more general formulation is 

Proposition 3.3 ([3, Chapter 3]) 

Let T be a l:-invariant subspace. ThenX-(A) + <A I im(B) > + T = JRn if and only ifV').e c+ 
V'TjE c. : [ll(A - ').In' B) = 0 and TJT = 0] =:> TJ = O. 

The condition for output stabilizability is obtained by taking T = V. 

Remarks 

1. While proving out main Theorem 2.2, we established that if U E U t is such that 

y(xo, u)(oo) = 0 or J(xo, u) < 00, then x(xo, u)(t) converges to V + W (t --t 00), but not 

necessarily to V (for a counterexample, see [6]), unless (of course) W = 0, i.e. ker(D) = O. 

2. Since S- c 1'1 := {xo I 3wec:, : y (00) = O} c T 1 = S-, we find that 1'1 = T 1, and, analo­

gously, that T2 := (XO I 3weC:' :J(XO, u) < oo} = T2. In fact, this can be seen directly as - - -
T j =W + T j =Tj because W c <A I im(B) > c T j (i = 1,2). 

3. If R n := JR n / (V+W)' :1 : IR n --t IR n denotes the induced map of :1 defined by @:= 
- = -n = = 

(:1x) (X = x + (V + W» and ~ : JRm --t JR is defined by ~ u := @u), then it can be seen (e.g. 
compare [2, Lemma 5.6]) that the condition in Proposition 3.3 with T = V is equivalent to: 

(:1,~) is stabilizable. Hence, in accordance with [1, Remark 5], the latter condition is neces­

sary and sufficient for the solvability of LQCP. 
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THE DECOMPOSITION OF (A,B)-INVARIANT SUBSPACES 
AND ITS APPLICATIONS 

HAN ,ZHENG-ZHI AND ZHANG,ZHONG-JUN 

ZHENG,YU-FAN 

ABSTRACT: In this paper, (A,B)-radical subspaces are defined and the (A,B)­
invariant subspaces are decomposed into a direct sum of radical subspaces. With 
such a decomposition, it is found that the (A,B)-invariant subspaces have the 
similar geometric structure to A-invariant subspaces. the uniqueness of this de­
composition is investigated. These results are used to describe the characteristic 
of assignable eigenstructure. 

1. INTRODUCTION 
In the geomatric approach of linear system theory, the concept of (A,B )-invariant 

subspace is of vital importance. Although this concept was defined about twenty 
years ago, it is still a subject under current discussion. Many contributors continue 
investigating the structure of (A,B)-invariant subspaces via different approachs, 
such as: polynomail models [31, state space [91, matrix fraction[81 and so on. It is 
well known that an A-invRIiant subspace can be decomposed into a direct sum of 
some cyclic subspaces, called radical subspaces [41. In this paper a similar concept, 
named (A,B)-radical subspace, is defined and it is used in the decomposition of the 
(A,B)-invariant subspaces. It will be shown in this paper that there is a similarity 
of the geometric structures betweem (A,B)-invariant subspaces and A-invariant 
subspaces. The difference between them is that the decomposition of the (A,B)­
invariant subspaces may be not unique in general. The condition of the uniqueness 
is derived in this paper. 

The text is organized as follows: In section 2 some preliminaries of (A,B)­
characteristic subspace are given. Section 3 investigates the decomposition of 
(A,B)-invariant subspaces. In section 4 the characterization of assignable eigen­
structure is obtained by using the decomposition. 

2. PRELIMINARIES 
Consider the following linear control system 

:i; = Ax+Bu (2.1) 

where A E Rnxn and B E Rnxm. It is assumed that rank B = m and the 
system (2.1) is controllable. Let X and U denote the state space and input space, 
respectively, with the state space being complex, i.e., X ~ en . 

The class of (A,B)-invariant subspaces is denoted by In(A,B). If V E In(A,B), 
then F(V) denotes the set of the feedbacks F:X --+ U, such that (A+BF)V C V. 
Let rp(..\) be the characteristic subspace relative to ..\,[111. the following lemma 
plays a fundamental role for rp(..\). 

Lemma 2.1 [111: Let x E X and x =f. o. There exists F: X --+ U such that x is 
an eigenvector with eigenvalue ..\ of A+BF if and only if x E rp(A). 
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Ifk is an integer, denote k the set {1,2, ... ,k}. When S is a set, denote card{S} the 
number of elements in S. Under compatible coordinate transformation T:X --+ X, 
input transformation G:U --+ U, the closed-loop system will be 

:i; = T-1(A + BF)Tx + T-1 BGv 

where, 

o 0 1 .. . o 0 
T-1(A+BF)T = block diag{ . . . . .. (

0 1 0 .. . 
o 0) 
. . ERv , xv" iEI!l} (2.2.1) 

o 0 0 .. . o 1 
o 0 0 .. . o 0 

(2.2.2) 

Lemma 2.2 [111: In a suitable basis of the state space, c,o(A) may be written as 

c,o(A) = span{block diag {(I A ... AV.-l)t, i E I!l}} (2.3) 

where, the symbol "t" stands for transpose. 

{c,o( A), A E C} is a subset of the family of all subspaces in X. It is known 
that both c,o(A) + c,o(JL) and c,o(A) n c,o(JL) are subspace in X for any A, JL E C. With 
respect to the two operations of subspaces, the (A,B)-characteristic subspaces have 
following important properties. 

Lemma 2.3: Let Aj,j E t, be different complex numbers, then 

t 

dim{c,o(Al) + ... + c,o(At)} = L card{v; ~ j, i E I!l}. 
j=l 

Lemma 2.3 implies that dim c,o(A)=m for every A E C. 
Define a subspace Bo in B(:= 1m B) as follows: 

Bo=BnA-1B={x; XEB,AxEB}=c,o(O). 

The following lemma describes the meaning of Bo. 

Lemma 2.4: 
1) If A, JL E C and A I- JL, then c,o(A) n c,o(JL) = Bo; 
2) Bo = B if and only if B = X. 

3. STRUCTURE OF (A,B)-INVARIANT SUBSPACE 

We will decompose (A,B)-invariant subspaces by (A,B)-radical subspace to be 
defined in this section. By this decomposition it is shown that the geometric 
structure of the (A,B)-invariant subspaces is similar to that of the A-invariant 
subspaces. 

Let a(A) be a polynomial vector such that for any Ao E C, a(Ao) E c,o(Ao), then 
the a(A) is celled a (A,B)-characteristic vector-polynomial. In this section and the 
next one, a(A), b(A),··· represent the (A,B)-characteristic vector-polynomials, 
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in general. When the>. is fixed, the a(>.) is a vector. Let a(>.) E 'P(>') and 
denote al(>') = a(>.). If l,\a(>') # 0, then it is possible to define that a2(>') = 
Aa(>.) + bl (>.) for some bl (>.) E 'P(>')' In general, if ap-l(>') is defined, and 

dd;p-~la(>') # 0, then ap(>') may be defined as following: 

1 dP - l 1 dP - 2 

ap(>') = (p-1)! d>.p-l a(>.) + (p _ 2)! d>'P-2 bl (>') + ... + bp_l (>') (3.1) 

for some bp- l (>') E 'P(>')' 

Definition 3.1: Let al(>'),'" ,ap(A) be defined as above, and denote 

The Dp{a(>.); bl(A),'" ,bp_l(A)} is called an (A,B)-radical subspace with eigen­
vector a(>.). 

By definition the (A,B)-radical subspace seems to depend on the choice of the 
bj(A),j E p-1, in fact, it is not so. The following proposition shows that. So, at 
moment, it is denoted as D p { a( >. )}. 

Proposition 3.1: Let Dp{a(>.)} be defined as above, then dim Dp{a(A)} = p 
Proof: By lemma 2.2, a(>.) may be written as 

where,( Ul ... urn)t is a constant vector. Let bj(>.),j E Ill, be written as 

bj(A) = (block diag{(l >. ... >.vi-l)!,i E Ill})' (b{ ... b{S 

Let Ui be the first nonzero component of vector (Ul ... urn). Denote the subvactor 
consisting of the (2:~:i Vj + 1)-th up to the (2:j=l vj)-th component of aj(A) as 
a~( >.). Then, for every j E P 

. U· dj- l A b~ dj- 2 A . A ( 1) (1) (1) aj(>.) = (j _\)! d>.j-l : + (j -.: 2)! dAj-2 : + .. . +bf-l : 
AVi-l >,Vi-l >,Vi- l 

(3.3) 
where Ui # 0. Denote 'Pi(A) = span{(l A ... AVi-ln. It is dear that 'Pi(>.) = 

span{ai(A)}. Thus, we can see that l:p-_'.a(A) # 0 implies Vi ~ p. By (3.3) it is 
true that 

1 0 0 
A 1 0 

= span >.p-l (p - 1 )V-2 (p - 1)! 

AVi - l (Vi _1)AVi - 2 (Vi-I)! AVi-P 
(Vi-p)! 
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Therefore, that dim span{al(A),··· , a~(A)} = p implies that dimVp{a(A)} = p. 

The following lemma is used to prove that Vp{a(A)} E In(A,B), the proof of 
this lemma is trivial and omitted. 

Lemma 3.1: Let a(A) be a vector polynomial and Va given subspace, iffor every 
A E C, a(A) E V, then lAa(A) E V, too. 

Theorem 3.1: For every integer p, Vp{a(A)} E In(A,B). 
Proof: When p = 1, Vp{a(A)} = span{al(A)}. al(A) = a(A) E ~(A), i.e., 

(A - AI)ai(A) E B. (3.4) 

(3.4) shows that Aa(A) E B + span{ a( A)}. 

For the case of p ~ 2 we prove that the validity of the following relationship: 

(A - ..\I)ai(A) - ai-leA) E B (3.5) 

By induction, let aO(A) = 0, (3.4) shows that when i = 1, (3.5) is valid. We 
assume that (3.5) hold for all i :::; j - 1. Now we consider the case of i = j. 
Differentiating the equation (3.4) (j-1) times, by Leibnitz Formula, along with 
Lemma 3.1, it yields that 

(3.6) 

(3.6) is equivalent to 

As bl (A),· .. , bj-l (A) E ~(A), by the assumption of induction, the following rela­
tionship is obtained 

1 dj - 3 

{(j _ 3)' dAj-3 bl(A) + ... + bj_2(A)} E B. (3.8) 

(3.7) and (3.8) imply that (3.5) holds for i = j. 

In linear algebra it is known that every radical subspace contains only one­
dimensional eigensubspace. Therefore, from the generator point of view, it is the 
minimal subspace. The following theorem shows that the (A,B)-radical subspace 
has the same property. 

Theorm 3.2: Let FE E(Dp{a(A)}), then restricting A+BF to Vp{a(A)}, a(A) 
is the unique eigenvector. Furthermore, when p ~ 2, the eigenvalue of a(A) is A. 

Proof: First, we prove that Vp{a(A)} n ~(A) = span{a(A)} by taking the fol­
lowing steps: 
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1) For every j, with 1 < j :S p, aj(A) ~ <p(A). Let Ui, a~(A) and <pi(A) be the 
notations used in the proof of proposition 3.1, thus, j > 1 implies Vi ~ j > 1. If 
aj(A) E <p(A), then a~(A) E <pi(A). Since Ui f= 0 and Vi ~ j, the vectors in (3.3),i.e., 

~ di - 1 (1 A ... AV;-l)t ... (1 A ... AV;-l)t are independent It follows that (j-l)!d>'J-l , , , . 

a~(A) ~ <pi(A) contradicting the assumption. 
2) For every j, 1 < j :S p, if C(A) E V j - l {a(A)}, then aj(A) + C(A) ~ <p(A). 
Since C(A) E Vj_da(A)}, there exist Vl(A), ... ,Vj_l(A) E <p(A) (some of them 

may be zero vectors) such that 

1 d j - 2 

C(A) = (j _ 2)! dAj-2 Vl(A) + ... + Vj_l(A)) 

Consequently, 
1 dj - l 

aj(A) + C(A) = (j _ I)! dAj-l a(A)+ 

1 dj - 2 

(j _ 2)! dAj-2 (bl(A) + Vl(A)) + ... + (bj-l(A) + Vj_l(A)) (3.9) 

(3.9) shows that aj(A) + C(A) has the same form as aj(A). Therefore, by using the 
technique developed in the proof of step 1), it can be verified that aj(A) + C(A) ~ 
<p(A). 

Let A be replaced by another comlex number /l, it is enough to verify that 
aj(A) ~ <p(/l), moreover, it is only necessary to prove that the following matrix M 
has rank j + 1. 

1 1 0 0 

/l A 1 0 

M /lj-l Aj-l (j-I)Aj-2 1 

/l v;-l A v;-l (Vi - I)A Vi - 2 (v;-l)! A v; - j 
(V; p)!(j I)! 

U sing induction, we can show that the determinant of the first (j+ 1) rows of M 
is equal to (A - iJY. The details are omitted. 

Theorem 3.2 illustrates that for every F E E(Vp{ a(A)}, with respect to A+BF, 
Vp{a(A)} is a radical subspace with eigenvector a(A). 

Theorem 3.3: If V E I n( A, B), then there exist 
a(Aj), i E l:l; b(/lj),j E 9,; C(1Jk), k E I;"', such that 

(3.10) 

Proof: Take F E E(V), then V is an (A+BF)-invariant subspace. Thus, V can 
be decomposed into a direct sum of (A+BF)-radical subspaces [41. i.e., 

where Vl(xlj) indicates an I-dimensional cyclic subspace with eigenvector Xlj. 
Exactly, Vl(xlj) is just the same as the eigensubspace of A+BF, let Ai be eigen­
value associated to Xlj, then VI(xlj) = span{xld = VI {Xli(A)}. VJ(X2j) is a 
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2-dimensional cyclic subspace with eigenvetor X2j whose eigenvalue is denoted by 
flj. Hence, there exists Xj such that (A + BF - fljI)xj = X2j, and VJ(X2j) = 
span{x2j, Xj}. Since X2j is the eigenvector of A+BF with eigenvalue flj, it follows 
that X2j E <P(flj) by Lemma 2.1. Therefore, it is possible to write X2j = b(flj), and 

(3.11) 

Differentiating (3.11) with respect to flj, (3.11) yields 

(3.12) 

As a consequence of (3.12), we have 

(3.13) 

for some b1 (flj) E <P(flj). 

(3.11) and (3.13) lead to the assertion that VJ(X2j) = D2{b(flj)}. In a similar 
way, it can be verified that V2(X3k) = D3{C(7]k)} for some C(7]k) E <p(7]k). The 
details are also omitted. 

For a given V E InCA, B) in the decomposion (3.10), the eigenvalues Ai, i E 
p; flj, j E g; 7]k, k E r;"', as well as the integers p, q, 1',"', may be changed 
along with the selection of feedback F E E(V). The following theorem gives the 
condition of uniqueness for such decomposition. 

Theorem 3.4: Suppose V E In(A, B), then decompsition (3.10) is unique if and 
only if V n B = O. 

Proof: Necessity: Let n* denote the maximal (A,B)-controllability subspace 
contained in V, then n* =< A+BF/VnB > for every F E F(V) [lOJ. IfvnB t= 0, 
then n* t= o. The eigenvalues of A + BF I n* may be variable along with the 
selection of F. It yield that the decomposition (3.10) is also variable. 

Sufficiency: If there exist different decompositions of V, then the Jordan form 
of A + BV I V is variable along with the selectoin of F. Take a feedback F1 E F(V), 
under a compatible basis of state space, V and (A + BF1 B) have the following 
forms 

V = span (~ ) , (A + BF1 B) = (AJ1 1~~ ~~) 
where t = dim V. F2 is another feedback with F2 E E(V) such that the Jordan 

form of A + BF2 I V is different from that of A + BF1 I V. Setting F = F2 - F1, F 
is partitioned as F = (F1 F2), then 

A+BF =A+BF +BF= (Au +B1F 1 A12 +B1F 2) 
2 1 ~~ ~+~~ 

As F2 E E(V), it is necessary that B2F1=0. Moreover, the Jordan form of All + 
B1F1 is different form that of Au. Hence, B1F1 t= O. Select the independent 
columns from F1, and then extend them to be an m x m nonsigular matrix G. We 
get 
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with Bll =I O. Clearly V :J 1m ( B~1 ) =I 0 contradicting V n B = O. 

To conclude this section, we give a corollary of Theorem 3.4 for the case of m=l. 

Corollary 3.1: When m=l, the decomposition (3.10) is unique if and only if 
n > dim V. 

Proof: When m=l, the matrix B reduces to a vector b. We consider the inter­
section span{b}nV. If bE span{Im bnV}, then for every P E F(V), V :J n* =< 
A + bP I 1m b >=< Al1m b >= X. It leads to V = X contradicting n > dim V. 
By Theorem 3.4, the conclusion comes immediately. 

The authors were told by the referees that for the case m=l the decomposition 
(3.10) has been treated by Gohberg et al[51. 

4. THE ASSIGNABLE EIGENSTRUCTURE 

In the last decade, the problem of eigenstructure assignment has been investi­
gated. This investigation follows two directions. One is to seek the characters of 
assignable eigenstructure [6,71. The other is to treat the design methods [1,21. Most 
of the contributed papers dealt with the second direction. From Lemma 2.1 and 
Lemma 2.3 almost all vectors in the state space can not meet the requirement of 
assignable eigenvectors. Therefore, it is very necessary to find a characterization 
of eigenvector assignabilty. Any method becomes ineffective if we can not give the 
assignable vectors. 

In this section, this characterization will be described by many of the (A,B)­
radical subspaces and the decomposition of (A,B) invariant subspaces. 

Definition 4.1: [61 The ordered set {Xi; i E p} is called an assignable radical 
system with eigenvalue A if there exists a feedback F:X ~ U such that 

(A + BF - H)Xi = Xi-l for i E P ( 4.1) 

where Xo = O. This radical system is denoted by {>.; xi, i E p}. The set of several 

systems {Aj; x{,j E nj}, j E li, is often called eigenstructure. If 2:;=1 nj = n, 
then the eigenstructure is complete. 

Lemma 4.1 [61: The set of {Aj; xi,j E l1J, j Eli, is an assignable eigenstructure 
if and only if 

1) xi, i E 11 j' j E li, are independent vectors; 

2) (A - AjI)X{ - xLI E B for every i E l1j and j Eli. 

The second condition of Lemma 4.1 implies xi E <p(Aj) for every j E §. From the 
proof of Theorem 3.1, there certainly exist bk(Aj) E <pC Aj), k E {I, 2, ... ,nj-d, 
such that 

Therefore, using the concept of (A,B)-radical subspace, Lemma 4.1 is written 
as follws: 
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Theorem 4.1: The set of {Aj; xi, i E nj}, j E 1>, is an assignable eigenstructure 
if and only if 

1) x j = a;(Aj), for every i E nj and j E 1>. 

2) dim span{x{,i E nj,j E!l} = L:j=l nj. 

5. CONCLUSION 

In this paper, a new concept of (A,B)-radical subspace is defined and its prop­
erties are treated. Using this concept, an (A,B)-invariant subspace is decomposed 
into a direct sum of (A,B)-radical subspaces. This decomposition shows that the 
geometric structure of the (A,B)-invariant subspaces is completely similar to that 
of A-invariant subspaces. From this decomposition, we get a deeper understanding 
of the linear systems. The notion of (A,B)-radical subspaces and the decomposi­
tion of (A,B)-invariant subspaces are useful for the synthesis of linear systems. 
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The Set of Feedback Matrices that Assign 
the Poles of a System 

Hu Ting-Shu, Shi Song-Jiao 

The set of all the feedback matrices that assign the poies of a system is 
determined through a function mapping R mxn into Rmxn , It Is proved 
in the paper that the domain of the function is a dense open set in 
R m x n, and the range of it is exactly the set of all the P s that make 
A + BF similar to A *, The set of all the Ps that assign the eigenvalues of 
A + BF is the union of a finite number of such ranges, This function can 
be used to optimize other performance Indexes of a system under the 
constraint of pole assignment. 

NOTATION 

R 
Rmxn 

R, 
0 , 
GsA 
RsA 
A®B 

: field of real numbers 
: set of m X n matrices with elements in R 
: range of function f 
: domain of function f 
: column vector form of matrix A 
: row vector form of matrix A 
: Kronecker product of matrices A and B 

1. INTRODUCTION 

Consider the system given by the following state-space representation: 

x(/) = Ax (I) + Bu (I) (1) 

where A ER"x", BER" Xm , x (I) is an n-dimensional state vector and u(t) 
is an m-dimensional input vector. The feedback control law is given by: 
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u (t) = Fx (t). (2) 

The pole assignment problem is to find some F so that the eigenvalues of 
A + BF is a given set AbA2' ... ,An' 

If system (1) is controllable, any pole assignment requirement can be 
satisfied. Furthermore, if m > 1, the number of feedback matrices Fs that 
satisfy the same pole placement requirement is infinite. The extra freedom 
of F is discussed by O'REILLY and FAHMY [4], and is utilized to satisfy 
other criteria by RAMAR and GOURISHANKER [2,3]. 

In this article, we will give a new approach to determine all the Fs that 
satisfy the pole placement requirement. 

2. FUNCTION F, ITS DOMAIN AND RANGE 
At first we introduce a function which maps an almost free space onto 
the set of all the Fs that make A + BF similar to a certain A'. 

DEFINITION. Suppose (A,B) is controllable. A' is an n Xn matrix with 
the desired eigenvalues AJ,A2' ... ,An' A and A' have no common eigen­
values. Then a function I mapping R m Xn into R m Xn is defined as fol­
lows: 

Let U ER m Xn, if the solution Vof 

AV-VA' = -BU (3) 

is nonsingular, then 

F = UV- 1 (4) 

is the image of U under f, and V is the image of U under 10' We denote 
the functions by F =1 CU) and V =Io( U). The domain of f, denoted by 
Df , is defined as all the Us that make V nonsingular, and the range of I 
is the image of Df under f, which is denoted by Rf . 

REMARK. 
a. The condition that A and A' have no common eigenvalues is very 

important. Because it guarantees that (3) has a unique solution. Since 
(3) is equivalent to 

(J®A -(A ')'®l)CsV = -(J®B)CsU (3') 

If A and A' have common eigenvalues, J®A -(A')'®J will be singu­
lar and (3) will have no solution or have infinite solutions, hence the 
definition is invalid. 

b. The condition that (A,B) is controllable is also necessary. If not so, 
V = 10C U) will be singular for all U ER m Xn, so the domain of I is 
empty. This argument can be proved in the following way: If there is a 
U so that V=lo(U) is nonsingular, then A +BUV-1=VA'V- 1, 
which means that (A,B) is controllable, because A and A' have no 
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common eigenvalues. 
c. Even if the above conditions are satisfied, the domain of 1 may also be 

empty. This is possible only if the controllability indexes of (A,B) and 
(A * ,B) are different. If the eigenvalues of A * are distinct, and the 
above conditions are met, D will not be empty. 
In the following we will show some important properties of the range 

and domain of f 

THEOREM 1. The range ollis the set 01 all the F's that make A + BF simi­
lar to A *. 

PROOF. 

i) If FERf , then there is a UEDf so that V=/o(U) is nonsingular and 
F = UV- I , from 

A-VA*V- I = -BUV- I 

we have A +BUV- I = VA * V-I since F = UV- I , so A +BF is simi­
lar to A *. 

ii) If A + BF is similar to A *, then there exists a transformation matrix 
V so that 

A+BF = VA*V- I , AV-VA* = -BFV- I. 

Let U = FV- I , then F is the image of U under f, therefore F ERf . 0 

THEOREM 2. If the domain ollis not empty, it's a dense open set in R m x n. 

(Here, the norm of an R mXn element is defined as IIUII:=l:;l:jIUij~ and 
the concept 01 distance and open set is naturally derived). 

PROOF. At first, let's denote the largest element of a matrix X by 
max [X] = max {IXijl}. 
i) Suppose Uo EDf , then Vo = 10(Uo) is nonsingular, hence there exists 

a t:, if max[~VJ<t:, Vo+~V is also nonsingular. For any 
~U: II~UII<(/max[(I®A -(A*)'®l)-'(I®B)], maxl{o(Uo)]<t:, 
therefore, 

10(Uo+6.U) = 10(Uo)+/o(6.U)=Vo+/o(6.U) is nonsingular, 

which implies that U 0 + 6.U EDf , thus Df is open. 
ii) D f is dense. It only needs to be shown that for any U 0 f!. D f' every 

neighborhood of Uo contains at least one UEDf . 
Since Df is not empty, there exists a U, such that 10(UI)= VI is non­

singular. Suppose Vo = 10(Uo) is singular, then 

10(Uo +t:U,) = VO+t:VI =[Vo V-I +t:llV,. 

Let f3 be the eigenvalue of Vo V-- I which is the closest to the origin 
except for zero eigenvalues, and the distance is 8, then 
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!O(UO+f.u1) is nonsingular whenever 0<£<8. 

Therefore, every neighborhood of Uo contains a UEDf . This com-
pletes the proof. 0 

In the definition of f, there is a condition that A and A" have no com­
mon eigenvalues. If the eigenvalues of A contain some of the desired 
eigenvalues Ai' we can choose a F 0 so that A + BF 0 has no common 
eigenvalues with A". Let A 0 =A +BFo, then the range of the map: 

AoV-VA* = -BU, F = UV- I 

equals the set of Fs that make A 0 + BF similar to A". Therefore, 
{Fl: F I =F +Fo, FERf } is the set of all Fs that make A +BF similar 
toA". 

It is easy to see that if A" is replaced by any n X n matrix that is simi­
lar to A *, the range and domain of ! will be the same. So, in the pole 
placement problem, A" is usually chosen to be a Jordan canonical form 
for simplicity. In such a case, solving the Sylvester equation (3) is 
equivalent to solving n n-ordered linear algebraic equations. 

If the desired eigenvalues of A + BF are distinct, it has only one Jordan 
canonical form. In general, we can list all the possible Jordan forms of 
A +BF: Ai, Ai, ... ,AN' For each A;, 

AV-VA; = BU and F = UV- I 

define a function.li. Let the range of.li be R fi' then U;= I R fi equals the 
set of Fs which assign the poles of (1) to given values. Smce some Jordan 
form cannot be actually reached, Rfi may be empty for some i. 

EXAMPLE. Suppose m = I, A· =diag[AJ,A2' ... ,AN], [A,b] be controll­
able. Let U=[UJ,U2,'" ,ulI ], where Ui, 0=1, ... ,n) are scalars, then 
the solution of (3) is, 

V = [(All -A)-lb, ... ,(AliI -A)-Ib] diag[uhu2, ... ,ulI ]. 

Since [A,b] is controllable, there must exist a U which makes V non­
singular, so [(A1I-A)-lb, ... ,(AIIJ-A)-lb] is nonsingular. Moreover, 
whenever U has no zero element, V is nonsingular. Such lis form a dense 
open set in R ". But the range of! contains only one element: 

F = UV-1=[UhU2,'" ,ulI ]diag[ui l ,u2- 1 , .•• ,U;I]* 

*[(AIJ-A)-lb, ... ,(AIII-Ar1br l 

= [I 1 ... I][(AII -A)-Ib, ... ,(AnI -A)-Ib]-I. 
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3. ApPUCATlON 

When a practical system is to be designed, not only its eigenvalues are 
required to lie at some points, but also other performance indexes must 
be satisfied. For example, the eigenvectors are required to be orthogonal, 
and the sensitivity of the eigenvalues to be low, etc. Knowing the set of 
all the Fs which assign the poles of a system, we can choose F in this set 
to make other performance index optimal. 

ExAMPLE. To make the eigenvectors near orthogonal under the constraint 
of pole placement, we may choose the performance index as: 

J = 1I2tr[V'V+IT'] (T = V-I) 

where V is the eigenvector matrix of A + BF. It is easy to see that the set 
of all the possible V equals the range of 10. Therefore J is a functional of 
UeRmXn. 

It can be proved that: 

aT lau = B'X' 

where X satisfies: A * X - XA = V' - IT'T. 

PROOF. 

aJ laUij = a[1I2tr(V'V + IT')]/aUij = tr[V'(a via Uij) + T'(aTlaUij)] 

= tr[V'(aV lauij)- TT(aVlaUij)T]=tr[V'-IT'T](aVlaUij) 

= -Rs[V'- TTT]{(I®A -(A *),®I)-I(I®B)}aCsUlaUij 

so, 

(5) 

[Cs(aT laU»), = - Rs[V'- TTT]{(I®A -(A *)'®l)-I(I®B)} 

let, 

Rs(X) = -Rs[V'-TTT](I®A -(A*)'®l)-l (6) 

since Rs(X)(I®B)=Rs(XB) then, aT laU=(XB)' from (6), we have (5)IJ 

From this result, we can optimize J through gradient method. In the pro­
cess of optimization, if V is singular, we can continue the process by 
making a small change on U. After the optimal U is evaluated, compute 
F* = U*(V*r I. 

4. CONCLUSION 

For a multi-input linear multivariable system, the number of Fs which 
assign the poles of the system is infinite. Using the classical method, we 
can get only finite number of Fs. This paper presents a way through 
which all such Fs are represented as the range of a function. In applica­
tions, this function can be used to optimize other performance indexes of 
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a system. 

REFERENCES 

[1]. C.T. CHEN (1984). Linear System Theory and Design, New York, 
Holt, Rinehart and Winston. 

[2] K. RAMAR, V. GOURISHANKER (1976). Utilization of the design free­
dom of pole assignment feedback controllers of unrestricted rank. 
Int. J. Contr. 24, 423-430. 

[3] V. GOURISHANKER, K. RAMAR (1976). Pole assignment with 
minimum eigenvalue sensitivity to plant parameter variation. Int. J. 
Contr. 24, 493-540. 

[4] J. O'REILLY, M.M. FAHMY (1985). The minimum number of degrees 
of freedom in state feedback control. Int. J. Contr. 41, 749. 



Model matching for linear Hamiltonian systems 

H.J.C. Huijberts 

Abstract 

We solve the Hamiltonian model matching problem by formulating it as a Hamiltonian 
disturbance decoupling problem with observation feedback and disturbance measurements. 
It turns out that the conditions for solvability of the Hamiltonian model matching problem 
are the same as those for solvability of the "normal" model matching problem. A procedure 
for reducing the compensator order is given. 

1 Introduction 

The Hamiltonian model matching problem (HMMP) consists of designing a compensating 
feedback for a given Hamiltonian system in such a way that the resulting input-output 
behavior matches that of a prespecified Hamiltonian model. 

The "normal" model matching problem (MMP) for linear systems has been soh'cd in dif­
ferent set ups by several authors (see e.g. [6,7,8,10]). In [4,9] it is shown that we can 
formulate MMP as a disturbance decoupling problem with observation feedback and dis­
turbance measurements (DDOFM). 

In this paper we solve HMMP by formulating it as a Hamiltonian disturbance decoupling 
problem with observation feedback and disturbance measurements (HDDOFM) and solving 
this associated problem using techniques also employed in e.g. [12,13]. 

The organization of the paper is as follows. In Section 2 some preliminary definitions and 
new and already existing invariance results are given. In Section 3 we solve HDDOFM. 
It turns out that the conditions for solvability of HDDOFM are the same as those for 
solvability of DDOFM. Furthermore, we can solve HDDOFM by means of a compensator 
with the same order as the dimension of the original system. In Section 4 we give a procedure 
for reducing the compensator order. In Section 5 finally, we formulate HMMP and, using 
the results of the foregoing sections, we give conditions for the solvability of HMMP. It 
turns out that these conditions are the same as the conditions for solvability of MlviP. 

2 Preliminaries 

We consider a minimal linear time-invariant system: 

(1) {: 
Ax+Bu 
ex 
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where x E IRq, u E IRm, y E DlP and A, B, C are constant matrices of appropriate dimen­
sions_ 

We recall briefly from [3,13): a subspace V C Dlq is called (A,B)-invariant if AV C 
V + 1mB, it is called (C,A)-invariant if A(VnKerC) C V and it is called (C,A,B)­
illl>ariant if it is (C,A)-invariant as well as (A,B)-invariant_ (A,B)-invariance ((C,A)­
invariance) (( C, A, B)-invariance) is equivalent to the existence of a matrix F (G) (K) such 
that (A + BF)V C V ((A + GC)V C V) ((A + BKC)V C V)_ For an (A,B)-invariant 
subspace V the set of friends of V, denoted F(V), consists of all matrices F satisfying 
(A + BF)V C V_ 

We call two (C,A, B)-invariant subspaces VI, V2 compatibly (C,A,B)-invariant if there is a 
matrix K such that (A + BKC)Vi C Vi (i = 1,2)_ In [14) it is proved that VI and V2 are 
compatibly (C, A, B)-invariant if and only if 

One can easily verify that as a consequence of (2) we have: 

Corollary 2.1 Two (C,A,B)-invariant subspaces VI and V2 are compatibly (C,A,B)­
invariant if VI C V2. 

o 

Now assume that there exists a non-singular map J : IRq 1-+ IRq satisfying J = _JT. 
From the non-singularity and the skew-symmetry of J it follows that q is necessarily even, 
say q = 2n. It can be proven (cf. [1)) that there exist bases for IR2n in which J has 

the form [In -~n]. Such a J is called a symplectic form on IR2n , and (IR2n,J) is 

called a symplectic space. We call a linear system (1) on (IR2n , J) a Hamiltonian system if 
AT J + J A = 0 and BT J = C (cf. [11)). 

Prototypic examples of Hamiltonian systems are conservative mechanical systems (in the 
linear case: systems consisting of masses and springs). For these systems we can interpret 
!xT J Ax as the internal energy of the system, u as the (generalized) forces applied to the 
system and y as the (generalized) displacements along the line of action of the exerted 
forces (see e.g. [11)). 

A subspace V will be called a symplectic subspace of (IR2n ,J) if J Iv is non-singular (or 
equivalently: J Iv is a symplectic form on V). By V.l. we denote the orthogonal complement 
of V w.r.t. J, i.e. V.l. := {x E IR2n I xT Jv = 0 Vv E V}. We can prove quite easily that 
(V.l.).l. = V and that V is a symplectic subspace of (IR2n ,J) if and only if VnV.l. = {OJ. 
A subspace V will be called isotropic if V C V.l., Lagrangian if V = V.l. and co-isotropic if 
V:::l V.l.. 

We will call a feedback u = Fx for a Hamiltonian system (1) a Hamiltonian feedback if 
the system after feedback is still a Hamiltonian syst.em on (IR2n, J). Assuming that. B 
is injective (or equivalently that C is surjective), which we can assume without loss of 
generality, a feedback u = Fx is a Hamiltonian feedback if and only if F = KC, where 
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J( = ](T (d. [12]). Hence Hamiltonian feedback is necessarily observation feedback. It is 
not difficult to prove that a subspace V is (C, A, B)-invariant if and only if VJ. is (C, A, B)­
invariant and that it can be made invariant by Hamiltonian feedback if and only if VJ. can 
be made invariant by the same feedback. lIence V can be made invariant by Hamiltonian 
feedback if and only if V and VJ. are compatibly (C, A, B)-invariant. Thus, using Corollary 
2.1 we have: 

Corollary 2.2 V can be made invariant by lIamiltonianfecdback if V is (C, A, B)-invariant 
and isotropic (Lagmngian) (co-isotropic). 

o 

Remark 2.3 For Lagmngian subspaces this was already shown in a different fashion in 
[12). 

o 

3 The disturbance decoupling problem with observation feedback and distur­
bance measurements for Hamiltonian systems 

We will first formulate and solve the disturbance decoupling problem with observation 
feedback and disturbance measurements (DDOFM), compare [12,13J. Let (A, B, C) be 
a linear time-invariant system on IRq. Suppose that there are disturbances that can be 
measured influencing the system and that we are particularly interested in regulating a 
part of the state space. In formulas: 

(3) {: 

Ax + Bu + Ed, d E IRT 
Cx 
Dx, z E IRS 

with d the disturbances and z the to-be-regulated variables. Then DDOFM consists of 
finding an integer Jl and constant matrices ]( and G of appropriate dimensions such that 
after application of the compensator: 

( 4) 

where xc, Uc, Ye E IRI' and Be, Ce are invertible constant matrices, and the feedback: 

the transfer matrix from d(-) to z(-) equals zero. 

Now define: 

EE := [ ~ ] , CE := [~ ~c], DE := [D 0]. 
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Then (3) and (4) yield the following extended system on mq X Dl"; 

{ 
XE = AExE + BEuE + EEd 

(6) YE = GEXE 
ZE = DExE 

For a given subspace VE C mq X Dl" we define a subspace p(VE) C IRq by; 

(7) p(VE);= { x E mq I 3xc E m" ; [ :c ] E VE } 

Proposition 3.1 DDOFM can be solved for (6) by a static observation feedback (5) if and 
only if there is a (GE, AE, BE)-invariant subspace VE contained in J( er DE satisfying: 

(8) 1mEECVE+1mBE 

Proof 
Follows by combining the results of [5] and [2]. See also [13]. 

o 

Proposition 3.2 There is a (GE, AE, BE)-invariant subspace VE contained in J(er DE sat­
isfying (8) if and only if there is an (A, B)-invariant subspace V contained in J( er D satis­
fying: 

(9) Im E c V + Im B 

Proof 
(necessity) 
Assume that there is a (G E, AE, BE)-invariant subspace VE contained in J( er DE satisfying 
(8). Now (8) implies; ImE = p(ImEE) C P(VE + ImBE) = p(VE) + 1mB, because Be is 
invertible. Moreover, p(VE ) is (A, B)-invariant and contained in J( er D (cf. [14]). Hence 
there is an (A, B)-invariant subspace contained in J( er D satisfying (9). 
(sufficiency) 
Let V be an (A, B)-invariant subspace contained in J( er D satisfying (9). Let J.L := dim(V), 

T : V ...... m" an isomorphism and VE :={ [;v ] I v E V }. Then it is easy to see that VE 

is a (GE,AE,BE)·invariant subspace contained in KerDE satisfying (8). 

o 

Propositions (3.1) and (3.2) immediately result in: 

Theorem 3.3 DDOFM is solvable for (3) if and only if ImE C V' + ImB, where V' is 
the maximal (A, B)-invariant subspace contained in J( er D. 

o 
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Note that in fad Proposition (3.2) and Theorem (3.3) give a procedure for constructing a 
compensator of order dim(V·) (see also [13]). 

Now assume that q = 2n and let J be a symplectic form on 1R2n such that AT J + J A = 0, 
BT J = C. Then the Hamiltonian DDOFM (HDDOFM) consists of finding an integer II, 

a symplectic form Jc on DZ2v and matrices }{ = }(T, G such that after application of the 
Hamiltonian compensator: 

and the feedback (5) the transfer matrix from d(·) to z(·) equals zero. The special choice 
of the compensator and of }{ implies that the state matrix of the closed loop system is 

Hamiltonian w.r.t. the symplectic form JE = [~ Jc]. 

It turns out that the conditions for solvability of DDOFM are also necessary and sufficient 
conditions for solvability of HDDOFM: 

Theorem 3.4 HDDOFM is solvable for (3) if and only if I mE c V· + I m B, where V' is 
the maximal (A, B)-invariant subspace contained in }{ er D. 

Proof 
(necessity) 
Follows from necessity for solvability of DDOFM. 
(sufficiency) 

Let II = nand Jc = J. Without loss of generality we can assume that J = [0 -In] In 0 . 

Let R = [~ -~n]. Then R satisfies R = R-l = RT and RJ + J R = o. Now define 

a subspace VE of m2n X m2n by: VE := { [~v ] I v E V· }. Then it is straightforward 

to check that VE is (CE,AE,BE)-invariant and contained in }(erDE. Furthermore, since 
RT J R = -J, we have that VE is an isotropic subspace. Hence there is a J( = J(T that makes 
VE invariant. Noting that ImEE C VE+ImBE, we can find G such that Im(EE+BEG) C 
VE • Hence we have solved HDDOFM. 

o 

Remark 3.5 Note that, similar to DDOF, the sufficiency part of the proof of Theorem 3.4 
is constructive: it gives a procedure for constructing a compensator of order 2n. 

o 

4 Reduction of the compensator order for HDDOFM 

In section 3 we gave procedures for constructing compensating feedbacks that solve DDOFlIl 
and HDDOFM. For DDOFM the order of the compensator was equal to dim(V'), whereas 
for HDDOFM the order of the compensator was equal to the dimension of the state space of 
(3). In this section we will try to reduce the order of the compensator that solves IIDDOFM. 
For this, we would like to use (a modified version of) the procedure for DDOFM. However, 
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there are two problems to this. Firstly, we want the state spa.ce of the compensa.tor to be 
a symplectic space. Secondly, it is not certain beforehand that we can find a symmetric ](. 
In the following procedure we will give a clue to the solution of these problems: 

Procedure 

1. Calculate V·. 

2. Let V be a symplectic subspace of (JR2n, J) such that V· C V. Assume tlJat dim (V) = 
2k. 

3. Choose a basis (Sh'" ,S2n) for Dl2n such that: 

- -i T [j V=span{sh"',S2k},V =span{S2k+1,"',S2n} and S JS= 0 ~ ], where S = 

- [0 -Ik] co[(sh"·,s2n)andJ= h 0 . 

4. Let J e := j, ll:= [~ -~k]' R:= [ll 0]S-1. Define a subspace V; C Dl2n XDl2k by: 

V;:= { [~v] I v E V· }. Then V; is an isotropic (C, A, B)-invariant subspace. 

5. Determine /( = /(T,G satisfying (AE + BE](CE)V; C V; and Im(EE + BEG) C V;. 

Then a compensator (10) on (Dl2k, Je ) together with a feedback (5) solves HDDOFM. 

o 

Comment 
We will give a brief comment on some of the steps of the above procedure. 

2. Given V·, we can always find a V:> V· that is a symplectic subspace of (Dl2n,J) 
iIi the following way: There is a basis (Wh"', wr) for V· such that V· n Vol = 
span{wh"·,W.}. Then we can take V = span{wh"·,W.,Jwh"·,JW.}. Note 
however that V is in general not uniquely determined and that V obtained in this way 
is of maximal dimension. 

3. See [1] for the basis choice. 

4. V; is indeed an isotropic subspace of (Dl2n X /R2k , J E)' This can easily be checked by 
using the fact that llT Jell = -Je. 

5. Because V; is an isotropic subspace, we can always find /( = /{T that satisfies 

(AE + BE/(CE)V; C V; (see Corollary (2.2)). Letting P E F(V·), R :=S [ ~ ], 

it is easy to check that we can take I( = [ -R~ pT _RT pTCR =~~(A + BP)R ]. 

o 

Hence by the above procedure we can construct a compensating feedback with a compen­
sator of order dim(V), where V is some symplectic subspace containing V·. Thus, if V* is 
a symplectic subspace, a compensator of order dim(V*) does the job. 
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I) The Hamiltonian model matching problem 

We will use the results of the foregoing sections to give a solution to the Hamiltonian model 
matching problem (IIMMP). Given a Hamiltonian system (AI" B", Cp ) on the symplectic 
space (Dl2np, J1' ) called the plant, and a Hamiltonian system (Am' B m, Cm) on the symplectic 
space (Dl2nm, Jm ) called the model, HMMP consists of finding a compensating feedback for 
the plant in such a way that the model and tIle plant after feedback constitute the same 
input-output behavior. Furthermore we demand the compensator and the feedback to be 
Hamiltonian. Analogous to [4,9) we can define HMMP as a HDDOFM with: 

A = [~ AOm]' B = [ ~P ] , E = [:m]' C = [Cp ° 1 ' D = [Cp -Cm 1 ' 

J= [~ L] 
Then we have as an immediate consequence of Theorem (3.4): 

Theorem 5.1 lIMMP is solvable if and only if 1m [ :m ] C V· + 1m [ BO' ], where V· 

is the maximal (A, B)-invariant subspace contained in J( er D. 

o 

Remark 5.2 

1. Note that the condition for solvability of HMMP given in the above theorem is equiv­
alent to the one given in e.g. {7} for solvability of the "normal" model matching 
problem. 

2. We can construct a compensating feedback for the solution of HMMP by using the 
procedure given in section 4. After we have applied the compensating feedback, the 
input-output behavior of the compensated plant will be that of a Hamiltonian system. 
However, it should be noted that by introducing the new input matrix (E + BC) in 
generul there will not be duality between inputs and outputs w.r.t. the symplectic 
form JE any more. This can have two reasons. Firstly, existence of a symplectic 
form for a system with Hamiltonian input-output behavior is only guaranteed if the 
system is minimal (cf. {11]}, whereas it might very well be that the compensated plant 
is not minimal. Secondly, if the system is indeed minimal and thus existence of a 
symplectic form is guaranteed, the introduction of the new input matrix may imply 
that the symplectic form w.r.t. which the system is Hamiltonian changes. 

o 
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CONNECTIVE STABILIZATION OF LARGE-SCALE SYSTEMS: 
A STABLE FACTORIZATION APPROACH 

Masao Ikeda and Hsiang-Ling Tan 

Abstract: This paper considers a decentralized stabilization problem for large­

scale linear systems composed of interconnected subsystems. The proper stable 

factorization approach is taken to design local dynamic controllers for the subsys­

tems. Conditions are presented under which we can stabilize a given large-scale 

system so that stability of the resultant closed-loop system is robust to bounded 

perturbations of the interconnections among subsystems. 

1 Introduction 

Decentralized stabilization problems have been considered extensively for large­

scale systems composed of a number of interconnected subsystems [2]. The infor­

mation structure constraint imposed commonly is conformable to the subsystems, 

which is because autonomy of each subsystem is desired in large-scale systems 
explicitly or implicitly. Then, the overall closed-loop system is also a collection 

of closed-loop subsystems with the same interconnection structure as in the open­

loop system. It is usually required that stability of the overall closed-loop system 

is preserved under perturbations in the interconnections such that the strength 

of each coupling between any two subsystems is bounded. This kind of stability 

property is referred to as connective stability [6]. It is obviously necessary for 

connective stability that each closed-loop subsystem is stable. 

The methods of constructing connectively stable large-scale control systems, re­

ported so far [2], are mostly those by state feedback or observer-based feedback. 

The main objective of this paper is to present a new method for such stabiliza­

tion using the proper stable factorization approach [7]. The most fundamental 

and significant result of the factorization approach is the parametrization of all 

centralized stabilizing controllers. We apply the result to each subsystem to de­

fine a local stabilizing controller with an unspecified parameter. Then, we tune 

the parameter to make the overall closed-loop system connectively stable. This 

is possible under an M-matrix condition [1] described by bounds of the intercon­

nections and minimized norms of transfer matrices of the closed-loop subsystems. 

143 



144 

A graph-theoretic stabilizability condition is presented, where a directed graph is 

defined by the structure of the interconnections and solvability of two-sided linear 

equations of rational matrices associated with open-loop subsystems. 

Notations: A rational matrix in s with real coefficients is said to be stable if it 

is analytic in the closed right half complex plane C+ (excluding s = 00). We use 

Rs and Rps to denote respectively the sets of stable and proper stable rational 

matrices. If a matrix belonging to Rps has an inverse in Rps , we say that it is 

Rps-unimodular. The norm of a rational matrix F E Rps is defined by 

IIFII = supl (F(iw)) I, 
w 

where w is a real number and 1·1 denotes a norm of the indicated complex matrix, 

which is induced by an lp vector norm, p = 1,2,00. 

2 Problem Formulaton 

The large-scale interconnected system we deal with is a so-called input-output 

decentralized system [6] described by 

n 

5: Xi Aixi + Biui + L GiEijHjxj 
j=l 

Yi GiXi, i = 1,2, ... , n, 

which is composed of n subsystems 

Si: Xi Aixi + Biui + GiVi 

Yi GiXi 

Wi Hixi, i = 1,2, ... ,n 

connecting with each other through the static interconnections 

n 

Vi = LEijWj, 
j=l 

i = 1,2, ... , n. 

(2.1) 

(2.2) 

(2.3) 

In (2.1), (2.2) and (2.3), Xi is the state, Ui is the control input, Yi is the measured 

output, Vi is the interconnection input, and Wi is the interconnection output of 

the subsystem Si. The matrices Ai, B i , Gi , Gi, Hi, Eij are constant and of appro­

priate dimensions. We assume that the pair (Ai,Bi) is stabilizable and (Gi, Ai) is 

detectable. 

For stabilization of the system 5 of (2.1), we apply local controllers 

Lei: Zi 

U· , 
F';Zi + MiYi 

lizi + J{iYi, i = 1,2, ... , n, (2.4) 
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to the individual subsystems 5i. In (2.4), Zi is the state of the local controller 

Lei, and Fi, M i, Ji , Ki are constant matrices of appropriate dimensions. The set of 

Lei (i = 1,2, ... , n) constitutes a decentralized controller 

(2.5) 

for the overall system 5. Then, the overall closed-loop system is written as 

[ ~; ] = [Ai + BiKiGi BiJi ] [Xi] + 
MiGi Fi Zi 

~ [ ~i ] Eij[Hj 0] [ :; ], i = 1,2, ... , n. (2.6) 

In this paper, we consider decentralized stabilization under the existence of pertur­

bations in interconnection matrices Eij . We assume that there exist nonnegative 

numbers eij such that IIEijl1 :=; eij for the original and any purturbed E ij , where 

we note the norm II . II is equal to 1·1 for constant matrices. Then, we introduce: 

Definition 1 We say that the system 5 of (2.1) is connectively stabilizable if 

there is a decentralized controller De of (2.5) such that the overall closed-loop 

system 5C of (2.6) is stable for any interconnection matrices Eij satisfying specified 

upper bounds. 

It is obvious that when the system 5 is connectively stabilized, the subsystems 

5~ . 
I • [ Xi] [Ai + BiKiGi BiJi ] [Xi] , 

Zi - MiGi Fi zi 

i = 1,2, ... ,n. (2.7) 

of the closed-loop system 5c are stable. Therefore, each local controller Lei of (2.4) 

has to be at least a stabilizing controller for the subsystem 5i of (2.2). This implies 

that our task of connective stabilization is to select appropriate local controllers 

each from the set of stabilizing controllers for the corresponding subsystems. For 

this reason, we employ the proper stable factorization approach [7] to design the 

local controllers. The most fundamental result of the approach is the parametriza­

tion of all stabilizing controllers for a given system. 

3 Preliminaries 

To apply the factorization approach, we represent the subsystem Sj of (2.2) by its 

transfer matrix 

(3.1) 



where Z;q(p, q = 1,2) are defined as 

Z~t = Hi(sI - Ai)-tGi 

Z;t = Ci(sI - Ai)-tGi 
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Z~2 = Hi(sI - A;)-t Ei 

Z;2 = Ci(sI - Aitt Ei 

and we use the same notations Ui, Yi, Vi, Wi in the s domain as in the time domain. 

We note that the transfer matrix from the control input Ui to the measured output 

Yi is Z~2' which is strictly proper. For stabilization of Sj, we factorize Z~2 as 

(3.2) 

where Ni, Di E Rps and Di, M E Rps satisfy 

[ Qi.. !J] [Di -!i] = [I 0] 
-Ni Di Ni Qi 0 I 

(3.3) 

for some Pi, Q., Pi, Qi E Rps. Then, the set of all stabilizing controllers for the 

subsystem Sj of (3.1) is given by 

Lej : Ui = Ki(R;)Yi (3.4) 

where 

(3.5) 

and R; E Rps is an unspecified parameter [7]. The time-domain realization of this 
controller is Lej of (2.4). 

The overall system 5 is now described in terms of transfer matrices. We define 

and write 

W = [wf w~ ... w~]t V = [vf v~ ... v~]t 

Y = [yf y~ ... y~]t U = [u~ u~ ... u~]t 

Zpq = diag[Z~q, Z~q, 
E [Eij ]i,i=1,2,o.o,n., 

... , 

[ ~ ] = [;~~ ;~~][:] 
v=Ew. 

(3.6) 

(3.7) 

We also collect local controllers Lej of (3.4) to form a decentralized control law 

where 

De: U = K(R)y 

K(R) = diag[Kt(Rt ), K 2(R2), ••• , Kn(R,.)] 

R = diag[Rt, R2 , ••• , R,.]. 

(3.8) 
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When we apply the local controllers Lej of (3.4) to the disconnected subsystems 

Sj of (3.1), the closed-loop subsystems are stable for any Ri E Rps. The transfer 

matrix T~JRi) from the interconnection input Vi to the interconnection output Wi 
is computed as 

T~v(Ri) = T; - T~RiT~ 

which is an affine function of the parameter R;, where 

(3.9) 

(3.10) 

The matrix T; is equivalent to the transfer matrix from Vi to Wi of the subsystem 

Sj stabilized by the local controller Ki(O) = -pJ:r:1 , and hence belongs to Rps. 

T~ and T~ also belong to Rps because T~v(Ri) belongs to Rps for any Ri E Rps. 

Now, we consider the overall closed-loop system, which is described by the equa­

tions (3.6), (3.7), and (3.8). The system can be viewed as a feedback system 

composed of stable blocks 

(3.11 ) 

and E. Then, the overall closed-loop system is stable if and only if 

W = 1- ETwv(R) (3.12) 

is Rps-unimodular [7]. 

4 Connective Stabilization 

We saw that our decentralized stabilization problem is to determine a block­

diagonal R E Rps so that the matrix W of (3.12) is Rps-unimodular for any 

interconnection matrix E = [Eij] such that IIEijl1 :::; eij, i,j = 1,2, ... ,n, where eij 
are specified upper bounds of individual Eij . For this purpose, we use the idea of 

decomposition-aggregation method [6], and define an aggregated matrix 

( 4.1) 

where 

E = lIlEiill] (4.2) 

Twv(R) = diag[IIT~v(Rl)ll, IIT~v(R2)11, ... , IIT'::v(Rn)ll] (4.3) 

are constituted of the norms of submatrices in E and Twv(R). Then, W of (3.12) 

is Rps-unimodular if the matrix W of (4.1) is an M-matrix [3]. 
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For W of (4.1) to be an M-matrix, we need to choose Ri E Rps so that IIT~v(Ri)11 is 

sufficiently small. If W is not an M-matrix even for the infimum of IIT~v(Ri)11 with 

respect to R i , it can never be made so by changing R; E Rps. Since decreasing 

IIEiill does not violate the M-matrix property of W, testing the property is needed 

only for liEd = ~ij. From these discussions, we define the matrices 

~ [~ij] (4.4) 

IT diag[7rt, 7r2, ... , 1rn1 ( 4.5) 

where 

7ri = inf IIT~v(Ri)ll· (4.6) 
R'ERps 

We use 

tV = I -BIT ( 4.7) 

to state the following: 

Lemma 1 The system S of (2.1) is connectivly stabilizable if the matrix tV of 

(4.7) is an M-matrix. 

To present a connective stabilizability condition on the subsystems, we note that 

7ri = 0 ( 4.8) 

if the equation 

( 4.9) 

has a solution Xi in R s, where the matrices T{, T~, T~ are those in the definition 

(3.9) of T~v(R;). This fact is obvious by setting Ri = Xi in T~(Ri) when Xi is 

proper, and can readily be shown using a proper approximation of Xi when Xi 

is improper [5]. Although T{, Ti and T~ are not unique, which are defined by the 

coprime factorization of Z~2' it can be shown [3] that solvability of the equation 

(4.9) does not depend on the choice of T;, T~ and T~. Therefore, we use a particular 

coprime factorization of Z~2 [4] here to test the solvability. 

Ni Ci( sI - Akf1 Bi Di Ki(sI - Ak)-1 Bi + I 
M Ci(sI - At)-1 Bi 15i Ci(sI - At)-1 Li + I 
Pi Ki(sI - At)-1 Li Qi -Ki(sI - Ai)-1 Bi + I 

(4.10) 

Pi Ki( sI - Ah-)-1 Li Qi -Ci(sI - Ak )-1 Li + I 

where Ah- = Ai+BiK;, Ai = Ai+LiCi, and Ki, Li are matrices such that Ak, Ai 
are stable. This factorization yields the following lemma [3], which implies that 

we do not need to factorize Z~2 to see whether there holds 7ri = o. 
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Lemma 2 If the equation 

(4.11) 

Now, we associate a directed graph with the system 5 of (2.1). We first consider 

a graph describing the interconnection pattern, in which node i represents the 

subsystem Sj and the branch from node j to node i corresponds to a nonzero Eij . 

We refer to this graph as f. If the equation (4.11) for Sj is solvable in R,., we then 

remove all the branches which go into or go out of node i. We denote this graph 

by r, and present the main result of this paper. 

Theorem 1 If there is no directed loop in the graph r, then the system 5 of 

(2.1) is connectively stabilizable. 

Proof: A necessary and sufficient condition for the matrix tV of (4.7) to be an 

M-matrix is that its leading principal minors are all positive [1]. We note that the 

k-th leading principal minor of tV = I - SIT can be expressed as 1 - *, where * 
is composed of products of 7ri and eij along the directed loops in the subgraph of 

f containing nodes 1,2, ... , k and branches among them. We see from Lemma 2 

and the definition of the graph r that such products are 0 under the condition of 

the present theorem. Then, all the leading principal minors of tV are 1, and tV is 

an M-matrix. Lemma 1 completes the proof. 

Remark 1 A way of investigating solvability of the equation (4.11) is reduction 

of the matrix equation to a set of scalar equations. We can do this by transforming 

[ SI - Ai Bi] 
Hi 0 

and [ 81 - Ai Gi ] 

C i 0 

into the Smith forms using elementary row and column operations over the polyno­

mial ring, which do not violate the Rs property of the solution (VA, v;.i2' VA, V12). 

Remark 2 Sufficient conditions for (4.11) to be solvable, which can be tested 

readily, are: 

[ 81 - Ai G.] 1. Ci O· has full column rank for 8 E C+; 

Range G i C Range Bi 
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2. [SI;;i Ai ~i] has full row rank for S E C+; 

Null Hi :::> Null Ci 

S. [ SI - Ai 
Ci 

[ SI - Ai 
Hi 

G.] 0' has full column rank for S E C+; 

E.] 0' has full row rank for S E C+. 

5 Concluding Remarks 

We have applied the factorization approach to a decentralized stabilization prob­

lem for large-scale interconnected systems. The factorization adopted in this paper 

was that on the subsystem level, but not on the overall system level. This is rea­

sonable when connective stabilization is considered, where perturbations of the 

interconnections among subsystems are supposed. 
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RICCATI EQUATIONS, ALGEBRAS, AND INVARIANT SYSTEMS 
Hyo Chul Myung and Arthur A. Sagle 

Riccati or quadratic differential equations are 
constructed in terms of algebras. The idea is to use 
the structure of algebras as semisimplicity, radical, 
automorphisms to help determine the behavior of solutions, 
decoupling, equilibrium, stability before doing detailed 
calculations. Examples concerning geodesics, mechanics, 
predator-prey model, and the general solution are given 
by algebras. Relationships are given concerning the 
radical of an algebra and bifurcations, the stability 
of equilibrium and root space decompositions, the domains 
of attraction and automorphism groups. 

1. Riccati equations and algebras. 

A nonassociative algebra [7] is a vector space 

A over a field (usually real numbers R) with a bilinear 

multiplication 8:AxA+A; denote this structure by (A,8) 

or just A when 8 is understood. For example, if A is 

an associative algebra, let A+=(A,8) be the commutative 

Jordan algebra with mUltiplication 8(X,Y)=XY+YX. Thus 

if A is the nxn matrix algebra, the Jordan algebra A+ 

has the symmetric matrices as a subalgebra. Similarly 

one may form the anticommutative Lie algebra A-=(A,8) with 

8(X,y)=[X,Y]=XY-YX. Generalizations of these algebras 

have appeared in many applications as noted below. 

An automorphism of an algebra A is a nonsingular 

linear transformation ~eGL(A), the general linear group 

of A, such that ~8(X,Y)=8(~X,~Y) for all X,YeA. 

The set of all automorphisms, Aut(A), is a closed (Lie) 

subgroup of GL(A). A derivation D of A is a linear 
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transformation D:A+A such that DS(X,Y)=S(DX,Y)+S(X,DY) 

for all X,YEA. The set of all derivations, DerA, forms 

a Lie subalgebra of gliAl which is the Lie algebra of 

GL(A). Furthermore for DEDerA the exponential series 

expD=I+D+D2/2!+ ••• is in AutA; i.e., DerA is the Lie 

algebra of the Lie group AutA; see [4]. 

An ideal I of an algebra (A,S) is a subspace of 

A such that S(I,A)CI and S(A,I)cI. As in associative 

algebras, the quotient algebra A/I can be formed and 

the map A+A/I:x+x+I is an aigebra homomorphism. A is 

a simple algebra if S(A,A)~O and A has no proper ideals; 

i.e., no proper homomorphisms. An algebra is semisimple 

if it is the direct sum of ideals which are simple 

algebras. The radical, RadA, of an algebra is the 

smallest ideal of A such that A/RadA is semi-simple or 

the zero algebra. The radical is usually related to nil­

potent elements in the algebra and RadA=(RadM)A where M 

is the associative algebra generated by the right and 

left multiplication functions R(Z):X+S(X,Z) and 

L(W):X+S(W,X); see [1,7]. 

Definition. Let A=(Rn,S) be an algebra over R. A 

Riccati or quadratic differential equation is of the form 

x C + TX + S(X,X) _ E(X) 

where CEA, T:A+A is linear, and X=dX/dt; see [2,9]. 

Remark. Let N be an equilibrium point of the above 

Riccati vector field E; that is, E(N)=O. Then the trans­

lation Y=X-N gives a Riccati equation with zero constant 

term which we henceforth assume. 

By Taylor's theorem, Riccati equations occur as 

the quadratic approximation to the vector field equation 

X=F(X)-F(O)+Fl (O)X+F2 (O)X2/2! where the algebra multi­

plication on Rn satisfies S(X,X)=F2 (O)X2/2!. Also 

Riccati equations occur in linear systems with quadratic 

cost, and in the differential geometry of invariant 

systems [5]. Thus let G be a connected Lie group and let 

H be a closed (Lie) subgroup with Lie algebras g and h 

respectively. The homogeneous space G/H is reductive if 
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there is a subspace m of g such that g=m+h (direct sum) 

and (AdH) (m)cm; i.e., [h,m1cm. For example, let g and h 

be semisimple and m=h~ relative to the Killing form of g. 

For a reductive space there is a bijective correspondence 

between the set of G-invariant connections ~ on G/H and 

the set of algebras (m,a) with AdHcAut(m,a); i.e., 

adhcDer(m,a). In particular a curve ott) in G/H is a 

geodesic if its tangent field x(t)=a(t) satisfies the 

Riccati equation 

x + a(X,X) o. 

Next let G/H be a configuration space for an invariant 

system with nondegenerate Lagrangian. Then a solution 

ott) to the corresponding Euler-Lagrange equation satis­

fies an extended Euler field equation which reduces to 

the above geodesic equation when the Lagrangian is given 

by kinetic energy. More general quadratic equations occur 

when the Lagrangian is not given by kinetic energy [51. 

Thus quadratic equations 

xl EaljX j + Ebl .. x.x. 
lJ 1. J 

x Ea .x. + Ebn .. x.x. n nJ J 1.J 1. J 

may be written in the form X=TX+8(X,X) with the quadratic 

part an algebra mUltiplication 8. Further examples in 

this context include the Volterra-Lotka predator-prey 

model, interaction equations, Lorenz system, Rossler 

equations, etc. 

The Van der Pol and Duffing equations also yield 

quadratic equations since the following can be shown. 

Proposition. Let x(n)=p(x,x(l), ••• x(n-l)) be a dif-

ferential equation where P(zl' ••• zn) is a polynomial in 

the zls. Then there exists a quadratic system X=8(X,X) 

whose solution gives the solution to the polynomial 

differential equation. 

2. Structure properties. 
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The structure properties of an algebra are related 

to the behavior of solutions; for example, the radical 

and bifurcations, and identities and periodic points. 

Using the notation B(X,Y)=XY we first consider the case 

T=O. Thus the Riccati equation becomes x=x2 and using 

the product rule, the series solution X(t) with X(O)=X is 

where x[I]=x,x[2]=x2 ,x[3]=xx2+x2x, •• ,x[k+I]= 
k-l ['+1] [k- '] l: ( , ) X] X ] is homogeneous of degree k+ I and 

] 
in the subalgebra R[X] generated by X. Thus the solution 

is in this subalgebra which is also invariant under the 

flow Ft of the Riccati equation [2]. In case the solution 

is periodic with period T and the algebra A has a right 

identity element e, then X(t+T)=X(t) implies the identity 

exp (t + T) - exp t X = exp T X - e, for X = X (0) 

in the subalgebra R[X] where expSX=l:snX[n Ynl with X(O)=e. 

Furthermore X can not be nilpotent. 

Remarks. (i) If A is power-associative (so that R[X] is 

associative for each XEA), then x[n]/(n-l)l=xn , which 

is the usual power in A. 

(ii) If the algebra A=AI+ ••• +Ak is semisimple, then 

AiA,=O if i~j. For X(t)=l:Xi(t), the Riccati equation 
] •• 2 2 • 2 

decouples as l:Xi=X=(l:Xi ) =l:Xi so that Xi=Xi in the 

simple algebra Ai. 

(iii) In case T~O, a homogonization process in [3,9] 
.c. 

allows X=TX+B(X,X) to be imbedded into an equation X= 
- - - - n+l -B(X,X) given by an algebra A = (R ,B). 
solution X(t) is easily obtained from the 

by setting xn+l=l. 

The original 

solution X(t) 

Next consider the bifurcation of a I-parameter family 

of algebras AA and the corresponding Riccati equation. 

As an example, with AER let AA=(R2 ,B A) have basis {e l ,e2 } 

and let BA be given by 
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SA(el,el ) = 0, SA(el ,e2 ) 

e 2 , SA(e 2 ,e2 ) = Ae 2 

Then for A<O, the algebras AA are simple but for A=O, 

AA is nilpotent and equals its radical; that is, the 

family of algebras AA changes its structure from semi­

simple to having a radical at the bifurcation point A=O. 

For the corresponding Riccati equation let X=xlel+x e , 
• •• 2 2 2 

then.xlel+x2e2=x=SA(X,X)=Ax2 e l +2xl x 2e 2 so that xl=Axl 

and x 2=2xl x 2 • For A<O the solution is a bounded ellipse 

and for A=O the solution is an unbounded ray; that is, 

A=O is a bifurcation point for the corresponding system. 

Usually radicals consist of nilpotent elements so 

that X[N+l]=O. Thus the solution X(t)= 

x[l]+ •• +tN-lX[N]/(N_l)! is an unbounded polynomial in 

R[X]. Whereas with semisimplicity, there is usually 

associated a nondegenerate bilinear form C(X,Y) which is 

often positive definite and conserved by the solution, 

and consequently gives a bounded solution; the following 

is an application. 

Proposition. Let G/H be a reductive space with decomposi­

tion g=m+h and let {(m,aA,CA):AER} be a family of algebras 

which give metric connections on G/H. Let the kinetic 

energy given by KA(X)=~CA(X,y) be conserved on the 

trajectory of the Riccati (geodesic or Euler) equation 

x+aA(x,x)=o. If A=O is a bifurcation point for the 

family of algebras where (m,aO'C O) has nilpotent radical 

R of index ~3, then A=O is a bifurcation point of the 

Riccati system with X(O)ER. 

3. Critical elements and automorphisms. 

Let X=TX+X2 =E(X) and let PEA, then the linearization 

of E at P is it's derivative, El(P), at P which acts on 

YEA: 

lim(E(P + hY) - E(P»)/h 
h+O 

[T + L(P) + R(P)]Y. 

Thus El(P)=T+L(P)+R(P) and L(P)+R(P)=L+(P), the left 
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+ mUltiplication in the commutative algebra A :(L(P)+R(P»)X= 

PX+XP=L+(P)X in A+. It appears possible to work with 

a commutative algebra, however for the Volterra-Lotka model 

the left multiplication in A. Next decompose the algebra 

into its stable, center and unstable components 

A=A (N)+AO(N)+A (N) where A (N),AO(N),A (N) correspond 
sus u 1 

to the real parts of the eigenvalues of E (N) being 

<0, =0, >0 respectively. For the Volterra-Lotka model, 

El(N)=L(N) puts us into the familiar situation of decom­

posing a nonassociative algebra (or its complexification) 

into its root spaces A=~A(N,A) relative to L(N). 

For the Riccati equation X=E(X), let 

AutE={~EGL(A):E~=~E}. This is the solution preserving 

linear group which is a Lie group. A straight forward 

calculation shows 

Aut E 

with Lie algebra DerE={DEDerA+:[D,T]=O}. If A+ is a 

semisimple algebra with a right or left identity, then 

AutE is determined by A+ as follows. Let ~=expDEAutE 
where DEDerA+, then from [4,7] D is contained in the Lie 

algebra M where M is the associative algebra generated 

by left and right multiplication functions; i.e., the 

identity component of AutE is determined by A+. If AutE 

is connected, then the identity components generates AutE 

and therefore is determined by A+. The above derivation 

D is called "inner" and often has explicit formulas. 

Let r denote the set of critical elements for the 

quadratic equation X=E(X), i.e. r is the set of equili­

brium points and periodic solutions. Automorphisms help 

locate r and describe the symmetry observed in domains 

of attraction. 

Theorem. Let (AutE)O denote the connected component of 

AutE and let r be as above. Then 

(il (AutE)·r=r. 
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(ii) If r is finite, then (DerE) • r=o; that is, 

r is in the set of fixed points of (AutE)O· 

(iii) Let Att(y) be the domain of attraction of 

yEf. If r is finite, then 

a) (AutE)O·Att(y)=Att(y). 

b) There exist XaEAtt(y) such that ~(AutE)o·Xa= 

Att(y) • 

Remarks. (i) Proofs use exp s D E Aut E for all DEDerE 

and sER, and ~Ft(X)=Ft(~X) for ~EAutE where Ft(X) is the 

flow of E with FO(X)=X. 

(ii) For example, let G/H be a reductive space with 

G and H semi-simple, and g-m+h where m=h i as before. 

Let X=E(X) be a quadratic equation with ad h c Der E and 

let KO={XEm:(adU)X=O all UEh}. If r is finite then 

rCK o ; see [6] for specific matrix examples involving 

KO. It has been conjectured [8] that the set of periodic 

solutions for a quadratic equation is finite. 

The second author thanks the Mathematics Department at the University 
of Utah for their kind hospitality while doing this work. 

References 

[1] A. A. Albert, The radical of a nonassociative algebra, 
Bull. A.M.S. ~ (1942), 891-897. 

[2] L. Markus, Quadratic differential equations and 
nonassociative algebras, Ann. Math. Studies 45 
(1960), Princeton Univ. Press, 185-213. --

[3] M. Peschel and W. Mende, The Predator-Prey Model, 
Springer-Verlag (1986). 

[4] A. Sagle and R. Walde, Introduction to Lie Groups 
and Lie Algebras, Academic Press, 1973. 

[5] A. Sagle, Invariant Lagrangian mechanics, connections 
and nonassociative algebras, Algebras, Groups and 
Geo. l (1986), 199-263. 

[6] A. Sagle, Jordan algebras and connections on homoge­
neous spaces, Trans. A.M.S. 187 (1974). 

[7] R. Schafer, Introduction to Nonassociative Algebras, 
Academic Press, 1966. 

[8] J. Sotomayor and R. Paterlini, Quadratic vector 
fields with finitely many periodic orbits, Geometric 
Dynamics, Springer Lecture Notes #1007 (1983). 

[9] S. Walcher, Algebras and Differential Equations, 
Hadronic Press, 1989. 



Maximal order reduction of proper transfer 
function matrices. 

Thomas John OWens 

Abstract 
A parameterization of the class of linear 

state-feedback controllers that assign a set 

of desired self-conjugate eigenvalues to the 

closed-loop system is applied to give a method 

for maximal order reduction of proper transfer 

function matrices. By making the maximum 

number of closed-loop modes unobservable, 

while retaining arbitrary assignment of the 

remaining modes, 

function matrix is 

establishes that 

a lower-order transfer 

obtained. The method 

resul ts concerning the 

existence, number, and cancellation of zeros 

of proper transfer-function matrices may be 

applied in the response insensitivity problem. 

The main result is a class of maximal order 

reducing fixed-gain state-feedback controllers 

explicitly specified by a set of free 

parameters which may be chosen to satisfy 

additional design requirements. 

1. Introduction 
In OWens [11, 12] a method of maximal order 

reduction for square multivariable strictly 

proper invertible transfer function matrices 

was presented. Maximal order reduction is 

carried out by applying state feedback to 
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the original system such that the nllI1iber of 

observable modes is reduced and a lower 

minimal realization can be found. This 

maximal order reduction problem is of 

interest, for 

application to 

design. 

example, because of its 

first-order multivariable 

In this paper the above mentioned method of 

maximal order reduction is extended to 

multivariable systems with proper transfer 

function matrices. This problem has 

previously been considered by Antsaklis [3]. 

The extension is of interest, for example, 

because of its application to the problem of 

exact model matching for systems with proper 

transfer function matrices. Furthermore, it 

will enable results concerning the existence, 

number and cancellation, of zeros of such 

systems to be applied in response 

insensitivity problem (OWens and O'Reilly 

[14]. OWens [13]). 

For ease of exposition we begin by considering 

regular proper transfer function matrices. A 

constant polynomial matrix is called regular 

if it is square and has a nonzero determinant. 

The related problem of finding input vectors 

which generate zero output vectors for 

commonly used systems of the form 
• x = Ax + Bu, Y = ex + Ou (1.1) 

was considered by Al-Nasr [1]. This problem, 

for general state-space models of the form 
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( 1.1 ) has been addressed by Amin and Hassan 
[2]. 
The eigenvector shifting problem plays a 
central role in the suggested method. The 

problem is tackled in this paper using a 

parameterization of the class of linear state 
feedback controllers which assign a set of 
desired self-conjugate eigenvalues to the 

closed-loop system (Fahmy and O'Reilly [6, 7], 
Roppenecker [15, 16]). For ease of exposition 
we make four simplifying though inessential 
assumptions, that the algebraic multiplicity 

of the left-half plane zeros is equal to their 
geometric multiplicity, that the observable 
closed-loop eigenvalues are assigned distinct 
values not equal to the corresponding open­
loop eigenvalues or to the left-half plane 
zeros. 
The problem is stated in section 2 and 
analysed in section 3. It is established that 
there exists a parametric class of maximal 
order reducing controllers. An algorithm for 

identifying the class is given in section 4. 
In section 5, the extension of the resul ts 
obtained in preceeding sections to nonregular 

transfer function matrices is discussed. 
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2. statement of the problem 
Let the system with 'proper' regular transfer 

function matrix Res) be described by the 
following irreducible state space system 

• x = Ax + Bu 

y=Cx+Du 
(2.1a) 
(2.1b) 

where xEM" I Y I U~ItP, and A I B I C I D are constant 
matrices of appropriate dimensions. (ie R (~) 
= D is bounded). 
The system transfer function matrix is given 
by 

-I 
R(s) = C(sI - A) B + D (2.2) 

Denoting by T ~ (t~ I •••• I t~ ) and V ~ (v, , 
,... 

I •••• I vn ) I the eigenrow and eigenvector 
frames I and by 1\ the spectral matrix of A, 
then - ..... 

A = VI\T (2.3) 

In the case where A has simple spectral 
structure I 1\ = diag ().,) the transfer function 
matrix can be expressed in the dyadic form 

n _ ... T 
R ( s ) = [ CV, t, B + D ( 2 • 4 ) 

i::'l (s - ).. ) , 
If a state feedback control law of the form 

l' p)(n 
U = Kx + r , r_ ~,KclR (2.5) 

is applied to (2.1a , b), the nominal closed­
loop system obtained is of the form 
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x = Ae.X + Br Ac ~ A + BK (2. 6a) 
y = (C + DK)x + Dr (2.6b) 

complete class of state feedback 
controllers for the system model ( 2a .la, b) 
that assign a prescribed spectrum of distinct 

self-conjugate eigenvalues 

(~, , •••• , ~n) to the closed-loop system is 
parameterized (Fahmy and O'Reilly [6, 7]) by 
the real feedback gain matrix 

K(F) = FV-'(F) (2.7) 

where 
F = [f" •••• , fn ] ( 2 • 8 ) 

is a matrix of free parameter vectors f l , i = 
1, •••• , n. To guarantee that K is real, we 
choose f,. ",P for a real eigenvalue, whereas for 

a complex-conjugate pair of eigenvalues ~l,~:)r 
6f, ,~J =fr€(.p and V = [vl' •••• ,vn ) (2.9) 
is a matrix of correspondingly linearly 

-I 
independent eigenvectors vi = CA,I - A) Bfi , 
i = 1, •••• ,n (2.10) 
Under a control law of the form ( 2 • 5) the 
closed-loop transfer-function matrix can be 
expressed in the dyadic form 

n T 
Re( s) = r. (C + DK)vi t, B + D (2.11) 

i=' ( s _~,) 

substituting (2.7) and (2.10) into (2.11) 

gives (2.12) 
1'\ T L (CV, + Dfi ) tj B + D ( 2 • 12 ) 

l=1 (s _ ~, ) 
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Thus, if there exists j, such that 

CVj + Dfj = 0 (2.13) 

the mode ). j disappears from the transfer­

function matrix and consequently does not 

affect the input-output relations. This 

implies that a lower-order model which 

excludes this unobservable mode can be used 

for a new minimal realization of the system. 

Obviously, such a procedure is practically 

acceptable as long as the unobservable mode 

is stable 

(Re (~j ) < 0). 

Since one has no control on C or D it is 

reasonable to alter the system in such a way 

that the maximum number of stable modes will 

become unobservable. It is well known that 

the observability properties of a system are 

not invariant under state feedback. Thus it 

is of interest to examine the possibility of 

achieving the above requirements by means of 

state feedback. The problem is stated as 

follows. 

Given the linear time-invariant system SJA, B, 

C, D) of equations (2.1a,b) find a stable 

feedback matrix K such that the closed-loop 

system Sc(A +BK, B, C + DK, D) has the maximum 

possible number of stable unobservable modes. 

3. Analysis 

Substituting (2.10) into (2.13) a necessary 



165 

and sufficient condition for the closed-loop 

characteristic frequency z, and its 
VI. 

corresponding eigenvector vi to be 

unobservable is 

[ C ( z\ I - A f' B + D] f ~ = 0 (3.1 ) 

A solution to (3.1) can only exist if 

C( sI - A)-'B + D looses rank at zi.. That is, if 

Zl is an invariant zero (MacFarlane and 

Karcanias [8]) of the system So (A, B, C, D). 

f~ is then referred to as an input zero 

direction and 
v.VI. 

l 

-I = ( z i. I - A) Bf i as the state zero 

direction. It is clear from (2.10), (3.1) 

that the invariant zeros, state zero 

directions and input zero directions are 

invariant under state feedback. 

In a previous paper (Mita [9]) the invariant 

zeros have been defined as the poles of the 

maximal unobservable subspace (MUS), which are 

invariant under state feedback. 

Amin and Hassan [2] have developed algorithms 

for the determination of the invariant zeros 

and zero directions of general state space 

models of the form (1.1). 

Definition 3.1 (MacFarlane and Karcanias [8] 

The geometric multiplicity of an invariant 

zero is defined as the rank deficiency of R(zj): 

C( z i I - A ,-' B + D. 

Lemma 3.1 (van Dooren [18]) Let So(A, B, c, D) 

be an irreducible state-space system of a 

regular transfer function matrix R(s) and 
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assume for the moment that D = R( 00 is 
regular. 

The zeros of R ( s ) are then f ini te and n in 

number, multiplicity counted, and are the 

eigenvalues of A ~ A - BD-'C. One can 

associate 
1\ 

to A so-called invariant zero 

directions which are the eigenvectors, or in 

" the defective case the principal vectors of A. 
When D is singular, but the system matrix 

P ( s ) " [~~n -A I :] (3.2) 

is still irreducible and invertible then R(s) 

has some inf ini te zeros. The generalized 

eigenvectors corresponding to these infinite 

zeros could be defined as 'infinite zero 

directions'. 
Remark 3.1 The finite zeros of R(s) in Lemma 

3.1 are the invariant zeros of R( s) • This 

means that each left-half plane invariant zero 
has corresponding input zero direction and 

state zero direction unique up to a scalar 

multiple. 

Remark 3.2 If p, is the rank deficiency of D, 

then R(s) has h p, 
inf ini te zeros where h =.r h'l , i = 1, ...• , PI 

t=1 
the order (multiplicity) of the infinite 

zeros. For a regular transfer function matrix 

the number of invariant zeros is given by n -

h (Amin and Hassan [2]). 

Remark 3.3 The state-space model of (2.1a, b) 

is assumed to be minimal. When a system is 
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minimal its invariant zeros are the 
transmission zeros of the system (Emami-Naeini 

and van Dooren [5] ) . Therefore, in the 

following we will refer to the zeros of the 

system. 

By Lemma 3.1 and the parameterization of (2.7-

2.10) it is possible to state the following. 

Theorem 3.1 Given the linear system So(A, B, C, 

D) with left-half plane zeros zi, i = 1, •... ,q, 

there always exists a class of (r x n) state 

feedback matrices K that assign the pairs (zi 

'" ,vi ), i = 1, ..... 1I,q as the closed-loop 

eigenvalues and their corresponding 

eigenvectors, such that the n - q observable 

eigenvalues of So may be arbitrarily assigned. 

4. Algorithm for maximal order reduction 
Given So(A, B, c, D) of equations (2.1a, b) the 

following steps are pursued: 

Step 1 The zeros z" •... , Zw of So are computed. 

It is assumed, without loss of generality, 

that 

Re ( z i) < 0 , i = 1,...., q , Re ( z i) ~ 0 , i = 
q+1, ...• , w. 

Step 2 The vectors f1' .... ,f~, that satisfy 

[C(z,I - ArlB + D]fi. = 0, i = 1, ..•. ,q, are 

computed. Having determined f" •..• , fC!, the 

corresponding linearly independent vectors v" 
-I , •••• , Vcr are computed as vi = (zlI - A) Bf" i 

= 1, .... ,q. 
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Step 3 The remaining observable modes have 

eigenvalues which may be arbitrarily assigned 

to >. 4. by taking v, = ()j I - A ,-I Bf i i = 
q+1, ...• ,n, subject to the restriction that f,+1 

, .... , f n , be selected such that v f , •••• , v", 

are linearly independent. 

Step 4 Find K using equation (2.7). 

Remark 4.1 The minimum number of free 

parameters (degrees of freedom after 

eigenvalue assignment) in the pxn parameter 

matrix F for distinct eigenvalues }. i (i = 
1, .... ,n) is (O'Reilly and Fahmy [10]) 

nx(p-1). Thus, step 2 utilises all the design 

freedom available in f" i = 1, .... ,q. 

Remark 4.2 No proper transfer function matrix 

may be reduced to first-order type. This is 

not so for strictly proper transfer function 

matrices (OWens [11]). 

Remark 4.3 I f no invariant zero has Re ( zi) = 0, 

» = {v" .... , v~ 1 is what in Antsaklis [3] 

has been defined as the suprema I output­

nulling (A, B)-invariant subspace. 

Remark 4.4 The major limitation of this 

approach to order reduction is the requirement 

that left half-plane zeros exist. The extent 

of the order reduction is dependent on the 

number of such zeros. 

Example 

Consider the system (example 2 of Amin and 
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Hassan [ 2 ] ) given by 

U 
0 q. l~ n A = 0 B = (4 .1a) 

0 -1 

C = [~ 1 

~ 1 
D = ~ ~] (4 .1b) 

0 

Stel2 1 The system (4.1a, b) has one invariant 

zero at z = -1. Hence, q = 1. (van Dooren 

[18] also gives a numerically stable algorithm 

for computing the zero of So(A, B, C, D». 

Stel2 2 

R(-l) = t ~J 

Therefore. R( -1 If, = [:] 

b<lR. Take f, = [_°
1
] 

wi thout loss of generality since the actual 

number of degrees of freedom in fi is 

(p-l) (O'Reilly and Fahmy [10]). For this 

choice of ft, v, = 

agree with the zero directions computed by 

Amin and Hassan [2]. 

Stel2 3 Suppose, arbitrarily, that it is 

desired to shift the other two modes to 

-0.5, -3 



-i (-O.SI - A) B 

( - 3 I - A)-I B = 

If we denote fa = 
Then we have that 
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Step 4 The class of feedback matrices K which 
solve the maximal order reduction problem is 
parameterized by 

K =~_~ : ~] [~1 ~~~3b 
-4/3b 

-2/3d] -1 
-1/3c 
1/3d 

Subject to the inverse in (4.2) existing. 

5. Model reduction of nonregular proper 
transfer function matrices. 
Consider now systems represented by state 

n 
space models of the form (2.1a, b) where x€~, 

m P d ,,-.m Yf! rr-. , an UE ,l<\ • 

For all invertible systems Amin and Hassan [2] 

have shown that the zeros and zero directions 
can be determined through the calculation of 

the eigenvalues and eigenvectors of a matrix 

having the dimension of the MUS. A system is 

invertible if Rank R(s) = r = min(m, pl. This 
means that under the four simplifying through 

inessential assumptions stated in the 

introduction the design procedure of section 4 

may be applied directly with the following 
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qualifications: (i ) 

Davidson and Wang [4] established that if p + 
m then for almost all systems (2.1a, b) there 

exist no zeros for the system; If p > m this 

can be seen, intuitively, to be so from (3.1). 

( ii) If p < m the zero directions corres­

ponding to an invariant zero will be 

nonunique. The nonuniqueness for a given Zj 

being parameterized by the design freedom 

remaining in fj after it has been restricted 

such that equation (3.1) is satisfied. 

(iii) When p <. m, order reduction may be 

carried out without resort to pole/zero 

cancellation (Antsaklis [3]). In fact, 

arbitrarily assignable eigenvalues may be made 

unobservable. For a particular choice of 

unobservable eigenvalues attainment of the 

maximal order reduction may require the 

assignment of specific zero directions to the 

zeros cancelled by poles. 

For the case p < m, the question of how many 

of the n system modes can be made unobservable 

by state feedback is addressed. 

Theorem 5. 1 An upper bound on the number of 

modes that can be made unobservable is n - q, 
where 

q = min_ {rank [C()'iI - A)-'B - X])i 
~iGC . .. 

and X corresponds to those rows of 

C(~,I - A)-tB for which the corresponding row of 

D has one or more nonzero elements. 

proof Analogous to tha t of theorem 4 . 2 of 
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OWens and O'Reilly [14]. 

For the case p < m, the algorithm for maximal 

order reduction becomes steps (a), (b), (c), 

and (e) of the design procedure of OWens and 

O'Reilly [14], substituting C for DA, and D 

for DB. 

Remark 5.1 The relationship of the maximal 

order reduction problem to the insensitivity 

problem of OWens and O'Reilly [14] highlights 

the nature of ill-conditioning effect of 

making closed-loop modes unobserverable (OWens 

[13]). 

Remark 5.2 Antsaklis [3] Lemma 10 establishes 

that if maximal order reduction is achieved 

all stable zeros of the system are cancelled 

by closed-loop poles. This result is of 

significance in the response insensitivity 

problem. 

Finally it is noted that, a system is 

noninvertible if R(s) looses rank 

independently of s; it follows from (3.1) that 

the system has an infinite number of zeros. 

Such a system is defined as a degenerate 

system. This is a case of extreme control 

difficulty (Rosenbrock [17]). In view of our 

objectives in studying the problem considered, 

consequently, is not discussed further here. 

6. Conclusions 

A simple method for identifying the class of 

state-feedback controllers for exact 
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cancellation of modes from a proper transfer­

function matrix of a system by making them 

unobservable with simul taneous allocaion of 

the rest has been presented. It has been 

assumed that all the parameters in A, B, C, 

and D are given and exact. A slight ignorance 

of the model or change in the system may lead 

to the reappearance of the cancelled dipoles 

in the expression for the closed-loop 

transfer-function matrix of the original 

system. However, as the maximal order 

reduction does not exploit all the available 

degrees of freedom exploitation of the 

remaining degrees of freedom may lead to a 

reduced order model which is less sensitive to 

variations in A, B, C, and D (OWens and 

O'Reilly [14]). The method establishes that 

results concerning the existence, number, and 

cancellation of zeros of proper systems may be 

applied in the response insensitivity problem 

(OWens and O'Reilly [14]), OWens [13]). The 

relationship to the response 

problem highlights the nature 

conditioning that results 

reduction. 

insensitivity 

of the ill-

from order 

The method is constructive and does not 

require subspace terminology. 
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THE HATCHING CONDITION AND FEEDBACK CONTROLLABILITY 

OF UNCERTAIN LINEAR SYSTEMS 

Ian R. Petersen 

Keywords: Robust control, uncertain systems, 

controllability, feedback controllability 

Abstract 
This paper considers a problem of controllability for a 
class of linear uncertain systems. The uncertain systems 
under consideration contain norm bounded time-varying 
uncertainty. The paper introduces a new notion of 
controllability referred to as feedback controllability. 
Roughly speaking, an uncertain system is feedback 
controllable if there exists a time varying linear state 
feedback control such that with any initial condition, the 
closed loop system state converges to zero in a finite time. 
The main result of the paper shows that if the uncertain 
system satisfies a certain matching condition then the 
system will be feedback controllable. This matching 
condition is also known to be a sufficient condition for the 
stabilizability of the uncertain system. 

I. INTRODUCTION 

In order to develop a theory of robust control system 

design, it is natural to consider linear dynamical systems 

containing time-varying unknown-but-bounded uncertain 

parameters. This leads to the notion of uncertain linear 

systems; e. g. , see [1]. Given that the notion of 

controllability plays an important role in the theory of 

linear time-invariant systems, one might expect that some 

notion of controllability will play an important role in the 

theory of uncertain linear systems. This paper introduces a 

new notion of controllability for uncertain linear systems. 

This notion of controllability is referred to as Feedback 

Controllability. A system is feedback controllable if there 

177 
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exists a linear time-varying state feedback control law such 

that the following condition holds: Given any admissible 

uncertainty and any initial state, the state of the closed 

loop system converges to zero in a finite time. 

For linear time-invariant systems, the usual definition 

of controllability is in terms of open loop control. 

However, one could equivalently define controllability in 

terms of closed loop control. At this point, it should be 

noted that when one introduces uncertainty into the system, 

the equivalence between open loop and closed loop control no 

longer applies. Indeed, one would in general expect closed 

loop control to be better able to cope with uncertainty than 

open loop control. Thus, it is somewhat surprising that 

most of the existing papers on the controllability of 

uncertain systems have dealt with open loop control; e.g., 

see [2)-[5). However, reference [6) deals with a notion of 

modal controllability for uncertain systems which is 

related to our notion of closed loop controllability. 

The main result of this paper shows that if the 

uncertain 

matching 

systems under consideration 

condition (e.g., see [1) 

satisfy a 

then they 

certain 

will be 

feedback controllable. The method used in proving feedback 

controllability involves the use of a time-varying quadratic 

'Lyapunov' function. This Lyapunov function is constructed 

by solving a Riccati differential equation. This Riccati 

equation is of the type which arises in linear optimal 

control. In fact, our approach to feedback controllability 

of uncertain linear systems is closely related to the 

Riccati equation approach to the stabilization of uncertain 

linear systems; e.g. see [7)-[10). 

II. FEEDBACK CONTROLLABILITY 

The linear time invariant system 

x(t) = Ax(t)+Bu(t) (2.1) 

is said to be controllable if given any T > 0 and any 

initial condition x(O) 

u(t) such that x(T) 

xO, there exists a control function 

O. A standard result in linear 
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systems theory relates the controllability of the system 

(2.1) to the controllabilit¥ gramian 

.6. T , ' 
W(t,T) =1 eA(t-'t) BB e A (t-'t) dt. 

t 

Indeed, the system (2.1) will be controllable if and only if 

W(t,T) is positive-definite for all t < T. 

suitable control function is given by 

Furthermore, a 

(2.2) 

e . g . see [11]. The control law given in (2.2) is an open 

loop control. However, it is straightforward to verify that 

this control law is equivalent to the following 

, -1 
u(t) =- BW(t,T) x(t); tE (O,'I? (2.3) 

This control law is of the form u (t) K (t) x (t) and will 

ensure x(t) ~ 0 as t ~ T. However when t = T, W(t,T) = 0 

and hence this control law is not defined for t = T. 

The above discussion of feedback controllability for 

linear time invariant systems provides the motivation for 

our definition of feedback controllability for uncertain 

linear systems. We consider uncertain systems of the form 

x(t) = Ax(t) + Bu (t) + DF (t) [E 1 x(t) + E 2 u(t)]; 

IIF(t)ll~l 

where x(t) E ~n is the ~, u(t) E ~m is the control ~ 

and F (t) E ~pxq is a norm bounded matrix .Q..f. uncertain 

parameters. That 

functions such that 

is, F (t) is a matrix of measurable 

IIF(t)11 ~ 1 for all t. <11-11 denotes the 

induced matrix norm) It is assumed that the uncertain 

system (~) satisfies the following assumptions: 

Al. 

A2. 

I; 

O. 

Notation: For any matrix R, the notation ~(R) denotes 

the null space ~(R) ~ (x: Rx = 0). For any symmetric matrix 

M, Amax(M) denotes the maximum eigenvalue of the matrix M. 
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Definition 2.1: The system (L) is said to be feedback 

controllable if given any T > 0 there exists a continuous 

time-varying feedback gain matrix K(t) defined on (O,T) such 

that the following condition holds: If we apply the state 

feedback control u (t) = K (t) x (t), then given any initial 

condition x(O) = xO and any admissible uncertainty F(t), the 

solution to (t) will satisfy x(t) -+ 0 as t -+ T. 

Definition 2.2: The controllability gramian associated 

with the system (L) is defined by 

By analogy with equation (2.3), one might expect that a 

suitable feedback control law is given by 

u(t) = -B~c(t,T)-lx(t). However, a slight modification to 

this control law is required. Indeed as in Theorem 13.2 of 

[11], it is straight forward to verify that Wc(t,T) 

satisfies the differential equation 

(2.4) 

Our required feedback gain matrix will be obtained by 

solving the Riccati differential equation 

(2.5) 

Lemma 2.1: Suppose Riccati eQuation (2.5) ~ a. 
solution Qfi ~ interval (M, T]. Then 

S(t) :s; Wc (t,T) .llrr. all t E (M, T) . 

Proof: It follows from the optimal control 

interpretation of (2.5) (see Theorem 21-1 of [11]) that 
given any to E (M, T) 

, T{' "'} xS(tJx= min~ u('t) u('t) +x('t) (BB -DD)x('t) d't: 
u!) 0 
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However, if we let u(t) 

cost functional is 

° then the resulting value of the 

rT , A' ('t-t) , , -A('t-t) 
J(u)=~ xe o(BB-DD)e °xd't x'Wc (to, T) x. 

° 

Thus, we must have x'S(tO)x ~ x'Wc(tO,T)x. Since x E 9\n was 

arbitrary, we conclude that S(t) ~ Wc (t,T) for all 

t E (M,T). [] 

In the discussion of controllability of linear time 

invariant systems, we saw that the condition W(t,T) > ° for 

all t < T ensured the controllability of the system. We now 
give a condition on the uncertain system eE) which will 

ensure that Wc(t, T) > ° for all t < T. This condition is 

referred to as the matching condition and similar conditions 

arises frequently in the stabilization of uncertain systems; 

see [1], [12] and [13]. In the sequel, we will show that 

this condition ensures that Riccati equation (2.5) has a 

positive-definite solution on the interval (0, T) . 

Furthermore, we will show that the matching condition is a 

sufficient condition for the feedback controllability. 

Definition 2.3: The uncertain system (l:) is said to 

satisfy the matching condition if: 

MI. BB' - DD' = GG' ~ 0; 

M2. The pair (A,G) is controllable. 

Remarks: Our matching condition is a generalization of 

the matching conditions given in references [1], [12] and 

[13] . Indeed, the matching condition given in [12] would 

require that then exists a matrix M such that D = BM, where 

I - MM' > ° and (A, B) is controllable. If these conditions 

hold then it is straightforward to verify that conditions Ml 
and M2 will hold with G = B(I-MM') 1/2. We also observe that 

if condition Ml holds then we must have ?{(B') C ?{(D') . 

Thus, there exists a matrix M such that D = BM. 

Proposition 2.1: li ~ system (l:) satisfies ~ 

matching condition ~ ~ controllability gramian Wc(t,T) 

liill ~ positive definite 1Q£ gll t < T. 
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Proof: If the system (E) satisfies the matching 

condition then the controllability gramian is 

(2.6) 

Furthermore, the pair (A, G) is controllable. Using this 

fact, it now follows that Wc(t,T) will be positive-definite 

for all t < T; e.g., see Theorem 13.3 in [11]. [] 

Remark: The condition Wc (t, T) > 0 for all t < T is 

referred to as the 'relative controllability condition' in 

the literature on linear quadratic differential games; see 

[14] . Given the connection between linear quadratic 

differential games and the stabilization of uncertain 

systems (pointed out in [10]), it might be expected that 

this condition would be important in the study of feedback 

controllability of uncertain systems. 

Theorem 2 1: ~ matching condition ~ a sufficient 

condition ~ ~ feedback controllability Qt ~ uncertain 

system (l:). 

In order to prove this theorem, we must first establish 

a number of preliminary results. 

Lemma 2 2: Suppose t..h.e. system (l:) satisfies ~ 

matching condition. Then ~ Riccati eQuation (2.5) ~ 

~ a positive definite solution ~ ~ t E (O,T). 

Proof: If the system (l:) satisfies the matching 

condition then Riccati equation (2.5) becomes 

S(T) =AS(t) +S(t)A - GG + S(t)E' lEl S(t);S(T) = O. (2.7) 

It follows from Theorem 24.1 of [11] that there exists an 
E > 0 such that (2.7) has a solution on the interval (T-E,T]. 

Let the 
(M,T] . 

interval on which a solution to (2.7) exists be 
Thus -00 ~ M < T. Now let <I> (t,T) be the state 

transition matrix of the system X(t)=[-A-i-E'lE1S(t)]x(t). It 

follows from (2.7) that 
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This leads to 

T " S(t) = {cll(t,t) GGcll(t,t)dt 
(2.8) 

for t e (M,Tj. It follows immediately that S(t) ~ 0 for all 

t E (M,Tj. Also, Lemma 2.1 implies that S(t) S Wc(t,T) for 

all t e (M,Tj. Hence, S(t) cannot have a finite escape time 

and thus (2.7) has a solution for all t < T. 

In order to show that S(t) is positive-definite for all 

t < T, we return to equation (2.8). Using this equation, it 
follows that given any t1 < t2 S T then 

(2.9) 

Now suppose that there exists a to < T such that S(tO) is 

singular and let xO e !7i(S(tO» be given. It follows from 

(2.9) that x'oS(t)xo=OforalltE (to,Tj. Thus, we must have 

for all t E (to, Tj . Furthermore, using the continuity of 

S(t), it follows thatx'oS(to)xo=O. However, (2.9) implies 

that S (t) S 0 for all t 

S(tO)xO = 0 and S(tO)xO O. 

(2.7), it follows that 

and thus G'xO = O. Also, 

< T. Hence, we must have 

Returning to Riccati equation 

Thus, A'xo e !7i(S (to». However, since xO e !7i(S (to» was 

arbitrary, we conclude that A'!7i(S (to» c !7i(S (to». Hence, 

!7i(S (to» is a non-trivial A' - invariant subspace contained 

in !7i(G'). This contradicts the controllability of (A, G) . 

Therefore, we must have S(tO) > O. [j 
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Lemma 2.3: Given ~ x E ~n ~ ~ admissible 

uncertainty F(t) ~ ~ system (~), ~ 

~: Given any x E ~n and any admissible uncertainty 

F (t), we have F (t) 'F (t) ~ I and 

, , , -1 , -1 
+xE lEl x+ xS(t) BB SIt) x 

using assumptions A1 and A2. 

follows immediately. [) 

The required inequality now 

Proof of Theorem 2.1: Suppose that the system (~) 

satisfies the matching condition and let SIt) be defined by 

(2.5). Using Lemma 2.2, it follows that SIt) > 0 for all 

t E (0, T). Hence, we can define p (t) ~ S (t) -1 > 0. The 

derivative of PIt) is given by 

:t PIt) =- P(t)S(t)P(t). 

Hence using (2.7), we conclude that P (t) satisfies the 

Riccati equation 

PIt) =- AP(t) -P(t)A+P(t)GGP(t) -( El . 
(2.10) 

We now construct a lower bound on P(t). Indeed, let 

It follows from the definition of Wc(t,T) that 
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T 
W (t,T) ~f PId't=P(T - t)I 

C t 

for all t E [O,T]. Hence, using Lemma 2.1 we conclude that 

S(t) ~ r(T - t)I for all t E [O,T]. Therefore 

P(t) > P(T ~ t) 
(2.11) 

for all t E [0, T). We now let K(t) be defined by 

K(t) -B'P (t) (2.12) 

for t E [0, T). This results in the closed loop system 

(2.13) 

In order to show that all solutions to (2.13) satisfy 

x(t) ~O as t ~ T, we propose to use the 'Lyapunov function' 

V(x,t) = x'P(t)x. (2.14 ) 

The Lyapunov derivative corresponding to (2.13) and Lyapunov 

function (2.14) is 

V(x,t) =x'P(t)x+2x'P(t) x 
{ , " } = x' - A P (t) - P (t) A - P (t) G G P (t) - E 1 E 1 X 

{ , , '} ~-x' P(t)(BB + DD)P(t)+E lEl x 

= ° 
using (2.10), (2.13), matching condition M1 and Lemma 2.3. 

Using the fact that V(x,t) ~ 0, it now follows that if x(t) 

is a solution of (2.13) with x (0) xO then 

x(t)'P(t)x(t)~x'oP(O)xo for all t E (O,T). However, using (2.11) 

this implies that 
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Ilx(t) 112 , 
P(T _ t) ~ x oP(O)x o for all t E (0, T) . 

Hence Ilx(t) 112 ~ P(T - t)x' oP (0) Xo for all t 

x(t) ~ 0 as t ~ T. [] 

E (0, T) . Therefore, 

Remark: The above theorem has shown that the matching 

condition is a sufficient condition for feedback 

controllability. Furthermore, it is well known that in 

general the matching condition is a sufficient condition for 

the stabilizability of an uncertain system; e.g., see [1] or 

[13]. In particular, for the uncertain systems considered in 

this paper, it is straightforward to show that our matching 

condition is a sufficient condition for stabilizability; 

e.g., see [10]. 
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CONVERGENCE PROPERTIES OF INDEFINITE LINEAR QUADRATIC PROBLEMS 

WITH RECEDING HORIZON 

H.L. Trentelman & J.M. Soethoudt 

Abstract: In this paper we study the following question: given a finite dimensional 
linear system together with a finite horizon (possibly indefinite) quadratic cost 
functional, when does the corresponding optimal cost converge to the optimal cost of the 
corresponding infinite horizon problem, as the length of the horizon tends to infinity? 
For the case that the linear quadratic problems are regular we establish necessary and 
sufficient conditions for this convergence to hold. 

1. INTRODUCTION 

The finite horizon linear quadratic control problem for the linear time-invariant 

system 

(Ll) x(t) = Ax(t) + Bu(t), x(O) = X E IRn 
o 

is concerned with choosing a control function u such that the cost functional 

T 

(1.2) JT(xo'u) := f w(x(t),u(t))dt 
o 

is minimized. Here, w is a real quadratic form on IRnx IRrn given by 

In the above expressions, A E IRnxn , B E IRnxm, Q E IRnxn, S E IRrnxn and R E IRrnxm It is 

assumed that Q is symmetric and that R is positive definite. Apart from this 

definiteness assumption on R, we allow w to be indefinite. 

In order for the integral in (1.2) to be well-defined, we restrict the control 

functions to be elements of the class L [O,T] of alllRrn -valued functions that are square 
2 

integrable over [O,T]. The optimal cost for the above problem is then defined as 

(1.4) VT+(x ) := inf { JT(x ,u) I u E L [O,T] }. 
002 

In addition to the above, the infinite horizon linear quadratic problem deals with 

minimizing the indefinite integral 

189 
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Let L (IR+):= n L [O,T] denote the space of all lRill -valued locally square 
2,loc T~O 2 

integrable functions on IR+. The functional J(x ,u) is defined for all functions u E 
o 

L (IR+) for which the limit in (1.5) exists in the sense that it is finite or 
2,loc 

infinite. This class of functions is denoted by 

(1.6) U(x ) := { u E L (IR+) I lim JT(x ,u) exists in lRe:= IR U {-oo,+oo}} 
o 2,1oc T..oo 0 

The optimal cost for the above infinite horizon linear quadratic problem is 

(1.7) Y+(x ) := inf { J(x ,u) I u E U(x ) }. 
f 0 0 0 

In this paper we are interested in the question whether the optimal cost for the 

finite horizon problem (1.4) converges to the optimal cost for the infinite horizon 

problem (1.7) as T tends to infinity. Of course, if the quadratic form w is positive 

semi-definite then it is well-known ( see [6] ) that indeed YT(x ) ~ Y+(x ) (T..oo) for 
o f 0 

all Xo (provided that (A,B) is stabilizable). It turns out however that if w is 

indefinite then this convergence no longer holds in general. In this paper we establish 

necessary and sufficient conditions for convergence to hold. 

Actually, we shall treat the above question of convergence in the following, more 

general context. Let N E IRnxn be a symmetric matrix, let T > 0 and consider the finite 

horizon problem with cost functional 

(1.8) 

The second term in the above represents a penalty on the terminal state. The matrix N is 

allowed to be indefinite. The optimal cost associated with the latter problem is given 

by 

(1.9) YT+ N(x ) := inf{ JT N(x ,u) I u E L [O,T] } . 
,0 ,0 2 

In addition to this finite horizon problem we consider the infinite horizon problem of 

infimizing (1.5) under the constraint that Nx(t) converges to zero as t tends to 

infinity. More specifically, let 

and consider the problem of infimizing (1.5) over the class UN(xo)' The optimal cost for 

this problem is given by 

(1.10) YN+(x ) := inf { J(x ,u) I u E UN(x ) }. o 0 0 

The latter optimization problem was studied in detail in [8]. Of course, the proble'm 

(1.7) can be reobtained from this formulation as a special case by taking N = 0 (see 

also [9]). Another special case of (1.10) is obtained by taking N = I , the identity 

matrix. This special case was treated in [10]. 

Now, in this paper we shall ask ourselves the question: when does the optimal cost 

for the finite horizon problem (1.9) converge to the optimal cost for the infinite 

horizon problem (1.10) as T ~ 00 ? 



191 

We conclude this introduction by noting that the questions to be studied here have 

been studied before in [2] and [11]. However, in these references only the case that 

both w ~ 0 and N ~ 0 was considered, while we intend to treat the most general case that 

wand N are allowed to be indefinite. 

2 THE ALGEBRAIC RICCATI EQUATION 

The characterization of the optimal costs for the infinite horizon problems (1.7) and 

(1.10) centers around the algebraic Riccati equation (ARE): 

Let r be the set of all real symmetric solutions of (2.1). According to [10] , if (A,B) 

is controllable and r 'f' 0 then there is exactly one K E r such that the matrix AK := A -

BR-\BTK + S) has all its eigenvalues in (-u (0 and exactly one K E r such that AK has 

all its eigenvalues in (+u (0. Here, we define (-((0,C+) := { s E ( I Re s < 0 } ( Re s 

= 0, Re s > 0 ). These elements of r are denoted by K+ and K-, respectively. It can be 
- + - + 

shown that if K E r then K :::; K :::; K . We denote AK- by A and AK+ by A 

If M E IRllXll then X-(M) ( XO(M), X+(M) ) denotes the span of all generalized 

eigenvectors of M corresponding to its eigenvalues in C ( (0, (+ ). 

Let J2 denote the set of all A--invariant subspaces of X+(A-). Let Ll := K+ - K- ( the 

'gap' of the ARE ). The following result states that there exists a bijection between J2 

and r : 

Theorem 2.1 ( [10],[3],[7] ). Let (A,B) be controllable and assume that r 'f' 0. If V E J2 

then IRll = V Ell Ll-1V.L. There exists a bijection y : J2 ~ r defined by 

y(V) := K-PV + K+(I - PV )' 

where P V is the projector along Ll-1V.L: = { x E IRll I Llx E V.L}. If K 
o - - + -1 1.. 

X (AK) = ker Ll and X (AK) = X (A ) n Ll V . 0 

If K = y(V) then K is said to be supported by V. 

3 THE INFINITE HORIZON PROBLEM WITH ASYMPTOTIC CONSTRAINTS 

In this section we briefly recall the results from [8] on the infimization problem 

(1.10). Let .c be a subspace of IRll. A symmetric matrix K E IRllXll is called negative 

semi-definite on .c if the following two conditions hold: (i) V x E .c : xTK x :::; 0 

(ii) V x E .c : xTK x = 0 # Kx = O. 

If V ~ IRlland M E IRllXll then <VIM> will denote the largest M-invariant subspace of V. A 

key role in the characterization of the optimal cost V~(xo) is played by the subspace 

(3.1) 
- - +-VN := <ker N n ker K I A > n X (A ). 



192 

Observe that VN E n. Thus, with VN there corresponds exactly one solution of the ARE. 

This solution y(VN) is denoted by K~. The following theorem is the main result of [8): 

Theorem 3.1 Let (A,B) be controllable. Assume that r'l0 and that K- is negative 

semi-definite on ker N. Then we have 
. + T+ on 

(1) VN(x ) = x KNx for all x E " . 
o 0 0 0 * 

(ii) For all x E Rn there exists an optimal u if and only if ker Ll ~ ker N n ker K-. 
o 

(iii) If ker Ll c ker N n ker K- then there exists exactly one optimal input and, 

moreover, this input is given by the feedback control law u = _R-l(BTK~ + S)x. 0 

4 THE FINITE HORIZON PROBLEM WITH ENDPOINT PENAL TV 

In this section we consider the finite horizon problem of infimizing the cost 

functional (1.8). We note that for the case that both w ~ 0 and N ~ 0 this problem is 

quite standard and is treated, for example, in [5). The general case however is slightly 

more complicated. The following result can be found in [1,p.131): 

Lemma 4.1 Suppose there exists on the interval [O,eo) a solution K(t) = KN(t) of the 

Riccati differential equation (RDE): 

(4.1) K(t) = ATK(t) + K(t)A + Q - (K(t)B + ST)R-\BTK(t) + S), 

K(O) = N. 

Then for all T > 0 and for all x E IRn we have 
o 

+ T + 
VT N(x ) = x KN(T)x . 

, 0 0 0 

n * * For all T > 0 and x E IR there is exactly one u E L[O,T) such that JT N(x ,u ) o , 0 

Vi,N(Xo)' This input is given by the feedback law u = _R-1(BTK(T_t)+S)x, tE[O,T). 0 

It is well-known that if w ~ 0 and N ~ 0 then (4.1) indeed has a unique solution on 

[O,eo). In the general case, the RDE need not have a solution on a given interval. We do 

have the following: 

Lemma 4.2 Suppose that (A,B) is controllable and that r 'I 0. If N -K-~ 0 then (4.1) has 

a unique solution KN(t) on [O,eo). In fact, KN(t) = K- + D(t), where D(t) is the unique 

solution on [O,eo) of 

(4.2) 
D(t) = A-TD(t) + D(t)A- - D(t)BR-1BTD(t), 

D(O) = N - K- . 

(with A -= AK-, see section 2). 

Proof The fact that (4.2) has a unique solution D(t) on [O,eo) is standard (see for 

example [4,cor. 2.4.4)). It is then a matter of straightforward calculation to show that 
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K-+ D(t) satisfies (4.1). Uniqueness of K-+ D(t) then follows from the uniqueness of 

D(t).D 

5 CONVERGENCE OF THE OPTIMAL COST 

In this section we shall give a formulation of our main result. Before doing this , 

we state the following lemma: 

Lemma 5.1 Let .c be a subspace of IRn and let K E IRnxn be a symmetric matrix. Then K is 

negative semi-definite on .c if and only if there exists a symmetric matrix N such that 

ker N = .c and N - K 2: O. 

Proof A proof of this can be given similar to the proof of [8,lemma 3.3]. 0 

Consider the problems (1.9) and (1.10). In the remainder of this section we assume 

that (A,B) is controllable and that r i' O. According to the previous lemma, if N - K- 2: 

o then K- is negative semi-definite on ker N. Conversely, if K- is negative 

semi-definite on ker N then one can always find a symmetric matrix Nl such that ker Nl = 

ker Nand N1- K- 2: O. 

We now formulate our main result: 

Theorem 5.2 Assume that (A,B) is controllable, r", 0, N - K- 2: 0 and ker L1 c ker N n ker 
- + + n K. Then VT,N(xo) ~ VN(xo ) (T+oo) for all XoE IR if and only if ker N n ker K- is 

A--invariant. 

Our proof of theorem 5.2 runs along a series of lemmas that we consider to be 

interesting in their own right. Due to lack of space the proofs of these lemmas are 

deferred to a future paper. Our first lemma deals with an arbitrary system (A,B) and an 

arbitrary matrix R > 0, independent of the previous context. Consider the standard 

Riccati differential equation 

( 5.1) 
PIt) = ATp(t) + P(t)A _ P(t)BR-1BTp(t), 

P(O) = Po' 

together with the standard algebraic Riccati equation 

Recall that if Po 2: 0 and (A,B) is controllable, then (5.1) has a unique solution PIt) 2: 

o on [0,00) (see [4]). Also, (5.2) has at least one solution ( P=O ). Let p+ be the 

largest real symmetric solution of (5.2). 

Lemma 5.3 Assume that (A,B) is controllable and alA) c (+. Then p+ > O. For any Po> 0 

we have lim PIt) = P+. 0 
t+oo 

Our following result again deals with the Riccati differential equation (6.1). The 

result is, in a sense, the converse of the previous lemma: 
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Lemma 5.4 Assume P > 0 and assume that lim P(t) =: P E IRnxn exists. If P > 0 then P > 
0- t ... oo 0 

0.0 
We now return to the original context of this paper. Consider the system (1.1), 

together with the quadratic form w given by (1.3). Recall that we denote AK- by A- (see 

section 2). An important role is played by the following algebraic Riccati equation in 

the unknown D: 

We make the following observation: 

Lemma 5.5 Assume (A,B) is controllable and r '" 0. Let K E IRnxn be symmetric. Then K is a 

solution of (2.1) if and only if D = K - K- is a solution of (5.3). In particular D = 0 

and D = ,1 (= K+ - K-) are solutions of (5.3). In fact, 0 and ,1 are the extremal 

solutions of (5.3) in the sense that any solution of (5.3) satisfies 0 ::; D ::; ,1. 0 

Finally, we shall need the following result: 

Lemma 5.6 Assume that (A,B) is controllable and r '" 0. Assume that N - K-;::: o. Let D(t) 

be the solution of (4.3).Then for all t ;::: 0 we have: 

We have now collected the most important ingredients that will be used in our proof 

of theorem 5.2. In order to give this proof we shall make a suitable decomposition of 

the state space. Let VN be the subspace defined in (3.1). Define 

X:= V 
I N 

X 2 := ker ,1 , 
- + -1 .i X 3:= X (A ) n ,1 VN . 

Denote AN:= AK~.According to theorem 2.1 we have XI = X+(AN), X 2 = XO(AN) and X3 = 

X-(AN). Hence IRn = X E9 X E9 X . With respect to this decomposition we have 
123 

(5.4) [
A 0 A 1 11 13 

A-= 0 A A 
22 23 

o 0 A 
33 

for given matrices Aij This follows from the fact that both XI and X 2 are A--invariant. 

Note that u(A ) c C+. According to theorem 2.1, X E9 X = ,1-I X L . Since also X = ker ,1, 
33 2 3 I 2 

we have 

(5.5) o 0 1 o 0 

o ,1 
33 
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with Ll11 > 0 and Ll33 > o. Finally, we partition 

B~ lH 
Proof of theorem 5.2 From the assumption ker Ll c ker N n ker K- it follows that Xl al X2 

c ker N n ker K-. Hence Nand K- have the form 

[
000] [000] N= 0 0 0 , K-= 0 0 0_ ' 
OON OOK 

33 33 

with N - K- ;::: O. Since K+ = K-+ Ll , we have 
33 33 

o 1 o . 
K- +Ll 

33 33 

(Recall that K~ = K-P + K+(I - P), where P is the projector onto X I= VN along Ll-IV~ = X2 

al X3 ). By combining the above we see that 

[ 
0 0 0 1 

K~-K-= 0 0 0 . 

o 0 Ll 
33 

Let D(t) be the solution of the Riccati differential equation (4.2). By lemma 5.6 and 

the fact that X 2 = ker Ll is A --invariant, we have 

[ 
0 0 0 1 

D(t)= 0 0 0 

o 0 D33(t) 

for some D33(t). By writing out (4.2) in the decomposition employed, we see that D33(t) 

is the unique solution of 

(5.6) 
D (t)=AT D (t)+D (t)A -D (t)B R-IBTD (t) 

33 33 33 33 33 33 3 3 33 

D (O)=N - K+ . 
33 33 33 

also, K~ - K- is a solution of the algebraic Riccati equation (5.3) (see lemma 5.5 ). 

This implies that Ll33 is a solution to 

(5.7) 

In fact, since Ll is the largest solution of (5.3), Ll33 is the largest solution of (5.7). 

('~ ') Assume that Vi N(Xo ) ~ V~(Xo) for all Xo or, equivalently, KN(t) ~ K~ (400). 

Here, KN(t) is the uniq~e solution of (4.1). Then we have KN(t) - K- ~ K~ - K- (t..oo). 
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Now, the point is that KN(t) - K-= D(t). Hence we find that D33(t) ~ Ll33(t+oo). Since 

.133> 0 it follows from lemma 5.4 that N33 - K~3 > O. We now prove the A --invariance of 

ker N n ker K-. Let x E ker N n ker K-, x = (\,X2,X3). Then (N - K-)x = 0 whence (N33-

K- )x = 0 so x = O. Thus A-x = (A x ,A x ,0). Since X E!) X c ker N n ker K-, the 
33 3 3 11 I 22 2 I 2 

claim follows. 

('*, ') Assume kerN n kerK- invariant under A-. We then claim that Xl EBX2= kerN n ker 

K-. Indeed, 

X E!)X ={<ker N n ker K-IA-> n X+(A-) } E!) ker .1 
I 2 

={(ker N n ker K-) n X+(A-) } E!) ker .1 

=(ker N n ker K- ) n ( kerLl E!) X+(A-) ), 

where the last equality again uses the assumption ker .1 c ker K-n ker N. Now, ker .1 E!) 

X+(A-) = XO(A-) E!) X+(A-) = JRn . This proves the claim. It follows from this that N - K 
33 33 

> O. Hence, since a(A ) c C+, the solution D (t) of (5.6) converges to .1 , the 
u u u 

largest solution of (5.7) (see lemma 5.3). In turn this implies that D(t) ~ K~ - K-

or, equivalently, that K~(t) ~ K~. Thus Vt,N(Xo) ~ V~(xo) (T+oo) for all xo' This 

completes our proof of theorem 5.2. 0 
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Generalized Stability of Linear Singularly Perturbed Systems 

Including Calculation of Maximal Parameter Range 

E.n. Abed, L. Saydy and A.L. Tits 

Abstract 

The guardian map theory of generalized stability of parametrized linear time­
invariant systems is used to prove new results on stability of linear time-invariant 
singularly perturbed systems. The results give necessary and sufficient conditions 
for generalized stability of the perturbed system for all sufficiently small values 
of the singular perturbation parameter, and, moreover, yield the exact param­
eter range for stability. Thus, the results generalize significantly the classical 
Klimushev-Krasovskii Theorem, while at the same time providing closed-form ex­
pressions for the maximal parameter range for stability. 

1. Introduction 

In this paper, the "guardian map" approach to the study of generalized sta­

bility of parametrized families of linear time-invariant systems recently reported in 

[11-13] is utilized to obtain several new conclusions regarding generalized stability 

of linear singularly perturbed systems. Here, generalized stability refers to stability 

with respect to a given domain in the complex plane. Consider the system 

x = Ax + Ey 

€y = ex + Dy 

(1a) 

(1b) 

in which € > 0 is a small real parameter, x and y are vectors in mn and mm 
respectively, and A, E, e, D are matrices of appropriate dimensions. System (1) is 

referred to as a singularly perturbed system since its dimension drops from n+m to 

n when the parameter € is formally set to O. Theorem 1 below is a classical result 

giving sufficient conditions for the asymptotic stability of (1) for all sufficiently 

small values of the singular perturbation parameter € and has been derived by 

several authors. 

Theorem 1. [8], [4] Let D be nonsingular. If the matrices Ao := A - ED-Ie 

and D are Hurwitz stable, then there exists an € > 0 such that the null solution of 

system (1) is asymptotically stable for all € E (0, €). 

Since the parameter € typically represents a small physical quantity over which 

one has little or no control, it is of practical significance to find explicit upper 
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bounds fo on f ensuring that the conclusion of the theorem above is valid for all 

f E (0, fO). The aim of this paper is three-fold: (i) We extend the analysis from the 

case of Hurwitz stability to that of generalized stability relative to many domains 

of practical interest; (ii) We obtain necessary and sufficient conditions for stability; 

and (iii) The parameter range for generalized stability is obtained ezactly. 

Previous results on upper bounds on the singular perturbation parameter for 

stability have been obtained by several authors, including Zien [14], Javid [6], 

Sandell [10] , Chow [3], Khalil [7], Balas [2] and Abed [1]. Recently, Feng [5] used 

frequency domain stability analysis to characterize the maximal parameter range 

on f for Hurwitz stability of (1), under the hypotheses of Theorem 1. In the present 

paper, however, no hypotheses are employed regarding the system (1). 

The paper is organized as follows. In Section 2, the concept of guardian 

map is recalled and a result of interest to this paper is given. In Section 3, we 

obtain necessary and sufficient conditions for generalized stability of the singularly 

perturbed system (1) and give an explicit expression for the largest upper bound 

on f for which Theorem 1 still holds. In Section 4, we provide a one-shot test for 

stability of System (1). More precisely, it is shown that System (1) is stable for all 

sufficiently small values of f if and only if it is stable for one specially constructed 

value of f. In Section 5, we present an example. Finally, a brief discussion is given 

in Section 6. 

2. Guardian maps 

The guardian map approach was introduced in [12], [11] as a unifying tool for 

the study of generalized stability of parametrized families of matrices or polynomi­

als. A basic review of the essentials now follows. 

Definition 1. Let S be an open subset of mnxn and let v map mnxn into ([;'. 

We say that v guards S if for all xES, the equivalence 

xE8S {=:} v(x)=O (2) 

holds. 

The map v is said to be polynomic if it is a polynomial function of the entries of 

its argument. 

For the purposes of this paper, the set S will be a (generalized) stability set, 

i.e., a set of the form. 

sen) := {A E mnxn : u(A) en}, (3) 

where n is an open subset of the complex plane which is symmetric with respect 

to the real axis. 
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The next two examples provide the simplest useful illustrations of the concept 

of guardian map: both the set of Hurwitz stable matrices (or polynomials) and the 

set of Schur stable matrices (or polynomials) are guarded. 

Example 2.1. The map v: A f-+ det (A Ell A) guards the set of n x n Hurwitz 
o 

stable matrices S( <D _). This follows from the property that the spectrum of A Ell A 

consists of all pairwise sums of eigenvalues of A. 

Example 2.2. The map v: A f-+ det (A is) A - I is) I) guards the set of Schur stable 

matrices, i.e., of matrices with eigenvalues in in the open unit disk. This follows 

from the property that the spectrum of A is) A consists of all the pairwise products 

of eigenvalues of A. 

For more examples of guarded sets S(n), the reader is referred to [11] where it 

is shown that in fact, many stability sets of practical interest enjoy the guardedness 

property with polynomic corresponding guardian maps. 

Theorem 2 below gives a necessary and sufficient condition for stability of 

parametrized families of matrices relative to domains of the complex plane corre­

sponding to guarded stability sets. Let r = (rl, ... ,rk) E U, where U is a pathwise 

connected subset of m\ and let A(r) be a matrix in mnxn which depends contin­

uously on the parameter vector r. Given an open subset n with guarded stability 

set S (n), we seek basic conditions for A( r) to lie wi thin S (n) for all values of r in 

U. 

Theorem 2. Let S(n) be guarded by the map v. Then the family {A(r) : r E U} 
is stable relative to n if and only if (i) it is nominally stable, i.e., A(rO) E S(n) for 

some r O E U, and (ii) v(A(r)) -10 for all r E U. 

3. Main result 

Define the matrix 

(4) 

where r := €-l is large when € is small. Stability of the null solution of (1) is 

identical to stability of the matrix J(r). 

We now proceed to study stability of J(r) relative to an open subset n of 

the complex plane for which S(n) is endowed with a polynomic guardian map v. 

Since v is polynomial in its argument, and J(r) depends linearly on r, we can write 

v(J(r)) as a polynomial in r: 

v(J(r)) = Vo + VIr + ... + v._Ir·-1 + v.r· =: v(r). (5) 

Here, s is the degree of the polynomial. The following cases present themselves. 
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Case 1: v identically zero. In this case, the matrix J(r) is unstable relative to 11 

for each l' > O. This follows immediately since v guards 5(11). 

Case 2: v not identically zero. It follows that v(r) has finitely many zeros. If the 

polynomial vCr) has no positive real zeros, then J(r) does not cross 85(11) as l' 

varies in (0, +(0). Thus the family {J(r): l' E (0, +oo)} lies entirely within either 

5(11) or int«SC(11», the interior of the complement of 5(11). To determine which 

situation prevails, it suffices to test whether J(r) E 5(11) or J(r) E int (SC(11» for 

an arbitrarily chosen l' in (0, +(0). If on the other hand v(r) has e ::: 1 real positive 

zeros 0 < al < ... < at, then Theorem 2 implies that J(r) E 5(11) for all l' > at 

if and only if J (1') E 5(11) for an ar bi trarily chosen l' > at. It is also clear that in 

this case, the largest neighborhood of +00 in which J(r) E 5(11) is (ai, +(0). 

These remarks are now summarized in the theorem below. In the sequel, if 

System (1) is stable relative to 11 for all sufficiently small values of E, then the 

smallest value of E for which (1) is unstable will be denoted by E". 

Theorem 3. Let the domain 11 be guarded by a polynomic map v, with v(r) as 

in Eq. (5). 

(a) If vCr) vanishes identically, then the singularly perturbed system (1) is 

unstable relative to 11 for all E > O. 

(b) If vCr) does not vanish identically and has no positive real zeros, then the 

singularly perturbed system (1) is stable relative to 11 for all sufficiently small E if 

and only if it is stable relative to 11 for an arbitrarily chosen € > O. In the latter 

case, E" = +00. 
(c) Finally, let v( 1') have a largest positive real zero at. Then System (1) is stable 

relative to 11 for all sufficiently small E if and only if it is stable relative to 11 for an 

arbitrarily chosen E < 1!at. We will then have 

1 

at 

In fact, we can state the following extension of the preceding result, which has 

no counterpart in the literature. It addresses the possibility of marginal stability 

in the singularly perturbed system (1) for finitely many values of E in a maximal 

interval of stability, showing how calculations similar to the above can be performed 

even for this case. 

Theorem 4. In the setting of Theorem 3(c), and using notation defined above, 

System (1) is stable relative to 11 for all but finitely many values of E in the interval 

(0, E"·), where 

€** .-
1 

a"" 

with a** := mini ai such that for arbitrarily chosen ri E (ai, ai+l), i = 1, ... ,f., 



201 

(0<£+1 := +00), J(ri) is stable relative to n. Moreover, €** provides the largest 

parameter range for which this conclusion holds. 

4. A one-shot test 

The results of Section 2 are conceptually simple and can be implemented easily. 

The question arises as to whether or not a simple one-shot test exists by which one 

can immediately ascertain stability of (1) for all sufficiently small € or the lack 

thereof. Such a test is given next. 

By a well-known theorem (e.g. [9]), all the zeros of the polynomial (5) lie 

within the disc in the complex plane centered at the origin and of radius 

R 1 +maxbl 
.- i<s 11Isi (6) 

Thus, generalized stability of the matrix J(r) at an arbitrary r > R is equivalent 

to its generalized stability for all sufficiently large r. This result is now recorded 

as Theorem 5, a significant generalization of the classical Theorem 1 of Klimushev 

and Krasovskii. 

Theorem 5. Let Sen) be guarded be a polynomic map v of the form (5), and 

assume that v( J (r)) is not identically zero. Then there exists an € > 0 such that 

System (1) is stable relative to n for all € E (0, €) if and only if (1) is stable relative 

to n for the value 
1 

(7) € .-

5. Example 

In this example, considered in [14], n is the open left-half plane and System 

(1) is specified by 

A = [-~.2 0.5 ] 
-0.5 ' B = [1~6 o 0] o 0 ' 

[ 0 
-J69] 

[ -14.3 85.8 
o ] C= 0 and D = 0 -25 75 

-275 -333 -115 -186 

In [14], it was shown that the singularly perturbed system under consideration 

is Hurwitz stable for all € E (0,5.27). Following the method of this paper, we find 

that the largest interval of stability is in fact (0,67.26). 
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6. Discussion 

The classical Klimushev-Krasovskii Theorem has been generalized in several 

directions, one of which is the formulation of explicit necessary and sufficient con­

ditions for the stability conclusion to hold. The maximal parameter interval (and 

therefore the beat poaaible upper bound on E) for generalized stability has been ob­

tained. This computation does not require any assumption on the system. Besides 

this, the new results treat the broader issue of generalized stability with respect 

to a large class of domains in the complex plane which are of practical and the­

oretical significance. These domains are those endowed with polynomic guardian 

maps [11], [12]. Finally, we note that the results of this paper may be extended to 

the more general situation in which the generalized stability set is endowed with 

a polynomic semiguardian map, as defined in [11]. Detailed statements of these 

results will be presented elsewhere. 
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Abstract 

<D'iVEX <XlIIBINATIOOS OF HURWITZ FUNCflOOS AND 
ITS APPLlCATlOOS TO ROBUSfNESS ANALYSIS 

Y. K. Foo and Y. C. Soh 

In this paper. we shall show that a fami ly of analytic functions. 
constructed from the convex hull of a finite number of vertex 
functions. will have no zero wi thin a Simply-connected region in the 
complex plane if and only if all its edge functions have no zero within 
the simply-connected region. The result is in fact a generalization of 
the Edge Theorem which has been derived for polynomial functions 
[1.2.3]. We then proceed to show how the result can be used to analyse 
the stability of uncertain systems. 

1. Introduction 

Over the recent years. there has been a considerable amount of 

literature dealing with the stability of a family of polynomial 

functions [1-12]. The main emphasis of these works is to find some 

simple necessary and sufficient conditions for checking the stability 

of a whole family of polynomials. One of the most celebrated work in 

this respect is the work of Khari tonov [4] where it is shown that a 

family of interval polynomials is stable if and only if four specially 

constructed extreme polynomials are stable. But the extension of 

Kharitonov's result to the discrete-time systems is limited [6-8.12]. 

Furthermore. for more general stability regions. one will have to check 

all extreme polynomials of the interval polynomials [9-11]. 

If we are given a more general family of polynomials other than 

interval polynomials. then it is not sufficient to check all the vertex 

polynomials. In fact. for a polytope of polynomials. we have to check 

all the edge polynomials [1-3]. This result is now known as the Edge 

Theorem. Basically. the Edge Theorem states that the polytope of 

polynomials is stable if and only if all the exposed edges of the 

polytope of polynomials are stable. 

In this paper we shall generalize the result by showing that the edge 

theorem can also be applied to a more general class of analytic 
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functions. and not restricted to polytopes of polynomials. We shall 

present the result by means of a simple graphical proof. We shall also 

discuss the application of the result to robust stability analysis of 

systems under structured perturbations. 

2. Problem Formulation 

Consider a family of functions (real or complex). continuous with 
respect to a complex variable s on the boundary of a Simply-connected 

region D. which is described by 

1, 2 .... m} (2.1) 

where +i(s} are the vertex functions of S+. Our problem is to derive 

a resul t which s ta tes that S + will have no zero wi thin D if and 

only if a finite subset of S+ has no zero in D. Towards this end. 

we define the set of edge functions as follows : 

+(s) = a+i(s} + (1-a}+j(s) 

; a € [0. 1]. i.j = 1. 2 .... m} (2.2) 

In the follOWing section. we shall present a result which states that 

S+ has no zero within D if and only if S+e has no zero in D. 

3. The Jlain Result 

Defini tion 3.1: Let G denotes a strongly connected graph in the 

complex plane. Then a point w in the plane is said to be enclosed in 

G if and only if w is enclosed by some simple closed curve G' and 

G' ~ G; A region R in the complex plane is said to be enclosed in G 

if every point in R is enclosed in G. 

Theorem 3.1 Consider a family of functions described by 

A 
S+ = conv {+i(s}. i = 1. 2 .... m} (3.1) 

which is continuous on the boundary of a simply-connected region D in 

the complex plane. Suppose that +i(s} are analytic in D. Then S+ 

will have exactly n zeros in D if and only if S+e has exactly n 

zeros in D. where 
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S,e = {,(s) ,(s) = a'i(s) + (l-a)'j(s) 
; a € [0, 1], i,j = 1,2, ... m} (3.2) 

Proof: Necessity is obvious. To prove the sufficiency part, we first 

note that if 'i(s) are analytic in D, then any ,(s) € S, is also 
analytic in D. Next we note that for any fixed s, say s = so' on 

en where en is the contour of D, 'i(so) is a point in the complex 

plane. Furthermore, 

a € [0, 1] (3.3) 

will sweep out a straight line from 'j(so) to 'i(so) as a increases 

from 0 to 1. Hence at s = so' all the edge functions will form a 

strongly connected graph (see for example figure 3.1 where four vertex 

functions are considered), and for any ,(s) € S" ,(so) is enclosed 

by the strongly connected graph. 

Figure 3.1 

By the Argument principle, the image of the edges (i.e. the strongly 

connected graph) will encircle the origin of the complex plane exactly 

n times since each edge function has exactly n zeros in D. This implies 

that the boundary of the image of S, will encircle the origin exactly n 

times since the boundary is simply a subset of the image of the edges. 

Now, for any ,(s) € S,' ,(s) will lie within the region bounded by the 

boundary. Thus ,(s) will encircle the origin of the complex plane 
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exactly n times. Then the Argument Principle will imply that ,(s) has 

exactly n zeros in D. This completes the proof. AAIl 

Corollary 3.1 : 

described by Sf 

Let Sf be a family of polynomials (real or complex) 

A 
= conv {fi(s); i = 1. 2. . m} where fi(s) are the 

vertex polynomials. Then Sf has no zero in a simply-connected region D 

in the complex plane if and only if Sfe has no zero in D. where 

Sfe A {f(s) : f(s) = afi(s) + (1-a)f j (s) 

; a € [0. 1]. i.j = 1. 2 •... m} (3.4) 

Follows from Theorem 3.1 (with n 

functions are entire functions. 

0) since polynomials 

AAIl 

Corollary 3.2: Let ~ be a family of rational functions described 

A 
by ~ = conv {Hi(s); i = 1. 2 •... m} where Hi(s) are the vertex 

rational functions which have no pole in a simply-connected region in 

the complex plane D. Then ~ has no zero in D if and only if all 

its edge rational functions have no zero in D. The edge rational 

functions are defined by 

~e A {H(s) H(s) = aHi(s) + (1-a)Hj (s) 

; a € [0. 1]. i. j = 1, 2. . .. m} (3.5) 

Follows from Theorem 3.1. AAIl 

Before we end this section. we shall discuss the application of the 

results to robustness analysis of unceratin systems. It is well known 

that the characteristic equations of a set of interval matrices are 

contained in the polytope of polynomials constructed from the vertex 

matrices. This result can be generalized. For example. in recent 

studies on the robust stability of linear time-invariant MIMO systems 

[14-18]. it has been shown that robustness problem is equivalent to the 

problem of determining the non-singularity of det[I + M(s)A(s)] for 

all s on the boundary of D. If at each frequency each element of A(s) 

is contained in some polygons. then det[I + M(jw )A(jw )] (s = jw ) is 
o 0 0 

non-singular if the convex closure of the image of the Cartesian 

product of these polygons under the mapping, = det[I + M(jwo)Vi(jwo)]' 
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n 2 
i = 1. 2. . .. 11' vk 

k=1 
does not contain the origin; denotes the 

number of vertices of the polygon which contain the frequency response 

map of the kth element of A(jwo)' and Vi(jwo)'s denote the ~2 vk 
k=1 

vertex matrices constructed from the vertices of the polygon [17]. This 

problem can be transformed into one of determining the stability of a 

convex combinations of analytic functions as stated below: 

Propositon 3.1: Let ",(s.A) = det[I + M(s)A(s)] where M(s) and 

A(s) are D-stable. Let the elements of A(s) be independent of each 

other and are each contained by some polygon. Let {Vi(s). i = 1. 2. 

n 2 
••• 11' vk} be the set of vertex matrices constructed from the vertices 

k=1 
of the polygons. Assume that Vi(s)'s are also analytic in D. Under 

these conditions. ",(s.A) # 0 for all s € en and A(s) € conv{Vi(s). 

i = 1, 2 •... n 2 
11' vk} (this defines a hyper-rectangle) if 

k=1 

det[I + M(s)Vi(s)]} (3.6) 

has no zero in D. 

Proof : It is easy to prove that the image of S'" in the complex plane 

coincides with the convex closure of the images of "'i(s). Hence. the 

convex closure of the images of "'i(s) will not contain the origin if 

and only if the image of S'" in the complex plane does not contain the 

origin. If S'" is analytic in D. then the image of S'" will neither pass 

through nor encircle the origin. This completes the proof. AAA 

4. Olecking the Stability of a Convex Combinations of Functions 

Let us now consider a family of functions described by 

1, 2 •... m} 

A 

where fi(s) are the vertex functions analytic in the CRHP. Let f(s) be 

an arbitrary function which is Hurwitz and analytic in the CRHP. Define 
A A 

F.(s) = f .(s)/f(s). It is then clear that f .(s) will have no zero in 
1 1 1 

the CRHP if and only if Fi(s) have none. and conv{fi(s). i = 1. 2 .... 
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m} nei ther encircles nor encloses the origin if and only if nei ther 

does conv{Fi(s}. i = 1. 2 •... m}. as s traverses the contour of D. en. 
Lemma 4.1 : Conv {f i (s). i = 1. 2. ... m } neither encircles nor 

encloses the origin as s traverses en if and only if there exist a 
A 

function f (s) which has no zero and is anlytic in the CRHP. and a 

function h(s} = e i9(s} continuous in s € en such that 

A 

Re{conv{h(s}fi(s}/f(s}. i 1. 2 .... m}} > 0 

all s € en 
A 

(4.1) 

Proof : With no loss of generality. we let f(s} be any function which 

is Hurwitz and analytic in the CRHP such that Fi(s} is proper. where 
A 

Fi(s} = fi(s}/f(s}. i = 1. 2 •... m. Let 9max(s} and 9min(s} : en -+ IR 

be two continuous (except possibly at the origin) functions defined by 

(4.2) 

and 

(4.3) 

Note that 9max(s} and 9min(s} are well defined on every s € en if 

and only if none of the Nyquist plots of Fi(s}. i = 1. 2 •... m . 

passes through the origin. Define 

(4.4) 

and 

(4.5) 

Obviously. if 9m(s} is not continuous at the origin. then there exist 

Fi(s). i = 1. 2 •... m. that encircle the origin as s traverses en. 
This implies that there exists no continuous 9(s} which make 

A 

Re{conv{h(s)fi(s)/f(s}. i = 1. 2 •... m}} > 0 

; all s € en (4.6) 

Thus the existence of such continuous 9(s) implies that 9m(s) is 
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continuous at the origin and thus we may choose 9(s) = 9m(s). 

Conversely. continuity of ames) at the origin implies that we may 

choose o(s) = ames) as well. 

If o(s) = ames). then (4.1) can be satisfied if and only if Odes) < 
'If. If O(s) < 'If. then it is obvious that conv{F i (s). i = 1. 2. . .. m} 

neither encircles nor encloses the origin and hence neither does 

conv{f i (s). i = 1. 2. . .. m}. Conversely. if Odes) ~ 'If. we may then 

find two members fi(s). fj(s) € Sf such that !fi(s) - !fj(s) = 'If at 

some s = So € en. Note that the edge joining these two vertices is a 

straight line in the complex plane. It thus follows that there exists 

an f(s) where 

f(s) = afi(s) + (1-a)f j (s) a € [0. 1] 

such that f(s) = 0 at s = so. Thus conv{fi(s). i = 1. 2 •... m} must 

enclose the origin at So and this completes the proof. AAA 

We are now in a poSition to state the following main theorem. 

Theorem 4.1 The family of functions analytic in the CRHP 

1. 2 .... m} 

is Hurwitz if and only if 

(i) fi(s) 

(11) Odes) 

is Hurwitz. i = 1. 2 •... m. and 

as defined by (4.4) satisfies 

Odes) < 'If all s € en 

(4.7) 

(4.8) 

Proof: Obvious. since Lemma 4.1 implies that the image of Sf in the 

complex plane. as s traverses en. neither encloses nor encircles the 

origin if and only if (i) and (ii) are satisfied. Apply the Principle 

of Argument completes the proof. AAA 

Comment 4.1: Theorem 4.1 indicates that a necessary condition for the 

Hurwitz property of Sf is that fi(s) is Hurwitz for all i. It will be 

nice in practice if it is not necessary to explicitly check the Hurwitz 

property of each of fi(s). The following corollary to Theorem 4.1 will 

therefore be useful computationally. []IJ[] 
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Corollary 4.1: Let 9max(s) and 9min(s) be defined as in (4.2)-(4.3). 

Then a necessary and suffic1ent cond1tion for Sf to be Hurwitz 1s that 

all the following conditions are satisfied: 

(1) 9max(s) and 9min(s) are well-defined for all s € en. that is. 

there does not exist So € en such that fi(so) = 0 for some i. 

(1i) 9max(s) is continuous at the origin. that is 

lim [9 (j~) - 9 (-j~)] = 0 
~-() max max 

(iii) 9d(s) < v. all s € en. 
(4.9) 

Conditions (i) and (iii) are obviously necessary in view of 

Lemma 4.1. To prove that (ii) is also necessary. we note that a 

necessary condition for (iii) to be satisfied is that lim[9d(j~)] = O. 
+~-() 

Thus the discontinuity of 9max(s) at the origin and the satisfaction of 

(iii) implies 9m(s) of equation (4.5) is discontinuous at the origin. 

Thus the proof of Lemma 4.1 indicates that conv{fi(s). i = 1.2 •... m} 

cannot be possibly be Hurwitz. To prove sufficiency. assume (1). (1i) 

and (iii) are satisfied. then it 1s clear that there exists arbitrarily 

small positive ~ such that (4.1) is satisfied with 9(s) = [~ - ~] -

9max(s). This completes the proof. AAA 

5. Conclusions 

The main purpose of th1s paper 1s to present a generalized edge theorem 

which is applicable to a wide class of analytic functions. We have 

shown that a family of functions def1ned by the convex hull of a finite 

number of vertex analytic functions has no zero w1 th1n a 

simply-connected reg10n if and only if all its edge functions have no 

zero in the region. Extensions of the resul t to mul tiply-connected 

regions are obv1ous by considering some "ugly" Nyquist contour [13]. 

It is shown that the Edge Theorem can be very useful in studying the 

robust stability of feedback systems under highly structured 

perturbations. Furthermore. a simple method for checking the zero 

clustering property of convex combinations of two analytic functions is 

presented. In particular. corollary 4.1 should be useful in the 

stability analysis of interval matrices as well as robustness analysis 

of feedback systems. 
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DESIGNING STRICTLY POSITIVE REAL TRANSFER FUNCTION FAMILIES: A 
NECESSARY AND SUFFICIENT CONDITION FOR LOW DEGREE AND STRUCTURED 

FAMILIES 

C.V. Hollot, Lin Huang and Zhong-Ling Xu 

ABSTRACT 

Consider a transfer function family n(s)/d(s) where n(s) € N with 
N being an interval of polynomials. In this paper we study the problem 
of designing a d(s) such that n(s)/d(s) is strictly positive real for 
all choices n(s) from N. A necessary condition for the existence of 
such a d(s) is that N be stable. We show that this condition is also 
sufficient for low degree systems (degree < 3) and when N has some 
added structure. -

1. INTRODUCTION 

An important problem in both parameter identification (using 
output-error schemes) and in adaptive control is to design a transfer 
function which is strictly positve-real invariant (SPR-invariant); 
e.g., see [1] and [5]. This means the following: Given a family N of 
stable (numerator) polynomials n(s), find a (denominator) polynomial 
d(s) such that deg [d(s)] deg [n(s)] and the transfer function 
n(s)/d(s) satisfies 

Real [n(joo)/d(joo)] > 0, for all 00 > 0 (SPR) 

and for all selections n(s) from N. If such a d(s) exists we say that 
the family of transfer functions 

r(N,d) ~ {n(s)/d(s): n(s) € N} 

is SPR-invariant. 
In this paper we show that if N is a stable interval polynomial 

family and of low degree (n < 3) or of a particular "structure" (the 
particular structures will- be introduced in Section 2), then there 
always exists a d(s) such that r(N,d) is SPR-invariant. An interval of 
polynomials N is given by 

n n-1 aOs + a1s N: (1.1) 

and is stable if and only if the four so-called Kharitonov (corner) 
polynomials 
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K1(S) 
n n-1 n-2 n-3 (1. 2a) ~Os + ~1s + a2s + a3s + + 

K2(s) - n n-1 n-2 n-3 
(1. 2b) aOs + a1s + ~2s + ~3s + + 

K3(s) n n-1 - n-2 n-3 
(1. 2c) ~Os + a1s + a2s + ~3s + + 

K4(s) - n n-1 n-2 - n-3 
(1. 2d) aOs + ~ls + ~2s + a3s + + 

are stable; e.g. , see [3]. Thus, the conditions for our results are 
easily tested. 

2. THE MAIN RESULT 

To begin, assume N is an interval of polynomials and for n(s) £ N 
and 00 > 0 wri te 

n(joo) = h (-i) + joog (-lJh. (2.1) n n 

The polynomials hand gn are the even and odd portions of n(s). For 00 

> 0 define n 

2 (). 2 h 2 ~ min h (-i) h+(-oo ) = max hn (-00 ); (-00 ) 
nEN n£N n 

(2.2a) 

2 (). 2 2 ().. (2) g+(-oo ) = max gn (-00 ); g - (-00 ) = mIn gn -00 • 
n£N n£N 

(2.2b) 

The Kharitonov polynomials can be expressed in terms of h+, h_, g+ and 
g_. If n = even, then 

K1(s) 2 2 (2.3a) h_(s2) + sg+(s2)' 
K2(s) h+(s2) + sg_(s2)' (2.3b) 
K3(s) h_(s2) + sg_(s2)' (2.3c) 
K4(s) h+(s ) + sg+(s ). (2.3d) 

For n = odd 

K1(s) 2 2 (2.4a) h+(s2) + sg_(s2)' 
K2(s) h_(s2) + sg+(s2)' (2.4b) 
K3(s) h (s2) + sg+(s2)' (2.4c) 
K4(s) h+(s ) + sg_(s ). (2.4d) 

The even and odd components of the Kharitionov polynomials play a 
crucial role in the statement and proof of our main result. Before 
stating this theorem we'll need some lemmas. The first lemma states 
that SPR-invariance of f(N,d) is equivalent to K.(s)/d(s), i = 1,2,3,4, 
satisfying Condition (SPR). This result first Iappeared in [2] and 
amounts to a Kharitonov-like result for SPR-invariance. 
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Lemma 2.1 (See [2] for proof): Consider N an interval polynomial 
as in (1.1). If there exists a des) such that K.(s)/d(s), i=I,2,3,4, 
satisfies Condition (SPR), then f(N,d) is SPR-inva~iant. VVV 

This lemma requires the ratio Real [K.(joo)/d(joo») > 0 for i 
1,2,3,4 and for all 00 ~ O. A weaker equivaleftt condition for SPR­
invariance is available and is needed in proving our main results. In 
the next lemma we'll relax the conditions in Lemma 2.1 and show that 
Real [K.(joo)/d(joo)] > 0, i = 1,2,3,4 holding over portions of [0, +m) 
is sufficient for SPR-invariance. To state this result we'll need to 
study the special zero patterns of h (u), h (u), g (u) and g (u) which 
arise in the problem formulation. To+describe thes~ patterns-let 

I:> 2 
u = -00 (2.5) 

and assume that the Kharitonov polynomials K.(s) are stable. It fol­
lows from either (2.3) or (2.4) and the H~rmite-Biehler Theorem that 
(h ,g ), (h ,g ), (h , g ) and (h ,g ) are positive pairs of polyno­
mi~lsr see+ Gantmacher +(4) for details. Consequently, the zeroes of 
h (u), h (u), g (u) and g (u) are negative and distinct and the zeroes 
ot h (u) and +g (u) alternate. Similarly, the zeroes of each of the 
pairs+(h ,g ), (h+,g ) and (h ,g) alternate. Finally, recall (see 
(2.2» that h -ana g domInate hand g respectively. These facts 
constrain the z~roes of ~ (u), h (u); g (u)-and g (u) to a particular 
arrangement on the neg~tive real a*is. A typical pattern is il­
lustrated in Figure 1. 

Now, using the zeroes 
tive u-axis. For n = even, 
1)/2. In either case order 

of h , h , g and g we partition the nega­
let ~ = n/2 thile for n = odd let m (n­
the zeroes of hand h as 

+ 

h a+ < < + < + ... a2 al < 0 
h+; am < ... < a2 < a1 < 0 m (2.6a) 

while for n = odd 

g : /3+ < ... < /3+ < /3+ < 0 
g +: /3m < ... < /32 < /31 < 0 - m 2 1 (2.6b) 

and for n = even 

g : /3+ < < /3+ < /3+ < 0 
+: /3m-1 < 2 1 g - m-1 < /32 < /31 < O. (2.6c) 

For n > 2 and for n = even let p = 4m-1; if n = odd, let p = 4m + 1. 
PartitIon the negative u-axis into the intervals U1 ' U2 ' ... , U 
described by p 
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- +- -+ +- ++ 
U1 = [a1,O); U2 = [a1,a1); U3 = [13l'a1); U4 = [131 ,131 ); Us = [a2 ,131) 

U6 = [aZ,a;); U7 = [13;,al); Us = [13l ,13;); U9 = [a3,13l); U10 = [ai, a3) 

(2.7) 
Observe that the pattern in intervals U1 - Us is repeated in intervals 
Ug - U16 , U17 - U24 and so forth. The cycle IS evident from Figure 1 
where n = 5, m = 2 and where p = 9 such intervals are required to 
describe complete cycles of h+, h_, g+ and g_. 

Lemma 2.2: Consider n > 2 and N an interval of polynomials as in 
(1.1). Suppose there exists -a d(s) which satisfies the following 
conditions: 

(i) Por n = even: 

Real[K1(ji=U)/d(ji=U») > 0 and Real[K2(ji=U)/d(j i=U») > 0; u & U1; 

Real[K2(ji=U)/d(ji=U») > 0 and Real [K3(j i=U)/d(j i=U) ) > 0; u & U2; 

Real[K3(ji=U)/d(ji=U») > 0 and Real[K4 (ji=U)/d(j i=U)] > 0; u & U3; 

Real[K4(ji=U)/d(ji=U») > 0 and Real[K2(ji=U)/d(ji=U») > 0; u & U4; 

Real[K2(ji=U)/d(ji=U») > 0 and Real[Kl (j i=U)/d(ji=U») > 0; u & US; 

Real[K1(ji=U)/d(ji=U») > 0 and Real[K4 (ji=U)/d(ji=U») > 0; u & U6; 

Real[K4(ji=U)/d(ji=U») > 0 and Real[K3(ji=U)/d(j i=U») > 0; u & U7; 

Real[K3(ji=U)/d(ji=U») > 0 and Real[K1(ji=U)/d(ji=U») > 0; u & Ua ; 

Real[Kl(ji=U)/d(ji=U») > 0 and Real[K2(ji=U)/d(ji=U») > 0; u & U9; 

Real[K2(ji=U)/d(ji=U») > 0 and Real [K3(j i=U)/d(j i=U) ) > 0; u & UlO; 

(2.Sa) 
(ii) Por n = odd: 

Real[K2(ji=U)/d(ji=U») > 0 and Real[Kl (ji=U)/d(ji=U») > 0; u & Ul ; 

Real[Kl(ji=U)/d(ji=U)] > 0 and Real[K4 (j i=U)/d(j i=U)] > 0; u & U2; 

Real[K4(ji=U)/d(ji=U») > 0 and Real [K3(j i=U)/d(j i=U) ) > 0; u & U3; 

Real[K3(ji=U)/d(ji=U») > 0 and Real[Kl(ji=U)/d(ji=U») > 0; u & U4; 

Real[Kl(ji=U)/d(ji=U») > 0 and Real[K2(ji=U)/d(ji=U») > 0; u & US; 

Real[K2(ji=U)/d(ji=U») > 0 and Real [K3 (j i=U)/d(j i=U») > 0; u & U6; 

Real[K3(ji=U)/d(ji=U») > 0 and Real[K4(ji=U)/d(ji=U») > 0; u & U7; 

Real[K4(ji=U)/d(ji=U») > 0 and Real[K2(ji=U)/d(ji=U») > 0; u & Ua ; 
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Real[K2(jl=U)/d(jl=U)] > 0 and Real[K1(jl=U)/d(jl=U)] > 0; 

ReallKl(jl=U)/d(jl=U)] > 0 and Real[K4(jl=U)/d(jl=U») > 0; 

Then, r(N,d) is SPR-invariant. 
(2.8b) 

Observe the the conditions in (2.S) for intervals U1 - Us are 
repeated in intervals U9 - U16 ' U17 - U24 and so on. 

Proof of Lemma 2.2: The proof is geometric and leans of the fact 
that the so-called value set VN(jw) (for polynomial family N at fre­
quency 00), defined by 

VN(joo) = {n(joo): n(s) £ N}, 

is a level rectangle as depicted in Figure 2. This fact was reported 
ia Dasgupta (7) and Minnichelli, Anagnost and Desoer (6). The vertices 
Vl of this level rectangle are the Kharitonov polynomials identified 
f~r n = even by 

V~ = K2; V~ = K4; V~ = K1; V~ = K3 

and for n = even by 

1 234 
VN = K1 ; VN = K3; VN = K2; VN = K4 · 

For simplicity, assume n = even. From (2.5), (2.6a) and (2.6c) it 
follows from Figure 3 that 

U £ U1 .. VN(jr-u) is contained in fi rs t quadran t ; 

u £ U2 .. VN(jr-u) is contained in first and second quadrants; 

u £ U3 .. VN(jr-u) is contained in second quadrant; 

u £ U4 .. VN(jr-u) is contained in second and third quadrants; 

and so forth. By definition, r(N,d) is SPR-invariant if and only if 
Condition (SPR) holds for some d(s) and for all n(s) £ N. This is 
equivalent to the existence of a d(s) such that 

* Real [n(joo)d (joo») > 0, for all 00 > 0 (2.9) 

* and for all n(s) £ N where d (joo) is the complex conjugate of d(joo). 
Suppose u £ U1. From Figure 3a we see that 

* Real [n(j r-u)d (j r-u») > 0 (2.10) 
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for all n(s) & N if and only if this condition holds for all n(jl=U) & 

VN(jl=U). This is true if and only if 

* * Real[K1(jl=U)/d (j1=U») > 0 and Real[K2(j1=U)/d (j1=U») > o. (2.11) 

If u & U2' then from Figure 3b we see that (2.10) hold if and only if 

* * Real[K2(jl=U)/d (j1=U») > 0 and Real[K3(j1=U)/d (j1=U») > O. 

Continuing in this fashion it's clear from (2.9) and the preceding 
conditions that (2.8) are sufficient for r(N,d) to be SPR-invariant for 
some polynomial d(s). This proves Lemma 2.3. VVV 

We are now in a position to state and prove the main result. 

Theorem 2.1: Consider N an interval polynomial as in (1.1) which 
satisfies 

or 
(i) !i = a i for all i = even or all i = odd. 

(ii) n = 1, 2, or 3. 

Then, there exists a d(s) such that f(N,d) is SPR-invariant if and only 
if the Kharitonov polynomials KI , K" K3 and K4 are all stable. 
Furthermore, there exists a k ~ 0 sucH that this d(s) can be written as 

(2.12) 

Proof of Theorem 2.1: (Necessity) For r(N,d) to be SPR-invariant 
it is clear that all of N be stable. Since Ki(s) & N, i=1,2,3,4, then 
these Kharitonov polynomials K.(s) must be stable. 

(Sufficiency) Assume thaI the Kharitionov polynomials K.(s) are 
stable. If Condition (i) or (ii) of the theorem statement hoids, then 
we must find a d(s) such that r(N,d) is SPR-invariant; that is, 
Condi tion (SPR) holds for all n(s) & N. 

For n(s) & N and a candidate d(s), write 

2 2 2 2 n(s) = hn(s ) + sgn(s); d(s) = hd(s ) + sgd(s ). (2.13) 

For this n(s) and d(s) Condition (SPR) is equivalent to 

* Real [n(jlll)d (jill») > 0, for all Ill> 0 (2.14) 

* where d (jill) is the complex conjugate of d(jlll). Substituting (2.13) 
into the left hand side of inequality (2.14) gives 
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Real [n(joo)d*(joo)] = Real [(hn(-002)+jlAlgn(-i»(hd<-i)-joogd(-002») 

2 2 2 2 2 
= hn(-oo )hd(-oo ) + 00 gn(-oo )gd(-oo ) 

= hn(u)hd(u) - ugn(u)gd(u) (2.15) 

where u = _002• 
equivalent to 

From (2.14) and (2.15) we see that Condition (SPR) is 

for all u € (-"', 0). (2.16) 

From Lemma 2.2 it suffices to show Condition (SPR) holds for only 
the Kharitonov polynomials K.(s). Furthermore, we'll restrict d(s) to 
the form in (2.5); i.e., in (t13) we take h = h· and gd Ii kg. 
Therefore, to complete the proof, we use ~emma 2:2, (2.3)-(2.5) a~d 
(2.14) and seek a k ~ 0 satisfying 

h (u)h (u) - kug+(u)g+(u) > 0, (2.17a) 
h-(u)h-(u) - kug (u)g (u) > 0, (2.17b) 
h-(u)h-(u) - kug-(u)g+(u) > 0 (2.17c) 

and - + - + 

h (u)h (u) - kug+(u)g+(u) > 0 (2.17d) - + 

for all u € (-"', 0). Later in the proof we'll make use of root locus 
techniques to find a suitable k satisfying (2.17). For the moment we 
reconsider Figure 1 and make two observations concerning the ine­
qualities in (2.17). First, h (u) and g (u) have no common roots. 
Hence, (2.17a) holds for all k > O-and for ali u € (-"', 0). Secondly, 
h (0) and h (0) are positive. -Thus, the requirements in (2.17a-c) are 
equivalent to finding a k ~ 0 such that 

and 

(2.18a) 
(2.18b) 

(2.18c) 

possess no solutions u in (-"', 0). We are now in a position to consider 
conditions (i) and (ii) in the theorem statement. 

Condition (i) holds: (Case 1: a. = a. for i = even) In this 
situation h = h , thus the requirements oft (2~18a-c) become one of 
finding a k+~ 0 such that 

has no solutions u in (-"', 0). The problem of finding such a k can be 
resolved using root locus techniques. Indeed, (2.19) is equivalent to 

ug (u)g (u) 
1 - k - + = O. 

h_(u)h_(u) (2.20) 
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It's evident from the root locus diagram in Figure 4 that (2.19) has no 
roots in (_m, 0) for sufficiently small k > O. Thus, there exists a 
(sufficiently small) k > 0 such that (2.19) possess no roots u in (_m, 
0). This completes the-proof of Case 1. 

(Case 2: a. = a i for i = odd) The proof for this case is dual to 
the proof of -Case 1. We have g e g so that equations (2.18a-c) 
reduce to + 

h (u)h (u) - kug (u)g (u) = O. - + + + (2.21) 

Again, using root locus arguments, one sees that (2.14) possesses no 
roots u in (_m, 0) for sufficiently large k; see Figure 3, Therefore, 
there exists a (sufficiently large) k > 0 such that (2.12) has no roots 
in (_m, 0). This completes the proof of Case 2. 

Condition (ii) holds: We consider the three cases n = 1,2, and 3 
separately. 

(Case 1: n = 1) Here, h e aI' h ~ a1, g E aO and g E ~O 
which are all positive numb~rs. If we taRe k+= 0, then (2.19) never 
has non-positive real roots u. 

(Case 2: n = 2) The polYnomials h (u) and h (u) are first order, 
while g_(u) = ~1 and g+(u) a1• Equati6ns (2.18)-become 

h (u)h (u) - kU~I~1 0 (2.22a) 
h-(u)h-(u) - kU~lal 0 (2.22b) 

and - + 
2 

h (u)h (u) - kua1 O. (2.22c) - + 

For 2all k ~ 0, (2.22a) possesses no real, non-positive roots u. Since 

-kua ~ -ku~lal for all u ~ 0, then the requirements on (2.22b) and 
(2.2~c) are met if just (2.22b) holds. However, (2.22b) is just a 
special case of (2.21). Thus, for sufficiently large k > 0, (2.22b) 
possesses no roots in (_m, 0). 

(Case 3: n=3) Polynomials h ,h ,g and g are first order with 
zeroes ~ < 0, ~- < 0, ~~ < 0 an3 ~1 <+0 respectively. To make use of 
Lemma 2.2 we idenlify the five intervals (p 4m+l = 5) 

[~~'~1); Us = [_m,~~). 
(2.24) 

With the form of d(s) taken as in (2.12) we now find a k > 0 such that 
conditions (2.8b) of Lemma 2.2 are satisfied. 

From the preceding development, (2.13)-(2.18), we see using (2.4) 
and (2.18a-c) that the requirements in (2.8b) are equivalent to the 
existence of a k > 0 such that 
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(2.18b) has no solutions u t U ; 
(2.18a) and (2.18b) have no solutions u t U2; 
(2.18a) and (2.18c) have no solutions u t U3; 
(2.18b) and (2.18c) have no solutions u t U4; 

and 
(2.18b) has no solutions u t US' 

(2.2sa) 
(2.2sb) 
(2.2sc) 
(2.2sd) 

(2.2se) 

The solutions to (2.18a-c), as a function of k, can be determined 
from the three root loci in Figure 6. Now, choose k > 0 such that the 
solutions to (2.18b) are neither real nor negative. It's clear from 
Figure 6b that this is possible; e.g., take k > 0 so that the roots of 
(2.18b) coincide with the "*'s" in Figure 6b. For this value of k = k* 
all conditions in (2.25) are satisfied. This is clear from (2.24), 
(2.25) and Figure 6. For instance, conditions (2.2sa-e) are satisfied 
since the root locus in Figure 6b does not touch U1 or US' Finally, 
observe that even though the root loci associated with t2.18a) and 
(2.18c), see Figures 6a and 6b respectively, touch intervals U2 and U&, 
none of the conditions (2.25) are violated. Therefore, for k = k*, all 
of ihe conditi2ns (2.25) are satisfied. This implies that d(s) = 
h (s ) + sk*g (s ) satisfies the conditions of Lemma 2.2. Hence, 
r(N,d) is SPR:invariant which proves Case 3 and the theorem. VVV 

3. EXAMPLE 

Consider an interval polynomial family N of degree n 
by 

where ~O = aO = ~1.= a1 .= 1; a 2 = 3; a2 = 4; ~3 
Kharitonov polynomIals In (1.3) are 

3 2 
s3 + s2 + 4s + 1; 
s + S + 3s + 1 

3 described 

2. The four 

which are all stable. We conclude from Theorem 2.1 that there exists a 
polynomial d(s) such that the family of transfer functions r(N,d) is 
SPR-invariant. Moreover, a suitable d(s) is given by 

2 2 
d(s) = h+(s ) + ksg+(s ) 

where h+ and g+ are defined in (2.2) and given by 

and where K is some non-negative number. In fact, a class of admis­
sible d(s) is 

3 2 d(s) = ks + s + 4ks + 2; k t [.05, 4.1]. 
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Rgure 1: The pairs (ht • 9t). (ht .9·), (h.,9t) and (h .• 9.) are all positive pairs, see 
Gantmacher [4]. Furthermore, h+ and 9+ dominate h· and 9- respectively. 

TMAG 

Figure 2: The value set of an interval of 
polynomials is a level rectangle. 

REAL 
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lHAG 

lHAG 

K3 '------------r--------------~K, 

RE RE 

(a) U E U1 (b) u £ U2 

IHAG lHAG 

RE 

RE ~------~------------~K4 

Figure 3: The_value set VN(jw), where N is a stable, 
level rectangle of polynomials, traces out 
a distinctive path in the complex plane. 

x = zeroes of h+ and h_ 

o = zeroes of 9+ and 9_ 

~ From the root locus we see that for sufficiently small values of the variable k that 

(2.19) has no real roots Il in (-,0]. 

u 
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x = zeroes of h+ and h. 

o = zeroes of g+ and g. 

... 

~: This root locus possesses no solutions on the negative real axis as long as the root 
locus variable k is sufficiently large. This locus describes the roots 01 (2.21). 

(a) Solutions to (2.18a) 

(b) 

(e) Solutions t.o (2.18c) 

-Figure 6: For n - 3, equations (2.ISa-c) have solutions as 
depicted by these root loci. These results are used 
in finding a k > 0 such that (2.2Sa-e) are satisfied. 

u 



QUADRATIC ST ABILlZABILlTY OF LINEAR SYSTEMS WITH 

STRUCTURAL INDEPENDENT TIME VARYING UNCERTAINTIES 

Kehui Wei 

Abstract 
This paper investigates the problem of designing a linear state feedback control to 

stabilize a class of single-input uncertain linear dynamical systems. The systems under 
consideration contain time-varying uncertain parameters whose values are unknown but 
bounded in given compact sets. The method used to establish asymptotical stability of the 
closed loop system (obtained when the feedback control is applied) involves the use of a 
quadratic Lyapunov function. Under the assumption that each entry of system matrices 
independently varies in a sufficient large range we flrst show that to insure a system 
stabilizable some entries of the system matrices must be sign invariant, more precisely, the 
number of the least required sign invariant entries is equal to the system order. Then, for a 
class of systems containing both the least required sign invariant entries and sign varying 
structural uncertainties we provide the necessary and sufficient conditions under which the 
system can be quadratically stabilized by a linear control for all admissible variations of 
uncertainties. The conditions show that all uncertainties can only enter the system matrices 
in a way to form a particular geometrical pattern called "anti-symmetry stepwise 
conflguration" . 

1. Introduction. 

In recent years, the problem of designing a feedback control law to stabilize an 

uncertain dynamical system has received considerable attention; e.g., see [1]-[20] and 

their bibliographies. In this paper the uncertain dynamical systems under consideration are 

described by state equations containing time-varying uncertain parameters which are 

unknown but bounded in a prescribed arbitrary compact sets. In order to establish the 

stability of the closed loop time varying uncertain system, a quadratic Lyapunov function is 

used. The quadratic stabilization problem can be roughly stated as follows: Provide 

conditions under which it is possible to flnd a suitable quadratic Lyapunov function and 

design a continuous feedback controller which guarantees uniform asymptotic stability of 

the origion for all admissible variations of uncertainties. 

It is convenient to classify the existing results on robust stabilization into two 

categories. First, there are a number of results which treate the uncertain system as a 

nominal system with uncertain perturbations. No special assumptions on the location of 

uncertain entries are required. By using the knowledge of the nominal system, one can 

construct a feedback control and a related Lyapunov function to prove uniform asymptotic 

stability for all admissible uncertainties; e.g., see [1], [9],[13] and [15]. With this 

method, usually only sufficiently small "size" of perturbation is allowable. 

The second category of results are applicable to systems having some arbitrarily large 
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varying terms. In this case, the locations of uncertainties in the system matrices playa 

crucial role. It has been found that if sufficiently large uncertainties enter some entries, the 

system may not be stabilizable. In other words, to guarantee robust stabilizability of a 

system, one has to propose some restrictions on which entries of system matrices are 

permitted to be uncertain. In [4], [7]-[8] and [11]-[12], the uncertainty in the systems is 

assumed to satisfy the so-called "matching conditions". In view of the fact that matching 

condition as sufficient conditions are often too conservative, generalized matching 

conditions are found in [16], provided the nominal system is of cannonical form. This 

result is further generalized to obtain so-called "admissible shuffle" structures for 

single-input systems in [2]. In [10], a sufficient condition on multi-input systems is 

proposed, also based on a canonical form assumption. 

This paper is fall into the second category. The main aim of this paper is to examine 

the following question: When each entry of system matrices varies independently in a 

sufficient large range, under what conditions can the system be quadratically stabilized by a 

linear control. It is not hard to see that if every entry is allowed to vary independently 

through zero, the system can not be stabilizable. In other words, in order to guarantee the 

stabilizability for an uncertain system some entries of the system matrices must be sign 

invariant (including a constant number). We first show that to insure a system stabilizable 

via linear control the least number of sign invariant uncertain entries in the system matrices 

is equal to the system order, provided that those sign invariant uncertain entries locate in 

proper places. Then, under the assumption that a system containing the least required sign 

invariant uncertainties in proper entries and structural uncertainties (Le., uncertainties 

which vary in arbitrary bounding sets) in some of the rest entries we derive necessary and 

sufficient conditions under which the uncertain system is quadratically stabilizable via 

linear control. Roughly speaking, those structural uncertainties can only locate in such 

places which form a certain geometrical pattern called anti-symmetry stepwise 

configuration. This paper has some siliant features: First, our stabilizability conditions 

can be easily checked by just examining the uncertainty locations in the system matrices. 

Second, once a system satisfies the stabilizability conditions, a suitable quadratic 

Lyapunov function and a desired linear stabilizer can be computed following a constructive 

procedure. The control gain will depend on the given varying ranges of all uncertain 

parameters. Thirdly, as a necessary and sufficient condition, our criterion captures all the 

stabilizable systems which satisfying the forementioned sufficient conditions in the same 

category. 

Due to space constraints, all proofs of preliminary lemmas and main theorems has 

been omitted and can be found in [19]. 

2. Systems, assumptions and definitions. 

We consider a linear time ~ uncertain system 2,(A(q(t)), b(q(t))) (or uncertain 

system 2,(A(q), b(q)) for short) described by the state equation 
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~(t) = A(q(t»x(t) + b(q(t»u(t) ; t ~o 

where x(t)e Rn is the ~; u(t)e R is the~; q(t)e QC RP is the nmskl uncertainty 

which is restricted to a prescribed bounding set Q. Within this framework, A(·) and b(-) 

must be nxn and nx1 dimensional matrix functions on the set Q, respectively. Hence for 

fixed qe Q, A(q) and b(q) are the model matrices which result. 

In this paper, unless otherwise stated, we assume that A(q) and b(q) each depends on 

different components of q; that is, we have q=[r : sr, where AO depends solely on rand 

bOon s. 

Throughout the remainder of this paper, the following assumptions are taken as 

standard: 

Assurrwtion 2.0.1 (continuity): The matrices A(·) and bO depend continuously on 

their argumentS. 

Assumption 2.0.2 (compactness): The bounding set Q is compact. 

Assumption 2.0.3 (measurability): The uncertainty q(.): [o,oo)~ Q is required to be 

Lebesgue measurable. 

Definition 2.1: An uncertain system I.(A(q(t», b(q(t») is said to be Quadratically 

stabilizable (with respect!Q Q) if there exists a continuous (feedback control) mapping 

pO: Rn~ R with p(O)=O, an nxn positive-definite symmetric matrix P and a constant a > 

o leading to the satisfaction of the following condition: Given any admissible uncertainties 

q(.), it follows that 

L(x,t) ~ x'[A'(q(t»P + PA(q(t))]x + 2x'Pb(q(t»p(x) ::;; - allxll2 (2.1.1) 

for all pairs (x,t)e Rnx[O, +00). L(x,t) is the so-called Lyapunov derivative associated 

with the quadratic Lyapunov function Vex) ~ x'Px. Furthermore, I.(A(q(t), b(q(t») is said 

to be Quadratically stabilizable via linear control (with respect!Q Q) if p(x)=Kx where K is 

a 1xn constant matrix. 

Definition 2.2: An nxn uncertain matrix M(q) ~ {ffij j(q)} is said to be in the ~ 

form if for each i = 1, 2, ... , n-1, mi i+ 1 (q) is an independent sign invariant function of q 

(including a constant function). 

In the sequel, for notational simplicity, we always use e to denote an entry which is a 

sign invariant uncertainty. Note that e in different entries are not necessarily a same 

function of q. 
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Definition 2.3: An uncertain system I.(A(q), b(q» is said to be in the standard fonn 

with structural independent uncertainties if its corresponding matrix M(q) defined as 

[ 
A(q): b(q)] 

M(q) ~ - - - - - - - - - - - - ~ {~ .(q)} 
o : 0 J 

(2.3.1) 

is in the standard fonn and every non-supperdiagonal entry mij(q) of M(q) is zero or 

varies independently in [-ri j ri j] where ri j>O is allowed to be arbitrarily large. 

Definition 2.4: An uncertain system I.(A(q), b(q)) is said to have an anti-symmetric 

ste.pwise confi&uration if its corresponding matrix M(q) as in (2.3.1) satisfies the 

following conditions: 

i) M(q) is in the standard fonn as in Defmition 2.2; 

ii) If P ~ k+2 and mk p(q)$ O,then mu v(q) = 0 for all u~v, u~p-1 and v~+ 1. 

Remark 2.5: A roughly geometric interpretation of an anti-symmetric stepwise 

configuration is shown in Figure 2.1 where the shaded regions denote permissible 

uncertain entries and the empty regions are composed entirely of zero entries. Note that in 

accordence with Defmition 2.4 a precise geometric interpretation of an anti-symmetric 

stepwise configuration is easy to determine. 

3. Preliminary lemmas for proving main theorems. 

Lemma 3.1: (see [6] for proof): An uncertain system I.(A(q), b(q)) ~ quadratically 

stabilizable if Bllil mllY if ~ ~ ill!. nxn ~-~ ~ S ~ l!llit 

x'(A(q)S + SA'(q))x < ° 
fru: ~ pIDn (x,q)e NxQ with x;!() where N ~ {xe Rn : b'x=O fru: some be conv (b(q) : 

qeQ}. 

09~ 

~8 

Figure 2.1: An. anti-symmetric s1epvise configuration. 
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Corollary 3.2: An uncertain system L(A(q), b(q)) with 

b(q) ~ [- - :- - ] 

~ 8 ~ .i!. ilim invariant uncertain function Qf q ~ quadratically stabilizable if .and ~ if 

1t(S,q) ~ E>'(A(q)S + SA'(q))E> (3.2.1) 

~ ne&ative-definite fur .!ill. qe Q. 

The pair (S, 1t) satisfying Corollary 3.2 is called an admissible rum: for the system 

L(A(q), b(q». 

Lemma 3.3: (see [9] for proof): Consider an uncertain system L(A(q), b) where b lli 

.i!. constant vector. l&! E>~.!ill)': nx(n-l) orthonormal matrix whose columns span N(b'). 

Then the system L(A(q), b) lli quadratically stabilizable via linear control if and only if 

1t(s,q) ~ E>'(A(q)S + SA'(q»E> (3.3.1) 

~ ne&ative-~ fur.!ill. qe Q. 

Lemma 3.4: (see [2] for proof): Consider an uncertain system L(A(q(t», b(q(t»). 

Define the (n+ I)-dimentional system L+(A +(q(t)), b+(q(t))) 

~+(t) = A +(q(t»x+(t) + b+(q(t))u+(t) ; t ~O 

A+(q) ~ [-~~~)->-~~q!- ]; b+(q) ~ [--:-- J. 
Then L(A(q(t)), b(q(t») is quadratically stabilizable via linear control if and only if 
L+(A +(q(t)), b+(q(t))) is quadratically stabilizable via linear control. 

Note that in [2], only b+=[O 0 ... 01]' is considered. However, the same proof is 

also valid when b+ is replaced by b+(q(t»=[O 0 ... 08]'. 

Definition 3.5: Consider an uncertain system L(A(q), b(q)) where 

b(q) ~ [- - ~- - ] 

where 8 is a sign invariant uncertainty. A down-au&mentation system L+(A +(q), b+(q» 

of L(A(q), b(q» is defined as follows: 

A+(q) ~ [- ~~~)- ~ - - ~~~ -]; b+(q) ~ [- - ~- - ] 
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where 9 is a sign invariant uncertainty. 

Lemma 3.6: Consider im uncertain ~ ~(A(q), b(q» and its down-augmentation 

~ ~+(A +(q), b+(q) Min Definition 3.5. Then, if ~(A(q), b(q» 1£ quadratically 

stabilizable, ~+(A +(q), b+(q) h ~ quadratically stabilizable. 

Defmition 3.7: Consider an uncertain system ~(A(q), b(q» where 

A(q) ~ [ 0 : K(q)] 
--*---~-----*-- ; b(q) ~ [- - ~- - ]. 

An .Yl2-augmentation system ~+(A +(q), b+(q» of ~(A(q), b(q» is defined as follows: 

A+(q) ~ [j:U:f:~~~::::l; b+(q) ~ [--:~-l· 
*. * . ** ... * 

Lemma 3.8: Consider an uncertain system ~(A(q), b(q) m:!d in lJl2-augmentation 

~ ~+(A +(q), b+(q) Min Definition 3.7. Then, if ~(A(q), b(q) 1£ Qlladratically 

stabilizable, ~+(A +(q), b +(q) h!!!m quadratically stabilizable. 

Observation 3.9: If an uncertain system ~(A(q), b(q» satisfies the following 

condition: 

[ 
A(q): b(q)] 

------------
o : 0 

has an anti-symmetric stepwise configuration. Then the system ~+(A +(q), b+) 

A+(q) ~ [-~~~-;--~~q!-]; b+ ~ [--~--] 
can always be generated from AO=[ * ], bO=[ 9 ] or AO=[ 0 ], bO=[ 9 ] via a sequence of 

augmentation (either down or up). 

Lemma 3.10: Consider ~ m ~ ~(Ac' bc) where 

o 1 0 0 
o 0 1 ... 0 

o 0 

o 
1 
o 

o 
o 

o 
1 

(3.10.1) 

If ~ is im admissible l2IDr (S,x) fur ~ ~ ~(Ac' bc)' then 1M entries si j Qf S ~ 

~ following pmperties: 

1) sii >OfurDlli = 1,2, ... , nmldsii+l <OfuIDlli = 1,2, ... , n-1. 

2) If si+ 1 i+ 1 ~ a2si i' then for i+ IS k So 



Sk k > a24-4(k-i-l)sk_1 k-1' 

Mll<n a2 is.la.w<~, ~ 
Si i < si+l i+l < ... < sn n 
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3) jfsi-1 i-I ~ ~2Si i,lhMfm:i-l~k~l 

sk k > ~24-4(i-k-1)Sk+1 k+1' 

When ~2 n~~, then 

sii <si-1 i-I < ... <sll' 

Lemma 3.11: Consideununcertainmtcmr(Ac(q), bc) 

0 1 0 0 0 
0 0 1 0 0 

Ac(q) ~ bc ~ 
: 

liuv 0 : 
: 1 0 
0 0 0 1 

ha.YiJl& QIII< structural uncertainty au v ~ l~v~u~-l, lliu v(q)ISr lmd r is. sufficiently 

~. If ~ is. ml admissible lmir (S, x) fm: ~ mtcm r(Ac(q), bc)' lillm ~ ~ si j 

Qf S have following properties: 

1) ISuu+11>lsv-1vlmnw1; 

2) I Su u+ 11 I Sv v+ 11 > s2 v v ; 

3) Su u < su+ 1 u+ 1 < ... < sn n' 

Lemma 3.12: Consider ml uncertain ~ r(Ac' bc(q) ) 

0 1 0 0 0 
0 0 1 ... 0 

Ac~ bc(q) ~ akp 
: 
0 : 

: 1 0 
0 0 0 1 

~ akp is..Il. structural uncertainty: I akp(q)ISr lmdr is. sufficiently~. Iflhm<. 

~.Il.ll admissible lmir (S, x) fm: ~ mtcm r(Ac' bc(q) ), ~ ~ ~ si j Qf S 11m 
~ following properties: 

I) ISkk+11I Snn_ll>s2nn; 

2) sll>s22>"'>skk>sk+1k+I' 

Lemma 3.13: Consider.ll.ll uncertain ~ r(Ac(q,bc(q» 
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0 1 0 0 0 
0 0 1 0 

Ac(q) ~ bc(q) ~ akp 
: 
0 : 

: 1 0 
0 o ~v ... 0 1 

~ au v.!Yll1 ak p m. ind<;pendent structural unctmainti<;s. If ~v-l, !h<:n.tb<:. mt<:m ~ 

not quadratically stabilizable. 

4. Main results. 

We now state our main results. 

Theorem 4.1: Consider an uncertain syst<;m I.(A(q(t», b(q(t))). If every lm!IY of 

system matrices A(q).!Yll1 b(q) il an independent uncertain function of q, then.tb<:. system il 
quadratically stabilizable via linear control only if !ill< followin& condition holds: There are 

~ invariant entries in every ~ of the fIrst n rows and ~ column of n columns of 

.tb<:. (n+l)x(n+l) matrix M(q) ~ 

M(q) ~ [- ~~~- ~ - - ~~q! - ] . 
o : 0 

Theorem 4.1 implies that if a system having independent varing entries is stabilizable, 

the number of the least required sign invariant entries is equal to the system order, 

provided they are in proper locations. In the follows, we only consider the systems 

having the lowest number of sign invariant uncertain entries. Obviously, the supper 

diagonal of M(q) is a proper location for sign invariant entries in order to satisfy the 

requirements of Theorem 4.1. 

Theorem 4.2: An uncertain system I.(A(q(t», b(q(t») in the standard form with 

structural independent uncertainties il quadratically stabilizable via linear control if and 

only if the system has an anti-symmetric stepwise confi&uration. 

This research was supported by Deutsche Forschungsanstalt fuer Luft- und 

Raumfahrt. 
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A Finite Zero Exclusion Principle 

Anders Rantzer 

Abstract. The paper shows that the "frequency sweep" in the well known "zero 
exclusion principle" for checking robust stability of linear systems, can be avoided. 
In fact, we derive a simple sufficient condition for zero exclusion in an entire 
frequency interval. The main idea is that a polynomial P of degree n is Hurwitz if 
and only if L:~=2 arg(p( iWk)/p( iWk-I)) > (n - 1)7r for some WI < ... < W N. 

As an application, we consider polynomials of degree n with coefficients de­
pending linearly on m paranIeters in the interval [0,1]. The number of calculations 
for checking Hurwitz stability of the complete fanIily then grows only as n2 m log m, 
but depends also on the "stability margin" of the fanIily. 

The test is also applied to problems with multilinear parameter dependence, 
in particular checking positive realness of a rational function, whose numerator 
and denominator depend linearly on interval bounded parameters. 

Introduction 

Considering stability robustness of linear systems raises the question whether 
the characteristic polynomial is Hurwitz for every possible value of some uncertain 
parameters. (A Hurwitz polynomial is usually defined as a polynomial with real 
coefficients, having no zero z with Re z 2: 0. For convenience, we shall use the 
same notation for polynomials with complex coefficients and for families of such 
objects.) A celebrated theorem by V.L. Kharitonov [6] [7], states that a family of 
polynomials, defined by letting the coefficients vary independently of each other 
in specified intervals, is Hurwitz if and only if four special "corner polynomials" 
of the family are Hurwitz. 

Other methods have been proposed for treating other stability regions and 
letting several coefficients of the polynomial depend on one common set of uncer­
tain variables. In particular, Bartlett, et.al. [3], proved that the convex hull of a 
set of polynomials PI(S), ... ,Pm(s), is !1-stable (has all its zeros within the path­
wise connected region!1 C C), if all the edges >'Pi(S) + (1- >')pj(s), 1 ~ i,j ~ m, ° ~ >. ~ 1, are !1-stable. Edge stability may be checked using the criterions in [4] 
and [5]. 

An older result, recently developed by Barmish [2] and Anagnost, et.al. [1], 
is the "zero exclusion principle" , stating that a connected family of polynomials is 
!1-stable if it contains a stable polynomial and no polynomial of the family has a 
zero on the boundary of!1. For eXanIple, Anagnost, et.al. sweep the boundary of 
!1, plotting, for a sufficient number of points, the value closest to zero that is taken 
in that point by a polynomial of the family. The family is stable, unless the plot 
intersects zero. Considering Hurwitz stability, this paper shows that the boundary 
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sweep can actually be replaced by calculations for a much smaller number of 
frequencies. The same method can be applied to any circular stability region 
Dee, by using an appropriate transformationp(s) 1-+ (as+btp(cs+d)/(as+b)) 
of the polynomials. 

The argument principle implies that a polynomial p of degree n is Hurwitz 
if and only if the argument variation of p along the imaginary axis equals mr. 
Our first result is a finite argument principle (f.a.p.), stating that p is Hurwitz if 

L:~=2 arg(p(iwk)/p(iwk_I)) > (n -1)71" for some WI < ... < WN. 
When the polynomial p( s, >.) also depends on >. E lR m, we use the notation 

pes, A) for the set {pes, >.) I >. E A}. If the f.a.p. is satisfied by p(., 0), the additional 
conditions 0 ¢ conv [pC iWk-l, A) U p(iWk, A)], k = 2, ... , N, are sufficient to prove 
that every p(., >.), >. E A, satisfies the f.a.p. This is called the finite zero exclusion 
principle (f.z.e.p.). 

After developing this general stability criterion, we devote one section to the 
particular case 

(1) 

where Po, ... ,Pm are polynomials and degpi ~ degpo = n, j = 1, ... m. One 
drawback of the "edge criterion" mentioned above, is that stability has to be 
checked separately for each edge of the polytope and that the number of edges 
grows with m as 2m • This makes the method inconvenient when the number of 
uncertain parameters is large. For the same problem, the complexity of the f.z.e.p. 
grows with m and n only as n 2mlogm. 

A more general problem of great importance is to check Hurwitz stability of 
a polynomial which depends multilinearly on a number of unknown independent 
parameters, each bounded in an interval. For example, the characteristic polyno­
mial of a matrix depends multilinearly on the entries of the matrix. Our algorithm 
is generalized to treat this problem as well, however with exponential complexity. 
Let the set of unknown parameters be divided into two categories with I and m 
parameters each, such that the polynomial depends linearly on the parameters of 
the first category, as the second is kept fixed. Then, the computational complexity 
for problems with fixed stability margin grows as n2 2m llogl. 

As an application, we show that the problem of checking positive realness of 
a rational function, whose numerator and denominator depend linearly on m inde­
pendent unknown interval bounded paramters, can be reduced to the multilinear 
polynomial case with m = 2. 

A Finite Zero Exclusion Principle 
The principal branch of arguments of complex numbers is used, i.e. -71" < 

arg z ~ 71" for z f:. O. The notation argp( ±ioo) denotes limw-+±oo argp( iw). 

THEOREM 1 (FINITE ARGUMENT PRINCIPLE, F .A.P. ) Suppose -00 = WI < ... < 
W N = +00. If p is a polynomial of degree n with complex coefficients, and 

{

P(iWk) f:. 0, k = 1, ... ,N 

arg(p(iwk)/p(iwk_I)) < 71", k = 2, ... ,N 

~ p(iWk) 
Larg (. ) = 7I"n, 
k=2 p ZWk-1 

(2) 
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then p is Hurwitz. 
Conversely, if p is a Hurwitz polynomial of degree n, there are frequencies 

{Wd~~l that satisfy (2) . 
Proof: Suppose pes) = po(s - al)'" (s - an). The first two conditions im­
mediately imply that p has no zeros on the imaginary axis, so the expression 
arg((iwk - aj)/(iwk-l - aj)) is > 0 if Re a < 0 and < 0 if Re a > O. Since 
arg(ul"'Un ) :::; \argul\ + ... + \argun \ with strict inequality if arguk < 0 for 
some k, the third condition implies that 

N (.) N n (. ) 
'" P ZWk '" IT ZWk - aj mr = L...- arg. = L...- arg . 
k=2 p(ZWk-l) k=2 j=l (ZWk-l - aj) 

N n I (. ) I n I N (. ) I ~k-a' ~k-a' < arg . J = arg . J = n1l' -I:?= (zwk_l- a ') ?= I: (zwk_l- a ') k=2 J=l J J=l k=2 J 

Strict inequality is impossible, so p must be Hurwitz. 
If p is Hurwitz, then we can choose {Wkn~l with WI = -00, W2n = 00 such 

that each of the intervals ]Wk-l ,Wk[ contains exactly one zero of either Re p(iw, 0) 
or 1m p(iw,O). This proves the second part. _ 

The main result of this paper now follows as a natural generalization of the 
f.a.p. to families of polynomials: 

THEOREM 2 (FINITE ZERO EXCLUSION PRINCIPLE, F.Z.E.P.) Suppose p(s,>.) 
is a polynomial in s which depends continuosly on the>. E lR m. Let A c lR m be 
pathwise connected, and suppose p(., >'0), >'0 E A, together with {wkH"=l satisfies 
the f.a.p. H A = Uf=l Aj and 

O¢conv[p(iWk_l,Aj)Up(iwk,Aj)] forj=l, ... ,J, k=2, ... ,N, (3) 

then every polynomial in p(·,A) is Hurwitz. 
Conversely, if p(., A) is Hurwitz, then there is a partition A = Uf=l Aj and a 

sequence (wk)f=l such that all conditions above are fulfilled. 

Remark. The partition A = Uf=lAj may be necessary if 0 E convp(iw,A) \ 
p(iw, A) for some w. 

Proof: Conditions (3) imply that I:~=2 arg(p(iwk, >.)/p( iWk-l, >.)) /11' is wellde­
fined for>. E A. The sum depends continuously on >. but takes only integer values. 
Since A is pathwise connected, every>. E A must give the same value as >'0, so the 
f.a.p. completes the proof of the first part. 

The second part is evident, since Uf=l conv [p(iv, Aj) U p( iw, Aj)] ---+ p( iw, A) 
as the refinement of the partition increases and v ---+ w. _ 

To apply this criterion one gradually refines the partition A = Uf=l Aj and 
adds new frequencies until either the conditions of the theorem are fulfilled, or 
o E p(iWk, A) for some k. Unfortunately, the algorithm may not stop if p(., A) just 
touches the boundary of the set of Hurwitz polynomials. However, the successive 
values of new frequencies reveals what is going on. 

Another complication may be the computation of p(iw,Aj ). In the following 
sections, this problem is analysed in two important cases. 
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Polynomials with linear parameter dependence 

For the case (1), no partition A = U!=lAj is necessary, since convp(iw,A) = 
p(iw, A). The following theorem shows how to calculate p(iw,I) for a given w when 
1= [0, 1]m. 

THEOREM 3 Let pC A) = po + 2:.J=l Ajpj where A = (AI' ... ' Am) E 1= [0,1]m 
and suppose that argpl(iw) ::; argp2(iw) ::; ... ::; argpm(iw) ::; argpl(iw) + 7r for 
some w E [-00,00]. Let Pm+j = -Pj for j = 1, ... , m and ql = po + 2:.~=1 Pj, 
1 = 1, ... ,2m. Then 

p(iw,I) = conv{ql(iw), ... ,q2m(iw)}. (4) 

Remark. It should be noted that for any family of the form (1) and any given w E 
IR, the argument condition can be fulfilled by replacing Po with (Po + 2:.jEB pj) and 
Pj with -Pj for j E B = {j I argpj( iw) < O}, then renumbering the polynomials. 

Proof: Let if>j = [argpj(iw),argpj+1(iw)[ for j = 1, ... ,m. The set p(iw,I) is 
obviously a convex polygon with finitely many vertices of the form ~ = (Po + 
2:.IEA PI)( iw). Each of these has a supporting line with an argument ¢> E if> j for 

some j. It follows that either ~ = (Po + 2:.{=1 PI)( iw) = qj( iw) or ~ = (Po + 
2:.;:j+lPI)(iw) = qm+j(iw). • 

Combining this result with the finite zero exclusion principle gives the follow­
ing Hurwitz test for polynomial families of the form (1). 

ALGORITHM l. 
1. Check Hurwitz stability of the nominal polynomial p(·,O), using for example 

Routh-Hurwitz criterion. 
2. Choose 2n frequencies -00 = WI < ... < W2n = +00 such that each of the in­

tervals [Wk-l,Wk] contains exactly one zero of either Re p(iw, 0) or 1m p(iw, 0). 
Then the La.p. is satisfied by pc, 0) together with {wk}~~l. (For real poly­
nomials, it is sufficient to consider positive frequencies.) 

3. Calculate p(iwk,I) for k = 1, ... ,2n, using Theorem 3, and add new fre­
quencies until either 0 rt conv[p(iwk_l,I) Up(iwk,I)] for k = 2, ... ,2n or 
o E p( iw k, I) for some k E {1, ... , 2n}. In the first case, the entire family 
p(.,I) is Hurwitz by the f.z.e.p. In the second case, it obviously contains a 
non-Hurwitz polynomial. 

Complexity. The complexity of this algorithm grows with m and n essentially as 
n 2 m log m. For step 3, the quadratic dependence on n follows since the number 
of frequencies is proportional to n and for each frequency, the evaluation of the 
polynomials also has complexity n. The factor m log m is due to the renumbering 
of polynomials, necessary before applying Theorem 3. It should be noted that 
computation of the zeros of Re p( iw, 0) and 1m p( iw, 0) in step 2 would be of 
complexity n 3 , so for large n the initial frequencies had better be determined from 
a Nyquist plot of the nominal polynomial p. This "frequency sweep" is exceedingly 
simple compared to the direct application of the classical zero exclusion principle 
and it grows as n 2 • 

We shall now illustrate our stability test with an example. 
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,},,,,>,1) ~ 

~ p(i~3,I) 

Figure 1. 

EXAMPLE. Suppose a discrete time linear timeinvariant system has the transfer 
function B(z)/A(z) = «2 + Adz + 4 + A2)/(Z3 - 1), where 0 $ Al $ 1 and ° $ A2 $ 2.4 are unknown parameters. We apply feedback with transfer function 
D(z)/C(z) = (z + 2)/(8z + 8) and get the closed loop characteristic polynomial 

A(z)C(z) + B(z)D(z) = 8z4 + 8z3 + 2z2 + Al(z2 + 2z) + A2(Z + 2). 

We would like to decide whether the closed loop system is stable, i.e. if this 
polynomial has all its zeros in the unit disk. 

A Moebius transformation shows that this happens if and only if the polyno-
mial pes, A) = Po(s) + AlPl(S) + A2P2(S) is Hurwitz for AI, A2 E [0,1] when 

po(s) = 8(s + 1)4 + 8(s + Il(s -1) + 2(s + 1)2(8 - 1)2 

PI(S) = (s + l?(s - 1)2 + 2(s + 1)(s _1)3 

P2(S) = 2.4«s + 1)(s _1)3 + 2(s - 1)4). 

Algorithm 1 gives the following calculations. 
1. The nominal polynomial p(., 0) = Po is Hurwitz. 
2. Repo(iw) = lSw4 - 44w2 + 2 = (w 2 - 0.046)(w2 - 2.4) and Impo(iw) 

-48(w2 - 0.33), so :L:!=2 arg(p(iWk' O)jp(iWk_h 0») = 271" when WI = 0, W2 = 
0.5, W3 = 1 and W4 = +00. 

3. Theorem 3 is used for calculation of p( iwk, 1), k = 1, ... ,4. In fact, we have 
argpI(iwk) $ argp2(iwk) $ argpl(iwk) +71" for all k without redefinition of PI 
and P2, so 

p(iWk, I) = PO(iWk) + conv{O, PI (iWk), (PI + P2)(iwk),P2(iwk)}, k = 1, ... ,4. 

It turns out that 0 ¢ conv[p(iwk_l,I)Up(iwk,I)] for all k except for k = 2. 
We therefore add another frequency midway between WI and W2 and check 
the f.z.e.p. again. This time all conditions are satisfied, so the closed loop 
system is stable for all parameter values (Figure 1). 

a 

Polynomials with multilinear parameter dependence. 

In this section we let p( s, A) depend multilinearly on A = (AI, ... , Am) E I = 
[O,IJm. This means linear dependence on each Aj as other coefficients are kept 
fixed. Then the partition A = U!=l Aj in the f.z.e.p. becomes necessary. For 
computation of conv p( iw, I) we use the following theorem by Zadeh and Desoer 
[8J. 
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THEOREM 4 Let p(S,A) depend multilinearly on A E 1= [0,1]m. Define the 
finite set t:.I = {O, 1}m. Then convp(s,!) = convp(s,t:.I) for all sEC. 

Often the computation of conv p( iw,!) can be further simplified using The­
orem 3. Suppose, possibly with renumbered coefficients of >., that I = M x L 
and p(·,A) depends linearly on (Am+I, ... ,Am+l) E L. Then convp(iw,!) = 
p(iw, t:.M x L), and p(iw, {(AI, ... , Am)} X L) can be computed from Theorem 3 
for each (AI,' .. , Am) in the finite set t:.M. 

The following stability test now falls out for polynomials with multilinear 
parameter dependence. 

ALGORITHM 2. 
1. Check Hurwitz stability of the nominal polynomial pc, 0), using for example 

Routh-Hurwitz criterion. 
2. Choose 2n frequencies -00 = WI < ... < W2n = +00 such that each of the in­

tervals [Wk-I, Wk] contains exactly one zero of either Re p( iw, 0) or 1m p( iw, 0). 
Then the f.a.p. is satisfied by p(·,O) together with {Wkn~I' Let J = 1, 
M=MI· 

3. Calculate convp(iwk, Mj xL) = p(iWk, t:.Mj xL) for all (j, k) using the method 
above. Refine the partition M = U!=lMj until either 0 rt convp(iwk,t:.Mj x 
L) for all (j,k) or 0 E p(iWk,t:.Mj x L) for some (j,k). In the second case, 
stop the algorithm. The family p(.,!) obviously contains a polynomial with 
a zero on the imaginary axis. 

4. If ° E conv [P(iWk-l, t:.Mj x L) U p( iWk, t:.Mj x L) 1 for some (j, k), either split 
Mj as in step 3, or add a new frequency between Wk-l and Wk, then return to 
step 3. If not, the conditions of Theorem 2 are fulfilled, so we may conclude 
that the family pC,!) is Hurwitz. 

The choice in 4, whether to add a new frequency or split Mj in one of 
its directions, can be made in different ways. One way, that has been imple­
mented by the author, is to consider the value p( iw, (AI, ... , Am, 0, ... , 0)) for some 
(Al, ... ,Am) E t:.Mj , wE {Wk-I,wd then check which coefficient AI, ... ,Am or 
frequency W should be replaced by its opposite limit, to cause the biggest possible 
change of complex argument. If it turns out to be one of the coefficients, then 
split Mj in the corresponding direction, otherwise add a new frequency between 
Wk-I and Wk· 
Complexity. The complexity n 2 2m llogl is obtained as in the linear case, with 
the only difference that asymptotically each "frequency split" is accompanied by 
2m other "splits". 

Strictly Positive Real (SPR) Rational Functions 
The real function p / q is called SPR iffor some c > 0, we have Re (p / q)( s) > 

o for all s with Re s > -c. Such functions are important, e.g. in stochastic 
realization theory and adaptive control theory. The next lemma shows that the 
multilinear case with m = 2, can be used to test the SPR property of families of 
rational functions of the form 

Po + 2:m A'P' 2:::;1 J J where ° ~ Aj ~ 1. 
qo + j=l Ajqj 

LEMMA 5 The real rational function p/q is SPR if and only if the polynomial 
/-l1/-l2P + (/-l2(1- i) +i - /-lI/-l2)q is Hurwitz for all /-lI, /-l2 E [0,1]. (i is the imaginary 
unit.) 



245 

This lemma also shows why it is sometimes interesting to consider polynomials 
with complex coefficients. 

Proof: First note that 

/Ll(1-i)+i-/L2/Ll = i(i- 1)+1_1. 

/L2/Ll /L2 

Hence, the condition of the lemma is equivalent to stating that p + exq is Hurwitz 
when 0 S arg ex S 7r /2. Since p and q are supposed to be real, all solutions of the 
equation (p/q)(s) = -ex must belong to the open left half plane when Re ex ~ O. 
The solutions depend continuously on ex, so it follows that their real parts remain 
smaller than some -c; < O. This completes the proof. _ 
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DESIGN OF CONTROLLER WITH ASYMPTOTIC 
DISTURBANCE ATTENUATION 

Kenko Uchida, Masayuki Fujita, and Etsujiro Shimemura 

A.bstract: This paper formulates a generalized disturbance attenuation problem, in 
which two separate disturbance attenuations are required, for linear time-invariant 
systems having a direct transmission of controls in controlled outputs or considering 
disturbances in observations. We propose a design method of controllers which 
attain asymptotically the generalized disturbance attenuation based on the perfect 
regulation and the perfect observation under certain minimum phase conditions. 

Key words: Disturbance attenuation; Riccati equation; stability margin; perfect 
regulation; perfect observation; IF control. 

1. Introduction 

To reduce the effect of external disturbances is a main objective of 
designing control systems. Petersen [9] recently considered a problem, which 
he called the disturbance attenuation problem, of finding feedback controls 
which reduce the effect of the disturbances to a prespecified level, and he 
presented a state feedback solution in terms of an algebraic Riccati equation 
arising in linear quadratic differential games. His result also suggested new 
state space solutions to IF control problem [1][5]. Petersen and Hollot [10] 
attempted to solve the disturbance attenuation problem in the case when the 
state information is not available; their idea is to use the accurate optimal 
observer [2][3], which is the dual of the cheap optimal regulator [8], to recover 
asymptotically the norm of a certain transfer function. Another approach to 
output feedback case is, of course, to treat the problem within the framework 
of the standard IF control problem [1]. 

In this paper, we formulate a generalized disturbance attenuation prob­
lem, in which two separate disturbance attenuations are required and a direct 
transmission of the control in the controlled output or an observation distur­
bance is taken into account, and we propose a design method of controllers 
which attain asymptotically the generalized disturbance attenuation under 
certain minimum phase conditions, based on the perfect observation or the 
perfect regulation posed by Kimura and Sugiyama [6][7]. The idea of asymp­
totic attenuation is the same to that of Petersen and Hollot [10]; the use of 
the perfect observation and the perfect regulation in this paper, however, 
makes it possible to consider the generalized disturbance attenuation problem 
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and to delete a matching condition which is required in their argument [10J 
(concerning the matching condition, see Remark 2). 

2. Problem formulation 

We consider two types of linear time-invariant systems. One IS 

described by 

( ~ ) x = Ax + Bu + Dv, y = ex, z = Fx, g = [~] 
and the other is described by 

( ~. ) x = Ax + Bu + Dv, y = ex + w, z = Fx 

where xERn is the state; uERr is the control input; yERm is the observed 
output; in the system ( ~ ), vERP is the disturbance and g = [z' u' J ' ERq+r 
is the controlled output; in the system ( ~. ), h := [v' w'J' ERP+m is the 
disturbance and zERq is the controlled output. B, e, D and F are assumed 

to be full rank. 

Let the controller for the system ( ~ ) or ( ~. ) be restricted to the form 
consisting of a constant feedback gain K and a state observer with a constant 
observer gain L: 

( r ) u = Kx, i = Ax + Bu + L( ex - y). 

In the closed-loop system formed by the system ( ~ ) with the controller 
( r ), denote by S( s) = [ Sz( s)' S" (s)' J' the transfer function from the dis­
turbance v to the controlled output g = [z' u' J'. In the closed-loop system 
formed by the system (~') with the controller (r), denote by 
T( s) = [ Tv( s) T w( s) J the transfer function from the disturbance 

h = [v' w' J' to the controlled output z. 

Our concern is to find a controller with the parameter ( K, L ) which 
makes the system ( ~ ) or ( ~. ) internally stable (i.e., A + BK and A + Le 
are stable) and realizes the disturbance attenuation: for the system ( ~ ) 

II Sz(jw) II ::; Ii, II S,,(jw) II ::; J1. (2.1) 

( then II S(jw) II ::; .fi max(li, J1.) ) for given constants Ii > 0, J1. > ° and all 
w E R, or for the system ( ~. ) 

(2.2) 

( then II T(jw) II ::; .fi max(lI, p) ) for given constants II> 0, P > ° and all 
w E R. In this paper we will present an asymptotic design method for such 
controllers. 

3. State feedback and state estimation with disturbance attenuation 

As preliminaries, we discuss here two special cases of the design problem. 

For the system ( ~ ) we consider the state feedback problem; if we adopt the 
feedback gain K, the closed-loop system has the form 
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x = (A + BK)x + Dv, 9 = [~] = [k] x; (3.1) 

then the transfer function from the disturbance v to the controlled output 
9 = [z' u']', denoted by G(s) = [ GAs)' G,,(s)' ]', is given by 

G(s) = [~:~:~] = [k] (sIn - A#)-ID (3.2) 

where A# = A + BK. Now, as state feedback gain K, we choose 

Ko = - Il.2B' M 

where M is a positive definite solution to the Riccati equation 

A'M + MA + ",-2F' F - M(Jl2BB' - DD')M = 0 (3.3) 

with parameters", > 0 and Jl > O. 

Theorem 1. Assume that the following conditions are satisfied: 

(AI) (F, A ) is detectable. 

(A2) For given constants", > 0 and Jl > 0, the Riccati equation (3.3) has a 
positive definite solution M. 

Then, for the state feedback gain Ko' the closed-loop system (3.1) is inter­
nally stable, i.e., A + BKo is stable, and has the following disturbance 
attenuation property: 

[
",2 I 0] 

G(jw)G(-jw)'::; oq 2 
Jl IT 

for all w E R; in particular, 

Gz(jw)GA-jw)' ::; ",2Iq, 

for all wE R. 

(3.4) 

(3.5) 

For the system ( ~* ) we consider the state estimation problem; if we 
adopt the state observer with the observer gain L, the estimation error 
e := x - x obeys the equation 

e = (A + LC)e + [D L][~]; (3.6) 

then the transfer function from the disturbance h = [v' w']' to the estima­
tion error Fe, denoted by H( s) = [ Hv( s) Hw( s) ], is given by 

where A# = A + LC. Now, as state observer gain L, we choose 

Lo = - p2pC' 

where P is a positive definite solution to the Riccati equation 

(3.7) 
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AP + PA' + v-2DD' - P(p2C' C - F' F)P = 0 (3.8) 

with parameters v > 0 and p > O. 

Theorem 2. [13] Assume that the following conditions are satisfied: 

(A3) (A, D ) is stabilizable. 

(A4) For given constants v > 0 and p > 0, the Riccati equation (3.8) has a 
positive definite solution P. 

Then, for the state observer gain Lo' the error system (3.6) is internally 
stable, i.e., A + Lo C is stable, and has the following disturbance attenuation 
property: 

for all w E Rj in particular, 

Hv( - jw)' HvUw) ::; VIp, 

for all wE R. 

(3.9) 

(3.10) 

Remark 1. It is shown in [4] that the state feedback gain Ko has a large sta­
bility margin at the input side, which covers the well-known gain and phase 
margins of the linear quadratic optimal regulator [12]. It can be also shown 
that the observer gain Lo guarantees a similar stability margin at the input 
side in the dual system. 

4. Asymptotic disturbance attenuation 

In this section, using the perfect observation or the perfect regulation 
posed by Kimura and Sugiyama [6][7], we design a controller guaranteeing 
asymptotically the internal stability and the disturbance attenuation for the 
system (~ ) or (~.). We summarize here materials about the perfect 
observation and the perfect regulation [6][7]' which are necessary to our dis­
cussion. Let the observer gain Lf ( feedback gain Kf ) be rational in scalar 

f > 0 and assume that the all the eigenvalues of A#f:= A + LfC 

(A#f := A + BKf ) , denoted by \(A#f) ( Ai(A#f) ), i = 1, ... ,n, satisfy 
either 

or 

as f -+ 00, where (Xi ( f3 i ) is a complex number with negative real part. 
Then, we call that the observer gain Lf ( feedback gain Kf ) attains the per­

fect observation of the system ( C, A, D ) ( perfect regulation of the system 
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( F, A, B ) ) if 
00 

~ II (exp A#ft)D 11 2dt -+ 0 
00 

(~ II F(exp A#ft) Wdt -+ 0 ) 

as f -+ 00. 

Lemma. [6][7] (i) There exits an observer gain Lf ( feedback gain Kf ) which 
attains the perfect observation of the system ( C, A, D ) ( perfect regulation 
of the system ( F, A, B ) ) if and only if the conditions (A5) and (A6) ( (A7) 
and (As) ) holds. 

(A5) (C, A ) is observable. 

(A6) (C, A, D ) is left-invertible and minimum phase. 

(A7) (A, B ) is controllable. 

(As) (F, A, B ) is right-invertible and minimum phase. 

(ii) If the observer gain Lf ( feedback gain Kf ) attains the perfect observa­
tion of the system ( C, A, D ) (perfect regulation of the system ( F, A, B )), 
then, for each s, 

( F(sl" - A#f)-l -+ 0) (4.1)(4.2)) 

as f -+ 00. 

For the computational procedures of the perfect observation gain Lf and the 
perfect regulation gain Kf , see [6][7]. 

Now we turn to the original design problem formulated in Section 2. 
First consider the system ( ~ ); in the closed-loop system given by the con­
troller ( r ), the transfer function 8( II) from the disturbance to the controlled 
output is written as 

8(s) = [~](SI" - A#)-lLC(sl" - A#)-lD + [~](sl" - A#)-lD. (4.3) 

Here, as observer gain L, we choose the perfect observation gain Lf of the 
system ( C, A, D). From (4.1), (sl,,-A#f)-lD -+ 0, which implies 

Lf C(sl" - A#f)-lD = (sl" - A)(sl" - A#f)-lD - D -+ - D 

as f -+ 00. Applying these relations to the formula (4.3), we have the follow­
ing result: 

Theorem 3. Assume that (A5) and (A6) are satisfied. Then, for the system 
( ~ ), the controller ( r ) with an arbitrary feedback gain K and the observer 
gain Lf attaining the perfect observation of the system ( C, A, D ) ensures 
that, for each s, 

[8z(S)] [Gz(S)] 
8(s) = 8,,(s) -+ - G(s) = - G,,(s) 
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as f -+ 00, where G(s) is defined as (3.2). 

Thus, from Theorem 1 and Theorem 3, we see that the controller ( r ) with 
the parameter ( Ko' LJ ) guarantees asymptotically the internal stability and 
the disturbance attenuation for the system ( ~ ). 

Next we consider the system ( ~* )j in the closed-loop system given by 
the controller ( r ), the transfer function T( s) from the disturbance to the 
controlled output is written as 

T(s) = F(sIn - A#)-l[D 0] + F(sIn - A#)-lBK(sIn - A#)-l[D L]. 

Then, by the dual argument together with the property (4.2) for the perfect 
regulation gain KJ of the system ( F, A, B ), we have the following result: 

Theorem 4. Assume that (A7) and (As) are satisfied. Then, for the system 

( ~* ), the controller ( r ) with the feedback gain KJ attaining the perfect 
regulation of the system ( F, A, B ) and an arbitrary observer gain L ensures 
that, for each s, 

T(s) = [ Tv(s) Tw(s) ] -+ - H(s) = - [ H,,(s) Hw(s) ] 

as f -+ 00, where H(s) is defined as (3.7). 

Thus, from Theorem 2 and Theorem 4, we see that the controller ( r ) with 
the parameter ( KJ, Lo ) guarantees asymptotically the internal stability and 
the disturbance attenuation for the system ( ~* ). 

Remark 2. By using the accurate optimal observer [2][3], which is the dual of 
the cheap optimal regulator [8], Petersen and Hollot [10] shows that 
II Sz(jw) II -+ II Gz(jw) II for each Wj compared with Theorem 3, their result 
requires an additional assumption that ImC' includes ImF', called the 
"matching" condition. After submitting this paper, the authors learned that 
Petersen and Hollot in their recent paper [11]' succeeded in deleting the 
matching condition by generalizing the algebraic Riccati equation, on which 
the accurate optimal observer is based, to an indefinite type of linear qua­
dratic differential gameSj however, their method and result seem still less sim­
ple and less general than ours. Note also that the computation [6][7] of the 
perfect observation gain is in general easier than that of the accurate optimal 
observer gain. 

Remark 3. In [7] it is shown that the perfect observation ( the perfect regu­
lation ) of the system ( C, A, B ) recovers asymptotically the return differ­
ence at the input ( the output ) side of the system. Therefore, if 
C = F ( B = D ), the perfect observation in Theorem 3 ( the perfect regula­
tion in Theorem 4 ) recovers also such a large stability margin as stated in 
Remark 1 at the input ( the output) side of the system ( ~) (( ~* ) ). 
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Appendices 

Proof of Theorem 1. We first rewrite the lliccati equation (3.3) as 

AO' M + MAO + ".-2F' F + JL-2Ko' Ko + MDD' M = 0 (A.I) 

where AO = A + BKo and Ko = -JL2B' M. The stability of AO follows from 
the identity (A.I) and a standard argument under the assumptions (AI) and 
(A2). If we substitute M = _!VI into (A.I) and add -sIn!VI + !VIsIn to 
the left hand side, we have 

N(-sIn-AO') + (sIn-AO)N + N(".-2F' F + JL-2Ko' Ko)N + DD' = o. (A.2) 



254 

Furthermore, multiplying the both sides of (A.2) by (F' Ko')'(sIn - Ao)-l 
from the left and by (-sIn - Ao')-l(F' Ko') from the right and rearranging 
terms, we have 

(A.3) 

where 

G(s) = [£](SIn - Ao)-lD 

V(s) = Iq+r + [:0] (sIn - Ao)-lN(F' Ko') [K:Iq )IJ 

The inequality (3.4), which implies the inequalities (3.5), follows from the 
identity (A.3) with s = jw. 0 

Proof of Theorem 2. The proof of the theorem is completely dual to that of 
Theorem 1. 0 



Gas Turbine Control Using Mixed Sensitivity H~-Optimisation 

D.Biss and K.G.Woodgate 

Abstract: The purpose of this paper is to present an 
industrial application of the polynomial approach to 
multivariable mixed sensitivity H~ optimisation for 
feedback systems introduced by Kwakernaak [Bl.The software 
implemented was supplied by the Dept. of Applied 
Mathematics,Twente University [71 based on the design 
algorithm of [21.The multivariable process model was 
derived from non-linear simulation data for a 1.5 MW gas 
turbine supplied by Hawker Siddeley Dynamics [61 as part of 
a collaborative research project at the Industrial Control 
Unit, University of Strathclyde.A previous scalar design 
study relating to the gas turbine problem has been 
presented by Biss [11 .The design results for the MISO gas 
turbine problem with respect to the controller will 
demonstrate the robustness properties which can be produced 
by judicious choice of weighting function matrices V,W1 and 
W2 within a criterion to be minimized,with respect to the 
stabilising compensator transfer matrix G, of the form 
: :Z(s):: where 

* * * * * Z := V (S W1 W1S + T W2 W2T)V 

-1 
and S := (I+HG) and T := GS 

1.0 Industrial Application -Gas Turbine Control 

1.1 Introduction 

The design of a modern gas turbine control system has 

a usual sequence of events from specifying a set of 

performance specifi~ations for the engine to completion of 

adequate simulation and testing of the control system .The 

objectives of this section are to present the linear 

modelling of the gas turbine system obtained from non­

linear simulation data for a 1.5 MW gas turbine provided 
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by H.8.D.E [6] and outline the usual disturbances which 

affect the performance of the system .The latter sections 

will discuss the actual control design and the simulation 

study • 

1.2 Modelling of the Gas Turbine 

Non-linear simulation data for a gas turbine 

has been used to develop a mathematical model of the 

system which can be used for design and simulation purposes 

The resultant system requires the use of M1MO compensator 

design therefore the use of a modern/advanced control 

technique is preferable to a classical design approach 

The gas turbine is a prime mover,its purpose is to 

deliver power and the primary control requirement over this 

developed power is the fuel input .For a simple single 

shaft turbojet problem (8180 design) ,the thrust developed 

by the engine can be measured by use of the gas generator 

speed as an indirect method of power measurement .This is 

the starting point of the modelling and control design 

process • 

1.2.1 Gas Generator 

From Fig.2 ,it can be seen that a 8180 loop for simple 

power control can be established where the gas generator 

speed,N ,which is a function of Power,is the control input 
g 

and the fuel flow into the engine ,F d,which is a 
t-T 

function of the actuator valve angle,S ,is the control 
v 

output [1] 

From the non-linear simulation data,a block diagram 

representing the gas generator characteristics was reduced 

to a general continuous-time plant model of the form : 

(1) 
-Tds 

e N (r.p.m) 
g 

e (deg) 
v 
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where K1 ,t1 and t2 are determined from the linearised 

gains of the system and the combustion dead time,Td,is 

0.04 secs .The gains of the gas generator model vary over 

the fuel range and four models have been determined for 

the range of fuel input • 

1.2.2 Free Turbine 

The inclusion of the free turbine dynamics into the 

description of the system requires further linearisation of 

the simulation data provided by H.S.D.E [6] .The extended 

problem for the gas turbine can be represented by the 

multi-loop configuration given in Fig.2 • 

The derivation of a linear model for the free turbine 

involves three stages - (i) derivation of the relationship 

for the total driving output torque of the free turbine 

shaft,(ii) the discussion of the complex load and the 

derivation of the mathematical representation and (iii) 

formulation of the general linear model • 

(2 ) (t 1s + 1)(K 3+K 46Nf1 ) 

(Jfs/II+ K5 + K6 ) 

Nf (r.p.m) 

N (r.p.m) 
g 

where K3 ,K4 linearised gains,function of total 

steady state driving torque 

J f total free turbine inertia (3.7 kgm~2/rad) 

t1 time constant derived for gas generator model 

6Nf1 = Nf - Nfn 

Nf free turbine speed 

Nfn lowest free turbine speed 

II = 60/2*11 

K5 ,K6 gradients of complex load relationships 

1.2.3 Gas Turbine Model for Control Design 

For the MISO compensator design problem, the plant 
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models of the gas generator,H1 ,and the free turbine, 

H2 ,need to be formulated in a left coprime polynomial 

matrix representation .This can be achieved by 

consideration of Fig.2 : 

["'l["' ~[F 1 H1 t 1 / 61 , H2 t/ 6 2 

Ng H1H2 0 og 

(3 ) 

(4) therefore H r OJ 
[,,/8, :] H1!2 0 t 1 t/61 6 2 

Later the left coprime matrix form will be utilised 

(5 ) H 
-1 

D N where D t:~ :~ and N • [:, :] 

The corresponding right coprime matrix form is 

(6 ) H :] 
The polynomial theory of Kwakernaak [8] is for sguare 

systems therefore the use of a dummy (zero) input is 

required in the plant matrix H .The use of a dummy input 

does not affect the squareness or invertibility of H in the 

polynomial compensator design method [9] • 

1.3 Disturbances 

A typical disturbance associated with the scalar 

control design for the gas generator loop is a high 

frequency disturbance due to noise which can be 

represented by high pass functions for V .For the free 

turbine loop,load change in the demand represents the 
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largest disturbance therefore the system requires a 

large degree of stability robustness • 

2.0 Control Design Algorithm - Hoo Optimisation 

2.1 Problem Formulation 

The muJtivariable linear feedback control 

scheme considered here is shown in Fig.1,where the 

multivariable plant with transfer matrix H(s) corresponds 

to the gas turbine model derived in $1.2.3 and the 

compensator to be designed is denoted by the transfer 

function matrix G(s) • 

The optimisation problem can be defined as the 

minimisation with respect to stabilising compensator G 

(7 ) : z (s) : sup : Z ( in) : : 2 

and the system equations are 

(8 ) H 

( 9) v 

-1 
D N 

-1 
D M where M 

where M(s) * T a rational matrix function,M (s)=M (-s) and 

T denotes the transpose 

(10 ) 
-1 

where Al W1 A1B1 = B1 = I 

(1ll W2 A2B2 
-1 

where '2 t k oJ 
s a(s) 

B2 I 
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where «(s) a asymptotically stable scalar polynomial 

r a scalar constant 

k some non-negative integer 

The restrictions on the degrees of P1 and P2 are necessary 

because V must be bi-proper • 

<12 ) G 
-1 

YX compensator 

In order to simplify the solution procedure a 

so-called equalising solution is sought i.e stabilising 

compensators G which satisfy the following : 

<13 ) Z(in) A 2 I , A e IR, n e IR equalising solution 

To achieve this it is necessary to choose X=B1P and 

Y=B 2Q,where P and Q are square polynomial equations to be 

determined .Minimisation of : :Z:: then becomes that of 

minimising A 2. The generalised closed loop characteristic 

polynomial is given by : 

(14) F ox + NY 

where F is a polynomial matrix .The resulting polynomial 

equations which need to be solved to obtain an equalising 

solution for the mixed sensitivity Boo problem are given 

below,for further details of their derivation see [1] • 

(15) 

* where M_ is defined by M_M_ * MM with M an 

asymptotically stable polynomial matrix and R is a 

polynomial matrix such that 



261 

* (16) R R 

By inspection of (15) and (16) stability of the closed 

loop system is equivalent to that of M R which is in turn 

equivalent to the stability of R • 

2.2 Design Algorithm 

The software which will be discussed in this section 

was developed at Twente University [2] • 

step 1. Specify the plant model ,disturbances and 

weighting function matrices ,equations (B)-(ll) • 

Step 2.Calculate a particular equalising solution at ~=oo 

by determining Roo'P oo and Qoo from the equations (15) 

and (16) .For the special case B1 =B 2=I,Poo and Qoo 

correspond to the right-coprime representation of the 

plant transfer function H ,i.e Poo = - N1 and Qoo = D1 , 

which can be computed using a standard algorithm [31.The 

matrix R can be calculated using Poo and Qoo in equation 

(16) by spectral factorisation, though two assumptions must 

be satisfied : 

(i) Roo has no roots on the imaginary axis i.e 

* :R (in)R (in): > 0 for all n E IR 
00 

(ii)the column degrees of R must be equal to those of A2Qoo 

In general these assumptions are non-restrictive • 

Step 3. Calculate the degrees of P,Q and R for general ~ 

from those of Poo,Qoo and R [B] .For the special case: 

<17 ) ~ k ] 
= r s 0 

o Il(s) 

if k=O ,deg(ll(s»=2 

This choice of deg(ll(s» will also minimise the total 

number of coefficients of the unknown polynomials in R,P 

and Q [9] • Step 4.Having determined the degrees of all 
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unknown polynomials,the equations (15) and (16) may be 

solved by equating coefficients in like powers of the 

Laplace variable's' and using the REDUCE symbolic 

language package [41 a solution can be obtained .Further 

details of this procedure may be found in [21 where the 

standard H~ problem is solved using the same approach 

step 5. An optimal compensator is obtained from the 

solution using P t and Q t in equation (12) • 
op op 

2.4 Choice of Weighting Functions 

The choice of the weighting functions V,W1 and W2 can 

be categorised according to the desired performance for S 

and T and is discussed in detail in [81 

3.0 Design Results 

Consider the plant transfer matrix of equation 

(18),this represents the midway power range model for the 

gas turbine system : 

(18) H(s) 
[

208.23/0.03439S-2+1.829S+1 
3 2 

227.2s+436.9/0.034s +1.8s +1.05s+0.027 

The design specifications are : 

(a) to achieve performance robustness with respect to 

variations in the plant dynamics by keeping the magnitude 

of the Sensitivity matrix elements small and the closed 
-1 

loop transfer function matrix T' (T'=HG(I+HG) ) small at 

low frequency and 

(b) to ensure disturbance rejection at high frequency of 

the high frequency noise represented by V • 

The noise model V is defined to be : 

(19) 
-1 

V=D M where D 
[

-0.073S-0.04 

0.034s2 +1.8s+1 
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and M 

The weighting functions Wi and W2 are chosen to be 

(20 ) and o J B =1 2 2 
s +2s+1 

An equalising solution was obtained for the system 

using the steps outlined in $2.2 • 

(21) 

(22 ) 

(23) 

-1 
G - Q P and 
opt opt opt 

A 
opt 

27.12 

[
32 

P = -0.09s -0.75s -208.7s-6.8 
opt 3 2 

0.008s +0.21s -7.4s-0.81 

[ 
3 2 

Q = 0.04s +1.83s +1.06s+0.03 
opt 

-0.23 

2 ] 
0.65s -3.39s-0.11 

0.006s 2-O.12s-0.01 

0.029S2+0.017S+0.05~ 
-0.0017 J 

The corresponding Sensitivity,S ,and control 
opt 

Sensitivity ,T ,plots are given in Figs 3 and 4 
opt 

determined using the MAT LAB multivariable frequency domain 

toolbox [41 .The results have satisfied the design 

specifications since both Sand T' are small at low 

frequency providing robust performance and the elements of 

S ,Fig.4, are less than unity over the entire frequency 

range therefore providing good disturbance rejection • 

4.0 Conclusions 

The design results presented show that robustness can 

be achieved for the gas turbine engine by use of the 

polynomial Hoo control design method due to Kwakernaak [81. 
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Fig 1 Multivariable linear feedback control system 

Fig 2 Gas Turbine Control Configuration for MIMQ System 
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NONLINEAR HOC! THEORY 

Ciprian Foias Allen Tannenbaum 

Abstract 

In this paper we discuss a natural nonlinear extension of H OO synthesis theory. We 
base our results on our previous papers [9] and [11]. 

1 Introduction 

This note will be concerned with nonlinear extensions of the H oo design theory. In the 
papers [2]. [3] an extension of the commutant lifting theorem to a local nonlinear setting 
was given, together with a discussion of how this result could be used to develop a design 
procedure for nonlinear systems. In the present paper, we continue this line of research 
with a constructive extension of the linear HOO theory to nonlinear systems. We should 
note that our colleagues Joe Ball and Bill Helton [5] have developed a completely different 
novel approach to this problem based on a nonlinear version of Ball-Helton theory. 

In the theory presented below, we will consider majorizable input/output operators 
(see Section 2 for the precise definition). In particular. these operators are analytic in a 
ball around the origin in a complex Hilbert space, and it turns out that it is possible to 
express each n-linear term of the Taylor expansion of such an operator as a linear operator 
on a certain tensor space. (Our class of operators also include Volterra series of fading 
memory [7].) This allows us to iteratively apply the classical commutant lifting theorem 
in designing a compensator. (The general technique we call the "iterative commutant 
lifting procedure." See Section 6.) For single input/single output (SISO) systems, this 
leads to the construction of a compensator which is optimal relative to a certain sensitivity 
function which will be defined below. Moreover in complete generality (i.e. for multiple 
input/multiple ouput (MIMO) systems). our procedure will ameliorate (in the sense of our 
nonlinear weighted sensitivity criterion), any given design. We note that for linear systems, 
our method reduces to the standard Hoo design technique as discussed for example in [13] 
and [16]. 

In developing the present theory, we have had to extend some of the skew Toeplitz 
techniques of [6], [10], and [12] to linear operators defined on certain tensor spaces. This 
has lead to several novel results in computational operator theory, and for example pro­
vides a way of iteratively constructing the nonlinear intertwining dilation of the nonlinear 
commutant lifting theorem considered in [2] and [3]. 

267 
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2 Analytic Mappings on Hilbert Space 

In order to carry out our extension of Hoc synthesis theory to nonlinear systems, we will 
need to first discuss a few standard results about analytic mappings on Hilbert spaces. 
We are essentially following the treatments of [3], [4] to which the reader may refer for all 
of the details. In particular, input/output operators which admit Volterra expansions are 
special cases of the operators which we study here. See [7], [14]. 

Let G and H denote complex Hilbert spaces. Set 

Bro(G) := {g E G : IIgll < To} 

(the open ball of radius To in G about the origin). Then we say that a mapping <p 
Bro(G) --+ H is analytic if the complex function (Zl, ... , zn) 1-+ (Zlgl + ... + zngn), h} is 
analytic in a neighborhood of (1,1, ... ,1) E en as a function of the complex variables 
Zl,"" Zn for all g1, ... ,gn E G such that IIg1 + '" + gnll < To, for all h E H, and for all 
n > O. (Note that we denote the Hilbert space norms in G and H by II II and the inner 
products by (, }.) 

We will now assume that <p(O) = O. It is easy to see that if <p: Bro(G) --+ H is analytic, 
then <p admits a convergent Taylor series expansion, i.e. 

<p(g) = <P1(g) + <P2(g,g) + ... + <Pn(g,··· ,g) + ... 

where <Pn : G X ••• X G --+ H is an n-linear map. Clearly, without loss of generality we may 
assume that the n-linear map (g1,'" ,gn) --+ <p(g1,'" ,gn) is symmetric in the arguments 
g1,'" ,gn' This assumption will be made throughout this paper for the various analytic 
maps which we consider. For <p a Volterra series, <Pn is basically the nth-Volterra kernel. 

Now set 
4>n(gl 181 ... 181 gn) := <Pn(g1,' .. ,gn)' 

Then 4>n extends in a unique manner to a dense set of G®n := G 181 ... 181 G (tensor product 
taken n times). Notice by G®n we mean the Hilbert space completion of the algebraic 
tensor product of the G's. Clearly if 4>n has finite norm on this dense set, then 4>n extends 
by continuity to a bounded linear operator 4>n : G®n --+ H. By abuse of notation, we will 
set <Pn := 4>n. 

We now conclude this section with two key definitions. 

Definitions 1. 

(i) Notation as above. By a majorizing sequence for the holomorphic map <p, we mean a 
positive sequence of numbers an n = 1,2, ... such that lI<Pn II < an for n ~ 1. Suppose 
that p := lim sup an lIn < 00. Then it is completely standard ([8]) that the Taylor series 
expansion of <P converges at least on the ball Br( G) of radius T = 1/ p. 

(ii) If <P admits a majorizing sequence as in (i), then we will say that <P is majoTizable. 

We will see in the next section that a very important class of input/output operators from 
systems and control theory are in point of fact majorizable. 
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3 Operators with Fading Memory 

In this section, we will show that perhaps the most natural class of input/output operators 
from the systems standpoint are majorizable. Moreover for this class of operators we will 
even derive a priori majorizing sequence. We begin with the following key definition: 

Definition 2. 

An analytic map cp : Bro(G) -+ H, cp(O) = 0 has fading memory if its nonlinear part 
cp - cp'(O) admits a factorization 

cp - cp'(O) = ¢oW 

where ¢ is an analytic defined in some neighborhood of 0 E G, and W is a linear Hilbert­
Schmidt operator. (In this case, one can assume that there exists an orthonormal basis of 
eigenvectors for W in G, {ek}, k = 1,2, ... such that Wek = Akek with 

00 

IIWII~ := L IAkl 2 < 00. 

k=l 

IIWII2 is called the Hilbert-Schmidt norm of W. ) 

Remark 1. System-theoretically fading memory input/output operators have the prop­
erty that any two input signals which are close in the recent past but not necessarily close 
in the remote past will yield present outputs which are close. For more details about this 
important class of operators see [7J. 

For fading memory operators, we can construct an explicit majorizing sequence: 

Lemma 1 Let cp: Bro(G) -+ H,cp(O) = 0, have fading memory. Suppose moreover that if 
we write 

cp - cp'(O) = ¢o W 

as in (3.1), then ¢: Brl (G) -+ Br2(H). Then the sequence 

Ql := IIcp'(O)11 
._ r2enllWII~ 

O'n·- ri' 
for n ~ 2, is a majorizing sequence for cp. 

Proof. See [2J, Lemma (3.5). 0 

In what follows, we will assume that all of the input/output operators we consider are 
causal and have fading memory. An interesting and useful property of fading memory 
operators is the following: 

Proposition 1 Notation and hypotheses as in (1). Then each CPn (regarded as a linear 
operator on Gem) is compact for n ~ 2. 

Proof. See (3.5) of [l1J. 0 
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4 Control Theoretic Preliminaries 

We start here with the control problem definition. First, we will need to consider the 
precise kind of input/output operator we will be considering. See [9), [11) for closely 
related discussions. We will assume that all of the operators we consider are causal and 
majorizable. Throughout this paper H2(Ck) will denote the standard Hardy space of 
Ck-valued functions on the unit circle (k may be infinite, Le., in this case Ck is replaced 
by h2 , the space of one-sided square summable sequences). We now make the following 
definition: 

Definition 2. 

Let S : H2(Ck) -+ H2(Ck) denote the canonical unilateral right shift. Then we sayan 
input/output operator 4> is locally stable if it is causal and majorizable, 4>(0) = 0, and 
if there exists an r > 0 such that 4> : Br(H2(Ck» -+ H2(Ck) with S4> = 4> 0 S on 
Br(H2(Ck». We set 

C/:= {space of locally stable operators}. 

Since the theory we are considering is local, the notion of local stability is sufficient for all 
of the applications we have in mind. The interested reader can compare this notion, with 
the more global notions of stability as for example discussed in [5). 

The theory we are about to give holds for all plants which admit coprime locally stable 
factorizations. However, for simplicity we will assume that our plant is also locally stable. 
Accordingly, let P, W denote locally stable operators, with W invertible. In a typical 
feedback system [16), P represents the plant, and W the weight or filter on the set of 
disturbances whose energy is bounded by 1. Now we say that the feedback compensator 
C locally stabilizes the closed loop if the operators (I + P 0 C)-l and Co (I + P 0 C)-l 
are well-defined and locally stable. By a result of [1), C locally stabilizes the closed loop 
if and only if 

C = q 0 (I _ Po q)-l (1) 

for some q E C/. Notice then that the weighted sensitivity (see [13) and [16) for all the 
relevant engineering definitions and motivation), (I + Po C)-loW can be written as 
W - Po q, where q := q 0 W. (Since W is invertible, the data q and q are equivalent.) 
In this context, we will call such a q, a compensating pammeter. Note that from the 
compensating parameter q, we get a locally stabilizing compensator C via the formula (1). 

The problem we would like to solve here, is a version of the classical disturbance 
attenuation problem of [13), [16]. This of course corresponds to the "minimization" of the 
"sensitivity" W - P 0 q taken over all locally stable q. In order to formulate a precise 
mathematical problem, we need to say in what sense we want to minimize W - Po q. This 
we will do in the next section where we will propose a notion of "sensitivity minimization" 
which seems quite natural to analytic input/output operators. 
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5 Sensitivity Function 

In this section we define a fundamental object, namely a nonlinear version of sensitivity. 
We will see that while the optimal Hoo sensitivity is a real number in the linear case, 
the measure of performance which seems to be more natural in this nonlinear setting is a 
certain function defined in a real interval. 

In order to define our notion of sensitivity, we will first have to partially order germs 
of analytic mappings. All of the input/output operators here will be locally stable. We 
also follow here our convention that for given <P E C" <Pn will denote the bounded linear 
map on the tensor space (H2(ck))®n associated to the n-linear part of <P which we also 
denote by <Pn (and which we always assume without loss of generality is symmetric in its 
arguments). The context will always make the meaning of <Pn clear. 

We can I).OW state the following key definitions: 

Definitions 3. 

(i) For W,P,q E C/ (W is the weight, P the plant, and q the compensating parameter), 
we define the sensitivity function S( q), 

S(q)(p) := L: pnll(W - Po q)nll 
n=l 

for all p > 0 such that the sum converges. Notice that for fixed P and W, for each q E C" 
we get an associated sensitivity function. 

(ii) We write S(q) ~ S(ij), if there exists a Po > 0 such that S(q)(p) ::; S(ij)(p) for all 
p E [0, Po). If S(q) ~ S(ij) and S(ij) ~ S(q), we write S(q) 9i S(ij). This means that 
S(q)(p) = S(ij)(p) for all p > 0 sufficiently small, i.e. S(q) and S(ij) are equal as germs of 
functions. 

(iii) If S( q) ~ S( ij), but S( ij) 1, S( q), we will say that q ameliorates ij. Note that this 
means S(q)(p) < S(ij)(p) for all p > 0 sufficiently small. 

Now with Definitions 3, we can define a notion of "optimality" relative to the sensitivity 
function: 

Definitions 4. 

(i) qo E C/ is called optimal if S(qo) ~ S(q) for all q E Ct. 

(ii) We say q E C/ is optimal with respect to its n-th term qn, iffor every n-linear iin E C/, 
we have 

If q E C/ is optimal with respect to all of its terms, then we say that it is partially optimal. 

Clearly, if q is optimal, then it is partially optimal, but the converse may not hold. 
Notice moreover that if <P is a Volterra series, then our definition of sensitivity measures 
in a precise sense the amplification of energy of each Volterra kernel on signals whose 
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energy is bounded by a given p. For this reason, it appears that in this context the 
Definitions 3 ofthe sensitivity function Seq) seems physically natural. In the next section, 
we will discuss a procedure for constructing partially optimal compensating parameters, 
and then in Section 7 we will show how this procedure leads to the construction of optimal 
compensating parameters for SISO systems. Of course, from formula (1) above, one can 
derive the corresponding partially optimal (resp., optimal) compensator from the partially 
optimal (resp., optimal) compensating parameter. 

6 Iterative Commutant Lifting Method 

In this section, we discuss the main construction of this paper from which we will derive 
both partially optimal and optimal compensators relative to the sensitivity function given 
in Definitions 3 above. As before, P will denote the plant, and W the weighting operator, 
both of which we assume are locally stable. As in the linear case, we always suppose 
that Pl is an isometry, i.e. Pl is inner. In order to state our results, we will need a few 
preliminary remarks and to set-up some notation. We refer the interested reader to [11) 
for the precise proofs of the various results in this section. 

We begin by noting the following key relationship: 

Note that once again for </> of fading memory, </>n denotes the n-linear part of </>, as well as 
the associated linear operator on the appropriate tensor space. 

We are now ready to formulate the iterative commutant lifting procedure. Let II : 
H2(Ck ) ..... H2(Ck ) 8 PlH2(Ck ) denote orthogonal projection. Using the linear commu­
tant lifting theorem (CLT) (see [15) for the details), we may choose ql such that 

Now given this q1, we choose (using CLT) q2 such that 

Inductively, given qt, ... , qn-t, set 

for n 2: 2. Then from the CLT, we may choose qn such that 

(2) 

We now come to the key point on the convergence of the iterative commutant lifting 
method. 
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Proposition 2 With the above notation, let q(l) := ql + q2 + .... Then q(l) E C/. 

Note that given any q E C/, we can apply the iterative commutant lifting procedure to 
W - Po q. Now set 

Srr(q)(p) := L pnllII(W - Po q)nll· 
n=l 

Clearly, Srr(q) :.:::; Seq) (as functions). We can now state the following result whose proof 
is immediate from the above discussion: 

Proposition 3 Given q E C/, there exists q E C/, such that Seq) == Srr(q). Moreover q 
may be constructed from the iterated commutant lifting procedure. 

Moreover, we easily have the following result: 

Proposition 4 q is partially optimal if and only if Seq) ~ Srr(q). 

We can now summarize the above discussion with the following: 

Theorem 1 For given P and W as above, any q E C/ is either partially optimal or can 
be ameliorated by a partially optimal compensating parameter. 

Proof. Immediate from Propositions 2, 3, and 4. 0 

It is important to emphasize that a partially optimal compensating parameter need 
not be optimal in the sense of Definition 4(i). Basically, what we have shown here is that 
using the iterated commutant lifting procedure, we can ameliorate any given design. The 
question of optimality will be considered in the next section. 

7 Optimal Compensators 

In this section we will derive our main results about optimal compensators. Basically, we 
will show that in the single input / single output setting, the iterated commutant lifting 
procedure leads to an optimal design. We begin with the following: 

Theorem 2 There exist optimal compensators. 
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Proof. See (7.1) of [11]. 0 

For the construction of the optimal compensator in Theorem 3 below, we will need 
one more technical result. Accordingly, we will need to set-up a bit more notation. First 
set H2 := H2(C), and Hoo := HOO(C) (the space of bounded analytic complex-valued 
functions on the unit disc). Let m E H OO be a nonconstant inner function, let III : H2 -+ 

H 2emH2 =: H(m) denote orthogonal projection, and set T := IIISIH(m), where S is the 
canonical unilateral shift on H2. (T is the compressed shift.) For H a complex separable 
Hilbert space, let Soo : H -+ H denote a unilateral shift, i.e. an isometric operator with 
no unitary part. This means that S';;; -+ 0 for all hE H as n -+ 00. (See [15].) We can 
now state the following generalization of a nice result due to Sarason: 

Lemma 2 Notation as above. Let A : H -+ H2 e mH2 be a bounded linear operator which 
attains its norm, i.e. such that there exists ho E H with IIAholl = IIAliliholl # o. Suppose 
moreover that 

ASoo = TA. 

Then there exists a unique minimal intertwining dilation B of A, i.e. an operator B 
H -+ H2 such that BSoo = SB, IIAII = IIBII, and IIIB = A. 

Proof. See (7.2) of [11]. 0 

We now come to the main result of this section: 

Theorem 3 Let Wand P be single SISa locally stable operators, with W the weight and 
P the plant. Suppose that IIWj is compact for j ~ 1 and IIPk is compact for k ~ 2. 
(TI : H2 -+ H2 e PIH2 denotes orthogonal projection.) Let qopt be a partially optimal 
compensating parameter as constructed by the iterated commutant lifting procedure. Then 
qopt is optimal. 

Proof. First of all, since IIWI attains its norm, from Lemma 2 we have that the optimal 
ql constructed relative to WI and PI is unique. Now from our above hypotheses, each IIAk 
is compact for k ~ 2, and hence each IIAk attains its norm. Therefore by Lemma 2 each 
optimal qk constructed by the iterated commutant lifting procedure is unique. Theorem 3 
now follows immediately from Theorem 1. 0 

Corollary 1 Let P and W be locally stable and SISa, with linear part PI rational. Then 
the partially optimal compensating parameter qopt constructed by the iterated commutant 
lifting procedure is optimal. 
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Proof. Indeed, since PI is SISO rational (recall that we also always assume that PI is 
inner), H2 e PIH2 is finite dimensional, and so we are done by Theorem 3. 0 

Remark 2. Corollary 1 gives a constructive procedure for finding the optimal com­
pensator under the given hypotheses. Indeed, when PI is SISO rational, the iterative 
commutant lifting procedure can be reduced to finite dimensional matrix calculations. 
In our paper [9], we have shown that when the hypotheses of Theorem 3 are satisfied, 
the skew Toeplitz theory of [6] provides an algorithtnic design procedure for distributed 
nonlinear systems as well. 

This research was supported in part by grants from the Research Fund of Indiana Uni­
versity, Department of Energy DE-FG02-86ER25020, NSF (ECS-8704047), NSF (DMS-
8811084), and the Air Force Office of Scientific Research AFOSR-88-0020, AFOSR-90-
0024. 
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Abstract 

A J-SPECTRAL FACTORIZATION APPROACH TO Hoo CONTROL 

Michael Greenl, Keith Glover2, David Limebeerl and John Doyle3 

It is shown that necessary and sufficient conditions for the existence of sub-optimal solutions 

to the model matching problem associated with %00 control are that two coupled J-spectral 

factorizations exist. The second J-spectral factor provides a parameterization of all solutions to the 

model matching problem. The existence of the J-spectral factors is then shown to be equivalent to 

the existence of stabilizing, non-negative definite solutions to two algebraic Riccati equations, allowing 

a state-space formula for a linear fractional representation of all controllers to be given. 

1. Introduction 

In a recent paper [1] a general class of %00 control problems was solved via several 

spectral and J-spectral factorizations. The resulting algorithm is not computationally optimal, 

since the solution to the %00 problem presented in [9] requires just two algebraic Riccati 

equations to be solved. It was also observed that these Riccati equations could be associated 

with two J-factorizations. 

Here, we re-analyse the work in [1], showing that all the spectral and J-spectral 

factorizations can be subsumed into just two J-spectral factorizations. The BGK factorization 

theory [4] can then be used show that J-spectral factorization is equivalent to the soluability of 

indefinite algebraic Riccati equations, enabling a generator of all solutions to the model 

matching and %00 control problems to be given. 

Concurrent with this work, several of the other approaches to %00 control have been 

generalized and entirely new connections uncovered. The following remarks, which are in no 

way a complete survey, are intended to connect this paper with these other developments. The 

four block distance problem has been solved [9,10,14] using all-pass embedding. Connections 

between maximum entropy %00 control and risk sensitive optimal control have been established 

[9], a connection observed also in [5]. Moreover, in [7], a state space approach which is 

reminiscent of classical LQG theory is developed. [12] also considers a state feedback approach, 

observing a connection with LQ game theory. The connection between game theory and J­

spectral factorization is long standing [3]. A conjugation approach developed in [13] is also 

closely related to the J-spectral factorization method pursued here. 

1 Dept. Elec. Eng., Imperial College, London SW7 2BT, U.K. 

2 Engineering Dept., University of Cambridge, Trumpington St., Cambridge CB2 IPZ U.K. 

3 Dept. Elec. Eng., California Institute of Technology, Pasedena CA91125 U.S.A. 
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Notation throughout is standard. The prefix ':R. (eg., ':R.%~xq) denotes rational, whilst 

the prefix g denotes units (g%~ = {M E ':R.%~xp: M-l E ':R.%~xp}). M-(s) = [M( -8)]*. The 

indefinite matrix [ Ie -~2IJ we denote by Jpq(-r), but we freqently abreviate this to J. rR 

is the Hankel operator with symbol R. 

Recall [6,8,15) that by the use of doubly coprime factorizations and the Youla 

paramentrization, the %00 control problem can be posed as a model matching problem: Given 

the Tij's, find necessary and sufficient conditons for the existence of Q E ':R.%oo such that liT 11 

+ T12QT2t1100 < ,)" and when such conditions hold, parameterize all solutions. 

2. The Nehari problem 

J-spectral factorization has been associated with the Nehari problem for some time [2,8). 

Here, a new condition on the J-spectral factor-namely that it have outer 1,1 block-allows 

solutions for more general model matching problems to be developed by boot-strapping from the 

Nehari problem. 

Theorem 2.1: Let R E ':R.t~xq. Then IIrRIl < ')' ¢} there exists Q E ':R.%~xq such that IIR + 

Qlloo < ')' ¢} there exists W Eg%~+q with W11 E g%~ satisfying 

[ Ip RJ G= a Iq' (2.1) 

Proof: 1 ¢} 2 is Nehari's Theorem. We shall prove that 1 => 3 and that 3 => 2. 

3 => 2: Let V = Wi and note that W11 E g%~ ¢} V22 E g%~. Set Q = VdV22r l 

E ':R.%oo. It follows from (GVrJ(GV) = J that (R+Qr<R+Q) - ')'21 = _,),2(V22V22-rl < 
O. 

1 => 3: Decompose R as R = R+ + R_, with R_( -s) E ':R.%oo and strictly proper, R+ 

E ':R.%oo. Using the state-space construction of [8, Chapter 7), construct X E g%oo such that 

G::.JG_ = XJX, G_ = [i> ~]. A Lyapunov equation argument shows that Xli E g%oo. 

Define W = { ~ ~+]. 0 

The next result provides a characterization of all solutions to suD-optimal Nehari 

extension problems. 

Theorem il: Let R E ':R.t~xq, IIrRIl < ')'. With W as in Theorem 2.1, the set of all Q E 

':R.%~xq such that IIR + Qlloo :5 ')' is given by 

(2.2) 
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Proof: Let V = W1 and recall V22 E g%oo. By using the fact that vr1v- = G-1r 1(G-1r, we 

see that 1IV;~V211100 < r-1. It follows that (V;~V21U + I) E g%oo, so Q E "Jb%oo. From 

(GVP(GV) = J it follows that (R+QnR+Q) - r21 = (Q;lnU-U - r21]Q;1 ::; O. 

Conversely, suppose Q E "Jb%oo is such that IIR + Qlloo ::; r. Define 

Thus U1U1 - r 2U;U2 ::; O. Since U1> U2 are coprime we have that U2 is invertible in "JbLoo, 

and that U = U1U;1 E "JbLoo with IIU!l oo ::; r. Hence (2.2) holds, with Q2 = 021, and Q1 = 
QQ2' To show that U E "Jb%oo, we show that U2 E g%oo. To see this, observe that V;~ = 

(V;~V21U + I)U2 E g%oo. Also, since 1IV;~V21Ulloo ::; 1IV;~V211100IiUIi00 < 1, we have that the 

winding number (around the origin) of det{(V;~V21U + I)(jw)} is zero. Thus the winding 

number of det(U2(jw» is zero, giving U2 E g%oo, since U2 E "Jb%oo. 0 

3. The unilateral model matching problem 

We now seek Q E "Jb%oo such that IIA + BQlloo < r, where B is "tall" and the relevant 

"G" is now also "tall". A related theoren is given in [11, page 58]. 

Theorem li: Suppose G = [~ ~ ] E "JbL~+q)x(p+q) has a left inverse in "JbLoo. Then the 

following are equivalent: 

1. There exists a Q E "Jb%~xq such that IIA + BQlloo < r. 

2. There exists a W Eg%~+q with Wu E g%~ satisfying G-Jeq(r)G = W-Jpq(r)W. 

The set of all Q E "Jb%oo satisfying IIA + BQlloo ::; r is given by 

Proof: Reduce to the Nehari problem as follows: 

Let Bo E g%oo satisfy BoBo = B-B, define Bi = BBo1 and note BiBi = I. Let B.L be 

such that [ Bi B.LJ is all-pass. Then IIA + BQlloo < r 

¢} IIA + [ Bi B.LJ [BOQ]uoo < r 

¢} II[~~] + [BOQ]lIoo < r, R = [ Bi B.LJ A 

¢} IIR21100 < r and (R1+BoQnR1+BoQ) + R;R2 < r21. 

Thus 3 Q E "Jb%oo such that IIA + BQlloo < r if and only if: 

a) 3 N E g%oo with r2WN = i1i = r21 - R;R2 = r21q - A -[I - B(B-Br1B-]A. 

b) 3 Q (= BoQN"l) E "Jb%oo such that IIR1N-1 + Qlloo < r. 

By Theorem 2.1, (b) holds ¢} 3 X E g%oo with Xu E g%oo such that 

o 
I 
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Note also that RI = (BiirIB- A. Now observe that 

Bo 
o 

It follows that W exists ¢} X and N exist (X = W [~o ~ J\. o 

The condition that G have a left inverse in ~Loo is not necessary for there to exist a 

solution to the model matching problem. It is, however, a necessary condition for the existence 

of aWE g%oo such that G-JG = W-JW. 

4. The bilateral model matching problem 

We seek Q E ~%oo such that IIA + BQClloo < "(, with B "tall" and C "wide". The 

technique is based on reduction to the unilateral case, and the result involves two J-spectral 

factorizations. 

Theorem.i,l: Suppose A E ~L!;'P, B E ~L!;'q and C E ~L~xP. Suppose also that B has a 

left inverse and C has a right inverse in the appropriate ~Loo spaces. Let B = BaBs in which 

Ba E~L~e is all-pass and Bs E ~%!;'q. 

There exists a Q E ~%~m such that IIA + BQCll oo < "( if and only if: 

1. There exists a V Eg%~+e with VII E g%~ satisfying 

( 4.1) 

2. There exists a W Eg%~+m with WII E g%~ satisfying 

(4.2) 

The set of all Q E ~%~xm such that IIA + BQCll oo ::; "( is given by 

(4.3) 

Proof: We may assume, without loss of generality, that B E ~%oo, since IIA + BQClloo ::; "( 

¢}IIB;iA+BsQClloo ::; "(. 

With B E ~%oo we see that 1 is necessary by applying Theorem 3.1 to the problem A * 
+ C*Q, where Q = (BQ)*. 

Let Co E g%oo be such that CC- = CoCo and define Ci = C~}C. Let C 1- be such that 

[ Ci CjJ is all-pass. Define R by R = [RI R2 ] = A[ Ci CjJ 

As in the proof of Theorem 3.1, the existence of V satisfying (4.1) implies 3 M E g%oo 

such that ,,(2MM- = "(21 - R2R:;. So Q E ~%oo satisfies IIA + BQClloo < "( ¢} V exists 
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and IIM-IRI + M-'BQColi oo < I' But, since Co E ~%oo, this is just a unilateral model 

matching problem. Therefore, by Theorem 3.1, we know that Q exists iff 3 Y E ~%oo with Yll 

E ~%oo such that 

and that y-I "generates" all QCo's. But such a Y exists iff 3 W E~%oo with W ll E ~%oo 

satisfying 

and that WI "generates" all Q's. It remains to show that P-JP = G-JG, with G as in (4.2): 

-* - I --* [Co 0 }[ Co Observe that J JJ = - 1 2r , that JJ = I and that Rl M Rl 

from which it is easy to check that G-JG = P-JP. 

5. J-spectral factorization theory 

~ J = HJH- = YJY-, 

o 

In the last section we solved the model matching problem in terms of J-spectral 

factorization. We now show how such factorizations can be calculated by solving an algebraic 

Riccati equation. The main tool for this work is the state space factorization theory of Bart, 

Gohberg and Kaashoek [4), but some care needs to be taken to avoid minimality assumptions. 

A . H C2nX2n . H '1' "f J'H H*J'* J- [0 -In] If H matrix E IS a ami toman matrix I = ,= In O. E 

C2nx2n is a Hamiltonian matrix, we say H E dom(Ric) if there exists a matrix Q E Cnxn such 

that H[ t ] = [ t ]A, with A asymptotically stable. If H E dom(Ric), then Q = Ric(H) is 

Hermitian and QH ll + HilQ + QH12Q - H21 = O. 

Theorem g: Suppose G E ~%~+q)x(m+e) is given by the realization G(s) = D + C(sI -

ArIB, with A asymptotically stable. Then there exists aWE ~%~+e such that G-Jpq(T)G = 

W-Jme(T)W if and only if: 

1. There exists a non-singular matrix Woo E C(m+e)x(m·H) such that D*Jpq(I)D 

W!,Jme(T)Woo' 

2. H E dom(Ric), where, with J = Jpq(T), 

[ A 0] [ B ] * -I[ * H = -C*JC -A * - -C*JD (D JD) D JC B* J. (5.1) 

In this case W is given by W(s) = Woo + L(sI - Ar'B, where L = Jcie(I)W~[D*Jpq('Y)C + 
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B*Q] and Q = Ric(H). 

Proof: Suppose 1 and 2 hold. Then Q = Rie(H) implies that A - B(D*JDfl[D*JC + B*QJ 

= A - BW;;;L is asymptotically stable. It follows that W E g%oo. Now note that the Riccati 

equation for Q can be written as C*JC - Q(sI-A) - (-sI-A *)Q = L *J1. A standard 

calculation, substituting for L *JL, shows that W-JW = G-JG. 

Conversely, suppose Wexists. Then 1 follows by setting Woo = W(oo). Observe that 

G-JG = (W-J)W, W E g%oo is a canonical Wiener-Hopf factorization (see [4]; also [8]). 

Temporary assumtion: (A,B) is controllable. Let 3 P = p* satisfy PA + A *p + C*JC = O. 

It follows that 

A 0 B] o -A* -K* , K = D*JC + B*P. 
K B* D*JD 

The unobservable/uncontrollable modes are the unobservable modes of of (K,A)/uncontrollable 

mdles of (-A *,-K*). Therefore, w.l.o.g, suppose A,B,C are such that 

o ] (KhAn) observable. 

A minimal realization of G-JG is given by 

Since G-JG has a canonical factorization, AX = A - In:rIC has no imaginary axis eigenvalues. 

Hence, since AX is Hamiltonian, 3 a non-singular matrix X such that AXX = XT, T = 

[ ~l _T~i ] with Tl asymptotically stable. Hence X+(A) = Ii ~] and X_lAx) = I,i~~l 
By the BGK theorem, X+(A) and X_(AX) are complementary, i.e., Xn is non-singular, so define 

Q = X2IXil. It is now straightforward to check that Ric(H) = P + [~ ~ J 
Removal 2f the controllability assumtion: Suppose (A,B,C) is in controllable canonical form 

and let Hcont denote the Hamiltonian analogous to (5.1) constructed from the controllable part. 

Apply the above result (i.e., with the controllability assumption), and observe that Ric(H) can 

be constructed from Ric(Hcont) and the solutions of 3 linear equations, which the stability 

conditions ensure have solutions. 

6. A state-space formula for all solutions to the %00 control problem 

Theorem 6.1: Suppose pes) = D + C(sI - A)-IB, (e+m)x(p+q) satisfies: 

a) (A, B2) stabilizable and (C2, A) detectable. 

o 
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Then there exists an internally stabilizing controller K such that IiPu + 

P12K(I-PnK)-lP211i00 < , if and only if: 

1. Hy E dom(Ric) and Ric(Hy) ~ 0, where 

ci 
o 

2. HZ E dom(Ric) and Ric(HZ) ~ 0, where, with J = Jqm(f), M 

[ y ooC; +B1Di1 _,-2Y ooci ] and Y 00 = Ric(Hy), HZ is defined by 

HZ = [ 

}{ 

J 

All controllers are given by K = - K1K2\ [~~] = Wll Y J. U E ':R.%oo with IiUll oo ~ " 

where 

s [A_M1C2-M2C1 B2-M2D12 M1 l 
W1 = L1 0 

L2 0 

in which 

Di2C1 + (B2 - M2Dd*Zoo 

-(C2 + ,-2MjZoo) 
]. Zoo = Ric(HZ)' 

Proof: Use the Youla parameterization to reduce the %00 control problem to the model 

matching problem IiTu + T12QT211l00 < , (see [6,8,15]). Assumption (a) is required here. 

Now apply Theorem 4.1-assumtion (b) is required for the left/right invertibility constraints on 

T12 and T 21. Using Theorem 5.1, conditions 1 and 2 of the theorem are equivalent to conditions 

1 and 2 of Theorem 4.1, with a Lyapunov equation argument required to show that outer 

constriants on the 1,1 blocks hold if and only if Ric(Hy) and Ric(HZ) ~ O. 

Obtain a generator W for all Q from Theorems 4.1 and 5.1 and observe that 

W = W~ Dr -UeJ 
Nr Ve 

It follows that a controllers are generated by Wi1. 
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A few tricks can be used to avoid 2n dimensional state-space calculations in the procedure 

above. Also, the formula for all controllers can easily be turned in to an equivalent feedback 

form. 0 
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VECTOR INTERPOLATION. %00 CONTROL and MODEL REDUCTION 

Michael Green and David J.N. Limebeer 

1. Introduction 

The vector interpolation problem. posed by Ball and Helton [1.2). is the most 

general version of such Nevanlinna-Pick interpolation problems. containing the matrix 

interpolation problem as a special case. The problem has been solved by several methods. 

all of which rely on deep and abstract mathematics. Yet it is possible to solve the vector 

interpolation problem in a very straightforward way. as was done in [3.8) for the scalar case 

and in [11) for the vector case. 

It is our purpose in this paper to detail the basic connections between %oo-control. 

model reduction and vector interpolation. Given these connections it is clearly necessary to 

develop a solution for one of these problems for the sohltions to the others to follow. We 

focus attention on the interpolation problem. showing that a solution of this problem for the 

rational case can be developed using no more than the classical Schur construction based on 

elementary linear fractional transformations and results on the inertia of matrices. The 

connections also allow a state-space solution to the interpolation problem to be given by 

exploiting Glover's state-space solution to the model matching problem. 

As applications. we look in detail at the one-block model matching problem from %00 

control and the model reduction problem. explicity constucting the associated Pick matrices. 

Notation is standard. '!R:.%oo(k) denotes rational matrix functions with at most k 

poles in the closed right half plane. '!R:.%oo = '!R:.%oo(O) and M E '!R:.%;' if M( -s) E '!R:.%oo. 

':8%00 and ':8too are the closed unit balls of '!R:.%oo and '!R:.too. GJ(H. U) denotes the linear 

fractional map GJ(H.U) = Hu + H12U(I-H22U)-lH21' 

2. Vector interpolation and %00 control 

To see the connection between %oo-control and interpolation. recall [5.7.12) that a 

class of %oo-control problems may be posed as the model matching problem: Find Q E 

'!R:.%oo such that IITu - T12QT211100 ~ r. Here. the Tij's are stable. T12 and T21 are 

square and. without loss of generality. may be chosen inner (stable and all-pass). Since Q is 

required to be stable. every right half plane zero of either T12 or T21 is a zero of T 12QT21. 

Therefore. let {si : i=I.···.nrl and {si : i=nr+1 ... ·.n} be the right half plane zeros of T21 

and T12 respectively. Also. let ai¥:O be such that T21(si)~ = O. i = 1 ... ·.nr and aiT12(si) 
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= 0, i = nr+1,·· ·,n. Denote the closed-loop by rR, ie, rR := Tn - T12QT21 where 

IIRlloo ~ 1 and r is a gain parameter. Then R E ~:J&oo and must satisfy the interpolation 

constraints 

Conversely, if R E ~:J&oo satisfies (2.1), then Q defined by Q = [TT2(Tu - rR)T;J 

is stable and IITu - TI2QT211100 = rllRlloo ~ r. Essentially, the interpolation constraints 

(2.1) ensure that Q and R share the same stability properties. 

3. Vector interpolation and model reduction 

For consistency with the conventional set-up, where the interpolation points are in 

the right half plane, we consider the approximation of completely unstable systems. 

Suppose G E '!Ro:J&oo(m) n '!Ro:J&;;;' (i.e., is anti-stable of degree ~ m). We seek a E 

'!Ro:J&oo(k), with k ~ m, such that IIG - all oo ~ r. We call a_, the unstable part of a, a 

reduced order model of G. 

Factorize G as G = GxGi' with Gx E '!Ro:J&00, Gi E '!Ro:J&;;;' all-pass and let rR:= Gx 

- aGt. Then, provided no pole of a cancels a zero of Gi in the product aGi, we see that 

Gi(sj)aj = 0 j = 1", ',n implies 

(3.1) 

Conversely, a is recovered from R by a = (Gx - rR)Gi = G - rR. Again, the 

interpolation constraints ensure that a and R share the same right half plane poles. 

The cancellation condition above does not permit approximate models to share the 

same poles as G. This is perhaps a perverse condition, but one which an analysis of the 

Hankel norm model reduction formulae of [9) shows is met except in the trivial case k=m 

and for isolated values of r in problems having a particular structure. 

4. Single point interpolation 

Lemma 4.1 (elementary interpolants): Suppose 81 is a point in the open right half plane, 

that r is a real parameter and that a and b are complex vectors. Define 

H.,(s):= [~ ~ J+ [ -~ta} - (-8IH.,b*b»-~-ra* b* ] 

in which 
_ -(SI+8I) 

</J., - (r2a*a-b*b)" 

1. H., is all-pass. 

2. </J., < 0 implies H.,e '!Ro:J&oo and tP., > 0 implies H., e '!Ro:J&;;;'. 

(4.2) 
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3. If if>oy=O or 00 (i.e .• Ir2a*a-b*bl -+ 00 or trl-+ ~~ then Hoy(s) is non dynamic. i.e .• 

independent of s. 

Futhermore. provided if>oy t= o. 
4. Roy(s) satisfies Roy(sl)a = ~ if and only if Roy = ~(Hoy.U). U E '!I\,l.oo. Futhermore. 

IIRoylioo ~ 1 if and only if U E '!9l. oo• 

Proof: Direct observation and calculation. 

defining 

Note that the only if part of 4 comes from 

( [ H;2 -Ht2J ) U = ~ H* H* • R. - 21 11 
o 

5. Parametric Interpolation 

Suppose we are given two data sets {sit aiECq. biECP : i=l.···.nr} and {sit aiECP. 

biECq : i=nr+1.···.n}. The standard assumptions will be: si+si>O for i=I .. ··.n; sit=Sj 

for i~nr. j>nr; and if 3 is an index set such that si=Sj' iJE3 then {ai : iE3} are linearly 

independent. We seek a characterization of all Roy E '!9l. oo such that 

(5.1) 

We call this the parametric vector interpolation problem (PVIP). Unlike the standard 

Nevanlinna-Pick problem. we have said nothing about the stability properties of the 

interpolating function at this stage. 

6. The Schur construction 

In the Schur construction. for iteration i. step 1 builds an elementary interpolant 

H~(s) for the data sit ai. bi. Thus. provided if>~t=O. r['!F(H~.Ui)(si)lai= bi 'lUi E '!9l.oo. 

We then need to choose Ui(s) so that the other constraints are satisfied. To do this. we feed 

the remaining constraints "down through H~" to give an interpolation problem for Ui. The 

algorithm returns to step one. thus satisfying another constraint. After all the all the 

constraints are met. the final contraction U(s) is free: 

Initial data: {si' atECq. btECP : i=l.·· ·.nr}, {sit atECP. btECq : i=nr+l.· ··.n}. r 

Initialize count i = 1. 

1. Let H~(s) be the elementary interpolant. where a=a\ and b=bi. 

2. If i~nr-1. update the right const~::~l by [~:i =[:~l(Sj) [:H j = i+l .. ··.nr· 

3. Update the left constraints by 1+1 = Sl( s.) i. with j nr+1 .. ··.n if i~nr. 
b. J a. 

otherwise j =i + 1 ..... n. J J 

4. 

SR(s):= r ~ ~ J+ [ r~t } - (-Slr~ ra* -b*] = SL(-s) 

Ifi~n-~. set i=I+1 and return to 1. 

(6.1) 
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Theorem ll: Suppose that 4>~;60, i=l"",n in the Schur construction. Then ~~ given by 

~~ = ~(H~, ~(H~, ... , ~(H~) .. ·) is a generator of all solutions to the PVIP. That is, R~ 

is a solution to the PVIP if and only if R~ = ~(~~,U) for some U E ':IILoo. o 

Remark 6.2: The condition 4>~;60 \Ii is affected by 'Y and the ordering of the data. For 

given 'Y, a generator of all solutions to the PVIP can be found by the Schur construction if 

for some ordering of the data 4>~;60 \Ii. We call these values of 'Y regular values. It can be 

shown that 'Y is non-regular if and only if every ixi principal minor of the Pick matrix is 

zero. (In the 2x2 case, this means both diagonal entries are zero). 

Genin & Kung [8] claim that the Schur construction always solves the (scalar) 

interpolation problem. This claim is based on the fact that since R('Y,s):=R~(s) is a 

rational function of 'Y and s there can only be finitely many 'Y such that, for some i, 4>~ = O. 

It is therefore true that for any 'Yo and k, lim { lim R~(s)}ak = ~k. We know by 
'Y->'Y 0 s->sk 0 

examining the elementary interpolants, however, that if 4>~->O as 'Y->'Y 0' then 

b· 
lim { lim R-y(s)}a. ;6 I· 

s-+si+l 'Y-+'Yo I 0 

That is, the two variable rational function R( 'Y,s) has a discontinuity at ('Y o,si+l)' 

7. The Pick matrix and stability properties of interpolating functions 

The Pick matrix associated with our PVIP is: 

Notice from Lemma 4.1 that the stability properties of the elementary interpolant which 

solves a 1 point problem are determined by the sign of 4>~, and that -4>~1=1I(1,1). For the 

general case, the inertia of the Pick matrix determines the stability properties of the 

generator of all interpolating functions. 

Lemma L.l: Let lIi+l('Y) be the Pick matrix for the n-i point interpolation problem 

obtained after i iterations of the Schur construction. Partition lIi( 'Y) as 

Proof: Calculation. o 

Theorem 7.2: Suppose that 'Yo is a regular value and that the Pick matrix 1I( 'Y 0) has k 

strictly negative eigenvalues. Then the generator ~~o obtained from the Schur construction 
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E ':Jb%oo(k), i.e., has no more than k right half plane poles. 

Proof: By Lemma 4.1, the numer of unstable H\ in the Schur construction is the number 

of positive cI>~. The result follows from Lemma 7.1, since -(cI>irl = TIi(l,l). 0 

Theorem 7.3: If there exists a solution R"Yo to the PVIP such that R"Yo E ':Jb%oo(k), then 

TI(, 0) has no more than k negative eigenvalues. 

Proof: Write the Pick matrix as TI(,o) = Z*BZ, Z = diag{joai}' i = 1, "',n, in which 

By the standard assumptions, Z has full column rank, from which it follws that II(TI)::;II(B) 

(i.e. B has at least as many negative eigenvalues as TI). 

Let [A,B,C,D] be a minimal realization of R. Since R E o:BLoo, we can construct 

such that Ra(s) is all-pass [9, Theorem 5.2]. Now let P and Q be the controllability and 

observability gramians of Ra. Calculation, using the all-pass equations [9], gives: 

~(s) !: [A,Ba,C,Dd 

H.", [ 

:3][ ~ ][ :, J = T1NTi + 
T2 T2 

B 
0 P 0 

Q 0 0 
[T2 0 = T1NTi + -I 
T3Q T3 ][ 0 0 ][T3~2_1 T3 

The various matrices 

1 i=I,.··,nr 
{Si +sk}k=I,.. ·,nr' N2 

~(si)i=nr+1,n}' T2 

above are identified as N 

{ 1 } i=nr+I," ',n 
si+sk k=nr+l,. .. ,n TI 

[(sl-ArIB, (s2-Ar IB,. .. , 

J since p=Q-I. 

[~I ~2J with NI = 

blockdiag{ ~d(s.). _. , 
ll-l,nr 

(snr-ArIB]* and Ta 
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[(Snr+I-A*rIC*, (Snr+2-A*rIC*,. .. , (sn-A*rIC*]*. A Lyapunov equation argument 

establishes that N~O, and consequently 1/(IJ):-:;1/(B):-:;1/(Q) :-:;:>r(A):-:; k. 0 

8. Pick matrices for the model matching and model reduction problems 

From [11,12]' we obtain the following state-space realization for the Tij's: 

[ 
A-B2F B2F BI B2] 

[ Tl1 T12] ~ * A- -Y * 
T 21 0 - - B2X F Dl1 I 

o C2 I ° 
(8.1) 

(A,B2) and (A,C2) are assumed stabilizable and detectable respectively. The matices Hand 

F are defined by F = C1 + B;X, H = BI + YC~ in which X and Yare the unique 

positive semi-definite solutions to the Riccati equations 

X(A-B2CI) + (A-B2CI)*X - XB2B;X = ° 
(A-BIC2)Y + Y(A-BIC2)* - YC~C2Y = 0 

(8.2) 

(8.3) 

Note that A-B2F and A-HC2 are asymptotically stable, and that the matrices D21 and 

DI2 which appear in [11,12] have been assumed to be scaled to the identity. 

Lemma li: If A+).>O, then there exists a:;i:O such that T21(A)a = 0 if and only if there 

exists x:;i: 0 such that 

[AI-(A-BIC2)]x = O. (8.4) 

In this case, a = -C~ and Tl1(A)a = b = (CI-Dl1C2)X. 

Proof: Since A+).>O, the realization of [~~~] obtained from (8.1) is controllable and 

observable at S=A. So [~~~ JA)a = [ ~ }f and only if 

which is equivalent to a=-C2x where x satisfies (8.4), y = x and b=(CI-Dl1C2)X. 0 

Lemma 8.2: There exists x:;i:O satisfying (8.4) with A+).>O if and only if there exists z, 

with Yz:;i:O, such that [AJ+(A-HC2)*]z = O. In this case x = Yz. 

Proof: Follows from the equation Y(A-HC 2)* + (A-BIC2)Y = O. o 

Let for i=l,···,nr with nr=rank(Y) satisfy 

[siI+(A-HC2)*]zi = O. Let snr+ i' wi' XWi:;i:O for i=l,·· ·,ne' with ne= rank(X) satisfy 

wi[si+n/+(A-B2F)*] = O. Define ai = -C2YZi' bi = (Cl-DnC2)YZi' i=l,.··,nr. 

With n=nr+ne define a· = -B;Xw. ,bl· = (BI-B2DII)*Xw. ,i=nr+1,.··,n. I I-nr I-nr 
The interpolation data associated with the model matching problem Tn + TI2QT2h 
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is {si'ai,bi i=l,· .. nr} and {si,ai,bi i=nr+1, .. ·n}. The interpolation data satisfy the 

standard assumptions if and only if Si#Sj for i~nr, j>nr and Z = [Zl Z2 ... znr]. W 

= [WI W2 ... wn€] have full column rank. In this case, the Pick matrix is given by 

where Y, X are the solutions of the Lyapunov equations 

(A-HC2)Y + Y(A-HC2)* + Y(CI-DllC2)*(CI-DllC2)Y = 0 

(A-B2F)*X + (A-B2F)X + X(BI-B2Dll)(BI-B2Dll)*X = o. o 

Remark M: It is possible to find the least, such that II(,)~O by an eigenvalue calculation: 

Assume for simplicity that X and Y are non-singular and that Z=I, W=1. Then 

o 

For the model reduction problem, suppose we are given a controllable realization 

[A,B,C,D] of the system G in which A has all it's eigenvalues in the open right-half plane. 

Let P=P*<O and Q=Q*~O be the controllability and observability gramians: AP + PA* 

+ BB* = 0, A *Q + QA + C*C = O. A straightforward calculation shows that Gi(s) = I 

- B*p-l(sl - ArlB and Gx(s) = D + [DB* + CP](sl + A*rlp-IB satisfy G=GxGi, 

GiE '!R,%;:;' all-pass and Gx E'!R,%oo. The interpolation data Gi(s)aj = 0, Gx(s)aj = bj 

is given by aj = _B*P-1wj, bj = CWj' where (s} - A)wj 0,. The standard 

assumptions are equivalent to the non-singularity of W = [WI W2 ... w~ and 

lIb) = ,ai_ak - i k = W*(Q _ ,2P- 1)W { 
2 * b*b }i=l, ... ,n 

Si + Sk 
(8.5) 

k=l, .. ·,n 
l 

Since ).2(PQ) are the Hankel singular values of G(s) [9], it follows that the (positive) 

zeros of the Pick matrix are precisely the Hankel singular values of G. Furthermore, the 

Nehari/AAK theorem of optimal Hankel norm approximation follows directly from the 

interpolation results: Every positive zero 'k 

Consequently • inf IIG - Glloo= 'HI' 
GE'!R,%oo(k) 

9. A generator of solutions to PVIP 

of det(II( I»~ is a singular value of r G' 

o 

Suppose we are given {Sj' a/Cq, bjECP, j=l, .. ·,n} for a right-sided PVIP. We use 

the state space connection of §8 'backwards' to construct the G of an associated model 

reduction problem: Define 

(9.6) 

Let F=F* be a solution of FA + A*F + X*X = O. The standard assumptions imply 

(X,A) is observable, so F < O. Define 
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(9.7) 

An appropriate G is given by the realization [A,B,C,D], for any DECpxq. That is, with the 

realization G(s):![A,B,C,D], the PVIP obtained via the procedure in §8 is our original PVIP 

defined by the data {si' ail bi i=l,· ··,n}. 

Recall [9] that, provided R = (PQ-'Y2I) is non-singular, 

is a generator of all solutions to the model reduction problem, i.e., all reduced order models 

a.., E '!R:.%co(k) such that IIG-a..,lIco~'Y are given by a.., = F(%.."U), U E '!B%co. Hence a 

generator of all solutions to PVIP is given by'!R:...,(s) = ,{ [~x ~ ] -%{ ~t ~ ] }(s) 

=[ 
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Sensitivity Minimization and Robust Stabilization 
by Stable Controller 

S. Hara and M. Vidyasagar 

This paper is concerned with the problems of stabilizing an SISO system using 
a stable controller. Two interpolation-minimization problems for unit functions are 
investigated, and necessary and/or sufficient conditions for solvability are obtained 
using the logarithm function. A necessary and sufficient conditions is also derived 
for the sensitivity reduction by a stable controller. We obtain a lower bound and 
two upper bounds on the uncertainty in the plant which can be stabilized by a stable 
controller. A procedure for designing a stable robust controller is presented, based 
on solving a nonlinear min-max optimization problem. 

1 Introduction 

This paper is concerned with the problems of stabilizing an SISO system using a 
stable controller. Stable controllers are desirable from the standpoint of the integrity 
of the closed-loop system and they are commonly used in classical control system 
design. However, it is well known that in a recent approach called Hoo norm'opti­
mization (e.g. sensitivity minimization [13J and robust stabilization [5]) the optimal 
controller or robust compensator often unstable if the plant has unstable zeros or 
unstable poles. 

A necessary and sufficient condition for stabilizability by a stable controller has 
been derived by Youla et al. [12J. The condition is called the parity interlacing 
property (p.i.p.). A pa.ra.metrization of all stable stabilizing compensators has been 
developed by Vidyasagar [9J. Several design problems with stable controllers such 
as the gain margin problem and the sensitivity minimization problem have been 
discussed in the literature [7J, [8J , [2J, [3], [6]. However, there is no research on 
robust sta.biliza.tion by a sta.ble controller. It is also noted tha.t the results in [8J and 
[2] are not complete from the practical design point of view. The results in [8] and [21 
were obtained by means of a modified Nevanlinna.-Pick interpola.tion problem first 
discussed by Ball and Helton [1]. The modified interpolation problem is to find a. 
unit (rather tha.n sta.ble) function such tha.t it satisfies given interpola.tion conditions 

293 
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and its infinity-norm is less than 1. However the class of functions treated in [1] is 
not restricted to symmetric. Their results are therefore inadequate for problems of 
control system design, since the resulting controller may be a rational function with 
complex coefficients. 

In this paper, we consider problems of sensitivity minimization and robust sta­
bilization by a real rational stable controller. The paper is organized as follows: In 
Section 2, we propose two interpolation-minimization problems for unit functions. 
The first and second problems are related to the sensitivity minimization problem 
and robust stabilization problem, respectively. A necessary and sufficient condition 
for the solvability of the first problem is obtained using the logarithm function. The 
problem and the derived condition are slightly different from those in [1]. Two nec­
essary conditions and a sufficient condition are developed for the second problem. 
We investigate the sensitivity minimization problem in Section 3. A necessary and 
sufficient condition is derived for the sensitivity reduction by a stable controller. 
Section 4 is devoted to the robust stabilization problem. It is" shown that the nec­
essary condition (resp. sufficient condition) for the second interpolation problem 
leads to an upper bound (resp. lower bound) on the plant uncertainties such that 
there exists a stable controller which internally stabilizes all plants in the prescribed 
bound. We also show that the problem can be approximated by a nonlinear min-max 
optimization problem. 

Since the problems for continuous-time systems can be converted to those for 
discrete-time systems by an appropriate bilinear transformation, we only consider 
the discrete-time case in this paper and all the proofs are omitted. 

We use the following notation. D (resp. D) denotes the open (resp. closed) 
unit disk. The set A consists of all functions mapping D into the complex numbers 
such that they are analytic on D and continuous on D. A. denotes the subset of A 
consisting of all symmetric functions, i.e. 

A. = {I E A : /(z) = I(z), 'Vz E D} 

where the bar denotes complex conjugation. The set of all rational functions is 
denoted by R( z) and we define two subsets of R( z): 

RHoo = {I E A. U R(z)}, Boo = {/ E RHoo : 11/1100 < I} 

where 11/1100 denotes the Hoo norm of I defined by 

11/1100 := sup max I/(rei')I 
.. _1- , .. e[O,l) 'e[O,2 .. ) 

2 Interpolation by unit function 

In this section, we consider the following two interpolation problems for unit func­
tions: 

Problem 1: Given complex numbers Oti,f3i (i = 1 '" n) with lOti I < 1 and 
lf3il < 1 for all i, find a function I in A. satisfying 

a) I is a unit of A., i.e., I(z) :f:. 0, 'Vz E D 

b) l(ai)=f3i (i=1",n:=2s+r) 

c) 11/1100 < 1 
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In order for b) to be satisfied by a symmetric function, the ai's and f3i's occur in 
complex conjugate pairs. To be specified, suppose 

i) ao(i = 1 - 8) are nonreal with ao+. = a. and f3&+. = 13. (i = 1 - 8) 

ii) a.(i = 28 + 1 - n) are real and f3.(i = 28 + 1 - n) are real and positive 

Problem 2: Given complex numbers a.,f3.(i = 1 - n) with laol < 1 and 
1f3.1 < 1 for all i and a function h E A., find a function I in A. satisfying 

a) I is a unit of A., i.e., I(z) :f: 0, "Iz E D 

b) l(ao)=f3i (i=1-n:=28+r) 

d) 111- hll oo < 1 

Problems 1 and 2 are closely related to the problems of sensitivity minimization 
and robust stabilization by a stable controller, respectively. This is shown in Sections 
3 and 4. 

A necessary and sufficient condition for Problem 1 to have a solution is given 
next: 

Theorem 2.1: There exists a function I in A. satisfying a), b) and c), if and 
only if there exists a set of integers {mlt}r.=l-. satisfying 

mH. = -mit (1: = 1 - 8) and m2.+l = 0 (l = 1 - r) (2.1) 

such that the Pick matrix 

(2.2) 

is positive definite. 
Corollary 2.1: Suppose 8 = 0 in Problem 1, i.e., there exist no nonreal 

interpolation points. There exists a function I in A. satisfying a), b) and c), if and 
only if 

(2.3) 

Remark 2.1: The above results can be derived by using a logarithm function 
-ln/. A result similar to Theorem 2.1 was developed by Ball and Helton [1] and 
their result was used to solve the sensitivity minimization problem and gain margin 
problem by a stable controller by Genesh and Pearson [2] and Tannenbaum [8], 
respectively. However, the class of functions considered in [1] is A rather than A •. 
Therefore, we may not obtain a rational function with real coefficients even if the 
condition in [1] holds. This means that the result in [1] is not adequate for control 
problems. The only difference between Theorems 2.1 and the result in [1] is in the 
choice ofthe set of integers {mit}. We must choose {mit} in Theorem 2.1 such that 
the consistency condition (2.1) holds, while mit (1: = 1 - n) are arbitrary integers 
in [1]. 

Remark 2.2: Since the numbers of possible choice of {mit} is finite as shown 
in [2], we can check the solvability condition in Theorem 2.1 in finitely many steps. 

Next, we investigate Problem 2. Unfortunately, the problem is quite difficult, so 
we only give two necessary conditions and a sufficient condition for the solvability 
(all the proofs are omitted). The conditions lead to upper and lower bounds on the 
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maximum plant uncertainty for which there exists a. sta.ble controller tha.t a.chieves 
robust sta.biliza.tion. 

Let h is a. unit in A. such tha.t 

Ih(ei')1 = 1 + Ih(ei')I, 'V9 (2.4) 

then we ha.ve the necessary condition. 
Theorem 2.2: Given h E A., choose a. unit h of A. such tha.t (2.4) holds. 

Under these conditions, if there exists a. function f in A. sa.tisfying a.), b) and d) in 
Problem 2, then there exists a. set of integers {mlo}.=lN, sa.tisfying the consistency 
condition (2.1) such tha.t the Pick ma.trix 

is positive definite. 
We can obtain another necessary condition by repla.cing (3; and v; (i = 1 "" n) 

by 1/(3; and 
IL; := l/h(a;) (i=l""n) (2.6) 

respectively, where h is a. unit in A. sa.tisfying 

Ih(ei')1 ~ ma.x{lh(ei')1-1,0}, 'V9 (2.7) 

Note tha.t h is not unique but it can be chosen such tha.t Ih( &')1 is a.s close a.s 

possible to maz {lh(ei ')1-1,0}. 
Theorem 2.3: Suppose IL; (i = 1 "" n) are defined by (2.6). If there exists 

a. function f in A. sa.tisfying a.), b) and d) in Problem 2, then there exists a. set 
of integers {mlo}J.=lN, sa.tisfying the consistency condition (2.1) such tha.t the Pick 
ma.trix 

Qh( {mlo}) := [In(3; + lnplo + InIL; + ln~" - j21r(m; - mlo)]n (2.8) 
1 - a;alo ;,10=1 

is positive definite. 
Finally, we will derive a. sufficient condition for the solva.bility of Problem 2: 
Theorem 2.4: Suppose tha.t IIhll oo < 1 and select a. unit h. in A. such tha.t 

(2.9) 

Define 
0; := h.(a;) (i = 1 "" n) (2.10) 

Then there exists a. function fin A. sa.tisfying a.), b) and d) in Problem 2, if there 
exists a. set of integers {mlc}.=lN, sa.tisfying the consistency condition (2.1) such 
tha.t the Pick ma.trix 

Qh.( {mlc}) := [-In(3; -lnplo + InS; + 1~61o - j21r(m; - mr.)]n (2.11) 
1 - a.ar. ',10=1 

is positive definite. 
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3 Sensitivity minimization by stable controller 

Consider a feedback control system shown in Fig.1, where P(z) E R(z) is the plant 
to be controlled and C(z) E RHoo is the controller to be designed, i.e., the controller 
is itself stable. The closed-loop system is said to be stable if 

[ 1/(1 + PC) -P/(l + PC) ] 
H(P, C):= C /(1 + PC) 1/(1 + PC) E RHoo (3.1) 

We note that a constraint so called p.i.p (parity interlacing property) is required 
for the plant to be stabilized by a stable controller [12], [9]. 

Let ploCk = 1 '" m) be the distinct poles of P(z) in D, and let ploCk = m + 1 '" 
m + p,) be the distinct poles of P(z) on the unit circle. Let z,,(k = 1 '" n) be the 
distinct zeros of P(z) in D, and let z,,(k = n + 1", m + 11) be the distinct zeros of 
P(z) on the unit circle. Then, the stability condition requires that the sensitivity 
function defined by 

S(z) := 1/(1 + P(z)C(z» E RHoo 

should have the following properties: 

Sl) S(z) is real rational and analytic, i.e., S(z) E RHoo 

(3.2) 

S2) For each k = 1 '" p" P" is a zero of S(z)j moreover, its multiplicities as a zero 
of S(z) is at least equal to its degree as a pole of P(z). 

S3) For each k = 1 '" 11, Z" is a zero of S(z) - 1j moreover, its multiplicities as a 
zero of S(z) - 1 is at least equal to its degree as a zero of P(z). 

We now consider the problem of weighted sensitivity minimization by a stable 
controller, i.e., selecting a stable controller C(z) E RHoo such that (3.1) and 

IIWSlioo < 'Y (3.3) 

hold, where W(z) E R(z) is a given unit. 
For simplicity we first assume that the plant P(z) has no unit circle poles or 

zeros, i.e., p, = 0 and 11 = 0, and that all poles and zeros in D are simple. Let 

I(z) := (W(z)S(z)/t4(z»h = W(z)lI.(z)h (3.4) 

where t4(z) := n.=l(Z - p,.)/(l - p"z). 
Then 1 must satisfy 

a) 1 is a unit of RHoo 

b) I(z,,) = W(z,,)/(-yt4(z,,», k = 1 '" n + 

c) 11/1100 < 1 Fig.l FEEDBACK SYSTEM 

We can readily show that the existence of such an I(z) is the sufficient condition. 
Consequently, sensitivity minimization by a stable controller is reduced to a problem 
of interpolation by a unit function (Problem 1 proposed in Section 2). Hence, we 
can apply Theorem 2.1 to solve the problem. 

Theorem 3.1: Suppose all poles and zeros of P(z) in D are simple (unit 
circle poles or zeros of P(z) may not be simple). Let a,.(k = 1 '" 28) be the nonreal 
zeros of P(z) in D with a/o+. = £ir. and ar.(k = 28 + 1 '" n = 28 + r) be the real 
zeros of P(z) in D, and let ar.(k = n + 1", n + 11) be the distinct unit circle zeros 
of P(z). 

Under these conditions, there exists a stable controller C(z) E RHoo satisfying 
(3.1) and (3.3) if and only if 
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1) P(z) has the parity interlacing property 

2) IW(alc)1 <, (k = n + 1 '" n + v) 

3) there exists a set of integers {mr.}r.=lN, satisfying the consistency condition 
(2.1) such that Q({mr.}) > 0 holds, where Q({mr.}) is defined by (2.2) with 

131c := /31011, /310 := W(ar.)/t:t.(ar.) (k = 1 '" n) (3.5) 

Remark 3.1: The condition 2) in Theorem 3.1 is related to the unit circle 
zeros. The case where P(z) has zeros with multiplicities in D can be also treated by 
using the corresponding Pick matrix made up of interpolation data on derivatives. 

Remark 3.2: The same technique is valid for the gain margin problem [7], [8], 
[4] via an appropriate conformal mapping. In the MIMO case, if all zeros of P(z) in 
D are real and blocking zeros, the problem of sensitivity minimization by a stable 
controller can be solved by using the corresponding Pick matri~ proposed by Sideris 
and Safonov [6] without searching. 

4 Robust stabilization by stable controller 

The robust stabilization problem [5] for multiplicative (or additive) perturbations 
can be reduced to an Hoc-norm optimization problem of the form 

inf IIWTlloc < 1 (4.1) 

where 
T:= C/(1 + PC) (4.2) 

and W is an appropriate RHoo function which is determined by the frequency shaped 
uncertainty bound [10]. Let P = np/dp and C = ne/de be coprime factorizations 
over RHooi then T can be rewritten as 

(4.3) 

We can see from (4.3) that the problem of robust stabilization by a minimum-phase 
controller is dual to sensitivity minimization by a stable controller. Hence, problem 
of robust stabilization by a minimum-phase controller can be solved as in Section 3 
by interchanging the roles of the unstable poles and zeros of P(z). 

Unfortunately, the technique used in Section 3 cannot be adopted to solve the 
problem of robust stabilization by a stable controller, since ne(z) may have unstable 
zeros even if C(z) is stable. Therefore, we must modify the problem. 

It is well known that the class of all robustly stabilizing controllers can be ex­
pressed as 

C = (Ii + qb)/(a + qb), (4.4) 

where Ii, b, a and b are appropriate RHoo functions [5]. Hence, the problem of 
robust stabilization by a stable controller can be reduced to finding a q E Boo such 
that 

a + qb is a unit (4.5) 

Note that there exists a q(z) E RHoo satisfying (4.5) if and only if b/a has the p.i.p, 
or equivalently P(z) has the p.i.p. 
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Let v := 0.+ qb and b = bibo is the inner-outer factorization; then q = (v - a )/b = 
(v - a.)/(babo ) and hence we have 

(4.6) 

Hwe set 
f:= v/bo, h:= a/bo (4.7) 

then the problem is reduced to Problem 2 stated in Section 2 and hence Theorems 
2.2 (or 2.3) and 2.4 can be applied to obtain a necessary condition and a sufficient 
condition for the solvability (note that the technique in the proof of Theorem 3.1 is 
still valid for the case where bo is not a unit, i.e., bo has unit circle zeros). In other 
words, Theorems 2.2 (or 2.3) and 2.4 give an upper bound and a lower bound on 
the plant uncertainty for which there exists a stable robustly stabilizing controller. 
Further discussion is omitted in the interests of brevity. 

Since one cannot expect to find a closed form solution to this problem, we now 
present an outline of a. procedure to solve the problem numerically. 

Consider the following problem: 
Find (if exists) a. q(z) E A. such tha.t a(z) + q(z)b(z) is a unit and IIqll ... < 1, 

where a(z) E A. and b(z) EA •. 
Let qo(z) be a. function in A. such tha.t 1£ := 0.+ qob is a unit (note that such a 

qo exists if b/a has the p.i.p.). Then the set of all units of the form 0.+ qb can be 
expressed as 

• 
a + qb = 1£ exp{ hb + L 211"mloiPIo} = 1£ exp( v) (4.8) 

10=1 

where h(z) E A. is arbitrary, mlo(k = 1 '" 8) are arbitrary integers and iPIo(z)(k = 
1", 8) defined as in (3.3.6) in [9] correspond to the nonreal unstable zeros of b(z). 
This implies that 

1£ev - a. 1£ - a 1£(e" -1) 1£(e" -1) 
q=--=--+ =q +~-::--~ 

b b bOb 
(4.9) 

and hence the problem is reduced to an infinite-dimensional nonlinear optimization 
problem: 

(4.10) 

We now assume b(z) has no nonreal unstable zeros for simplicity and propose an 
algorithm for solving the optimization problem by a discretizing method. 

Let 
l 

h(z) := L hoi (4.11) 
i=O 

and evaluate the norm at some points e'i(i = 1 '" N) on the unit circle. Then, the 
approximate value of the minimum norm of (4.10) can be calculated by solving a 
nonlinear min-max optimization problem: 

(4.12) 

5 Conclusion 

We proposed two interpolation- minimization problems for unit functions which are 
related to the problems of sensitivity minimization and robust stabilization. 
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A necessary and sufficient condition has been obtained for the problem of sensi­
tivity reduction by a stable controller. On the other hand, it is very hard to derive 
a closed form solution for the problem of. robust stabilization by a stable controller. 
We showed that the problem can be approximately reduced to a nonlinear min-max 
optimization problem. 

This research was carried out while the first author was visiting the Dept. of 
Electrical Engineering, University of Waterloo, and was supported by the Manufac­
turing Research Corporation of Ontario. 
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CONJUGATION AND 8 CO CONTROL 

HIDENORI KIMURA 

ABSTRACT 
This paper proposes a new approach to the Hoo control problem based 

on the notion of conjugation. A method of controller augmentation is 
introduced which leads to the formulation of HOO control problem as a J­
lossless conjugation. The complete characterization of the class of desired 
controllers is given in the state space for the so-called one-block problem. 
An extension of this result to the general four-block problem is briefly 
discussed. 

1. INTRODUCTION 
Let 

[Z(s)] = G(s) [W(s)] =[ Gll(S) Gu(s) ] [W(S)] 
yes) u(s) G2I(s) G1is) u(s) (1) 

be the input-output description of the plant to be controlled, where z is the 
error vector of dimension m, y the observation vector of dimension q, w the 
disturbance vector of dimension rand u the control input vector of 
dimension p. The purpose of HOO control is to find a control law 

u(s) = K(s) yes) 

such that the closed-loop system is 
bound 

11<1> ILey 

(2) 
internally stable and satisfies the norm 

(3) 

for some y, where <I> is the closed-loop transfer function from w to z given 
explicitly by 

(4) 

Remarkable progress is now being made in the field of HOO control 
concerning the existence condition of the desired HOO control law and the 
method of synthesizing such control law ([1]-[4]). Particularly, the method of 
J-spectral factorization [1][2] was shown to be effective for solving the case 
of output feedback and the game-theoretic approach is useful for attacking 
the case of state feedback [3][4]. Other approaches have also been proposed 
and successfully used ([5][6]]). However, it is the author's impression that the 
unified framework of HOO control is yet to be established which covers various 
problems ranging from "one-block" cases to "four-block" cases and from the 
case of output feedback to that of state feedback in their full generality. For 
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instance, game-theoretic approach is not very convenient for 
parameterizing all Hoo state feedback control laws, while the method of 1-
spectral factorization is not appropriate to treat the case of state feedback. 

In this paper, we propose a new method of HOO control based on the 
controller augmentation and the I-lossless conjugation. This method can 
solve various HOO control problems in their full generality in a unified and 
systematic way. The formulation of the HOO control problem rendered in this 
framework is conceptually simple and gives a deep insight on the 
fundamental structure of the Hoo control system. 

Notations: 
R m x r; the set of constant real matrices of size m x r. 

RLmxr; the set of rational proper matrices with size m x r. 

RHmxr; the subset of stable matrices in RLmxr . 

BH: xr ; the set of all SeRH: x, satisfying lis IL< 1. 
_ T • _T_ 

A (s) : = A (- s), A (s) : = A (s). 
·1 

G(s) = (A, B, C, DJ : = D + C (s1 - A) B. 

2. LINEAR FRACTIONAL TRANSFORMATIONS AND J-LOSSLESS 
SYSTEMS 

Let U and W be two square matrices in RL;:"+r)x(m+r: which are 
represented in the partitioned forms 

U=[~: ~:1 W=[:: ::1 (5) 

where the (1,1) elements denote m x m blocks. Associated with (5), we define 
two types of linear fractional transformations 

·1 
F(W, S): =(Wn + SW2V (WJ2+ SWw, 

(6) 

(7) 

where S e RL: xr . The following lemma demonstrates a useful property of 
these transformations. 

LEMMA 1. For each Ui. Wi (i = 1,2) and S of compatible sizes, the following 
identities hold: 

F( U1.F(U2, S» = F(U tU2, S) 

F'( WI. F(W 2, S» = F(W ~ I. S) 

If (6) respresents a right coprime fractional representation 
the corresponding left coprime fractional representation can be 
in the form of (7) for some W. The following lemma establishes 
under which the two transformations (6) and (7) are identical. 

LEMMA 2. F(U, S) = F (W, S) for each S, if and only if 
WJU=aJ 

for some scalar IX, where 1 is given by 

I:f; -~J 

of F(U,S), 
represented 
a condition 

(8) 

(9) 
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The proof is elementary and omitted here. 

A matrix 8(s) E RL(m+r)x(m+r) is said to be I-unitary. if 

8(s)J8(s)=J. (10) 
holds for each s. where I is given by (9). A I-unitary matrix 8(s) is said to be 
I-lossless. if 

8 ·(8) J8(s) < J (11) 

for each Re[s] > 0 . 

Let S be an arbitrary matrix in BH: xr ' If 8(s) E RL~m+r)x(m+r) is I-

lossless. we have [s * I] 8 *(s) J 8(s{ ~] < [s * Ib [~] < 0 for each Re[s] :> O. This 

obviously implies that F(8. S) E BH: x r' In exactly the same way. we can show 

that F(8 -1. S) E BH: x r' Thus. the following lemma holds: 

- -1 
LEMMA 3. If8(s)ERL(m+r)x(m+r) is l-lossless. then. both F(8.S) and F(8 .S) 

are in BH: xr for each S E BHmxr . 

3. CONJUGATION 
Let O(s) = (Ao. Bo. Co. Do). A system 

T 
Yes) = (- Ao. Be. Ce. DJ 

is said to be a conjugator of O(s) • if the equations 

Ai)X + XA6 + BoCe = 0 

BtPe-XBe=O 

holds for some X. Based on (13) (14). we can easily show that 

O(s) yes) = ( - AI, • Be • CoX + DoCe . DoDe ) 

(12) 

(13) 

(14) 

(15) 
1 

Notice that the A-matrix A( of O(s) is replaced by its conjugate - Ao by the 
postmultiplication of Yes). The operation of multiplying a conjugator is said to 
be the conjugation. 

Many interesting properties of conjugations were extensively 
discussed in [7] including the structure of pole-zero cancellation and the 
relation to the inner-outer factorization. It should be noted that the defining 
equations (13) (14) of conjugators depend only on the pair (Ao. B~. Therefore. 
we sometimes call it a conjugator of (A 0. B~ . 

An important class of conjugations is the l-lossless conjugation. the 
cojugation by a l-lossless conjugator. In [7], the existence condition for the 1-
lossless conjugator was derived. Also the l-lossless conjugation was shown to 
be equivalent to the Nevanlinna-Pick interpolation represented in the state 
space. 

LEMMA 4. A l-lossless conjugator 8(s) of a pair (Ao,Bo). AOE Rnxn. 
Bo E Rn x (m + r) .exists. if and only if the equation 

T T 
A(Y{+ XAo=BclBo (16) 

has a positive definite solution X. In that case. a l-lossless conjugator of 
(Ao • Bo) is given by 

T -1 T 
V(s)=(-Ao.X BtPco-mo.Del (17) 
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T 
where Dc is any matrix satisfying D.,JDc=J . 

4. STRUCTURE OF Hoo CONTROLLERS 
The input-output description (1) of the plant is represented in the 

state-space form 
x=Ax+Blw+ B;il 

z= C1'l+ DllW+Di:il 
y= C2't+ D21w 

(18a) 

(I8b) 
(18c) 

where x is the state vector of dimension n. We assume that (A, B,) is stabilizable 
and (C2, A) is detectable. Hence, there exists a matrix FeR n x p and HeR q x n 

such that the two matrices 
AF:=A+B2F, AH :=A+HC2 (19) 

are both stable. It is well-known that each stabilizing control law (2) is given 
by 

K(s) = F(Z, Q) 

for some QeRH;xq, where 

Z=[Zll Z12]={AF.-[B2 H1 [FJ [-IP o]} 
Z21 Z22 C2. 0 Iq 

Substituting (20) in (4) yields 
ell = T1 -T:Qf3' 

(20) 

(21 ) 

(22) 

For details, see [9]. Without loss of generality, we can normalize y in (3) to 1. 

Hence our problem is to find a Q eRH;xq such that 

IlelllL= IIT 1-T:Qf3IL< 1 (24) 

Now, we make the following assumption 
·1 ·1 

(At> Both T2 and T3 exist. 
·1 ·1 

This implies that both D12 and D21 exist, which, of course, requires m = p and r = 
q. Under this assumption, (22) can be rewritten as 

·1 ·1 
ell = (fIT3 -T:;Q)T3=T2(f2TI-QTj. Therefore, we have 

(25) 

(26) 

Obviously, UbJU.=-J. 
The design specification (24) can be satisfied if there exists a 
- -1 

TI.eRH6n +r)x(m+r) such that TI. is stable and 

U.n.= 8 (27) 

is I-lossless. In this case, 
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Q =P(TI •• S) (28) 

satisfies (24) for each S E RH: x " Indeed. substituting (28) in (25) yields <1> 

F(U •• F(TI •. S» = F(U.TI •• S) = F(8. S). Due to Lemma 3. <1> E RH: x ,' Let 

TIa=[TII1 TI12] 8j811 812] 
TI21 TI 2Z • 1821 8 22 

(29) 

·1 
be the partitioned representations of TI. and 8. Since both TI.= U. 8 and 

-I -I 
TI. = 8 U. are stable. all the unstable zeros of T 2 and T 3 are cancelled out by 

-I -I -I 
the zeros and the poles of 8. Therefore. (TI 21S + TI~ = (8 21S +8~ T3 is stable. 
Hence. Q is stable. The structure of the closed-loop system is illustrated in Fig. 
1. 

'--e---------------:::::::::::L --------, 
I I I 

w 

z 

I Y I I 
I I I 

---T~ I 1-"----"" 
Plant I 

I 
I 
I 

TI 
a 

I I I 
I U I I L _________________ ! __________ ~ K 

~-------------------
Pig. I Structure of Closed-loop System 

The dual argument shows that if there exists a TI bERH 6n + r)x(m+r) such 

that TI~ 1 is stable and TIJIb= 8~ 1 for some J-Iossless matrix 8 1• then. 

Q = P' (TIb. S) (30) 

satisfies the specification (24). According to Lemma 2. we choose TIt 
satisfying TIJTI.= - J so that (28) and (30) are identical. In this case. 
TIJIJ8 = TIJIJUJI. = - TIJTI.= J. Hence. we have 

TIJIb=8. 
Due to (20) (28). a desired controller is parameterized as 

K(s) = P(ZTI •• S) 

(31 ) 

(32) 

for each S E BH: xr • We now summarize the above reasoning as follows: 

LEMMA 5. There exists a stabilizing controller satisfying 11<1> IL< I. if there 
exist stable matrices TI a and TI b such that (27) and (31) hold for some J­
lossless 8. In this case. desired controllers are given by (32) for each 

S E BHmxr • 

5. CALCULATION OF ROO CONTROLLER 
The relations (27) and (31) are the basis of calculating a desired HOO 

controller. From these relations. we have 

TI.=U~I8, TI~=(U~)-18. (33) 
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-I -
Since II, is stable, 9 must conjugate the anti-stable pan of U, _ Also, since IIb is 

anti-stable, 9 must conjugate the stable pan of (U~)-I- Therefore, 9 must be a J-
-I _ -I 

lossless conjugator of the unstable pan of U. and the stable pan of (Ub) _ 
In order to make the subsequent argument simple, we make the 

following assumption: 
-I -\ 

(A~ Both T2 and T3 are anti-stable. 
-I -I -I -I -I 

From (23), it follows that T2 = (A-B:PnCI.-B:PI2, D12C1+F,D 12 ) and 
-I -I -I -I -I 

T3 = (A - BtD:aC2, - BtD:a - H, D:aC2+ F, D:a). The assumption (Au implies that both 
-I -I 

A.: =A-B:PnCl and Ab: =A-BtD:aC2 are anti-stable. Simple manipulations yield 

_I_[-T~I T;ITI] 
U. -

o T3 

= {[~. :.l.! o 
F L. 

U~I =[ T2 TI~~lll 
o -T3 

={[~. :.l.[ ~ 
-I T -I T T 

where L.=B:P12, Lb=D:aC2, M.=L.DII-BI and Mb=DIILb-CI . From the assumption, 
-I --I 

the anti-stable portion of U. is (A •. [L. -M.l) and the stable ponion of (U~ is 
T 

(- Ab. [Mb - Lbl)· Therefore, 9 must be a I-Iossless conjugator of the pair 

Due to Lemma 4, a I-Iossless conjugator of the pair (34) exists, 

the equation[A. 0 T]P+p[A: 0 ]_[L. M']I[L. M.]T 

o - Ab 0 - Ab - Mb Lb Mb Lb 

has the positive definite solution P. It is not difficult to show that 
(35) is written as 

p=[~. ;J 
where p. and Pb are the solutions of 

T T T T T T 
AJ>.+ PaA. =LaL. - MoM.. A.,Pb+ PtAb=LJ..b- MtMb . 

If P > 0, a I-Iossless conjugator of the pair (34) is calculated to be 

(34) 

if and only if 

(35) 

solution P of 

(36) 

(37) 
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ow.{[-:: :.1 p,[~: :~:l-[~·. ~r [~ ~l} (38) 

due to Lemma 4. Thus, the closed-loop transfer function is given by 4> = F(8, S) 
with 8 being given by (38). 

According to (27) (32), the controller is given by 

K=F(ZU~18,S) (39) 

Lengthy ~Iut {SimP:e cal~~[l:~:.] Y[i:;~l1M~ _ L~ + C~ J] [_ D~ D~D111} (40) 
ZU.8= -A. [lO]P T T 

. MbLb . D21(M. - L.P J 0 D21 

These results are summed up as follows : 
THOREM 1. There exists a Hoo controller satisfying (24), if and only if P given 
in (36) is positive definite. In that case, a desired controller is parameterized 
as (39) (40). 

An extension of the above result to the general case where the 
assumption (A71 does not hold is found in [8] 

We briefly discuss how to extend the above results to the general "four­
block" case, where the assumption (A~ no longer holds. The key idea is to find 
a generalization of (33) to the case where Tz and T3 are no longer invertible. 
For that purpose, we must introduce the notion of (J, J')-lossless system, 
which is a generalization of J-Iossless system to non-square matrices and is 

defined as the matrix 8 1 E RL;;'+r) x (ptq) satisfying 

8;J 8 1= J', "i/s, 
. 

8 1J 8 1S J', Re[s] ~ 0 

r=[~ -~J 
We seek a (J, J')-lossless matrix such that 

[ -T2 O]n =[Im -TI]8 
o Iq • 0 T3 I. 

(41) 

for stable n. and nb. It is easy to see that the above relations are identical to 
-I -I 

(38), if T2 and T3 exist. This is again a variation of the I-Iossless conjugation, 
and the method used for the "one-block" case can be applied to this case. The 
existence condition is represented in terms the two algebraic Riccati 
equations, instead of the two Lyapunov equations (37). Due to the space 
limitation we must omit the details here [8]. 

6. CONCLUSION 
A controller augmentation is introduced through a linear fractional 

transformation, which is similar to the Youla parameterization of stabilizing 
controllers. This augmentation leads naturally to the formulation of Hoo 

control problem as a J-Iossless conjugation. A parameterization of all desired 
controllers is obtained in the state space, as well as the existence condition 
represented in term of two Lyapunov-type equations for the "one-block" 
problem. Extension to the general "four-block" problem is briefly discussed. 
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Necessary and sufficient conditions for the existence of Hoo-optimal controllers: An 

interpolation approach. 

D.J.N. Limebeer and E.M. Kasenally 

Abstract 
A recent advance in Hoo-optimal control has shown that it is possible to parameterize all controllers in 
terms of two n-dimensional Rlccati equations-n is the dimension of the problem [4,6,10]. If Xoo and 
Y oo are the solutions to these equations, then It has been shown that (1) Xoo>O, (2) Yoo>O and (3) 
Ama",(Xoo Y 00) ~ '12 are necessary and sufficient conditions for the existen;; of a so~tion such 

thatIlFu(p,K)lIoo~')'; ')' is the target Hoo-norm. Doyle et al [4] have proved this result in the sub­

optimal case using classical time domain arguments. The aim of this paper is to prove this result 

using interpolation theory; this proof addresses the optimal cases in which Xoo and Y 00 are bounded. 
As was mentioned in [9], we will prove that the four block general distance problem has an associated 

Pick matrix which is congruent to [X-
l 

II(,),) = ,),':1 (0.1) 

when the indicated inverses exist. It will be shown that the necessary and sufficient condition for a 
solution to exist is II(,),);::o, Which by taking Schur complements, is equivalent to XOO>O, Yoo>O and 
Ama",(XooYoo)~'Y2. If either X;;; or y;;;,l do not exist, a routine balancing argument will reduce the 
dimension of the interpolation problem; X;;; and y;;;,l will always exist for the smaller problem[6]. 

1.. Introduction 

A recent advance has shown that it is possible to express all the solutions to a general 

class of Hoo-optimal control problems in terms of the solutions of two n-dimensional Riccati 

equations. The sub-optimal case is dealt with in [4], while the optimal cases may be addressed 

via generalized state-space theory [6,10). In these papers it is stated that necessary and sufficient 

conditions for a solution to exist may be given in terms of the Riccati equation solutions: 

Xoo;::O, Yoo;::O, and Ama",(XooYoo)~')'2 are all required. Once the pair (XOO, Yoo) with the 

desired properties has been found, the solutions may be substituted into a representation 

formula which parameterizes all the solutions [4,6,10]. 

The purpose of this paper is to establish the three necessary and sufficient conditions by 

vector interpolation theory. When treating the optimalities we assume that IIXoolI<oo and 

I!Y 0011 <00. There are certain problems in which Xoo and/or Y co do not exist at optimality[8]. 

It is well known that Hoo control problems are equivalent to finding all Q'sE:J{,~ (if any 

exist) such that[3]: 

309 



310 

(1.1) 

in which [Tl2 T 1.)(s) and [Til iT:U- (s) are inner. The problem in (1.1) is cleary equivalent to 

finding all Q'sE:JGf such that 

(1.2) 

in which 

(1.3) 

Four block problems of the type shown in (1.2) may be solved by interpolation (5), and we have 

shown that they may also may be solved by inner embedding [6,10). Lets suppose that (1.2) is 

embedded in the all-pass matrix 

ROI+QOI 

Ru+Qu 

R2l 

such that ...4.(s)...4.-(s)=r21. This is always possible(6). Next, we unwrap (1.4) by writing 

~(s)=[ ~ OOJ [10] T T ...4.(s) 0 '!'2l (s) 
12 1. 0 T1. 

= ( + QIO Qu 0 0 T [ Too TOI] [I 0 0] [QOO Q
OI 

0 1 [I 0 j 
T IO Tu 0 T12T 1. 0 0 0 0 iT: )(s) 

(1.4) 

(1.5) 

which is a dilated version of the original problem posed in (1.1). The necessary and sufficient 

conditions are established by studying the vector interpolation problem associated with (1.5). 

Use will be made of the interpolation theory described in [1,2,7). In particular, we show that the 

Pick matrix associated the problem in (1.5) is congruent to (0.1) if X and Yare nonsingular (X 

and Yare the standard H2 Riccati equation solutions). Otherwise, a smaller Pick matrix with 

dimension Rank(X)+Rank(Y) must be constructed(6). We will use the standard notation as 

detailed in [3,4,6). 

2. Preliminaries 

We will use this section as a repository for a number of state-space models. To begin, we 

assume that the standard problem matrix is given by [3,6) 
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(2.1) 

in which Du=O and D22=O (this may be assumed without loss of generality[6]), and that [D12 

D .L) and [D2l O'.L)' are orthogonal. Next, we need the H2 Riccati equation solutions which are 

given by 

A-B2Di2Cl 

-CiD .L Dl. Cl 

(A-B1D21C2)' 

-B10'.L 0 .L Bi 

See [4) for an explaination of the Ric[.) notation. The Tij(s)'s in (1.1) are given by 

[Tn TnT LJ A-B2F B2F Bl B2 -rlCiD .L 

::: 21 0 0 (s)! 0 A-HC2 Bl-HD2l 0 0 

T.L 0 0 Cl-D12F D12F 0 D12 D.L 

0 C2 D2l 0 0 

0 -0.LBiy- l 0.L 0 0 

(2.2a) 

(2.2b) 

(2.3) 

if X-I and y-l exist. If this is not the case, a lower dimension problem may be found for which 

these inverses exist[6). The H2 state feedback and output injection matrices are given by 

(2.4) 

and with this particular choice of F and H, [T12 I T .L)(s) and [Til I Tit(s) are inner [3). In 

addition, it is easy to see that X;.,l and y;.,l exist since they are given by Xoo =(I_-y-2XX-l)-lX 

and Y 00= Y(I_-y-2y-ly)-l in which X and Yare the solutions to spectral factorization Riccati 

equations associated with the embedding process[6). Finally 

[TOO T" ]. 
A-B2F B2F --yX;.,lCiD .L Bl 

0 A-HC2 0 Bl-HD2l 
T10 Tu 

--yOBiY;;,! 0 -yO .L 0 

(2.5) 

Cl-D12F D12F -yD .L 0 

Xoo and Y 00 may be found directly from 
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Xoo=Ric[ 
A-B2Dj2C1 -(B2B2-'Y-2BIBj) ] 

-CjD J..Di C1 -(A-B2Dj2C1)' 
(2.6a) 

and 

Yoo=Ric [ 
(A-B1D21C2), -(C2C2-'Y-2CjCl) ] 

-BS5iD J..Bj -(A-BID21C2) 
(2.6b) 

This completes the state-space specification of the interpolation problem in (1.5) 

.2. Interpolation theory 

We will prove the necessary and sufficient conditions in two steps. Firstly, we will 

establish that a solution to the HOO control problem exists if and only if the Pick matrix 

associated with the interpolation problem in (1.5) is positive semi-definite. Secondly, we will 

show by state-space calculation that the Pick matrix is congruent to II( 'Y) in (0.1). 

Theorem li The HOO control problem specified by P(s) in (2.1) has a solution if and only if 

the Pick matrix associated with (1.5) is non-negative. 

Necessity. Suppose there exists an internally stabilizing controller K(s) such that 

IIF1(P(s),K(s»lloo~'Yj P(s) is the design problem matrix given in (2.1). This assumption implies 

that there exists a Q(s)E%f such that 

[
Rll+Q R12] I 

R R (s) ~'Y 
21 22 

oo 

(3.1) 

By dilation[6,1O), one may construct the all pass matrix A(s) given in (1.4) in such a way that 

the last block row and column are parts of inner matrices. Finally, 

[ ~ TOi2]A(S)[ ~ T~ T~ J(S) gives the dilated closed loop 
Tl 21 1. 

[ T T 
] [ I ° ° J [QOO QOl ° ] 

GJb( )-( 00 01 + Q Q ° I ° 
s - TlO Tll ° T12 T 1. 0-0 0-1 ° [ ° :E21 }(S) GJb(S)EHf 

° T 1. 
(3.2) 

Since GJb(s) is an interpolating matrix function, it is necessarily the case that II('Y);:::O [1,2,7). 

Sufficiency Suppose II('Y);:::O. Then there exists an interpolating matrix function such that[1,2,7) 

[ ] [ ] [
10] Too TOI I ° ° II GJb(s)=( + [Q(S)E%f] ° T21 )(s)lIoo~'Y GJb(s)EHf 

TlO Tll ° T12T 1. ~ ° T 1. 

(3.3) 

What remains to be shown is that Q(s) may always be chosen with the form 
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(3.4) 

To demonstrate that this is the case, we note that (I)II('Y)~O<=>IIRaIiH ~'Y[1,2,7), (2) we invoke 

the state-space construction in [6) to show that (3.3) always admits a solution of the form 

indicated in (3.4). o 

3.2 The state-space theory 

In this section we derive state-space expressions for the left and right interpolation constraints 

which are associated with (1.5). Following that, we go on to verify that the Pick 

matrix associated with (1.5), is (0.1). [;:}S) will have n right half plane zeros 

{Si: i= 1,2, ... ,n} (which are assumed distinct) together with a sequence of vectors ai which 

satisfy {~:Jsi)ai2=0 : i=1,2, ... ,n}1. Further, we define {bi=[~~~Jsi)ai2: i=1,2, ... ,n} and 

any interpolating matrix function associated with (1.5) must satisfy 

{'!f!.(si)ai=bi i=1,2, ... ,n} [1,2,7). By duality, there exist a set of zeros and zero vectors such that 

aj2[ Tl2 T .L)(Si) =0: i=n+1, ... ,2n}. If we define {bj=aj2[ TlO T1J(Si): i=n+1, ... ,2n}, then it is 

necessarily the case that {aj'!f!.(si)=bj: i=n+l, ... ,2n} if '!f!.(s) is interpolating. 

The Pick matrix associated with the above interpolation data is given by [7) 

(3.5) 

in which 

{ 
2 }i=l, ... ,n 

II - 'Y ajat - bjbk 
11 - iii + sk 

k=l, ... ,n 

We will now find explicit expressions for the s;'s, ai2's and b;'s described above. To begin with, 

we note that the 8i's associated with the right constraints are given by -1ii=Ai(A-HC2) since 

" """ ~"".:' " .. "m.~""' m"d>, - _" ffl" [ ~ ::l]<Si>[ ::: ]=0. This clearly requires 
that ail-o .-l •... n. 0 T.L 

A similar remark applies in the case of the left vector constraints. 
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[~:J<S) is all-pass. To obtain stat~space models for the a;'s, we study the solutions to the 

equation 

The (2,1) and (3,1) blocks of (3.6) => 

Substituting this into the (1,1) partition of (3.6) yields 

after substituting from (2.2b). 

where 

A dual sequence of arguments shows that that 

C'D I [Di2] 
I .L D' 

.L 

Xi(Sil+ A' -F'B2) =0 

i=I,2, ... ,n 

i=I,2, ... ,n 

l=n+i, ... ,2n 

i=n+l, ... ,2n 

A direct calculation using (2.5), (3.7) and (3.8) shows that 

siI-A+B2F -B2F -Bl 

0 siI - A+ HC2 HD2l-Bl 

0 D B'y-l -r .L I 00 rD .L 

CI -D12F Dl2F 0 

which gives 

b i =[ :::] = [ 
rD .LBi(y-l_y;;,!)y 

ClY 

[Yxl 
0 

yx: = 0 

&i2 
bil 

bi2 

i=I,2, ... ,n 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

i=I,2, ... ,n (3.11) 

(3.12) 
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In the same way it is not difficult to verify that 

s;I-A+B2F -B2F -X;;,lCiD 1.-Y Bl 

o aj2) 0 s;I-A+HC2 0 Bl-HD21 

-(C1-D22F) -D12F -yD 1. 0 ;=n+1, ... ,2n 

(3.13) 

in which 

XBJ ;=n+l, ... ,2n (3.14) 

In the last phase of our calculations we substitute the state-space expressions for the 

interpolation constraints into (3.5). We begin with the (1,1) block 

Substituting from (3.7) and (3.12) gives 

I1n (-y)=-y2Xjy{(y-1B1D'1. D 1. -C2D2J[Dl.D 1. Biy-l_D21C:J-CiCl-y-2 

_(Y-l_ y;;,l)B1D'1. D 1. Bi(y-l-y;;;,l)} YXk/ (s;-sk) 

Eliminating terms and substituting 

yields: 

I1n( -y)=-y2xjY {(y;;;,l[A-B1D:I1C2+B1D'1. D 1. Biy - 1)+ 

[A-B1D21C2+B1D'1. D 1. Biy-1)'Y;;;,i}Yxk/(S;-Sk) 

Substituting from (2.2b) and (2.4b) allows us to write 

Finally we invoke (3.8) to obtain 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 
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(3.20) 

In the same way we get 

(3.21) 

By a symmetrical set of calculations one may establish that 

(3.22) 

and 

(3.23) 

Since the x/s are linearly independent, it follows from Sylvester's inertia theorem that the 

inertia of the Pick matrix is the same as that given by II(,) in (0.1). 0 
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On ).(00 Control, LQG Control and 
Minimum Entropy 

Denis Mustafa 

It is shown that the usual )(oo-optimal and LQG control problems are lim­
iting cases of the minimum entropy /)(00 control problem. It is explained how, 
in general, the minimum entropy /)(00 problem may be seen as a link between 
the )(00 and LQG problems. The results are illustrated using a particular 
normalized problem, for which a numerical example is given. 

1 Introduction 

In this paper we discuss an )100 control problem with a minimum entropy criterion, 
which contains both the Linear Quadratic Gaussian and )loo-optimal control prob­
lems as limiting cases. This is important and interesting, because both the LQG 
and )loo-optimal problems are well-established and have attracted considerable at­
tention in their own right; details may be found in [10] for the LQG approach 
and [5] for the )loo-optimal approach. Briefly, what LQG guarantees is system sta­
bility and good performance in the face of stochastic disturbance signals and noise. 
This is achieved by minimizing a quadratic cost criterion subject to a closed-loop 
stability constraint. Stability and good performance are also provided by the )100 

approach, where the )loo-norm of a closed-loop transfer function is minimized sub­
ject to a closed-loop stability constraint. However, unlike the LQG approach, the 
)100 approach guarantees certain robust stability properties. 

We will show that the minimum entropy /)100 problem provides a link between 
the )loa and LQG problems. We will discuss this link and explain the tradeoff 
between the )100 and LQG criteria. Essentially, less emphasis on )100 performance 
and/or robust stability implies improved LQG performance. 

A more detailed treatment of the minimum entropy approach may be found 
in [13,8,11]. There are a number of related problems. For example, working from 
a different viewpoint, in [1] a particular combined )loo/LQG problem is considered, 
which turns out to be one of entropy minimization. This link is described in [12]. 
Also, [7] establishes equivalence with the risk-sensitive LQG problem [15], in which 
an exponential-of-quadratic cost criterion is minimized. 

The layout of the paper is as follows. In the next section the )100' LQG and 
minimum entropy /)100 problems are formulated in a consistent framework. Then, 
by summarizing some properties of entropy, it is made clear in what sense we can 
interpret the minimum entropy /)100 problem as a combination of )100 and LQG 
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objectives. In doing so, we explain the inherent tradeoff between )/00 and LQG 
which is implied by the minimum entropy criterion. To illustrate the results, 
and to highlight some general properties of minimum entropy controllers, in the 
final section we give the solutions to the )/00' LQG and minimum entropy /)/00 

problems for a particular configuration. The configuration chosen corresponds to 
the 'normalized' LQG problem as in [9]. The results are particularly transparent 
in this case and a numerical example is given. 

Notation. In this paper all systems are linear and all transfer functions are real­
rational. The right-half complex plane is written C+, the real numbers are denoted 
by JR. The usual Hardy spaces )/00 and )/2, defined on C+, are used, with norms 

IIHlloo := sup{umaz(H(jw))} 
wER 

and 

{ I foo }1/2 IIHII2:= - trace[H(jw)H·(jw)]dw , 
211" -00 

respectively. Here umaz ( . ) denotes maximum singular value and H·(s) := 
HT (-s). The symbol E is used to denote expectation. For a matrix Q = QT, 
the notation Q > 0 (respectively Q 2': 0) means that Q is positive definite Crespo 
positive semi-definite). Spectral radius is denoted by p( . ). The Laplace transform 
variable s and the time variable t will usually be omitted if no confusion can occur. 
The subscripts 'ME' and 'LQG' denote 'minimum entropy' and 'LQG-optimal', re­
spectively. A (lower) linear fractional map of appropriately partitioned transfer 
function matrices P and K is defined by 1'(P,K) := Pu + P12K(I - P22 K)-IP21 • 

Finally, a state space realization G = D + C(sI - A)-IB of a transfer function 
matrix will be written 

G = (A,B,C,D) or G=[~I~]· 
2 Problem Formulation and Connections 

It is the purpose of this section to state the problems of interest in a consistent 
way, to describe their connections, and to examine the implied tradeoff. The 
framework used is standard, and is convenient because a large number of sensible 
problems may be rearranged to fit it. Consider an n-state plant P with state-space 
description 

:i; = Ax + BI W + B 2u 

Z = C1x+ D12 u 

Y = C2x+ D21 w 

(1) 

where w E JRm, is the disturbance vector; u E JRm. is the control input vector; 
z E JRP' is the error vector; y E JRP' is the measurement vector and x E JRn is the 
state-vector. Here, as with other )/00 problems, we assume that ml 2': P2, PI 2': m2' 
The transfer function P from [wT uT]T to [ZT yT]T is given by 
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(2) 

Note that P is often called the 'standard plant' to distinguish it from the ac­
tual plant, which is embedded in P together with the weighting functions and 
interconnections appropriate for the problem in hand. 

Let a feedback controller K = (A,B,C,O) be connected from y to u. Then 
the overall dosed-loop transfer function H is just H = J'(P, K); see Figure 1 for 
a block-diagram. 

A basic aim of any control problem is to stabilize the system. We assume that 
(A, B2 , C2 ) is both stabilizable and detectable; this guarantees [S] that the set of 
controllers which (internally) stabilize P is non-empty. Now suppose we specify 
that IIHlloo < "'I, where "'I E m. is given. It is standard that this implies that the 
H2-gain from w to z is strictly less than "'I. Here the disturbance w is taken to be in 
H2 i.e., of bounded energy. Furthermore, consider a stable perturbation matrix 11 
connected from z to w as shown in Figure 2. Then by the Small Gain Theorem [18], 
this dosed-loop is stable for all such perturbations satisfying 11111100 ~ "'1-1. Thus, 
specifying IIHlloo < "'I leads to both performance and robust stability guarantees. 

Although this is a reasonable problem, the solution is non-unique. To deal with 
this in a sensible way, a minimum entropy criterion has been developed in [13,S,n]. 
The entropy of H, where IIHlloo < "'I, is defined by 

I(H,"'I):= lim {- "'1
2100 In 1 det(I _ "'1-2 H(jw)H·(jw)) 1 [I 8 0 • 1]2 dw}. 

°0-+00 2'11" -00 80 - JW 

It is easy to see that the entropy is well-defined and non-negative; the standing 
assumption that Pu is strictly proper (see (1) and (2)) is enough to guarantee 
that the minimum value of the entropy is finite. We can now state the minimum 
entropy/Hoo ('ME/Hoo') problem: 

Problem 2.1 (The ME/Hoo PrOblem) Minimize I(H,"'I) over all stabilized 
closed-loops H which satisfy IIHlloo < "'I. 

This problem was solved in [13] and lSI, by exploiting recent state-space for­
mulae of [7]. In particular it was shown in [S] that the minimum entropy controller 

~~ ~ "-r--V~! H = F(P,K) r--

Figure 1: The dosed-loop system 
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.--------1 .6. 

w 
H = F(P,K) 

z 

Figure 2: Block diagram for robust stability analysis 

is just the central controller from the parametrization in [7] of all stabilizing con­
trollers which satisfy the closed-loop )(oo-norm bound. 

Denote by 10 the infimum of those 1 for which IIHlloo < 1 where H is a 
stabilized closed-loop. Finding this 10 and the controller which achieves it is just 
the )(oo-optimal control problem: 

Problem 2.2 (The )(oo-optimal Problem) Minimize IIHlloo over all stabilized 
closed-loops H. 

Clearly, the )(oo-optimal problem is just the limit of the MEI)(oo problem as 
1 --t 10. Finding 10 usually requires an iterative search, ('I-iteration,' see, e.g., [5]) 
using e.g., the state-space formulae of [7]. Note that the )(oo-optimal solution allows 
the largest permissible perturbation l:l. to be tolerated in the system of Figure 2. 

The final problem of interest here is the LQG problem associated with the 
system in (1). Define the LQG quadratic cost by 

C(H):= lim E {~ re' ZT(t)Z(t) dt}. (3) 
1,.. .. 00 t I 10 

Of course, the disturbance signal w is now interpreted as normalized Gaussian 
white noise. The LQG problem is then to stabilize the system from u to y and 
minimize C(H): 

Problem 2.3 (The LQG Problem) Minimize C(H) over all stabilized closed­
loops H. 

It is a fact that the LQG problem may be obtained from the MEI)(oo problem 
by relaxing the )(00 constraint completely i.e., by letting 1 --t 00. A proof is based 
the following result [13]; that 

I(H,oo):= lim {I(H'I)} = C(H). 
,,/-+00 

So minimizing I(H, 00) over all stabilized closed-loops H is equivalent to minimiz­
ing C(H) over all stabilized closed-loops H, which is precisely the LQG problem. 

Having seen that the MEI)(oo problem becomes the )(oo-optimal problem when 
1 --t 10, and becomes the LQG problem when 1 --t 00, let us now turn to the inter­
mediate case when 10 < 1 < 00. Then, of course, it is guaranteed that IIHlloo < 1; 
but not only that, the entropy gives a guaranteed upper bound on C(H): from [13], 
the entropy satisfies I(H, 1) 2: C(H). The following bounds on the )(oo-norm and 
the LQG cost of the solution to the MEI)(oo problem are then evident: 
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Proposition 2.4 (Guaranteed Bounds from the ME/)(oo Problem) 
The minimum entropy closed-loop, HME , satisfies 

IIHMElioo < I 
C(HME) :::: I(HME'I)' 

It is these bounds which enable us to interpret the MEI)(oo problem as a combi­
nation of )(00 and LQG criteria. Now, if IU > II then (with obvious notation) it can 
be shown [11] that I(HMEpld ~ I(HMEplu)' But I(HMEplu) ~ I(HME.,lu), 
because the set of stabilized closed-loops satisfying IIHlloo < II is a subset of 
those which satisfy IIHlloo < IU' Therefore I(HMEpld ~ I(HME.,lu) and the 
conclusion is: 

Proposition 2.5 (The )(oo/LQG Tradeoff.) The minimum value of the closed­
loop entropy, I(HME'I)' is a monotonically decreasing function of I' 

This is a simple and direct tradeoff between the (upper bounds on the) )(00 and 
LQG objectives. The )(00 objectives reflect both robust stability and performance 
requirements, where noise is taken to be of bounded energy. The tradeoff is against 
the LQG measure of performance where noise is taken to be Gaussian and white. 
This tradeoff may also be found in the independent work of [1]. Although the 
tradeoff is in terms of the upper bounds on IIHMElloo and C(HME ), we will see in 
the example in the next section that the same tradeoff may be exhibited by the 
quantities IIHMElioo and C(HME) themselves. 

3 A Normalized )./00 Problem 

In this section we will consider a particular problem. We choose the 'normalized' 
LQG problem [9] and look at the MEI)(oo and )(oo-optimal problems implied by 
it. We find that the implied )(00 problem is sensible and the associated MEI)(oo 
problem is useful for our purposes because the dependence of the solution on I is 
fairly clear, which aids the illustration of the results of the previous section. 

The normalized LQG problem is based on a system 

:i; = Ax + BWi + Bu 

Zi = Cx, Z2 = U 

Y = CX+W2, 

where Wi and W2 are each normalized Gaussian white noise signals, and the given 
plant G = (A, B, C, 0) is stabilizable and detectable. Putting z := [zf zi]T and 
W := [wf wf]T, the LQG cost (3}-is just 

C(H) = lim E {..!:.. rtl xT(t)CTCx(t) + uT(t)u(t) dt}. 
1/-00 tlla 

We can see that this LQG problem has a standard plant (in the sense of Figure 1) 
given by 



322 

u=zz 

Figure 3: Block diagram for the normalized problem 

p= (4) 

The solution to this LQG problem follows from standard results (see, e.g., [10]) 
and is stated immediately. For a more recent treatment, which develops the solu­
tion as an )l2 problem in parallel with an )loo problem, see [3]. 

Proposition 3.1 (Solution to the Normalized LQG Problem) The 
controller is 

(5) 

where X2 2:: 0 and Y2 2:: ° are the stabilizing solutions to the algebraic Riccati 
equations 

0= X 2A +ATX 2 -X2BBTX 2 + CTC 

0= Y2AT + AY2 - Y2CTCY2 + BBT. 

The minimum value of C(H) is 

C(HLQG) = trace[X2BBT + X 2Y2X 2BBT]. 

(6) 
(7) 

(8) 

Note that the first and second terms in (8) are associated with the control and 
filtering, respectively, that is implicit in the LQG solution. Now let us examine 
the )loo problem implied by the standard plant P given in (4) above. Some simple 
manipulations show that the closed-loop transfer function from w to z is 

H = [SG SGK] 
KSG KS 

where S := (1 - GKtl and G = (A,B,C,O). The block diagram of this sys­
tem is given in Figure 3; we recognise this system to be the one used to analyse 
internal stability [14, p101]. Since, in addition, all four elements of H are fairly 
familiar objective functions in )loo problems, this configuration is not unreason­
able (although in general we would consider a frequency weighted version of this 
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problem). Indeed, SG corresponds to additive uncertainty on the controller, SGK 
corresponds to output multiplicative uncertainty on the plant, K SG corresponds 
to input multiplicative uncertainty on the plant and K S corresponds to additive 
uncertainty on the plant. (See [4] for some details of various types of uncertainty.) 

The solutions to both the MEI)loo and )loo-optimal problems (using the state­
space results of [7]), rely on the stabilizing solutions Xoo ~ 0 and Yoo ~ 0, to two 
algebraic Riccati equations which in this case are 

o = XooA + AT Xoo - (1 - /-2)XooBBT Xoo + CT C 

0= YooAT + AYoo - (1 _/-2)Yoo CTCYoo + BBT. 

(9) 
(10) 

We can now use the results of [8] to state the solution to the MEI)loo problem. 

Proposition 3.2 (Solution to the associated ME/)loo problem) The con­
troller is 

(11) 

where Xoo ~ 0, Yoo ~ 0 are the stabilizing solutions to (9) and (10) and 

The minimum value of the entropy is given by 

(12) 

To solve the )loo-optimal problem for this plant, we apply Theorem 1 of [7], 
which states that there exists a stabilizing controller such that IIHlloo < /, if and 
only if there exists Xoo ~ 0 and Yoo ~ Oas above, and p(XooYoo) < /2. Take 
the infimum over /. In general a closed-form solution for /0 is not available, but 
I-iteration can be used to isolate /0 to an arbitrary accuracy. 

It is interesting to note that /0 < 1 only if the given plant G = (A, B, C, 0) 
is asymptotically stable. Conversely, if the given plant G = (A,B,C,O) is not 
asymptotically stable, then /0 ~ 1. To prove this suppose /0 < / ~ 1. Then (10) 
can be written as a Lyapunov equation: 

0= YooAT + AYoo + [o:YooCT B][o:YooCT B]T, 

where 0:2 := /-2 - 1 ~ o. The pair (A, [o:YooCT B]) is stabilizable because, by 
assumption, (A, B) is. This together with Yoo ~ 0 implies that A is asymptotically 
stable, by a standard result on Lyapunov equations [17, Lemma 12.2]. 

Note that as / -+ /0, Z tends to a singular matrix. A singular perturbation 
analysis of the controller in (11) yields the )loo-optimal controller. 

The guaranteed bounds provided by the MEI)loo problem are as follows: 

Proposition 3.3 (Guaranteed bounds from the ME/)loo problem) 
The minimum entropy closed-loop, HME , satisfies 

IIHMElloo < / 
C(HME) ~ trace[XooBBT + XooZYooXooBBT]. 

(13) 
(14) 
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To see the tradeoff between (13) and (14), we need to examine how Xc"" Yeo and Z 
behave as "'I varies. Using [16] it can be shown that [6], as "'I increases monotonically 
to infinity, so Xeo decreases monotonically to X 2, Yeo decreases monotonically to 
Y2 and Z decreases monotonically to I. The tradeoff of Proposition 2.5 between 
the }leo-norm bound and LQG cost bound is then apparent: as the RHS of (13) 
increases (resp. decreases) so the RHS of (14) decreases (resp. increases). It is 
also clear that the LQG solution is obtained exactly when "'I --+ 00: review (5)-(8) 
and (9)-(12) in that case. 

3.1 A Numerical Example 

Here we illustrate the main points with a simple numerical example. Take 

[*] [ 20 -100 
G= A B = 1 0 

C 0 
1 -0.1 ~ ] 

This has a C+-zero at 0.1 and two C+-poles at 10. Using "'I-iteration gives "'10 = 40.87 
(the minimum value of IIHlleo i.e., this corresponds to the }leo-optimal solution). 
Then, solving the X2 and Y2 equations, we find from (8) that C(HLQG) = 64 X 103 

(the minimum value of C(H), i.e., this corresponds to the LQG solution). 
For "'10 < "'I < 00, Xeo and Yeo are found from (9) and (10), and the minimum 

entropy controller, K ME , is found using (11). Then the minimum entropy closed­
loop is HME = 7(P,KME) := (A,B,C,O), say. The minimum value of the entropy 
is evaluated using (12). To calculate C(HME) , solve the Lyapunov equation for the 
closed-loop controllability Gramian Pj then C(HME) = trace[PCTC1. Calculation 
of IIHMElleo can be performed to prespecified accuracy using the algorithm in [21. 
These calculations were done for a number of values of "'I, ranging over several 
orders of magnitude from close to "'10. The results are illustrated in Figures 4-6. 

Figure 4 is a plot of (13) as "'I varies i.e., of the upper bound "'I on IIHMElleo, 
and the actual value of IIHMElleo, against "'I. Figure 5 is a plot of (14) as "'I varies 
i.e., of the upper bound I(HME''''I) on C(HME)' and the actual value of C(HME), 
against "'I. 

The graphs illustrate clearly the }leo/LQG tradeoff: the upper curve in Figure 4 
increases with increasing "'I, whilst the upper curve in Figure 5 decreases with 
increasing "'I. In fact, we notice that the tradeoff is even stronger than this-the 
achieved values (i.e., lower curves in Figures 4 and 5) exhibit the same behaviour 
as their upper bounds. 

Notice that in Figure 4, as "'I becomes large, IIHMElleo tends to IIHLQGlleo ~ 80, 
a number slightly less than twice "'10. The variation with "'I is more rapid in Figure 5. 
Both C(HME) and its upper bound I(HME,"'I) decrease quickly with "'I when "'I is 
close to "'10. So large improvements in the LQG properties can be obtained with 
only modest degradation of }leo properties. Although theory predicts that "'I must 
be arbitrarily large before the ME/}leo problem reduces to the LQG' problem, we 
see in Figure 5 that for "'I as small as twice "'10' the LQG cost and its bound are very 
close to their minimum (LQG-optimal) values, and the upper bound provided by 
the entropy is quite tight. 
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Frequency in radls 

Figure 6: Maximum singular value of HME against frequency, for various "( 

The last graph, Figure 6, shows the maximum singular value of the minimum 
entropy closed-loop as a function of frequency. Five curves are plotted, correspond­
ing to five representative values of "(: "( = 40.87 ()loo-optimal), 43, 45, 60 and 00 

(LQG-optimal). The rapid convergence (as "( increases) towards the LQG-optimal 
curve is clear, as is the fairly slow degradation of the peak around 10 rad/ s. 

We can conclude that allowing "( to be approximately 60 (R:j 1.5"(0) gives us 
nearly LQG-optimal performance without degrading the achieved )loo-norm exces­
sively. Examine Figures 4-6 for "( = 60 and compare with the )loo-optimal and 
LQG-optimal cases. 
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Optimal Hoo - SISO-controllers with structural constraints 

Seppo Pohjolainen 

Abstract 

A modified Q-parameter method is used to improve the quality of SISO control under 
Hoc - criterion. A necessary condition for the existence of optimal controllers under 
structural constraints will be given. An ascent algorithm to compute optimal 
controllers is presented. 

Introduction 

A new field of control theory - called Hoc -theory -has been developed during the 1980's. 
Modern Hoc -theory provides rather sharp and useful results. such as parametrization 
of all stabilizing controllers. optimal Hoc -controllers. and optimal robustness results 
(9) . (4) • (5) to name a few references. From the designer's point of view. one of the main 
advantages in the theory is that both the parameters and the structure of a controller 
may be varied. This provides an improvement to state space methods. where the 
dimension of a controller must first be fixed. after which the tuning may start. The 
new deSign freedom is useful. but one of its weak pOints is that the controller may turn 
out to be so complicated that it will be almost useless. 

In this paper a different design method is proposed. We shall start with a simple 
stabilizing controller and demonstrate how to improve the quality of the closed loop 
system using Hoc-theory. without losing sight on the controller's structure.The starting 
point of the method is Q-parametrization. and an obvious duality result which makes 
the process and the controller interchangeable in the theory. Once a stabilizing 
controller has been found. the existing robustness results can be used to estimate how 
much the controller may be varied without losing stability. Next an Hoc -criterion is 
set up to measure the quality of the control. A linearized version of the criterion is 
then derived. from which one easily sees how to change the controller within a 
specified class to improve the quality of the control. The problem of improving the 
quality of the control turns out to be a real minimax apprOximation problem. for 
which there exists a plenty of numerical methods. Finally a tuning method. based on 
the ascent algorithm. will be derived. The method may be used if the cost function 
attains its maximum value in a finite point set. Lack of passivity of a transfer function 
on the frequencies. where the cost function attains its maximum pOints. is shown to be 
a necessary condition for optimality. 

A preliminary version of the paper - without proofs- has been published in (8) .The 
proposed method has been succesfully used to control heat exchangers (6) and flexible 
beams (7). 
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Notations and pre1tmtnarles 

We shall assume that the system may be described by a real rational strictly proper 
transfer function PIs). and the controller CIs) as a proper real rational function 
function . A transfer function is called stable if it has all of its poles in the open left 
half complex plane. For stable transfer functions the Hoo norm is deftned as 

IIPII= sup I P(im) I 
meR 

Denote the transfer function from the perturbation signal w to the output y (Fig. 1) by 
Q(s). 

PIs) 
Q(s) I+C(s)P(s) 

The strict properness of P implies Q to be strictly proper. The deftnition of Q­
parameter differs from that of [10] • where Q parameter was chosen to be transfer 
function from Yref to u. Our deftnition of Q-parameter can be recovered from this by 
interchanging the roles of the controller and process. This fact has useful 
consequences because it enables us to take over the necessary results from ]10]. 

Figure 1. The feedback system 

The overall transfer function is 

( Y) (g:; Q xYrefj 
u = C(1-QC).cg w J 

The above closed loop system is stable if all its component transfer functions are 
stable. This situation Will be referred to by saymg that C stabilizes P. It may be 
proved. as in [ 10] . that the closed loop system is stable if and only if the Q-parameter 
is proper and stable and satisfies certain interpolation conditions on the unstable 
poles of C. We shall assume that a stabilizing controller C has been found and the 
problem is how to improve the quality of the control. The following theorem shows 
how much a given stabilizing controller may be varied without losing stability. 

Admissible controller variations 

Assume that a stabilizing controller C has been found. If the controller is changed 
from C to C + l!.C , then the feedback system remains stable, if 

(A 1) C and C + l!.C have the same number of unstable poles 
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(A2) IIQ~CII <1 

The proof follows e.g. from [9 p.273-279) from the sufficiency part of the proof. If C 
has poles on the imaginary axis, a standard indentation technique may be used. 
However ,in this case we shall assume that (A2) holds on the imaginary axis. So if C 
has poles on the imaginal)' axis then C+~C must have the same imaginary axis poles. 

Cost function 

In order to evaluate the quality of the control, a cost function will be defined as 

J(ro,C) = f(ro) 11- Q(1ro)C(1ro) 1 + gIro) 1 Q(iro) I. 

The component l-QC measures the deviation between the desired output y ref and the 
measured output y. The second component measures the effect of the perturbation 
signal w on the output. The functions f and g are assumed to be nonnegative bounded 
continuous even functions in ro, and lim f(ro) ~ 0 as ro .... 00. 

Let us denote the maximum value of the criterion as 

J(C) = maxJ(C, ro) = II J( . ,C) II . 
ro 

The maximum exists, because all the functions are continuous, Q is strictly proper 
and C proper, so that lim J(C, ro) ~ 0 as ro .... 00. Further, let 

Max=! ro 1 J(ro,C)=J(C)) 

be the set in which the global maximums for J(ro,C) are obtained. 

Linearization of the cost function 

Theorem 1 . Let the controller C to be changed to C+ ~C and assume IIQ~CII < 1 . Then 
the effect of the perturbation on the cost is bounded by 

J(ro,C+~C) ::; J(ro,C) 11-Q(1ro)~C(1ro) 1 + O(IIQ~CII2), 

where O(h) means M h. 

Proof. If IIQ~CII <I, then the perturbed Q-parameter may be written as 

Q+~Q = Q[I+Q~crl= Q- Q(Q~C)[l+Q~crl 

= Q-Q(Q~C)+Q(Q~C)2[l+Q~crl. 

H -bound for the second order term is 
00 

Because gIro) is bounded, we have 

gIro) 1 Q(1ro)+~Q(1ro) 1 ::; gIro) 1 Q(1ro) 1 11-Q(1ro)~C(1ro) 1 + M IIQ~CII2, 

where M is a generic constant. An analogous reasoning with the first component of 
the criterion results in: 

f(ro) 1 l-(Q(1ro)+~Q(1ro))(C(1ro)+~C(iro)) 1 
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~ !lro) II-g(iro)C(iro) I II-g(iro)~C(iro) I + M IIg~CII2 

Adding up the components of the cost function finally gives the desired formula: 

J(ro.C+~C) ~ J(ro.C) 11- g(iro)~C(iro) I + O(lIg~CII2). 

and completes the proof. 

In what follows we shall assume that 

(A3) J(C) > O. 

for the obvious reason that if J(C)=O then there is nothing to be done. 

Lemma 2. If J(C) > O. then Max is a compact set . 

Proof: The closedness of Max follows because J(ro.C) is continuous in roo Max is 
bounded since lim J(ro.C) =0. as ro --> 00. 

The crucial step in improving the quality of the control is in finding a ~C which 
satisfies the stability conditions (AI) and (A2) and. in addition 

I l-g(iro)~C(iro) I < 1 for all ro E Max. (1) 

for sufficiently small values of IIg~CII. Next we shall find conditions. which 
guarantee (1) to hold 

Lemma 3. If 11-g(iro)~C(iro) I < 1 for all ro E Max, then Re[g(iro)~C{iroJ] > 0 on the set 
Max. 

Proof: I l-g(iro)~C(iro) I 2 = 1-2Re[g(iro)~C(iro)] + I g(iro)~C{iro) 12 < 1 

~ I g{iro)~C(iro) 12 < 2 Re[g(iro)~C{iro) I . 

Because I g{iro)~C(iro) I > O. by assumption. the result follows. 

A partial converse to the above lemma is given next. 

Lemma 4. Let Re[g{iro)~C(iroJ] > 0 on Max. Then for suffiCiently small positive values of 
e I 1- e g(iro)~C{iro) I < 1 for all ro E Max. 

Proof. The transfer function g(iro)~C(iro) is continuous on the imaginary axis. and so 
the functions Re[g(iro)~C(iroJ] and I g(iro)~C(iro) I are continuous on the compact set 
Max . Thus there are positive constants k and K such that Re[g{iro)~C{iroJ];;:: k > 0 . and 
I g{iro)~C{iro) I ~ on Max. If e < k/(K2). then 

11-e g(iro)~C(iro) 12 =I-2eRe[g(iro)~C(iro)] + e2 1 g(iro)~C{iro) 12 

< [I-(k/2) e ]2, for all ro in Max. 

The next theorem gives the main result of the chapter by combining the previous 
results to prove that the improvement takes place on the whole imaginary axis instead 
of the subset Max. 

Theorem IS. Select ~C so that Re[g(iro)~C(iroJ] > 0 for all ro E Max . Then for 
suffiCiently small positive values of e 

J(C+e ~C) < J(C). 

Proof. There are positive constants k. K such that Ig{iro)~C{iro) I~ K and 
Re[g{iro)~C{iroJ] ;;:: k>O on Max. Because Re[g(iro)~C(iro)] and I g(iro)~C{iro) I are 
continuous. for every ro E Max there is a open neighbourhood Ur(ro). such that 
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Re[Q(iro)AC(iroll > k/2> 0 and I Q(iro)AC(iro)I < 2K on Ur(ro). Because Max is compact we 

may form a finite open subcover so that Max: c U= u Ur (roi) . An analogous reasoning 
i 

to Lemma 4 proves that 

11 - e Q(iro)AC(iro)I < (1- e k/4) 

for all e. 0< e < k/(8K2) and for all ro e U. Hence 

J(ro.C) I l-Q(iro)AC(iro) I < (1-ek/4)J(ro.C) «1-~ /(32~))J(ro.C) < J(C) 

for all ro e U. Since J(ro.C) .... O. as ro .... 00 • the cost function J(ro.C) attains a maximum 
value on R-U.Let 

max: I J(ro.C)I = J 1 < J(C). 

roeR-U. 
If e is small enough. then 

J(ro.C)ll-e Q(iro)AC(iro)I < J 1 (l+eIlQACII) < J(C). 

for all roe R-U. The proof is complete. if we note that the second order term. 
O(IIEQACII2) is uniform in ro and does not affect the reasoning provided that e is 
sufficiently small. 

Because the conditions 11-eRe[Q(iro)AC(irolll <1 and Re[Q(iro)AC(iroll > 0 are equivalent 
for small values of e. we may replace the complex approxlmation problem by a real 
one: Find AC so that the stability condition (AI) is satisfied. and 

11- e Re[Q(iro)AC(iro)I < 1 for all ro e Max:. (2) 

or equivalently 

Re[Q(iro)AC(iroll > 0 for all ro e Max. (3) 

If E is small enough. then the selection EAC is good for the original problem. too. The 
latter condition (3) means that the transfer function Q(iro)AC(iro) should be passive [2[ 
on Max:. The simple result (2). (3) above has useful consequences. because it enables us 
to apply real Loo -approxlmation methods in solving the original problem. Real linear 
minimax-problems may be solved in many ways. including the discrete ascent, descent 
and continuous Remez methods. [31 from which we start to elaborate with the discrete 
ascent method. 

Ezistence results 

To Simplify the problem a little bit further. we pose two simplifying assumptions. F1rst 
that the controller parameters kERn to be varied. will appear linearly : 

(A4) AC(iro) = !(iro)k. 

where the elements of 1(iro) e C lxn are real proper rational functions in roo and second 
assumption states that the cost function attains its global maximum pOints in a finite 
set 

where the number of global maximums may be different for different controllers. 

In order to find better controller parameters Ii the condition (2) should be satisfied on 
the set Max:. If we drop the E for a whUe. the problem can be written compactly as 
follows: Find the parameters Ii so that 
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1IA,k-11l00 < 1 (4). or A6>Q. (5) 

where A;:::. (ahJ)mxn= (Re[Q(~)~(i~)J)mxn' and 1 =U.l •... l)T. where T denotes the 
transpose of a vector. and 

I~I 00 = maxlxh I 

is the maxlmum norm in Rm. The vector norm 

I~II = L1xh l 
h 

will also be used. 

Gordan'. theorem [1 p.50] states that either (5) or 

(6) 

is solvable.The condition (6) gives thus a necessary condition for the existence of 
opt1mal control parameters as the following theorem: 

Theorem 6. Assume Al ... ,A5 to be true. Then a necessary condition for a controller Co 
to be opt1mal is that there is a nonzero nqnnegatlve vector n such that 

m 
L~Re[Qo(ifDttJ!(~)] = QT (7) 

h=1 

The criterion for optlmality looks appealing. since it depends only on the system 
parameters. The weight functions in the cost function affect only the selection of the 
set Max of global maximum pOints. 

The Ascent algorithm 

There are several methods avanable to solve the linear problem. 

min II Ak - 12 1100 • (8) 

k 
where A e Rmxn • .!2 e Rm and m >n .In this paper the ascent method [3] will be 

discussed. The presentation of [3] will be rewritten using matrix-vector notation to 
Simplify some aspects in the algorithm The role of the important Haar condition can 
be clearly seen in this set-up. 

Let us write the matrix A in the row vector form 

The components of the error vector t(k) = Ak - II are 

A well known result on m1n1max solutlons [3 pp.35-36] states that 
every solution of the system (8) is the solution of an appropriate subsystem 
compr1s1ng of n+ 1 equations. This subsystem can be solved e.g. by the method of de La 
Vallee Poussin [3]. An important condition. which is needed to solve the m1nimax 
problem numerically effectlvely.is the Haar conditlon: 

Definition: The set of vectors ~1' ~2'''''''~)' m>n in Rn is said to satisfy Haar 
condition if every selection of n vectors forms a linearly independent set. 
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(A6) The row vectors of matrix A are assumed to satisfy the Haar condition. 

The case m=n+l 

Theorem 7. Let m=n+l. Necessary and sufficient conditions for the minimum of 11Ak-
1211 are: 

h= 1 •.. .n+1 (9) 

T T T 
Q E HIO"llll . 0"2~ ..........• O"n+1lln+1 ). (10) 

where O"h = sgn(rhCkl) (O"h > O.if rhCkl>O. O"h< 0 .if rhCkl<O .and O"h = O.if rhCkl=O) and 
H{W} Is the convex hull of the set w. 

Proof. [3] 

Let us find a k to satisfy the above conditions. Decompose the problem as 

(11) 

T T T Because the system 1111 • ~ ......... lln+1 } Is linearly dependent. there is a nonzero 

vector '}.T = (~T • An+1)T such that '}.TA = !l.The Haarcondition implies that all the 

elements of '}. are nonzero. If we select the vector 1I so that O"i = sgn(Ail • then the 
condition (10) in Th.7 is fulfilled. Because of Haar condition ~ is invertible and we 
may solve for the first n equations so that 

T T Because An+ 1 -"n+ 1 = -~ ~ the last equation in (11) may be written as 

T T 
-"n+1 k = -~ (% + "'r2n II An+1 = bn+1 + "Pn+1 . 

This equation is fulfilled if we select y as 

T T T Y = - '}. b let. m = - '}. b III'}. III • 

and so the opttmal solution Is Ck. y). 

The case m> n+l 

In this case the idea is to find the subsystem of n+ 1 equations. which gives the optimal 
solution. The subsystems will be selected by the ascent method so that the error I y I is 
strictly increasing until the algOrithm terminates and the optimal solution has been 
found. 

Let us assume the mxn matrix A to be so organized that we may start from the first 
n+ 1 equations. Let 
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be selected so that ~ (1) T A = O. and rP) so that the elements crh satisfy crh = sgn('-h)' In 
the system 

the first n+ 1 equations may be solved as above. with 

Let (k1 • 'YI ) be the solution.The sign of 11 may be selected to be nonnegative by 

changing the sign of the vector ~(l)T. if necessary. The error in the remaining m-n-l 
equations is 

Let us select the equation with the largest error in absolute value. For ease of notation 
assume that it is the equation n+2. Let crn +2 be the sign of rn +2 1k1) so that 

crn+2rn+2Ikl) = y If i ~ 'YI then we may stop. because the optimal solution has been 
T T T T T found. Let i > 'YI' Select Ii = lIln+l .crn +2. Q ) so that Ii A = Q . and consider the 

vector ~(1) T + aJ},T .Then 

If IX = maxI -~icr/A.i(Ji I i=l .... n+lJ. then the Haar condition implies that exactly one of 
the coefficients will become zero. and rest of them will be positive. The condition (10) is 
fulfllled for a new set of basts vectors. Assume. for simplicity that the component n+l 
will be first to become zero. Then the signs of the first n components of the vector 

are retained. and thus the first n components in the vector rI.(2) =~ T.0.crn+2.QTl T are 

the same as in rI.(1). Let !k..z. 'Y2) be the solution in the new basis. Since 

kl = ~-l[% +'Ylrlo], and ~ = ~-l[% +'Y2rlo) 

we have 

kl-~ = ('Yl- 'Y2)~-lrlo· 
and 

rn+2Ikl ) = rn+2!k..z) + ('Yl- 'Y2) ~+2 T ~-lrlo' 

Because ~+2 T = - 2ln(2)Trlo /(crn+2 ) = -"2ln(2)Tl l /(crn+2 ) . then 

(2)T 
crn+2rn+2Ikl) = crn+2rn+2~) - ('Yl- 'Y2)1I2ln "1 .i.e. 

y - 'Y2 = - ('Yl- 'Y2111 2ln (2)TII1 · 
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Because i > 11 this results in the inequality 

i.e. 11 < 12 .Note that this result guarantees 12 to be positive so that the algorithm 
may be continued further. 

The nonBnear ascent algorithm 

The original nonlinear problem may now be numerically solved with the following 
algorithm: 

1. Define process P(s), a stabilizing controller Co(tro),1(tro) and weight functions £lro) 

and gIro). 

2. Set ind=O 

3. Compute QindUro), and J(ro,Cind) 

4. Max = lro I ro is maximum point of J(ro,Cind) } 
It is useful to put some of the local maximum pOints in the set Max in addition 

to the global maximum pOints. Then the method can take into account those 
maximum points in which the value of the cost function is close to global maximum. 
Intuitively ,the numerical behaviour should become smoother. 

5. Solve the linear problem 

min max IJ(~,Cind)[l- Re(Q(t~l!(troh)] kl 
k h 

with the ascent method. 

6. Select Cind+ 1 (tro) = Cind(tro) + E I (iro)k, where E is the step length. 

7. Set ind=ind+1 and go to 3 untn tennination criteria are satisfied. 

Conclusions 

A modtfied Q-parameter method was used to improve the quality of the control under 
an Hoo - criterion. Well-known robustness results were used to estimate how much a 
controller could be varied without losing closed loop stability. Then a linearized 
version of the criterion was derived and it was proved that the complex Hoo problem 
could be replaced by a real minimax problem, for which there exists plenty of 
numerical methods. As a by-product a necessary condition for the existence of an 
locally optimal Hoo -controller with structural constraints was given. A discrete ascent 
method was reviewed and used to solve the linearized problem. Finally a nonlinear 
ascent algorithm was presented to solve the original nonlinear Hoo -optimization 
problem. As the algorithm may stop to a local minimum, finding global minimums 
cannot be quaranteed at this stage. 
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SUPER-OPTIMAL HOC DESIGN 

Ian Postlethwaite, Mi-Ching Tsai and Da-Wei Gu 

Abstract 

In this paper, we examine the usefulness of super-optimal HOO design in robust control. It 
is argued that the approach can lead to a more robust design than standard HOO control, 
but that there is usually a cost to pay in complexity of controller. 

We outline a recently developed state-space approach for solving 2-block problems, 
which enables realistic designs such as mixed sensitivity to be solved. This is then used 
to design the super-optimal controller for a simple example and the results are compared 
with those of a standard H oo controller. 

1 Introduction 

In standard HOO control only the maximum singular value (H OO norm) of a cost function 

is minimized, whereas in super-optimal HOO control all singular values are minimized. The 

purpose of this short paper is to examine the usefulness of this strengthened optimization 

in robust control. 

State-space algorithms for super-optimal control are given in [7J [8J and [10J for "1-

block" design problems, and a polynomial approach to the mixed sensitivity problem (a 

"2-block" problem) can be found in [6J. Recently, a state-space approach for the general 

2-block problem was given in [4J. In this paper, we will review the latter and then use 

it to design a super-optimal controller for a simple example. The results of this are then 

compared with those for a standard Hoo optimal controller. It is argued that super­

optimal Hoo control can lead to a more robust design than standard Hoo control albeit at 

the expense of a more complex (higher McMillan degree) controller. 

2 Preliminaries 

The standard Hoo design problem is equivalent to solving a model-matching problem 

(MMP) [lJ [2J: 

inf IIF - Qlloo 
¢e8!H-
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(1) 



340 

where Q may have zero rows and/or columns, and F E !RH~, i.e. it is anti-stable. When 

F is a matrix there are in general many Q's satisfying (1). Thus for uniqueness Young 

[13] [14] proposed a stronger criterion, namely to minimize, in lexicographic order, the 

sequence 

(sf(F - Q), sr(F - Q), ... ) where sf' (F - Q) ~ sup s; [(F - Q)(jw)] (2) 
OJ 

and s;[A] denotes the ith largest singular value of A. The model-matching problem with 

this stronger minimization criterion is called the strengthened model-matching problem 

(SMMP), and its solution Q.uP is called the super-optimal solution. We will call the 

optimal squence (sf(F - Q.up), sr(F - Q.up), ... ) the s-numbers of F. Note that for 

each i, s;[(F - Q.up)(jw)] is constant over all w. 

To motivate super-optimal control we next give an interpretation of the s-numbers in 

terms of energy gains. Let the cost function corresponding to F - Q have an input d(t) 

and output y(t), and let d(t) be bounded in energy. Then 

sup Uy(t)U2 = sf(F - Q.up) 
d( I)~O, d( I)EB 

(3) 

where 

8~{d(t) : Ild(t)U2 ~ I} . 

Now let d1 (s) be the Laplace transform of an input d1 (t) which produces maximum energy 

in the output, then the direction (inner part) of d1(s) is the direction (inner part) of a 

maximizing vector of the Hankel operator generated by F [10] [5], and we have 

sup Uy(t)112 = sr(F - Q.up) 
d(I)~O, d(I)EB. 

(4) 

where 81 is the subset of 8 whose elements have Laplace transforms which are pointwise 

orthogonal to d1 (s) for each s on the jw-axis. 

Similarly, let d2(s) be the Laplace transform of an input d2(t) which produces the 

energy gain sf(F - Q.up). The inner part of d2(s) is characterized by the inner part of a 

maximizing vector of a Hankel operator generated by a matrix which now is a function of 

F but with dimensions each reduced by 1; details can be found in [10] [5]. We then have 

sup Uy(t)112 = s~(F - Q.up) 
d( I)~O, d( I)EB. 

(5) 

where 82 is the subset of 81 whose elements have Laplace transforms which are pointwise 

orthogonal to d2(S) for each s on the jw-axis. Etc. 

The s-numbers can therefore be interpreted as the largest energy gains from appro­

priately defined input spaces to the output. Intuitively then, if disturbance rejection is 

an objective reflected in the cost function it is better (more robust) to minimize all the 

singular values and not just the maximum. 
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Without loss of generality we only consider the variable Q in the 2-block form Q = [~] 
so that (1) can be rewritten as 

(6) 

We also assume the dimensions of Fl and F2 are ql x m and q2 x m with ql ;?: m for 

compatibility with [10]. 

3 Solution to the 2-block standard MMP [1] 

In general (6) has no closed-form solutions but the problem can be reduced to a succession 

of I-block problems whose solutions approach as close as we like a solution. The method 

is called 'Y-iteration [1], and is based on the following theorem. (Note that G*(s) denotes 

G(-s)T). 

Theorem 1 [lJ [lfJ For any positive number 'Y > IIF21100 and.Q E RHoo, we have 

II Fl "'2 Q 1100 £' ::; 'Y if and only if II (Fl - Q)<1>~1 1100 ::; 1 

where <1>""/(s) is a spectral factor of (-y2 1- F; F2). 

For a given 'Y > IIF21100, the value of minll(FI - Q)<1>~ll1oo can be calculated and also 
Q 

the argminll(FI - Q)<1>~ll1oo [9] [3]. Therefore we can try iteratively different values of 
Q 

'Y until the accuracy of 'Y to the optimal value 'Yo is satisfactory, and hence obtain an 

approximation to the optimal Q [1]. This is the so-called 'Y-iteration scheme. 

4 Solution to the 2-block strengthened MMP [4] 

Let 

'Yo,; g i2f sj ([ Fl ~ Q]) , i= 1, ... ,m 

and make the following assumptions 

• 'Yo,; > sj(F2)' i = 1, ... , m. 

• 'Yo,1 > 'Yo,2 > ... > 'Yo,.,.· 

For the SMMP we will use a similar philosophy to that described in Section 3 for the 

standard problem. That is, we will work out successively the optimal singular values 'Yo,; 

by an iterative method and then synthesize the super-optimal solution Q. To do this, we 

need a criterion (analogous to Theorem 1) to judge whether or not we have reached (or 

are close enough to) the optimal singular values. Such a criterion is given by the following 

theorem. 
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Theorem 2 UJ For any Q E !RHoo, let 

I, 2, m. 

Then for any m-tuple 1 = ("11, "12, .•• , "1m) where 

(7) 

= 1, m (8) 

and Q E !RHoo, we have 

"IQ,i ::; "Ii, i = 1, ... , m (9) 

if and only if there exists a square matrix U(s) which is unitary for s = jw, w E [0,00], 

such that 

1, m (10) 

where 

(11) 

For a given 1, satisfying the assumptions of the theorem, we can solve s'(' [(FI - Q)U'1>:i I ] 

using a I-block SMMP algorithm and hence condition (10) can be tested. 

Comparing Theorem 2 with Theorem lone might initially be surprised to find the 

matrix U(s) in the former. Its importance, however, is crucial to solving the SMMP. 

To see this suppose that in Theorem 2 we let U(s) be the identity matrix, then even if 

assumption (8) holds the spectral factorization in (11) may still be unsolvable. U(s) is 

required to rearrange the singular value structure of F2 forcing the larger singular values 

up the diagonal and the smaller ones down. Since U(jw) is square and unitary it represents 

an equivalence transformation of the SMMP. In our algorithm, we will need a stable '1>1 

with stable inverse and a real-rational stable U(s). For further details of the algorithm 

see [4] and [11]. 

5 Example 

In this section, we assess the usefulness of the super-optimal approach by applying it to a 

simple example and making comparisons with a standard Hoo controller. 

We will consider the design example given in [6] where the plant transfer function is 

G(s) = [ ~ 
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and the design objectives are: (a) disturbance attenuation on both channels up to 

1 radl sec; (b) rejection of constant disturbances; (c) compensator roll-off of 20 dBI decade 

starting at the lowest frequency without affecting (a). 

To achieve specifications (b) and (c), we first form an augmented plant 

Ga = GWe = ['2(~+l) :~:t:;] where We = ['~l ~]. 
We then consider the feedback configuration and design problem illustrated in Figure 1. 

Since the augmented plant is used the final optimal controller for G, denoted by K, is 

implemented as WeK . 

We will design a standard Hoo optimal controller Koo (= WeKoo), resulting from 

an equalizing solution (all singular values equal), and a super-optimal solution K.up (= 

WeK.up) using the approach of Section 4. The same weights are used in each case. We 

choose W l = I and W2 = 0.1 I to trade-off the control signals and output errors. To 

satisfy the design goal (a), we choose 

'~l ] 
which has the effect of moving the three undesired poles of Ga at the origin to ~(-1 ± i) 

and -1. We choose Wd so that its poles are included in the set of poles for G a ; for more 

details see [11]. 

The plant output responses for each of these controllers to unit step disturbances on 

each of the outputs (in turn) are shown in Figures 2 and 3. The plant input responses 

to the same inputs are shown in Figures 4 and 5. The performance of the super-optimal 

controller is better particularly in the cross channel coupling as might be expected from 

the discussion in section 2 and the assumption that WlSWd dominates the cost function 

at low frequencies while W2 KSWd dominates at high frequencies. 

As a further comparison the singular values of the loop gain are compared in Figure 

6 for both Koo and K.up. K.up is better in that at low frequencies it has higher gains for 

performance and at higher frequencies it has lower gains for robust stability. 

Finally note that i) the McMillan degree of K.up (KIUP) is 7 (8) and the McMillan 

degree of Koo (Koo) is 4 (5), ii) Koo has an unstable pole and K.up is stable. K lUp will 

almost always be more complex than a standard equalizing Koo and we conjecture that in 

general the McMillan degree bound of K.up (for the above problem with the special types 

of weights selected) is given by 

m 

n - m ::; deg(K.up) ::; L (n - i) 
i=l 

where n is the state dimension of G a and Ga is an m x p strictly proper real-rational 

matrix with p ~ m. 
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6 Conclusions 

The algorithm briefly outlined in Section 4 enables super-optimal controllers to be designed 

for realistic problems. It is argued that the super-optimal HOO controller is better than a 

standard H oo controller for some design objectives and this is illustrated in the example of 

Section 5. However, the super-optimal controller is generally significantly more complex 

than a standard H oo controller suggesting that further studies are required to fully justify 

its use. 

This work was supported in part by the UK Science and Engineering Research Council. 
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H CONTROL WITH STATE FEEDBACK 
00 

A.A. Stoorvogel 

Abstract 

This paper considers Hoo -control under the assumption that all the states are 
available for feedback. It can be shown that in that case we can restrain ourselves to 
static feedback. This paper gives extensions and a more intuitive explanation of recent 
results. Under a number of assumptions necessary and sufficient conditions are given for 
the existence of a stabilizing feedback such that the closed loop system has HOC> norm 
less than or equal to some predetermined bound y. It is shown that if these assumptions 
are not met then by disturbing the system in such a way that these assumptions are 
satisfied we can find results about the existence of these desired feedbacks in more 
general cases. 

1. INTRODUCTION 

We consider the following linear time-invariant system: 

d y 

where E is given by the equations: 

x=Ax+Bd+Bu 
I 2 

Y = ex + Old + D2u 
E: 

(1.1) 

The general purpose of Hoo control is to find a feedback law which stabilizes the system 

and makes the Hoc> norm as small as possible. We will limit ourselves to the case that all 

the states are measured. Recently it has been shown that in that case we can restrain 

ourselves to static feedback.(see e.g. [3)) In this paper we will only require that we 

can get the Hoo norm less or equal to some a priori given value y, i.e. we would like to 

find a matrix K such that the state feedback u = Kx internally stabilizes the system and 

makes the Hoo -norm of the closed loop system smaller than or equal to a predescribed 
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value y. This problem has received a lot of attention ( [2],[3],[4] and [7] ). In these 

references it is required that the norm becomes strictly smaller than y. For example in 

[4] it is shown that, for a special case, the existence of K is equivalent with the 

existence of an e > 0 for which a certain algebraic Riccati equation has a solution. It 

was also shown that, if K exists, a matrix K with the desired properties can be found in 

terms of the solution of this Riccati equation. Later these results were extended in 

[2],[3] and [7] to more general cases. The problem however is to test if the Riccati 

equation has a solution for some unknown e. In principle one would have to perform such 

a check for infinitely many values of e. Recently another paper appeared [1]. Under a 

number of assumptions this paper shows that you can get rid of the e in the Riccati 

equation. In chapter 3 we also will be looking for cases where we don't need this e in 

the Riccati equation. We will see that for a large class of systems the existence of a 

stabilizing positive semi-definite solution of an algebraic Riccati equation is a 

necessary and sufficient condition for the existence of the desired K. We can also find 

such a K in terms of the solution of this ARE. In our opinion, another unsatisfactory 

point in the above-mentioned references was that they don't give any intuitive reasoning 

for the introduction of this e. In chapter 4 we will, for cases for which we have to 

introduce an e, give a much more intuitive introduction of e. We disturb the system a 

little in such a way that we can use our results from chapter 3. If this disturbance 

satisfies some prerequisites then the Hoo norm depends continuously on the disturbance 

and hence we can get the norm below our bound by choosing a sufficiently small 

disturbance. It turns out that the results of [2,3,4] can be reobtained by choosing a 

specific disturbance. 

2. PRELIMINARY RESULTS 

Let G(s) = C(sI-A,-lB+D. Our standing assumption in this chapter is that we have an 

arbitrary y such that y~_DTD > o. Define 

Lemma 2.1 If A has no eigenvalues in ilR then IIGN1100 :5 1 if and only if IIGlioo :5 y. 

Proof: This is a simple modification from [1,lemma 2.1] • 

Lemma 2.2 Assume A is stable and II C(sI-A,-lB 1100 :5 1 then there exists a positive 

semi-definite matrix X such that 

and all eigenvalues of A+BBTX lie in the closed left half plane. 

Proof: If (A,B,C) is a minimal realization then this is a known result (see [6]). The 

general result can be obtained by some convenient basis transformations .• 
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Theorem 2.1 Assume II D II < y and (C,A) detectable. Then the following two statements 

are equivalent. 

1) A is stable and II C(sI-AfIB+D II :<; y 
00 

2) 3 X :2: 0 which satisfies the ARE 

ATX + XA + (BTX+DTC)T(lI_DTDfl(BTX+DTC) + CTC = 0 

Proof "=>" We first show that AN as defined before is stable. Assume ANx = AX, ReA :2: 0 

and X i= 0 then we know (AI-A) is invertible since A is stable and y := Cx i= 0 since 

otherwise X = 0 which would be a contradiction. Define z .- (lI-DDTfly i= 0, then it 

can be shown that 

y2z = [ C(AI-AfIB+D lDTz 

This yields a contradiction since II DT II < Y and II C(AI-AfIB+D II :<; y 

for all A with ReA :2: o. Hence AN is stable 

By lemma 2.1 and lemma 2.2 we know that there exists an X :2: 0 such that 

If we rewrite this ARE using the definitions of AN' BN and CN we get the desired ARE. 

"<=" We first show that A is stable. Assume Ay = AY, ReA :2: 0 and y i= 0 then by applying 

yT to the left and y to the right hand side of the algebraic Riccati equation we find 

that, since X :2: 0 and ReA :2: 0 we must have Cy = 0 which contradicts our detectability 

assumption. Hence A is stable. Define!!. := /I-DTD. We can rewrite the ARE as 

where s E ilR. We premultiply with BT(sI+AT fl and postmultiply with (sI-AflB. These 

inverses exist since A is stable. Then the resulting equation can be rewritten as 

I-G-(s)G(s) = qs)K(s) 

3. Hoo-CONTROL USING STATE FEEDBACK - THE REGULAR CASE 

Suppose we have system (1.1). We will try to find a matrix K with the desired 

properties. Our only restriction will be that we assume that II DI II < y. In this chapter 

we will investigate the case that D 2 is injective. In correspondence with the LQ problem 

we will call this the regular case. 

Definition 3.1 The system zeros of (A,B 2,C,D 2) are defined as all the A E i[ for which 

the matrix 
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loses rank, i.e. the rank is smaller than the normrank. 

Theorem 3.1 Assume Dz is injective and (A,Bz,C,Dz) has no system zeros on the imaginary 

axis. Moreover assume that II D1 II < Y then there exists a K such that 

1) 

2) 

A+B1K is asymptotically stable, 
-1 II (C1+DzK)(sI-A-BzK) B1 + D1 1100 :5 y, 

if and only if 3 X ~ 0 which satisfies the ARE, 

(AH-BHEHF~CH)TX + X(AH-BHEl~CH) + XD~DHX 
- XB E BTX +CT(I_F E FT)C =0 (3.1) 

HHH H HHHH 
and which is such that the matrix 

A - B E (BTX+FTC ) 
H H H H H H 

has all its eigenvalues in the closed left half plane. Here 

AH := A + B1(l-D~D1)-lD~C, 

CH := [ I+D1(l-D~D1f1D~ ]l/ZC, 

FH := [I+D1(l-D~D1f1D~ ]l/zDz' 

In that case one possible K is given by 

K := -EH(B~X+F~CH). 

In order to prove this we need one small lemma: 

Lemma 3.2 Let X be a positive semi-definite solution to the following ARE, 

FTX + XF + X(G -G )X + H = 0 
1 Z 1 

(3.2) 

such that F-Gl is asymptotically stable, where G1 ~ 0, Gz ~ 0 and H1 ~ o. Let Hz be 

such that H1 ~ Hz ~ 0 then there also exists a positive semi-definite solution to the 

following ARE, 

FTy + YF + Y(G -G )Y + H = 0 
1 Z z (3.3) 

such that F-GzY has all its eigenvalues in the closed left half plane. 

Proof Let P1 ~O and Pz~ 0 be solutions of the following algebraic Riccati equations: 

FTp + P F - P G P + H = 0 
1 1 1Zl 1 

FTp + P F - P G P + H = 0 z Z Z2Z Z 

su:ch that the matrices F-Gl1 and F-Glz have all their eigenvalues in the closed left 
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half plane. These matrices exist by standard LQ theory. We have Pl :o;X. This can be shown 

by using the fact that X is the solution of a differential game and Pl is the solution 

of the LQ problem. For a proof see [5, proof of theorem 6.1]. Since Hl 2!H22!O we have 

Pl 2! P 2 and hence P 2:0; X. We look at the following differential equation: 

~ =FTK + KF + K(G -G )K + H 
1 2 2 

Using some standard theory we note that there exists a solution to this differential 

equation for all t 2! 0 and 0 :0; K(t) :0; X. Using [5, proof of theorem 6.1] it is easily 

seen that K is increasing in t. Therefore lim K(t) = Y exists and will satisfy our ARE 
t+oo 

(3.3). Assume x;eO is an eigenvector of A-G/ with eigenvalue).. such that Re ).. > o. Then 

by applying x to both sides of (3.3) it can be shown that Yx=O which implies P2x=O since 

Y2!P2. Therefore (A-Gl2)x=)..x which yields a contradiction .• 

Proof of theorem 3.1 "=9-" Assume we have such a desired K, i.e. :3 K 2! 0 such that A+B l 
is stable and 

II (C+D K)(sI-A-B KflB +D II :0; Y 
2 2 1 1 00 

Hence by theorem 2.1 there exists an X 2! 0 such that 

where AK .- A+B2K and CK := C+Dl. We can rewrite this equation as 

A~X + XAH + XDHD~X + C~CH + KTF~FHK - KT(F~CH+B~X) 

_ (FTC +BTX)TK = 0 
H H H 

This can then be written as 

+ C (I-F S FT)C + WTW = 0 (3.4) 
H H H H H 

where 

It can be shown that if y is an eigenvector of (A -B S FTC )-B S BTX with eigenvalue).. 
H HHHH HHH 

where Re).. ~ 0 then by applying y to both sides of (3.4) we find (A+B l)y =)..y Since 

A+B K is stable this gives a contradiction. Hence (A -B S FTC )-B S BTX is 
2 H HHHH HHH 

asymptotically stable. Since CT(I_F S FT)C > 0 we can use lemma 3.2 which tells us that 
H H H H H-

since (3.4) has a solution also (3.1) has a solution Y such that A -B S (FTC +BTX) has 
HHHHHH 

all its eigenvalues in the closed half plane. 

"~" Assume we have a solution of (3.1) satisfying the stability requirement. Then we can 

rewrite the equation as 
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where we chose the K as suggested. We know that all eigenvalues of A+B K are in the 
. 2 

closed left half plane. By theorem 2.1 it remains to be shown that (C+Dl,A+Bl) has no 

unobservable eigenvalues on the imaginary axis. Let (A+B 2K)y = AY and (C+D 2K)y=0 

where y "i' 0 and Re A = O. Applying yT and y to the left and right hand side of the ARE 

respectivelygives us BTXY = O. Using the stabilizability of (A,B ) it is then easily 
1 2 

derived that Xy = O. Hence y satisfies [A-B S FTC ]y = AY and [C-D S FTC ]y = O. 
2HHH 2HHH 

Defining p:= SlHCHY gives us 

which is a contradiction with our assumption that there were no system zeros on the 

imaginary axis. • 

4. Hoc-CONTROL USING STATE FEEDBACK - THE SINGULAR CASE 

Assume we have the same system (1.1) but this time our D 2 matrix is not injective or the 

system (A,B2,C,D2 ) has system zeros on the imaginary axis. In that case we can't apply 

our results of chapter 3 and we have to do something else. In this chapter we will solve 

this problem by disturbing the C and the D 2 matrices in such a way that they will 

satisfy the conditions of chapter 3. 

Assume we have the following disturbed system 

X= Ax +Bd+ Bu 
I 2 

Y = C(c:)x + DId + D2(c:)u 

Furthermore assume C(c:) and D2(c:) satisfy the following assumptions: 

AI) 

A2) 

A3) 

A4) 

C(c:) and D2(c:) are continuous at c: = 0 

C(O) = C and D)O) = D2 

CT(c:)C(c:) and DT(c:)DT(c:) are increasing in c: 
T T2 2 T. T 

C (c:)D2(c:) = C D2and D1 [ C(c:) i D2(c:)] = DI [ C D2 ] 

Theorem 4.1 Assume C(c:) and D2(c:) satisfy A1-A4 then 

lim y = y 
c:~ 0 c: 0 
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where 

(C(w)+O (w)K)(sI-A-B KflB +0 II I K elRrnxn is 
2 2 1 1 00 

Yw := inf { II 

such that A-B2K is a stability matrix }. 

Proof For each stabilizing K we have 

II (C(c)+O (c)K)(sI-A-B KflB +0 II 
2 2 1 1 00 

is increasing in c which can be checked easily using A3-A4. Hence Yo s; y c. Remains to be 

shown that for all 6 > 0 there exists an c1 such that y c < Yo + 6 for all c e (O,c1]. By 

definition of Yo there exists a stabilizing Ko such that 

II (C+O K )(sI-A-B K fiB +0 II < y + 6/2 
20 201100 0 

Let M .- (sI-A-B K fiB II . By AI-A2 there exists an c such that 
20 100 1 

Hence 

II (C(e)+O (e)K )(sI-A-B K fiB +D II < y + 6 
2 0 20 1100 0 

Assume we have again a y and we have the same goals as in the previous chapter. If 

y = Yo then we can't use theorem 4.1. Suppose y > Yo. Then we disturb C and D 2 in such a 

way that D2(c) is injective, (A,B2,C(c),D2(c)) has no purely imaginary system zeros and 

AI-A4 are satisfied. One possible way of doing this is 

Then by theorem 4.1 we know there exists a c1 such that Yc < y for all c e (O,c/ We 

solve, using the techniques of chapter 3, this regular problem and find a K which 

satisfies our demands for the perturbed problem. However our perturbation didn't change 

the set of stabilizing K and increased the Hoo -norm. Hence this K satisfies also our 

demands for the original singular problem. 

Remark In [2,3,4] they don't split the problem up into a singular and a regular case 

but look at one ARE which should have a solution for some c. > O. We get this same ARE by 

choosing an appropriate disturbance. They choose an ¢ such that Ker ¢ = 1m DT. We 
2 

construct a 't/J such that 't/J T't/J = (¢ T ¢) + where the + denotes the Moore-Penrose inverse. Then 

we get the same ARE by choosing the following disturbance, 



354 

They guarantee a norm strictly smaller then y, we can guarantee the same if our 

disturbance is such that CT(e)C(e) is strictly increasing in e. This can be shown by 

noting that : 

The advantage of our approach is that we only have to use the e in some special cases. 

5. CONCLUSION 

It appears that using a state space approach to this Hoo problem offers in most cases a 

nice and easily verifiable condition. When we have the bad luck that we have either 

system zeros on the imaginary axis or a D 2 matrix which is not injective then we can use 

a disturbance which makes the system satisfy this conditions. In this paper it is seen 

that we have more freedom in this disturbance then the specific choice which leads to 

the results of [2,3,4]. 
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Abstract 

CONVERGENCE ANALYSIS OF SELF-TUNING 
CONTROLLERS BY BAYESIAN EMBEDDING 

P. R. Kumar 

We analyze adaptive control schemes which use recursive least 
squares parameter estimates. 

1. Introduction. 

Consider a linear stochastic system 

p 
y(t+ I) = r, [aiy(t-i) + biu(t-i--d+ I)] + w(t+ I) 

i=O 
(I) 

where {w(t)} is a mean 0, standard deviation cr, white, Gaussian noise 
and u(t) is a measurable function of (y(O), ... ,y(t». The parameter vec­
tor eO=(3o, ... , ~,bo, ... , bp)T is unknown. 

In this paper, we consider adaptive control schemes which use the 
recursive least squares parameter estimates generated by: 

R(t+I) = R(t)+cp(t+I)cpT(t+l) ; R-1(_I) = Po = pJ > 0 . (3) 

The results of this paper are drawn from [I], to which the reader is 
referred for more details. 
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2. Convergence of parameter estimates. 

Let us "pretend" that eO is randomly chosen from a Gaussian 

distribution with mean e and covariance ~ Po, and independent of w. 
cr 

Then e(t) can be regarded as the conditional mean of eO, and is there-
fore a martingale. By this procedure, which we call Bayesian embed­
ding, we are able to establish the following Theorem providing the 
convergence of the parameter estimates. 

THEOREM 1: 

There exists a set N ~ Rn of Lebesgue measure 0, so that if 
eO e N, then lim 9(t) = 9(00) exists almost surely. 

t-+too 

This approach has been previously utilized also by Stemby [2] 
and Rootzen and Stemby [3]. In order to show that 9(t) is indeed the 
conditional mean, we have found it necessary to weaken the standard 
conditions under which the Kalman filter is valid, ego Liptser and Shir­
yayev [4, Assumptions 1-4, page 62 and Theorem 13.4, or Example 1, 
page 85] which require a square integrability condition on <\>(t). This 
extension has been done in Chen, Kumar and van Schuppen [5]. 

3. The normal equations of least squares. 

The recursive least squares estimates satisfy the normal equations: 

From this we are able to establish the following fundamental results: 

THEOREM 2: 
N 

Let r(n):= L <\> T(t)<\>(t) where <\>(t):= (y(t), ... ,y(t-p),u(t), ... ,u(t-p)) T. 
t=O 

Then 
N 

(i) lim _1_ L <\>(1)<\> T(t) [9(t)-eo] = 0 a.s. 
N-+too r(N) t=O 

(4) 

N 
(ii) lim _1_ L <\>(t)<\>T(t)[9(00)-eo] = 0 a.s. 

N -+too r(N) t=O 
(5) 

This result is the basis of all further results. 
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4. The stability of indirect adaptive control schemes. 

Let us consider a general adaptive control law of the form: 

and where R, S and T are polynomials whose coefficients are continu­
ous in a, {z*(t)} is a bounded, deterministic sequence. We shall make 
the following assumptions: 

(i) There exists a polynomial R'(a;q-l) whose coefficients are con­
tinuous in a, so that 

(ii) All the roots of 

are inside the open unit disk. 

(iii) The system (1), which we rewrite as 

is strictly minimum phase. 

An analysis of the results (4,5) of Theorem 2 allows us to estab­
lish that all such indirect adaptive control laws are stable. 

THEOREM 3: 

I N 
lim sup - L [y2(t)+u2(t)] <+00 a.s. 

N-++oo N t=1 

5. The performance of indirect adaptive control schemes. 

The fundamental results (4,5) of Theorem 2 allow us to character­
ize the asymptotic performance of all indirect adaptive control schemes. 
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THEOREM 4: 

(i) [A(9(oo);q-l)- A(q-l)] R(9(oo);q-l) = q-il[B(9(oo);q-l) 

_B(q-l)] S(9(oo);q-l) a.s. 

(ii) 

(iii) 

(iv) Suppose d~2, and denote 

b 
A(9(oo);q-l) = 1- L ~(oo)q-i-l 

i=O 

Then 

~(oo) = ~ for O~i~d-2 . 

The result (i) above yields all "self-tuning" type results, while 
(ii) yields all "optimality" type results. The third result (iii) yields all 
results based on "persistency of excitation" of (z*(t)}. Finally (iv) 
shows that the leading coefficients of the A-polynomial are correctly 
estimated for high delay systems. 

6. Applications. 

The above results can be applied in a straightforward fashion to 
determine the asymptotic behavior of a variety of adaptive control 
schemes. The specific schemes thus analyzed in [1] are the self-tuning 
regulator for unit delay systems, an "indirect" self-tuning regulator for 
systems with delay d ~ 2, and pole-zero placement schemes. As an 
example, we are able, for the first time, to establish the self-tuning pro­
perty of many of these schemes. 
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ON BOUNDED ADAPTIVE CONTROL WITH REDUCED PRIOR KNOWLEDGE 

Romeo Ortega , Yu Tang , Laurent Praly 

Abstract. In this paper we address the problem of insuring boundedness 
of all signals for adaptive controllers in closed loop with unknown 
plants. Our main concerns in this paper are: First, that the choice of 
the controller structure should be free to the designer and the number 
of adjustable parameters determined by the number the controller needs 
to achieve acceptable performance. Second, that the robustness measure 
be given in terms of the best achievable transfer function by the 
chosen controller structure and not in terms of the distance from the 
plant to some .. ideal plant" set. Using a new parameter update law, 
conditions for stability are given for plants (possibly nonlinear time 
varying, but linear in the control) in closed loop with stable 
controllers which are linear in the adjustable parameters. 

I. INTRODUCTION 

In recent years ,there has been considerable interest in designing 
modifiedparameter update laws for direct adaptive controllers in order 
to preserve global boundedness in spite of the presence of unmodeled 
dynamics. Most of the existing results [1]-[3], (see also [6] for a 
recent survey), are concerned with schemes where the number of 
adjustable parameters is determined by the assumed order of the plant 
and the controller structure is dictated by the theory requirements. It 
is assumed that the plant to be controlled belongs to the family 

~ :={G(p):G(p)=G (p)[l+M~ (P)]+M~ (p)} 
MOm a 

(1. 1) 

where p:=d/dt,G(p)E R(p) is linear time invariant (LTI) stably 
invertible of known order and high frequency gain and ~m(p),~a(p)ER(p) 
are LTI and stable. That is, the plant lies in the neighborhood of a 
set of .. ideal plants" where the unmodeled dynamiCS are scaled by the 
factor M>O. Using various modified parameter update laws (see [5] for a 
unified treatment) it is shown in [1]-[3] that for an adaptive 
controller designed for M=O there exists a M*>O such that for all ME 
[O,M·) a class of GE~M (see [6,71 for details on this class) are 
globally stabilized in the L~ sense, i.e. all signals remain bounded. 
In the authors' opinion, in spite of its unquest ionable theoret ical 
significance, these results do not provide a real design methodology, 
in the sense of giving a yes or no answer to a specific robust control 
problem, but rather constitute some kind of "cant inuity of stabi 1 ity" 
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er well-posedness statements. See [6] fer further discussiens. 

In this paper we are interested in adaptively centrelling plants which 
do. net necessarily be I eng to. the perturbatien family F~. Also., we will 
net prescribe the centreller structure and will enly impose en it the 
cenditiens ef stability and linearity en the adjustable parameters. Our 
main centributien is the intreductien ef a new parameter adaptatien 
algeri thm fer which the fellewing result can be established: Given a 
plant, possibly nenlinear time-varying (NLTV), but linear in the 
centrel signal, in clesed leep with a (fairly general) linearly 
parametrized centreller, the everall system is glebally LItJ stable if 
slew adaptatien is enferced, a "geed" perfermance is achievable with 
the given centreller and seme prier knewledge en this centreller 
parametrizatien is available. Unfertunately, the prier knewledge 
cenditien mentiened above implies the knewledge ef a (fixed) 
stabilizing centreller parametrizatien. Therefere, eur result sheuld be 
viewed as a preservatien ef stability, rather than a stabilizatien 
cenditien. In view ef the generality ef the preblem fermulatien, this 
situatien is net surprising since it is natural that fer its selutien 
we have to. intreduce mere infermatien abeut the plant and that we 
pursue a less ambitieus centrel ebJective. 

Netatien. Standard netatien ef input-eutput theery is used threugheut 
the paper, see e.g. [9] fer further details. The eutput ef an eperater m 
acting en a signal x(t) will be deneted {mx}(t). The symbols II 11,11 IIItJ 
will be used to. denete the sup vecter nerms en IRn and the LItJ norm 
respectively. 

II. ADAPTIVE CONTROL LAW 

The preblem we address in the paper is the fellewing: Given a (fairly 
general) parametrized centreller find a parameter update law such that, 
witheut assumptiens en the structure ef the plant er centreller, we can 
define a class ef plants fer which all clesed leep signals are bounded. 
In this case we will say that the clesed leep system is LItJ stable. In 
this sectien we present the proposed underlying centro.ller structure 
and the parameter update law. The enly substantial restrictiens imposed 
en the centreller are that it be stable and linear in the adjustable 
parameters. Fer ease ef expesitien we will present a simple eutput 
feedback linear cempensater where all the ceefficients ef the numerater 
are adjusted en line. As will beceme clear later ether centreller 
cenfigurat iens , nenlinear centrellers er the case when enly a few 
parameters are adjusted, may be similarly analyzed. 

A A 

Censider the parametrized centreller c:=C(e):u(t)~y(t) defined by 

U(t)={Cy}(t)=9T(t)~(t) 

~(t)=F(p)y(t) 

(2.1. a) 

(2.1. b) 

A ne 
where u(t),y(t) are the plant input and eutput ~espectively, e(t)elR 

is a vecter ef adjustable parameters and F(p)elR c(p) is a stable LTI 
eperater ef erder nr and realizatien 
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with AF diagonalizable. We propose the parameter update law 

A ~ 2 
e(t)=-~(t)[e(t)-eo]-7¢(t)y(t)lp (t), 7>0 

p(t)=-~op(t)+o[l+ly(t)I], O'~o>O 

~(t)=o[l+ly(t)I]/p(t) 

where 0, ~o and Po are chosen such that 

~ :S min IIR {A (A )} I 
Ole I F 

P 2: II¢(O)II IIQII IIQ-1 11 
o 

where AF=QAFQ-l with AF diagonal. 

(2.1. c) 

(2.2.a) 

(2.2.b) 

(2.2.c) 

(2.2.d) 

(2.3.a) 

(2.3.b) 

(2.3.c) 

Remark 2.1. Three are the main features of the proposed estimator: the 
normalization factor pet) [4]; the driving term eo, which will 
incorporate the prior information on the stabilizing parameters; and 
the inclusion of a time varying leakage ~(t). 

Remark 2.2.It is important to remark that the estimator (2.2) is not a 
parameter search procedure as the ones used in universal stabi I izers 
[8]. As is well known the latter controllers are only of theoretical 
interest, i.e. to determine limits of adaptive stabilizability. 

Remark 2.3. The estimator (2.2) is related with both, the fixed 
a--modification of [1], and the e1-modification proposed in [2]. The 
idea of the latter is to ensure that the update law has a fixed point 
corresponding to reference behaviour. This is not the case here. 
However, both modifications behave similarly for large signals. Also, 
it can be shown [12] that it has a behaviour similar to the fixed 
a--modification close to the equilibrium points. 

The lemma below is instrumental for the establishment of the stability 
results. Its proof is given for the sake of self-containment. 

Lemma 2.1. Consider the regressor vector ¢(t) defined by (2.1.b) and 
the normalization factor pet) given by (2.2.b) with (2.3). Under these 
conditions 

:«t)·=~ < 
'f' • pet) - (2.4) 
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Proof. (2.1)-) 

At t A (t-T) 
1Icf>(t)II:Slle F II 1Icf>(O)II+lIb IIIlIe F II IY(T) IdT 

F 
(2.5) 

o 

In view of (2.3.b) 

A t -~ t 
lie F 1I:sIlQII IIQ-1 I1e 0 (2.6) 

On the other hand (2.2.b) gives 

-~ t t -(1" (t-T) 
p(t)=e 0 p(O)+oI e 0 [IY(T)I+1]dT (2.7) 

o 

Thus, combining (2.5) and (2.7) and taking into account 
(2.3.a),(2.3.c),(2.6), we complete the proof. 

DOD 

Remark . .b..1.:.. It is clear from the proof of Lemma 2. 1 that F in (2. 1. c) 
could be any NLTV operator satisfying 

t 
1Icf>(t)lI:sc 1Icf>(O)II+c Ie -A(t-T) IY(T) IdT 

1 2 
(2.8) 

o 

with C1,2,A known positive constants. 

III. NON LINEAR TIME VARYING PLANTS: SMALL GAIN ANALYSIS 

In this section we define a class of NLTV plants for which the adaptive 
controller (2.1)-(2.3) yields an Loo-stable closed loop system. The main 
result, obtained from a direct application of the small gain theorem 
[9], is contained on the proposition below. 

Proposi tion 3.1. Consider a causal NLTV plant, linear in the control 
signal u(t), and described by the mapping G:L~Looe' that is 

y( t )={Gu}( t) (3.1) 

in closed loop with the adaptive control (2.1)-(2.3). Assume the closed 
loop system is well posed and that there exists a parametrization of 

ne 
the controller e.e R such that 

g. 
--0:-(.+01190-9.11)<1 

o 

with g. the Loo gain of H. and 

T -1 
H.:= H(9.)=(1-Ga. F) G 

(3.2) 

(3.3) 
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Under these conditions. the adaptive system is L~ stable. that is yet). 
e(t) are uniformly bounded. and the bounds are computable. 

Proof. Define the vector 

z(t):=le(t)-eolp(t) 

From (2.2) it is easy to see that z(t) satisfies 

'"( 

(3.4) 

z(t)={-- ~y}(t) • z(O)=O (3.5) P+ITo 
Also. combining (2.1) and (3.1) and using the linearity in u(t) of G 
we get 

y(t)={H.(e-o.)T~}(t) 

-T T-
={H.~ z}(t)+{H.(Oo-O.) ~p}(t) (3.6) 

where to get the last identity we have used (2.4) and 
(3.4). Similarly. we can write (2.2. b) in operator notatLon as 

o p(t)={-+-(lyl+1)}(t) p IT 
o 

(3.7) 

In the sequel we will refer to (3.5)-(3.7) as the error model for the 
adaptive system. Noting that lemma 2.1 insures ~(t) is a bounded 
signal. and taking L~ gains in (3.6) yields 

lIy(t)II~:S g.{lIz(t)II~+lIeo-e.1I IIp(t)II~}+kl 

:s ~[ '"(+0110 -e.II]lIy(t)1I +k IT 0 ~ 2 o 
(3.8) 

where kl are constants and the last inequality is obtained from (3.5) 
and (3.7). Using condition (3.2) in (3.8) insures yet) is uniformly 
bounded (by a computable bound). To prove that e(t)e L~ notice from 
(3.5) that z(t) is bounded if yet) is bounded. and that pet) is bounded 
away from zero by construction (2.2.b). 

DDD 

Remark 3.1. The proposition above shows that the proposed adaptive 
controller insures global boundedness of all signals if the following 
conditions are satisfied: There exists a "good" controller 
parametrization (C*=C(O*)) that yields a closed loop system with small 
L~ gain; ii) Adaptation is slow. i.e .• small adaptation gain; iii) Some 
prior knowledge on e* is avai lable. or the requirement i) may be 
attained with "low gain" control .i.e .• lIe." small. 

The result above is derived in a very high leve I of generali ty. Its 
limitation as an adaptive stabilization theorem stems from the fact 
below. 
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Fact 3.1. Condition (3.2) implies that 

n9 
90E B.:={9ER :H(9) is Lm stable} 

where 

T -1 H(9):=(1-Ge F) G 

(3.9) 

is the operator that describes the closed loop plant. In other words, 
if (3.2) holds then Co :=C(901 stabilizes the plant. 

Proof. Consider the implications 

9E9 .. z=O 
o 

.. y(t)={H.(9 -9.)T~(IYI+l)}(t) (3.10) 
o P+eT 0 

where the last expression is obtained replacing (3.7) in (3.6). On the 
other hand 

Cl (3.2) .. g."9 -9."- < (3.11) o eTo 
which, from inspection of (3.10), is a sufficient condition for 
boundedness of yet). 

DOO 

Remark 3.2. Fact 3.1 is tantamount to saying that if the adapt i ve 
system satisfies the stability condition of Proposition 3.1 then a 
stabilizing controller (C(90),9oeSs) is known a priori. Notice however, 
that the proposition provides only a sufficient condition for 
stability. 

Remark 3.3. It is interesting to note that for all 9oe8s we can derive 
from (3.2) an upperbound on the adaptation gain such that the system 
preserves stability as 

r<eT/go (3.12) 

where go is the Lm gain of Ho:=H(90). 

IV. NUMERICAL EXAMPLE 

As an illustration of the theorem described above we consider the 
problem of simultaneous stabilization of plants with unknown sign of 
the high frequency gain which has attracted the attention of 
researchers for some time, see e.g. [11]. To this end ,we consider the 
following plants 

y(t)=y(t)+bu(t); (4.1) 
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in closed loop with the controller 
~ 

u(t)=9(t)l/l(t) (4.2.a) 

l/l(t)=-101/l(t)+y(t); 1/l(0)=0 (4.2.b) 

where the parameter is updated using (2.2) with a=l'~0=10 and p(O)=l. 

The stabilizing set for both plants is 

8 ={S: 9b<-10} (4.3) 
s 

Notice that there is no single controller gain that will insure 
simultaneous stabilization. 

If, without loss of generality, we restrict bS*e[-30.25,-10) the closed 
loop system H. has real distinct roots, and 

(4.4) 

In this case,condition (3.2) of Proposition (3.1) for b=l becomes 

(4.5) 

which, as expected, requires So to belong to the stabil izing set. 
Notice that (4.5) also imposes an upperbound on the adaptation gain, 
i.e., r<2.025. An interval for 90, similar to (4.5), may be obtained 
for b=-l. The important point being that the intervals are 
non-overlapping. This fact shows that Proposition 3.1 does not allows 
us to find a single controller that will globally stabil ize both 
plants. 

VI CONCLUDING REMARKS 

We have studied the problem of defining a class of plants for which 
stabilization is possible with a given (fairly general) parametrized 
controller whose parameters are updated with a new law. Two are the 
main features of our approach: First, we do not impose a particular 
controller structure or number of adjustable parameters. Second, no 
assumptions on the plant being close to some "ideal plant" are required 
for the analysis. 

Instrumental for the establishment of our results is the introduction 
of a new parameter update law. The latter, is related with the 
el-modification of [2] in far from equilibrium situations, and 
essentially reduces to the fixed cr-modification [17] close to the 
equilibrium points. 
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Indirect Techniques for Adaptive Input Output 
Linearization of Nonlinear Systems 

Andrew Teel Raja Kadiyala Petar Kokotovic Shankar Sastry 

Abstract 
A technique of indirect adaptive control based on certainty equivalence for input output 

linearization of nonlinear systems is proven convergent. It does not suffer from the overpa­
rameterization drawbacks of the direct adaptive control techniques on the same plant. This 
paper also contains a semi-indirect adaptive controller which has several attractive features of 
both the direct and indirect schemes. 

1 Introduction 

There has been much recent research in the usage of adaptive control techniques for improving 
the input output linearization by state feedback of nonlinear systems with parametric uncertainty. 
Techniques of direct adaptive control (with no explicit identification) were proposed and developed 
in [13, 6, 3, 12], (see also [11]). In this paper we continue a program of investigating indirect 
adaptive control of nonlinear systems. Nonlinear indirect adaptive control is motivated by the 
fact that, with exact knowledge of the plant parameters, a nonlinear state feedback law and a 
suitable set of coordinates can be chosen to produce linear input-output behavior. In the case of 
parameter uncertainty, intuition suggests that parameter estimates which are converging to their 
true values can be used to asymptotically linearize the system. This heuristic is known as the 
certainty equivalence principle. Indirect adaptive control differs from direct adaptive control in 
that it relies on an observation error to update the plant parameters rather than relying on an 
output error. Indirect adaptive control can be broken down into two parts. First, a parameter 
identifier is attached to the plant and adjusts the parameter estimates on line. These estimated 
parameters are then used in the linearizing control law. 

Our work is part of a continuing effort in indirect adaptive control of nonlinear systems initiated 
in [1, 2, 10]. Our results are an extension of those in [2] in that they address in detail, input output 
linearizable nonlinear systems (rather than the full state linearizable case treated in [1, 2]); they 
are also more specifically related to adaptive tracking (rather than stabilization as treated in [10]). 
Also, our assumptions are somewhat different. This paper is a condensed version of a full report 
[14]. An outline is as follows: 

In section 2, we review two identifier structures for nonlinear systems, (they have appeared in [1, 
7, 8,9]). Section 3 gives an outline of an indirect adaptive controller based on certainty equivalence 
along with a proof of convergence. We also present a semi-indirect adaptive controller which 
contains attractive features of the direct and indirect schemes. Section 4 contains a simulation 
comparison of a direct, indirect adaptive and non-adaptive controller methodology. Section 5 gives 
some conclusions. 

2 Identifier Structures 

Consider the system 

(1) Z = I(x, 0') + g(x, O')u 

with x E Rn,u E R,O' E RP and I, 9 are assumed to be smooth vector fields on Rn. Further let 
I(x, 0') and g(x, 0') have the form 

369 



(2) I(z, IJ:) :: Et=llJ! f;(z) 
g(z, IJ) - Ei=llJi gi(Z) 
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Here IJ;, i = 1, ... ,p, are unknown parameters, which appear linearly, and the smooth vector fields 
Ii (z ), gi (z) are known. If we formulate the regressor 

(3) wT (z, u) = [11(z) + gl(Z)U, ... ,fp(z) + gp(z)u] 

so that wT(z, u) E Rnxp contains all of the nonlinearities of the system, then (1) can be written as 

(4) z=wT(z,u)lJ· 

For a system with multiple inputs, the regressor is formed in an analogous manner and (4) holds 
except that the notation used to define w is more involved. 

2.1 Observer-based Identifier 

To estimate the unknown parameters, we will use the identifier system 

(5) 
A(z - z) + wT(z, u)8 

-w(z, u)P(z - z) 

Here A E Rnxn is a Hurwitz matrix and P E Rnxn > 0 is a solution to the Lyapunov equation 

This identifier is reminiscent of one proposed in [8], [7]. Note that A = -0'1 is a special case of the 
identifier. If we define el = z - z, the observer state error, and 4> = 8 -IJ·, the parameter error, 
and assume IJ· to be constant but unknown then we have the error system 

el = Ael +wT(z,u)4> 
~ = -w(z, u)Pel 

(7) 

One should note the similarity of the error equation above with that of the error equation of a full 
order observer, although all the states are available by assumption. 

Theorem 2.1 Stability of Observer-based Identifier 
Consider the observer-based identifier of equation (7), 

then 1. 4> E Loo , 

2. el E Loo n L2, 

9. If w(z, u) is bounded, 
then el E Loo and lim1_00 el (t) = O. 

Remarks: 

1. The proof is a standard Lyapunov argument on the function 

2. The condition on the boundedness of w is a stability condition. In particular, if the system 
is bounded-input bounded-state (bibs) stable with bounded input, then w is bounded. (see 
[11]) 

3. Theorem 2.1 makes no statement about parameter convergence. As is standard in the liter­
ature one can conclude from (7) that el and 4> both converge exponentially to zero if w is 
sufficiently rich, ie., 3QI, Q2, 6 > 0 such that 

This condition is impossible to verify explicitly ahead of time since w is a function of z. 
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2.2 Filtered Regressor Identifier 

Consider filtered forms of W,:r given by W,Wo and defined by 

clV = -W +cwT(:r,u) 
(10) 

cWo = -Wo+:r 

The state can be reconstructed from the filtered regressor and filtered state as 

(11) :r = WIJ* + Wo + [:r(0) - W(O)IJ* - Wo(O)]e- f 

The equivalence is shown by observing that 

(12) 

IVIJ* + Wo - t [:r(0) - W(O)IJ* - Wo(O)]e- f 
t[-W + cwT(:r, u)]IJ* + ~[-Wo + :r]- t[:r(O) - W(O)IJ* - Wo(O)]e-f 
t[-W + cwT(:r,u)]IJ* + H-Wo + WIJ* + Wo + [:r(0) - W(O)IJ* - Wo(O)]e-~} 
_1[:r(0) - W(O)IJ* - Wo(O)]e-f 
wf(:r, u)lJ* 

We can form the estimated state as 

(13) x = W8+ Wo 

and then, if we define e2 = X - :r, we have 

(14) e2 = W <fJ - [:r(0) - W(O)IJ* - Wo(O)]e- f. 

This form of the identifier was proposed in [10], [1]. 

2.2.1 Gradient Algorithm 

To estimate the unknown parameters, we can use the gradient algorithm which yields the following 
error system: 

Theorem 2.2 Stability of Filtered Regressor Identifier Using the Gradient Method 
Consider the filtered regressor identifier and the gradient algorithm of equation (15), 

then 1. <fJ E Loo , 

2. e2 E L2 , 

9. If w(:r, u) is bounded, 
then e2, e2 E Loo and liIIlt_oo e2(t) = O. 

Remarks: 

1. The proof is a standard Lyapunov argument on the function 

(16) V(<fJ) = ~<fJT <fJ 

2. The condition on the boundedness of w is a stability condition. In particular, if the system 
is bounded-input bounded-state (bibs) stable with bounded input, then w is bounded. (see 
[11]) 

3. Theorem 2.2 makes no statement about parameter convergence. Parameter convergence is 
implied by w being sufficiently rich (cf. equation (9).) 
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2.2.2 Least-Squares Identifier 

Another approach for estimating the parameters is the least-squares algorithm which can be used 
with the filtered regressor identifier but not with the observer-based identifier. This algorithm 
produces the following error system: 

(17) ~ = -rrwTe2 

t = -rrwTwr r> 0 reO) > 0 

Theorem 2.3 Stability of Filtered Regressor Identifier Using the Least-Squares 
Method 
Consider the fiUered regressor identifier and the least-squares algorithm of equation (17), 

then 1. ? E L oo , 

H. e2 E L2, 

3. If w(z, u) is bounded, 
then e2, e2 E Loo and Iilllc_oo e2(t) = O. 

Remarks: 

1. The proof is a standard Lyapunov argument on the function 

2. The same remarks as those after Theorem 2.2 concerning parameter convergence hold. 

3 Indirect Adaptive Control 

Nonlinear indirect adaptive control is motivated by the fact that, with exact knowledge of the 
plant parameters, a nonlinear state feedback law and a suitable set of coordinates can be chosen 
to produce linear input-output behavior. Linear system theory can then be applied to control 
the linearized portion of the system. In the case of parameter uncertainty, intuition suggests 
that parameter estimates which are converging to their true values can be used to asymptotically 
linearize the system. This heuristic is known as the certainty equivalence principle. 

To fix notation, we review, following [5], the basic linearizing theory. Consider a single-input 
single-output system 

(19) z = fez) + g(z)u 
y = h(z) 

with z E R",u E R and f, g, h smooth. Differentiating y with respect to time, one obtains 

Here L,h, Lgh stand for the Lie derivatives of h with respect to f, g respectively. If L,h(z) :F 0 
Vz E R" then the control law 

1 
(21) U = 'Th( -L,h + v) 

9 

yields the linear system 

(22) iI = v. 

If Lgh(z) == 0, one continues to differentiate obtaining 

(23) IP> = L~h + LgL~-lhu i = 1,2, ... 

If there is a fixed integer r such that Vz E R" LgL}h == 0 for i = 0, ... ,r- 2 and L,Lr·h(z):F 0 
then the control law 

1 
(24) u = 7-1 (-LJh(z) + v) 

LgL, h(z) 
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yields 

(25) !I:'I) = II. 
We stress that the linearization conditions hold in all of Rn. Some completeness conditions on 

vector fields involving I,g are sufficient for this (for details see [5] chapter 2). 
The integer r is called the strong relative degree of system (19). We will not consider the case 

where the relative degree is not defined; namely, where L,L;-Ih(:r;) = 0 for some values of:r;. 
For a system with a strong relative degree r, it is easy to verify that at each :r;o ERn there 

exists a neighborhood UO of :r;o such that the mapping 

/):U°--+Rn 

defined as 

/)I(:r;) = el = h(:r;) 
/)2(:r;) = 6 = LJh(:r;) 

(26) 

/)..,(:r;) e.., = L;-Ih(:r;) 

with 

d/)i(:r;)g(:r;)=O lor i=r+1, ... ,n 

is a diffeomorphism onto its image. 
If we set 'I = (/)..,+10 ... , /)n)T it follows that the system may be written in the nonnallonn 

([5]) as 

el e2 

(27) e..,.-I = e.., 
e.., = bee, 'I) + ace, '1)u 

ri = q(e, 'I) 
Y el. 

In equation (27), bee, 'I) represents the quantity LJh(:r;) and aCe, 'I) represents LgL;-1 h(:r;). We 
assume that :r; = 0 is an equilibrium point of the system (ie. 1(0) = 0) and we assume that 
h(O) = O. Then the dynamics 

(28) ri = q(O, 'I) 

are referred to as the zero-dynamics (see [5] section 4.3 for details). The nonlinear system (19) is 
said to be minimum phase if the zero-dynamics are asymptotically stable. 

3.1 Non-Adaptive Tracking 

We now apply the normal form and the minimum phase property to the tracking problem. We 
desire to have y(t) track a given YM(t). We start by choosing II in (24) as 

(29) II = y~) + al(y~-I) - y<..,-I» + ... + a..,(YM - y) 

with ai, ... , a.., chosen so that 

(30) s'" + als..,-I + ... + a.., 

is a Hurwitz polynomial. Note that y<i-I) = ei. If we define fi = y(i-I) - yfj,,-I) then we have 

e = Ae 
(31) ri = q(e, 'I) 

ei = ei + yfj,,-I) 

where A is the companion matrix associated with (30), and hence is a Hurwitz matrix. 
It is easy to see that this control results in asymptotic tracking and bounded states e provided 

YM,YM, .. . ,y~-I) are bounded. 
It can be also be shown that 'I remains bounded as well, assuming exponentially stable zero­

dynamics and q(e, 'I) is Lipschitz in e, 'I, by using a converse Lyapunov approach. Thus, this control 
yields bounded tracking. (see [12]). 
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711 • " 

Figure 1: Block Diagram of an Indirect Adaptive Controller 

3.2 Indirect Adaptive Tracking 

In the case of parameter uncertainty, we have the system 

(32) 
:i: = I(z, 0·) + g(z, o·)u 
11 = h'(z, 6") 

with o· E RP the vector of unknown parameters. We will make the following assumptions: 

A.sumption 1 Linear Parameter Dependence 
The vector fields I(z, 0·), g(z,O·) and the output function h(z,O·) in the system (98) depend 

linearly on the unknown parameters as 

l(z,O·) = Ei=l 0; li(z) 
g(z,O·) = Ei=10;gi(Z) 
h(z,O·) = Ef=l 0; hi(z) 

where 'i(Z),gi(Z) are known smooth vector fields on R" and hi(Z) are known smooth scalar func­
tions. 

Assumption 2 Relative Degree 
The relative degree of the true s,stem (98) is r, and for allB in a ball around O· and all z in 

a neighborhood of zO 

., 1 • 
L,(e,i)L 1(."I)h(z, 0) 

is bounded awa, from zero. 

In the discussion that follows we will be using the implicit summation notation (ie. there is a 
summation over repeated indices) to keep the expressions manageable. For example, we will write 
l(z,O·) as OJ fJ(z). Now if we pick the following diffeomorphism 

(33) 

with 

h(z, 0·) 
LI(e,I.)h(z, 0·) 

.,,(z, 0·) 



375 

L';~i = d~ig(Z,O*) = 0 i ="(+ l, ... ,n 

and ~'l'+l(Z, 0*), .. . ,~n(z, 0') chosen 80 that ~(z, 0') has a nonsingular jacobian matrix at zo, then 
we have, in the normal form, 

(34) e..., 

where 

r, 
y 

O;~ ... 0;oL/;~ .. . L/;, h;o(z) + O;~ ... 0joL,;,L/;~_, .. . L/;, h;o(z)u 
q,.(~, ,,) 
6 

(35) qi,. (~,,,) = L/(""')~i(Z, 0*) "( + 1 ~ i ~ n. 

We assume that z = 0 is an equilibrium point of the system (32) (ie. f(O, 0*) = 0) and we assume 
h(O, 0*) = O. Then the dynamics 

(36) r, = q,.(O,,,) 

are referred to as the zero-dynamics. The nonlinear system (32) is said to be minimum phase if 
the zero-dynamics are asymptotically stable. We will now impose the following assumption: 

Assumption 3 Exponentially Stable Zero Dynamics 
The equilibrium point" = ° of the zero-dynamics of the true system (32) is exponentially stable. 

Now let us consider our choice for the control law. The certainty equivalence principle suggests 
that we pick the appropriate linearizing control law but with the unknown parameters replaced by 
their estimates. We choose 

1 .• 
(37) u = . . [OJ,'' .0;oL/;, ... L/;, hjo(z) + iI] 

OJ, .. . 0;oL,;~L/;~_, .. . L/;, hjo(z) 

To achieve tracking we pick iI in the form of (29). However, we do not have exact expressions 
for the derivatives of y which involve unknown parameters. Instead we will use estimates of the 
derivatives of y obtained from the parameter estimates: 

where 

(39) fj(i) = 9j; ... 9joL/;; ... L/;,hjo(z) 

Now let us return to the normal form. Observe that e..., can be written as 

e..., Oj~ ... 0joL/;," .L/;, hjo(z) + OJ,'' .OjoL9;,L/;,_, .. . L/;, hjo(z)u 

(40) [9;, ... 9;oL/;~ ... L/;, h;o(z) + 9;, ... 9joL,;, L/;>-1 ... L/;, h;o(z)u] 

+ [9;~ ... 9;oL/;~ ... L/;, h;o(z) + 9;~ ... 9;0 Lg;, L/;,_, ... L/;, h;o(z)u] 

If we define the (large dimensional) vector of all multilinear parameter product errors, 

(41) X = (9;,,, .9jo) - (OJ,'' .Ojo) 

then 

(42) 9;~ .. . 9;oLI;~ .. . L/;. h;o(z) + 0;," .9;oL9;,L/;~_, .. . L/;, h;o(z)u 
+.zT(z,u)X 

Note that if 9 - O' = '" -+ 0 as t -+ 00 then X -+ 0 as t -+ 00. 

Substituting the certainty equivalence control law, we have 

(43) e...,=iI+zT(z,u)x 

Now notice that Ii can be written as 
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Figure 2: Block Diagram of a Semi-Indirect Adaptive Controller 

(44) 
y~) + 0'1(y~-1» _ !I'H» + 0'1(!I.,-1) _ yh- 1» 
+ ' .. + O'.,(YM - y) + O'.,(y - y) 

which can be seen as the exact tracking law plus an offset which is a function of the parameter 
error. Therefore, in the closed loop we have 

e Ae+zT(x,u)X 
iJ = q(e,1]) 
ei = ei + ylft-1) 

(45) 

where A is a Hurwitz matrix. 
We will now state the following bounded tracking result under parameter uncertainty: 

Theorem 3.1 Convergence of Indirect Adaptive Controller When Identifier Input Is 
Sufficiently llich 

Consider the plant of equation (92) and the control objective of tracking the trajectory YM. 

If (AI) Assumption 1 holds (Linear Parameter Dependence), 

(A2) Assumption 2 holds (Relative Degree), 

(A3) Assumption 9 holds (Exponentially Stable Zero Dynamics), 

(A4) Ixl-+ 0 as t -+ 00, 

(A5) zT(x,u) is "cone bounded" in x and uniform in u, 

ie. IzT(x,u)1 ~ £.Ixl 'Vu E R, 

(A6) A is a Hurwitz matrix, 

(A7) q(e,1]) is globally Lipschitz in e,1], 

(AS) YM,ilM, ... ,y~-1) are bounded 
then the control law given by (97) and (38) results in bounded tracking for the system (32), (ie., 

x ERn is bounded and y(t) -+ YM(t).) 

Proof: See [14] o. 
The drawback with this result is that it needs the convergence of the identifier for its proof of 

asymptotic tracking. In turn, this requires the presence of sufficient richness which is not explicit 
in terms of conditions on the input. This is in contrast to the direct adaptive controller ([12]) 
where parameter convergence is not needed for stability and asymptotic tracking. 

3.3 Semi-Indirect Adaptive Tracking 

In this section we give a modified scheme which combines attractive features of the direct and 
indirect schemes; as in direct adaptive control, parameter convergence is not necessary to achieve 
asymptotic tracking; as in indirect adaptive control, it is not necessary to overparameterize the 
system. The scheme uses an observer-based identifier that is similar to the one described in section 
2.1 but here the states are estimated in the coordinates of the diffeomorphism. Consequently, 
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exact knowledge of the diffeomorphism is necessary. This is made possible by using an estimated 
diffeomorphism that is a function of the time-varying parameter estimate (see figure 2). These 
results are an extension of those found in [2]. 

Consider the system (32) and allow assumption 3 to hold. We will modify assumption 1 so that 
h(z,9·) is no longer required to be a linear function of the parameters. 

Assumption 1 A Linear Parameter Dependence in f and g 
The vector fields f(z, 9·) and g(z, 9·) in the system (92) depend linearly on the unknown pa­

rameters as 

f(z,9*) = l:;=1 9; f;(z) 
g(z,9·) = l:;=19;g.(z) 

where f.(z),g.(z) are known smooth vector fields on Rn. The output function h(z,9·) IS not 
required to have this structure. 

We will also modify assumption 2 as follows: 

Assumption 2 A Constant Relative Degree 
For all 0 in a ball around 9· and for all z in a neighborhood of zo, 

• • ,,-2' 
Lg(z,B)h(z, 9) = Lg(z,6)L/(z,6)h(z, 9) = ... = L9(z,B)L/(z,B)h(z, 9) = 0 

and 
,,-1 . 

Lg(z,9)L /(z,9)h(z, 9) 

is bounded away from zero. 

This assumption is reasonable in the adaptive case because the structure of the system is 
known. The relative degree will drop only in very special cases. This assumption can be relaxed if 
parameter convergence is assumed. This trade-off will be discussed in more detail later. 

For the development that follows, also consider the parametrized model 

(46) 
:i: = f(z,9)+g(z,9)u 
y = h(z,9) 

where 9 E RP is fixed and known. From linearization theory, if we pick the following diffeomorphism 
for the system (46) 

h(z,9) 
L/(z,8)h(z, 9) 

(47) ~(z, 9) = L}(z~8)h(z, 9) 

~"+l(z, 9) 

with 

Lg~' = d~.g(z,9) = 0 i = ,+ 1, ... ,n 

and ~,,+I(z,9), .. "~n(z,9) chosen so that ~(z,9) has a nonsingular jacobian matrix at zo, and 
if we choose the following control law 

(48) u= ,,\ [-Lj(z 8)h(z,9) +v) 
Lg(:<,8)L /(:<,8)h(z, 9) , 

then we have the resulting closed loop system 

€I 6 

(49) €,,-I e" 
€" v 
tj Q8(e, 71) 
y 6 
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where 

qi,(e,'1)=LI( •. ,)~/(z,O) 'Y+l$i$R 

We can achieve bounded tracking (y(t) -+ IIM(t» for the system (46) in the same way as 
described in section 3.1. 

Now consider the actual plant given in (32). We will choose, for this system, the diffeomorphism 
given in (47) but now z is the actual state of the plant. We will replace 0 by O· in each of the 
~i(Z, 0) 'Y + 1 $ i $ R. For ~i(Z, 0) 1 $ i $ 'Y, 0 will be replaced by 0, the time varying parameter 
estimate. Observe that, under these conditions, the e states are no longer related simply by a 
chain of integrators. The chain of integrators structure is perturbed by the time varying nature 
of 0 ana the fact that the time derivatives of e are taken along the trajectories of the plant states 
which are a function of 9". Consider the following two functions of z: 

(50) i = ~(z,O) 
'I = ~q(z,O·). 

This transformation is the same functional form as (47) but different in that i is evaluated along 
the estimates of O. Taking the time derivative along the trajectories of (32) we have 

(51) 

where 

e· = ~(z, 0·). 

The vector of tracking errors is defined as 

(52) ei = ei _11'1,-1) 1 $ i $ 'Y 

and thus, the derivative of the tracking error is 
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Also recall that u defined in equation (48) produces an exponentially stable tracking system for 0 
fixed. Therefore, we pick u according to (48) with the expressions for the derivatives of 11 in the 
tracking law (29) determined assuming 0 fixed. (ie. lIi-1) = ei). Then, using assumption 2A and 
simplifying we have 

(56) e = 8.~~,i)[f(z,O)+g(z,O)ul+ 8·W,i)O+{1(e-() 

e(O) = teO) 

where n is a Hurwitz matrix. This equation resembles (51) with two differences: (1) z is replaced 
by fez, 0) + g(z, O)u and (2) the additional term nee - () appears. Define 

(57) e = e-e. 
Then 

(59) 0 = g(z, u, 0, t). 

Define 
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M(x,9,u) 

(60) 

and 

(61) ¢ = 9 - (J*. 

Then we have 

(62) 
i = OE:+M¢ 
~ = g(x,u,9,t). 

Using the Lyapunov function candidate 

OT Po + PoO = -I 

and taking the time derivative along the trajectories of (62) leads to choosing 

(64) g(x, u, 9, t) = _MT PoE: 

for the parameter update law. In this case, since 

(65) V = _E:TE: 

we can conclude that, Vt ~ 0, 

(66) 1E:(t)1 ~ pl¢(O)1 p = JX;;.ln(Po) 
1¢(t)1 ~ I¢(O)I 

and hence E: is a bounded L2 function. 
To study the stability of the tracking error system (55) we will define 

(67) (= e + E: 

Then the tracking error e can be seen as the output of a linear, time-varying filter given by 

(68) 
( = A( + [(0- A) - /l~~(:,9)MT PolE: 
e = (-E: 

We will now state the following bounded tracking result under parametric uncertainty: 

Theorem 3.2 Convergence of Semi-Indirect Adaptive Controller Consider the plant of 
equation {92} and the control objective of tracking the trajectory YM. 

If (AI) Assumption lA holds {Linear parameter dependence in f,g}, 

(A2) Assumption 2A holds {Constant relative degree}, 

(A3) Assumption 9 holds {Exponentially stable zero dynamics}, 

(A4) q8' W, 1]) is globally Lipschitz in eo ,1], 
(A5) <li{(x, (J) is globally Lipschitz in (J and uniform in x, 

ie. l<li{(x, (J*) - <li{(x, 9)1 ~ l4>I¢1 Vx E Rn, 

(A6) A is a Hurwitz matrix, 

(A7) /l~~:,1)MT is "cone bounded" in x and uniform in u,9, 

ie. 18~~:,1)MTI ~ lNlxl Vu E R, V9 E RP, 

(AS) YM,YM, ... ,yt-1) are bounded, 

(A9) I¢(O)I bounded as a function of specified Lipschitz constants 
then the control law u given in (18) results in bounded tracking for the system {92}. (ie. x ERn 

is bounded and y(t) -+ YM(t) as t -+ oo}. 

Proof: See [14] D. 
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4 Closed Loop Simulations 

4.1 Comparison of Methods 

··1 

. .. 

4.5 15 

We will qualitatively compare five nonlinear control schemes, namely direct, indirect, and semi­
indirect adaptive control, non-adaptive nonlinear control and sliding mode control. The system we 
choose to simulate is: 

(69) 

X2 + (}1jJ(XI' X2) 
U 

XI 
xI[10 + sin(xI)] 

This plant is easily linearized with 

(70) u = -aa1jJ [{}X2 + (}21/;(XI' X2)] + v 
XI 

and output tracking is achieved by 

(71) v = YM + O'I(YM - ii) + 0'2(YM - y) 
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except in the case of sliding mode, where the a2(YM - y) term is replaced by ksgn(YM - y). We 
picked a1 = 30, a2 = 200, and k = 2000 to provide good nominal tracking. 

The equation for the semi-indirect parameter update is: 

with 

(73) 
Z2 +1/>(Zl,Z2)/J-921«(1-(1) 
3!./J(Z2 + 1/>(Zl,Z2)/J) + 1/>(Zl,Z2)0 - 922«(2 - (2) + u 

where the constants 9ij are gains and from equation (50) 

(74) 

The true value was (J* = 1 and /J was initially at 2. For the direct adaptive controller a second 
parameter had to be added, (J2 = (J2, with an initial value of 4. The reference signal was picked to 
be 10sin( 1I'i) + 5sin(211'i) to provide adequate excitation. 

We picked 9 = 500 and (1' = 50 for the indirect adaptive controller with the observer based 
identifier. For the semi-indirect scheme we 9ij = 50, but the update gain was scaled back to 1 
since our error in the transformed space was smaller for the semi-indirect. The update gains for 
the direct controller were set to 1000 and 2000 for the first and second components of the regressor. 

4.2 Simulation Results 

The indirect scheme, with the observer based identifier, and the semi-indirect controller performed 
quite well compared with the other methods, as can be seen in figure 3 and figure 4. The parameter 
(J converged to the correct value in less the one second and the output error, Y - YM was driven to 
zero. The identifier was quite robust to choices of update gains and estimator gains, (1'. Virtually 
all reasonable values yielded convergence in less than one second. The indirect scheme was also 
able to handle larger perturbations in ;'1, such as 1/>(Zl' Z2) = Z12 for large values of Zl. With this 
1/>(Zl' Z2), the non-adaptive controller became unstable, but for the indirect scheme the identifier 
was able to converge quickly enough to stabilize the system. It does seem that in most cases the 
excitation provided by system instability drives the parameters to their true values, thus allowing 
the controller to stabilize the plant. 

so the estimation error, Zl - Xl, is driven to zero. 
The direct scheme did not converge nearly as fast as the indirect, as shown in figure 5 - note 

the different time scale. The parameters were approaching their true values around six seconds, 
and the output error was driven to zero, which is what the direct method guarantees without any 
claims on excitation. Any hopes of speeding up the convergence would be by increasing the update 
gain or by increasing the amplitude of the reference signal. This would increase the elements in 
the regressor, and would cause the identifier to be ill-conditioned. In fact the update gain had to 
be reduced by a factor proportional to the square of the increase in the reference signal amplitude. 
The identifier in the direct scheme also has more states than the observer based identifier for the 
indirect. These extra states, six in all, come from filtering the regressor for the generation of 
the augmented output error used to drive the parameter updates and also from the additional 
parameter, (J2, which needs to be identified. The adaptive schemes are compared in figure 8. 

The non-adaptive scheme, figure 6, performed as well as could be expected. The tracking gains 
could have been increased in hopes of swamping out the perturbation caused by .p(Zl' Z2), but in 
anything other than a noiseless environment this would be ill advised. 

The sliding mode method steered the output error to zero, but when the perturbation was 
large, 1/>(Zl,Z2) was at its maximum, the system could not swamp it out as quickly. The gain k 
was set at 2000. Larger gains caused considerable chattering in the regions were 1/>(Zl' Z2) was not 
at its maximum and would also send the numerical integrator into fits. The results are shown in 
figure 7. 
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Comparison of Adaptive Methods 
Criterion Scheme 

Indirect Semi Indirect Direct 
Parameter Convergence Fastest Fast Slow 

Sensitivity to Adaptation Gains Not Very Slightly Very 
Ease of Implementation Easy Modei-ate Difficult 

Needs Overparametrization No No Yes 
Needs Constant Relative 
Degree to Prove Tracking No Yes No 

Needs Parameter Convergence 
to Prove Tracking Yes No No 

Figure 8: Method Comparison 

4.3 Non-Constant Relative Degree 

We investigated the semi-indirect control scheme further by simulating a system which does not 
have a constant relative degree. Clearly the constant relative degree assumption is sufficient for 
asymptotic tracking, but, as will be seen, it is not a necessary condition. 

The system we picked was a simple third order plant described by 

ZI :1:2 + O:l:S 

(76) 

Y :1:1 

We let the initial 8 be 0.1, and had o· = O. Hence, the relative degree would decrease for 
non-zero 0, and the actual relative degree would be different from the initial relative degree ofthe 
estimated system. The linearizing control law was applied to the system with the same type of 
tracking law to close the loop as above, namely 

(77) v = YM(3) + al(iiM - ii) + a2(YM - ii) + as(YM - y) 

where al = 9, a2 = 26, as = 24, and the input was picked to be 6[sin(2lrl) + sin(0.25lrl)]. The 
results, shown in figure 9, reveals that the closed loop system was able to track the input, thus 
showing it is not necessary to have the relative degree fixed. In fact, it turns out, as previously 
stated, that if the relative degree were changing then we must have parameter convergence for 
the semi-indirect method to asymptotically track an input. Thus, if we assume constant relative 
degree for the semi-indirect method, then we do not need to have parameter convergence to achieve 
asymptotic tracking, but if we did not want to assume constant relative degree then we would need 
to have the parameters converge. The later is, interestingly enough, the same assumption necessary 
to show tracking in the indirect case. The semi-indirect scheme thus allows us two scenarios. If 
we are certain of the structure of our plant and can guarantee that the relative degree will not 
change in the neighborhood of interest, then we do not need to have strict requirements on the 
richness of the input. On the other hand, if we are not sure of the structure of our plant or have 
parasitic effects which may easily change the relative degree, then we must have a rich input to 
assure parameter convergence, thus giving us asymptotic tracking. It should be noted that in all 
the simulations that have been run (numerous but certainly not exhaustive) a system has yet to be 
seen where the parameters do not converge in the closed loop with just about any non-zero input. 

5 Conclusion 

In this paper, we have presented convergence results for two nonlinear adaptive control schemes. 
We presented an output tracking result using indirect adaptive control. This approach was based on 
certainty equivalence for input output linearization of nonlinear systems. Examples of identification 
schemes based on observation errors were also presented. The form of the identifier did not need to 
be specified for the convergence result and overparameterization was not necessary. However, the 
result was based on an assumption of identifier convergence. Simulation results were presented for 
this indirect adaptive control scheme using a familiar induction motor model. Simulation results 
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Figure 9: Semi-indirect Adaptive Controller with a Non-Constant Relative Degree Plant 

were presented to compare this scheme with a direct adaptive scheme, a non-adaptive control 
scheme and a sliding mode scheme. 

We also presented an output tracking result using a semi-indirect adaptive control scheme. 
The result was an extension of that found in [2]. This approach was similarly based on certainty 
equivalence for input output linearization of nonlinear systems. The result did not require overpa. 
rameterization and did not assume parameter convergence. In contrast to the indirect scheme, this 
semi-indirect tracking result was dependent on the identification scheme used. Simulation results 
for the scheme were also presented. 
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INTERPOLATION APROACH TO THE H"" FILTER PROBLEM 

D. Ho, U. Shaked, MJ. Grimble and A. Elsayed 

Abstract 

The H"" optimization problem is solved by the equalizing solutions 
technique which requires a special type of Diophantine equations to be solved. 
This type of Diophantine equation is difficult to solve numerically in the 
multivariable case. The application of the directional interpolation approach to the 
H"" filtering design problem is considered in this paper. This approach provides 
an explicit solution to the problem without the need for approximation techniques. 

l. Introduction 

The interpolation approach is one of the important methods developed to solve 
the H"" minimization problem in control theory. The basic principle is to fmd 
some inner matrices to satisfy given interpolation conditions (Francis, Helton and 
Zames, 1984 [12]. These matrices are the extension of the single-input, 
single-output and all pass functions. 

Two main approaches have been suggested for solving the inners interpolation 
problem. The first is based on the Pick and Nevanlinna theory. This approach 
was recently extended by Kimura (1987 [2]). The second approach is based on 
Hankel-norm techniques (Glover 1984)[ 1]) which is efficient in computations, 
but lacks structural simplicity when compared with the first approach. 
The calculations in the first approach are complicated, even using the directional 
interpolation method to simplify the procedure [2]. Shaked [11 ] 
introduced an explicit method to solve the problem without using an iterative 
algorithm. This approach uses the interpolation directions in a solution to the H"" 
optimization problem, in state space form. The results are obtained by a simple 
substitution of the problem parameters. 

1.1 Hoofiltering problem 

The H"" filtering problem was motivated br Grimble [8 J. A theoretical 
analysis of the problem has been developed in L 9 ] for scalar discrete time 
systems (via solving two diophantine equations). Their approaches are related to 
the solution of 12 problem via the Kwakemaak [5] lemma. The results have 
also been extended to the multivariable case [10]. However, the problem is 
difficult to solve numerically, since it involves a special type of diophantine 
equation. In this paper, the directional interpolation method [11] will be 
applied to this problem so that the Diophantine equation can be replaced by a set 
of parameters. The H"" filter is obtained by a simple substitution of the 
earameters. The nO.Yltion and variables of this papers are the same as those in 
L 10] and [11], and X is defmed to be complex conjugate of X. 

387 
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1.2 Multivariable Hoo Filtering 

Consider the discrete-time multivariable, linear, time-invariant system shown 
in Fig. 1. The signals in the system may be detailed as 

Output y{t) = W{z-1 )~(t) t = 0, I, 2,.. (l.l) 

Observations 

Estimated Output 

z{t) = M{z-1 )W{z-1 )~(t) + Wn{z-I){co(t)+v{t) (1.2) 

y{t+k I t) = lIt<z-1 )z{t) k ~ 0 (1.3) 

Prediction error y{t+k I t) = y{t+k) - y{t+k I t) (1.4) 

where W = AdlCd' M = Am I Bmz-lcm, Wn = ~ ICn and Wp = Ai> IBp also 

W e R~z-l), Me Rrxr(z-l), Wn e Rrx<l(z-l) and Wp e Rrxr(z-l). 

The white driving noise sources {~(t)}, {w{t)} and {v{t)} are assumed to be 
zero-mean and independent. The covariances of the {~(t)}, {w(t)} are taken to be 
identity and coy [v(t), v('t)] = R~, R ~ O. 

It is required to find the H.x. estimator that minimises the cost function. 

Jk = sup (P o(z-1 )CIl_(z-I» (1.5) 
z =1 yy 

where Po is a dynamic weighting term and CIl_is the power spectral density matrix 
yy 

of the error signal y(t) 

Define the left coprime factorization 

-1 - - lcm Af [Cn, Cd] = [Wn , z MW] (1.6) 

and the generalized spectral factor Y = Afl Df where Df' Dfo satisfy 

* - -* - -* * * DfDf = CdCd + CnCn + ¥Af = Df oDfo (1.7) 

where D~z-l) = Df(z) 

Defme g = max {deg(Df)' k + lcm + deg(Cd)} where Dt< 0) is full rank 
and Dt<z-I) e RrXT is strictly Schur. Let the following left coprime 

polynomial matrices be defmed as 

Ai1B2 = BpAdl (1.8) 

A31 B3 = BpBiu 1 Am~ 1 (1.9) 

(1.10) 
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--1- -1 
A3 B3 = FlsWpn(AnMSn) (1.11) 

where Fls and Wpn are defmed in (1.16) and (1.17), respectively. 
The tneorem In [10] is presented below for reference purposes: 

Theorem 1: Multivariable 00 Filtering (k=O) 

Consider the system shown in Fig. I and assume that the cost index (1.5) is to 
be minimized. The spectral factor Dtis defined by (1.7). The optimal Hoo 
filter is computedfrom the solution (UJ., Sl, Fl), with Fl of minimal degree, 
of the equations: 

where A 2' B 2' A 3' B 3 satisfy the following left coprime factorizations: 

-A-1-B F W S-IA- 1 
2 = Is pn n d (1.14) 

A31B3 =F1sWpnS~IM-l~1 (1.15) 

and the strictly Hurwitz spectralfactor Fls satisfies 

* * FlsF Is = FlFl (1.16) 

T~e scalar g is the smallest positive integer to make these equations polynomial in 
Z- • The right coprime Hurwitz polynomial matrices Sn and Wpn satisfy. 

WpnS~ 1 = S-IWpo (1.17) 

here S E Rrxr(z-l) is obtained by spectral factorization using: 

SS* - A,2T -A: IB A- 1C fT -C*0*-10-IC )C* A *-IB* A*-1 
- 1 --po po d d\l d f f d d d po--po 

Hoofilter transfer function matrix: 

Hr= WP~SFi~A-~Gl0-IAr 
Implied equation: 

- -1 -k-~ - -1 -1 - 1 -1 
A 2Glz +A 3S1 =F1sS WpoBm AmAf Of 

Optimum function: 

X = A,2Ir 

Proof: [IOJ 

(1.18) 

(1.19) 

(1.20) 

(1.21) 
• 
• 
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Conclusions which may be drawn from this theorem are that the H..o estimator 
Hi in (1.19) can be expressed in terms of the unknown transfer function matrices 
SV.), Fls and 0].. Notice that ~ and G are the solution of the special 
type ofDiopharitine equations ll) to (1.15). By substituting (1.14), (1.15) to 
(1.12), (1.13), respectively (see Section 3), FI: will appear on the right hand 
sides of (1.12) and (1.13). It is not a standardSOiophatine equations problem and 
Fls is also required to satisfy the condition in (1.16). The solution in the SISO 
case can be easily obtained, however, it is a difficult problem in the multivariable 
case. There is no exact numerical solution to the problem of finding FIs and 
Fl' The solution Hr also depends on the transfer function matrix SO.) tliat 
satisfies (1.18). 'An alternative way to find Hr is by using the interpolation 
approach which will be discussed in Section 3. An explicit method to fmd the 
spectral factor of SeA) will also be introduced in Section 5. 

2.. Interpolation Approach 

The directional interpolation approach using inner matrix properties is 
discussed in this section. The required inner matrices are defined as: 

* * ~ U (s)U(s) = Ir where U (s) = U"\-s). (2.1) 

The directional interpolation problem is to find an inner matrix U and the 
minimum I AI such that 

U(~)~=A-I~i ; Re(~»O, i = l, ... ,p. (2.2) 

This inner matrix U has a special structure which solves the H..o optimization 
problem. In fact the motivation of this work came from the equalizing solutions of 
the H..o work. 

2.1 Hoo equalizing solution 

It!i required to find an Ml e ~ such that: 

MITI - T2 = AU (2.3) 

where TI e H;'::.r' T2 e ~, U is inner in ~ and min I AI {~, i=l, .. p} are 

the distinct right half plane zeros of T l' The ~ are the corresponding input 
zero-directions such that: 

TI(~~ =0 

~i~-T2(~~ 

(2.4) 

(2.5) 

In (2.3) MI, U and A are unknowns. By multiplying ~ on both sides of 
(2.3) 

(2.6) 

Hence (2.6) becomes the same form as the interpolation problem in (2.2) for 
MITI(~>.4i = O. Thus A and U can be obtained first via (2.2), then MI can be 
caIclilated from (2.3). 
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The matrix U(s) in (2.2) has to satisfy a special structure as in (2.1). The 
following lemma and theorem establish a direct relationship to the filtering result 
discussed in the next section. 

Lemma I: 

Define 

F'\ = {f··} where f·· = (n, + <l,:)-I[:ild. - A.-2wfw· ] 
II. IJ IJ J. J ..YPJ -1-J (2.7) 

or FA. can be found by 

DtD - A.-2WtW = A FA. + FA.An 

where D = [Ql'~' ... '~ J, W = [Wl'."'~ ] and An = diag {~, i = I, ... ,p} 
(2.8) 

Hence, U(s) solves the interpolation problem only if FA. ~ O. 

Proof: [11 ] . 

Note: For FA. ~ means FA. = (F'h)t(F'h) 

where F'h ~ [JI,12' ... 'lp ] 
Theorem 2 

For FA. ~ 0, the Roo interpolation problem can be solved by 

U(s) = [1m - C(sFA. + Arlcl] a 

if A + At = ctC 

where C ~ a D - A.-IW , A ~ ctaD - FA.An , 

a e Rmxr is an arbitrary matrix subject to ata = ~ (m > r). 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

Proof: [11] To prove U(s) is an inner matrix satisfying (2.1), the sufficient 
condition (2.11) is required. 

Assuming a special structure for U in (2.10), FA. is identical to the 
Pick-Nevanlinna theory [ 11 J. As A. decreases towards Am, one of the poles 
of U(s) approaches 00 where det{FAm } = O. Therefore ~ is the minimum and 
U(s) is thus the optimal solution. Notice that C, FA and X'may be complex, 
however, U(s) is a real-rational matrix. In the next section the Roo filtering 
equation can be written in the form of (2.3) and Hf is written in terms of 
parameters Tl' T2 and U(s). 

3. Application of the Interpolation Approach to ll, Filtering 

In this section the interpolation approach is applied tq. the Roo filtering 
calculation. Fl and FIs in (1.16) will be rePlaced by UU in solving the 
problem. Muluply (l.lZ) from the left by Ai and substitute (1.14): 

- -I - -1 -1- -* k+km-g 
A2 GIDfz g + FIDfo = Fls W pnSn (A.)Ad CdCdz (3.1) 
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Multiply both sides of the last equation by Fj~ and Df~ from the left and the right, 
respectively, 

U = -Fi~Fl 
1- 1 

Ml = FisAi G1 

T -D*D-IZ-g 1 - f fo 

-1 -1- -* -1 k+kut-g 
T2 = WpnSn (A.)Ad CdCdDfoz 

Hence (3.2) can be written as 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

The problem is to find U and M, for a given A.. The T 1 and T 2 are known transfer 
function matrices. 

In order to show that this problem is equivalent to the Hac directional 
interpolational problem, the matrix U has to be shown to be an inner matrix. 

Use the identity in (1.16), 

* * FlsFls = FIFI (3.8) 

By.multiplying both sides by Fi ~ and (Fi sr 1 , from the left and the right, 
respectively 

(Fi~Fl)(FiFi~ 1) = uu* = I (3.9) 

The matrix U can therefore be obtained in the form of Theorem 2. 

(3.10) 

The necessary condition for U to exist is F ~ 0, if A. is sufficiently large. 
Also 

U*U = (Fi~Fl)*(Fi~Fl) = Fi(FlsFi rlFI = Fi(FIFirlFI = I 
The matrix U can therefore be obtained in the form of (2.10) 

U = I - (:(sFA. + Ar1et 

C, FA. and A are defined in (2.7) and (2.12). The necessary condition for U to exist 
is FA. ~ 0, if A. is sufficiently large. 



393 

When A. decreases to a value A.m, F will become nearly singular. For A. = A.m, 
det(F) will be zero and the minimum A. will be A.m. 

Hence M 1 can also be obtained from (3.4) and (3.7) as: 

1- -1 1 Ml =F}sA2 G1 =(U+T2)'fJ. (3.11) 

3.1 Filter equation 

The transfer-function matrix of the fIlter Hf is given from (1.19), hence from 
(3.11) Hfcan be rewritten as; 

Hf = Wp~S(A.)MIDiAf (3.12) 

or Hf= Wp~S(A.)(U + T2)'fJ. IDflAf (3.13) 

= Wp~S(A.)(U + T2)DfoDf-IDfl Afzg [from (3.5)] (3.14) 

From (1.7) (Df r l Dfl = Df~(Dforl (3.15) 

Hf can be written as 

Hf = Wp~S(A.)(U + T 2)(Df or 1 Afzg (3.16) 

It is not essential to calculate Gl' A2, B2' F and F1s' all that is required is U. 
The inner U can be obtained from (Z.10) and (2.11). The Hf has been shown to 
be stable in [10]. Expression (3.16) is a simplified version of (1.19) and the 
characteristic of Hf will not change. A detailed procedure of computing the matrix 
U is shown in the next section. 

4. Computation Procedures 

1. Calculate the right half plane zeros {<Xj, i = 1 , ... ,p} and the input . 
direc~ons input dir~tions {Qi ' i=I, .. ,p} !;>f T 1 fro~ (3:5) wher~.!' IS the 
McMillan deg of Dfo and D = [Ql , .. ,~ J and Aa. - dlag {<Xj, .. ,l-l,p }. 

2. Set a sufficiently large initial value of A.. 

3. Calculate T2 from (3.6) and Wi = -T2(<Xj)dj for all i=I, .. ,p. 
Set W = [Wl,··,wp J 

4. Find 
-t t d.d. - w.w. 
-1-J -1-J 

F= {f .. } fiJ· = s.+ s . 
IJ 1 J 

a..- 1 
1 

where si = a..+l 
1 

or find F from (2.3) using the Sylvestor equation. 
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5. Check whether F is > 0, if Yes reduce A. and go to step 4. If F is indefinite, 
increase A. and go to step 4. If the smallest eigenvalue of F is positive and less 
than a tolerance, then go to 4. 

6. Set Am = A.. Calculate U as follows 

A=CtD-FA.Aa ,C=8D-A.-1W 

7. Hfis obtained by (3.16) for A. = Am. 
Remarks: 

(1) The interpolation approach discussed in Section 2 is in the continuous 
time (s-domain), bilinear-transformations from s to z domains are used in 
step 4 and 6. 

(2) The calculation of T2 requires the spectral factor S(A.) in (1.18). 

At present, the spectral factorization is not available in z-domain, hence SS*(A.) 
has to be converted from discrete time using bilinear transformation, hence, ill 
conditioned transfer function matrix may arise. Further investigations are 
required to improve the spectral factorization of transfer-function matrix in order 
to obtain a robust numerical H..o filtering solution. 

6. Conclusions 

The H..o filtering problem considered in this paper represents a new class of 
filtering problem motivated by the need to keep the estimation error spectrum small 
over a range of frequencies. The Hoo approach used here is based on the 
polynomial approach in the related Hoo robust control problem. The H..o filtering 
problem in multivariable discrete time systems is difficult to sovle numerically. Using 
the directional interpolation method [11 ] , the special type diophantine equations 
can be replaced by a set of parameters and the filter can be computed without any 
approximation technique. 
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Stochastic Disturbance Decoupling 

Hiroshi Inabat and Naohisa Otsukat 

Abstract. For a linear control system having white Gaussian 
processes as its system and measurement disturbances, we first 
formulate a stochastic version of the usual disturbance decoupling 
problem. More precisely, contructing a Kalman-Bucy filter to generate 
the best estimate of the state, we consider the problem of finding a 
feedback of the state estimate so as to minimize the corresponding 
output in the mean square sense. Then we prove necessary and 
sufficient conditions for its solvability. 

Key Words. disturbance decoupling, stochastic system, multivariable 
linear system. 

I. Introduction. 

In the framework of the so-called geometric approach of Wonham[31, various 

disturbance decoupling problems (DDP) for linear control systems have been extensively 

investigated in the recent literature(See e.g.,[31-[6]). The DDP using state feedback 

with or without stability has been studied by Wonham[31. More general DDP's are 

those using measurement feedback, and this type of problems has also recieved a great. 

deal of interest in the recent papers[41-[61. 

However, in the previous investigations it is assumed that all the disturbances are 

deterministic and no measurement disturbances are present. The first author[9] of the 

present paper has already formulated and briefly discussed a more realistic case where a 

measurement disturbance is present and all the disturbances involved are white 

Gaussian processes. In this paper, we will study this stochastic disturbance decoupling 

problem (SDDP) in more detail, and obtain more general results than those in [9]. 

t Department of Information Sciences, Tokyo Denki University, Hatoyama-Machi, Hiki­

Gun, Saitama 350-03, Japan. 
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In Section II, we will first formulate our SDDP. It is then shown that the 

influence of stochastic disturbances on the output can be decomposed into a sum of two 

terms one of which gives the lowest bound of the influence and the other of which is 

only the term that may be acturally (a) minimized to zero or (b) reduced arbitrarily 

close to zero. Accordingly, we propose the two problems, SDDPZ and SDDPA, 

corresponding to the cases (a) and (b), respectively. We then give preliminaries in 

Section III for investigating those problems. Finally, in Section IV it is first shown that 

the SDDPZ is equivalent to the usual DDP and a necessary and sufficient condition for 

its solvability is proved. It is then shown that the SDDPA is equivalent in a sense to 

an almost disturbance decoupling problem of WiIlems[8], and a necessary and sufficient 

condition for its solvability is obtained. 

II. Formulation of the Stochastic Disturbance Decoupling Problem. 

(2.0 

The stochastic linear control system to be considered is described as 

d 
- x(t) = Ax(t) + Bu(t) + Gw(t), 
dt 

yet) = Cx(t) + vet) 

z(t)=Dx(t) 

where AE R"x", BE lR"x" GE IR"Xq, CE lR",xn and DE IRPX " are real constant matrices, wet) and 

v(t) are independent white Gaussian processes with zero means and covariance intensity 

matrices W>O and V>O, i.e., 

E[w(t)wT(s») = Wo(t-s) and E[v(t)vT(s») = Vo(t-s), 

and Xo is a Gaussian random vector. The yet) and z(t) represent its measurement and 

output processes, respectively. 

Suppose that the control input u(t) at time t is constructed as a certain functional f 
of the past measurement data Y(t;to): = {y(.) ; to< • ~ t}, i.e., 

(2.2) u(t) = /l.t,Y(t;to)). 

Then, roughly speaking, our stochastic disturbance decoupling problem is to find a 

functional f which minimizes in a certain sense the influence of the disturbances wet) 

and v(t) on the output z(t). In this investigation, its admissible functionals are 

restricted to be linear, and in particular only the following special form will be 

considered: 

(2.3) u(t)= -Fi(t) 

where itt) is the best estimate of the state x(t) in the least mean square sense based 

on the given data Y(t;to), and F is a matrix in JR'X". Of course, itt) equals the 

conditional expectation E[x(t)IY(t;to»), and it can be obtained by a Kalman-Bucy filter! IJ. 
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To formulate our problem more precisely, we make the following assumptions. 

(2.4) Assumption. System E of (2.1) is assumed to satisfy the following conditions. 

(i) (A,G) is stabilizable. 

(ii) (A,G) is detectable. 

(iii) (A,B) is stabiIizable. 0 

(2.5) 

(2.6) 

Let us denote the state estimation error by x(t), and its variance matrix by Q(t), Le., 

x(t): =x(t) -x(t), 

Q(t): = E[x(t)xT(t)]. 

It is well known (See, e.g., [2,p.367]) that under Assumption (2.4, i, ii) the estimate i(t) 

satisfies the following steady-state Kalman-Bucy filter: 

(2.7) 
d 
- x(t) = (A -KG)x(t)+ Ky(t)+ Bu(t). 
dt 

Here, K is the steady-state gain matrix given by 

(2.8) K=QC'V- 1 

where Q is a nonnegative-definite symmetric matrix defined by either 

Q: = lim Q(t)= lim Q(t) 
to~_c.o t-+O'J 

or the unique nonnegative-definite solution of the algebraic Riccati equation 

(2.9) 

Now, substituting (2.3) into (2.1) and (2.7), and arranging terms with (2.5), we can 

easily obtain the following composite system 

(2.10) EF:{ ~ [:::; 1 = [ A~BF A~~C ][ :::; 1 + [~ ~K ][ :(:~ 1 
z(t) = Di(t)+ Di(t). 

We note that by virtue of Assumption (2.4, i, ii) the matrix (A-KG) is stable, and 

furthermore that Assumption (2.4, iii) ensures the existence of an F such that A-BF is 

a stable matrix. So we denote by Fs the set of all those F's such that A-BF are 

stable, i.e., 

Fs:={FER'X"IA-BF is stable}. 

For every FEFs, System EF of (2.10) is asymptotically stable, and hence the steady­

state solutions for i(t) and x(t) exist. For such steady-state solutions, it is meaningful to 

define 
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(2.11) J(F): = E II z(t) II 2, 

because z(t) is a stationary process and hence E II z(t) II 2 is independent of t. 

It is ready to state formally our stochastic disturbance decoupling problem. 

(2.12) Stochastic Disturbance Decoupling Problem(SDDP). Suppose that System E 

of (2.1) satisfies Assumption (2.4), and construct the composite system EF of (2.10). Then, 

find (if possible) an FE Fs which minimizes J(F). 0 

It is easily seen that the steady-state solutions itt) and itt) of (2.10) have zero 

means. Moreover, it is obvious that itt) and iU) are statistically independent because 

they are Gaussian and orthogonal. Hence, we easily see from (2.10) that 

(2.13) J(F)=E II Dx(t) II 2=E II DX(t) II 2+E II Di:(t) 112 

where 

(2.14) Q: = E[i(t)i(tlT ] and Q: = E[X(t)i(tfl. 

However, since i(t) is independent of F and so is Q, it follows from (2.13) that 

(2.15) for all FE F s. 

Based on the above argument we thus propose the following two problems. 

(2.16) Problem(SDDPZ). Let System(2.1) lie given, Assumption(2.4) be satisfied, and 

the composite system(2.10) be constructed. Then, the SDDPZ is to find (if possible) an 

FEFs such that TrDQDT=O,or equivalently J(F)=TrDQDT. 0 

(2.17) Problem(SDDPA). Let the same hypotheses as those of (2.16) be given. Then, 

the SDDPA is to find (if possible) an FEFs for each < > 0 such that TrDQDT < <, or 

equivalently J(F) < £ + TrDQDT. 0 

It is easily seen that if the SDDPZ is solvable then so are the SDDPA and the 

SDDP. However, the solvability of the SDDPA does not necessarily imply that of the 

SDDP, and hence when this is the case we say that SDDP (2.12) is solvable in the 

almost sense. 

Ill. Preliminaries. 

Recall that the steady-state solutions itt) and itt) of (2.10) have zero means, and 

are statistically independent. It is not difficult to calculate their variance matrices Q 
and Q defined by (2.14). In fact, we can show [2,p.l04] that for each FEFs, Q is given 

by the unique solution of 
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(3.1) (A-BF)Q+Q(A-BF)T +KVK' =0. 

Moreover, we can easily obtain the following expression for Q : 

(3.2) 

Similarly, the error variance matrix Q which is given by the unique solution of (2.9) can 

be easily shown to have the expression 

(3.3) 

We now introduce some notations used in the following discussion. First, we use 

notation <AllmB> for the reachable subspace of (A,B), Le., 

(3.4) <AIImB>:=ImB+AImB+,,·+An-1ImB= U ImeAtB 
t200 

where 1mB stands for the image of B. Further, the norm II M II of a matrix M is defined 

to be the maximum singular value of M, Le., II M II: =[ Amax(WM) ]"2=[ Amax(MW) p'. 
where Amax(') indicates the maximum eigenvalue. 

In the next section, we use the following lemmas to solve Problems(2.16) and (2.17). 

(3.5) Lemma. Let PER[XI be positive-definite and symmetric, SERqxq be stabe, UERqX[ 

and HE Rpxq. Then, 

Proof. We first note that since S is a stable matrix 

We now have 

¢} HeStU=O for all t~O (since P1I2 >O) 

¢} 1m eStU C Ker H for all t~ 0 
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~ <SlIm U> = U Imltuc KerR. 0 
t"O 

(3.6) Lemma. Let P, S, U and H be those of (3.5), and define 

St T S t JOO T 

R:= 0 e UPU e dt and p:= rankHRHT 

Then, 

Proof. First note that since HRIr ~ 0 and rank HRIr = p, the symmetric matrix 

HRIrhas only p positive eigenvalues AI~A2~"·~Ap>O. Now we have 

C IIHeStUp1I2 11 2dt = C IIHeStUPUT/TtHT IIdt 

p 

= TrHRHT = L Ai 
i=1 

~p C IIHeStUPUTeSTtHT IIdt 

=p C IIHeStUpifl 11 2dt. 0 

We now introduce various notions of invariant subspaces and of reachability 

subspaces. 

(3.7) Definition. Let (A,B) be those given in (2.1). 

(il A subspace V C /Roo is said to be feedback (A,B)-invariant if there exists an F E 

IR'X" such that (A -BFlV C V. 

(ii) A subspace R C R" is called a reachability subspace for (A,B) if there exist an F 

E ]R'x" and a subspace BI C B : = 1mB such that 

R = < A-BFI BI >:= B\ + (A-BFlB\ + ... + (A-BFl"-lBI. 

(iii) A subspace Ra C ROO is called an almost reachability subspace for (A,B) if there 

exist an FE ]R'x" and a sequence BI :::J B2:::J'" :::J Bit of subspaces of B such that 
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The notion of almost reachability subspaces was first introduced by Willems [7J,[8). 

Definition(3.7,iii) is not the one originally given by him, but an equivalent one. 

Let K c R" be a subspace. We denote by V(K) the family of feedback (A,B)-

invariant subspaces contained in K, i.e., 

(3.8) V(K):= {I/> C K: 3F E R"x", (A-BF) I/> C I/>} 

and write F(K) for the set of all those Fs. 

subspaces by 

Moreover, we introduce a family of 

(3.9) V.(K) : = {I/> E V(K): 3 FE F(I/», Reo[ (A -BF)I4» < O} 

where (A-BF)I4> means the restriction of A-BF to 1/>, and 0['] denotes the set of the 

eigenvalues. We furthrmore denote by R(K) and Ra(K), respectively, the families of 

reachability subspaces and of almost reachability subspaces contained in K, i.e., 

(3.10) 

(3.11) 

R(K) : = {R C K: R is a reachability subspace}, and 

Ra(K) : = {Ra C K: Ra is an almost reachability subspace}. 

Then the following lemmas hold. 

(3.12) Lemma[8,p.237]. The families V(K), R(K) and Ra(K) are all closed under 

subspace addition (I.e., V \, V 2 E V(K) ~ V \ + V 2 E V(K), etc.). Consequently, each family 

has a unique supremal element, i.e., 

sup V(K) =: V K* E V(K), supR(K) =: RK* E R(K), and supRa(K) =: Ra· ,KE Ra(K). 0 

(3.13) Lemma[3,pp.114-115). The family V.(K) has a unique supremal element,i.e., 

IV. Solvability for the Stochastic Disturbance Decoupling Problem. 

Before discussing the solvability for the stochastic disturbance decoupling problem, 

let us briefly consider the usual deterministic disturbance decoupling problem. The 

system to be studied is given by 

(4.1) s: { 
d 
- x(t) = Ax(t) + Bu(t) + Gl/..t) 
dt 

z(t)=Dx(t) 

and the problem is to find a state feedback 

u(t)= -Fx(t) 

such that in the closed loop system 
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d 

(4.2) 
- x(t) = (A - BF)x(t) + G~(t) 
dt 

z(t)=Dx(t) 

there is no influence of the deterministic disturbance W) on the output z(t) and the 

system SF is stable. This problem can be formally stated as follows. 

(4.3) Disturbance Decoupling Problem with Stability(DDPS)[3,p.113]. Find (if 

possible) an FEFs such that 

<A-BFJlmG>CKerD. 0 

For this problem the following holds. 

(4.4) Lemma[3,p.116]. DDPS (4.3) is solvable if and only if 

(i) ImGCV;,KerD, and 

(ii) (A,B) of (4.1) is stabilizable. 0 

Now we are ready to prove our first main theorem. 

(4.5) Theorem. Let System (2.1) be given, and satisfy Assumption (2.4). Then, SDDPZ 

(2.16) is solvable if and only if 

1m KCV;,KerD 

where K is the steady-state Kalman-Bucy filter gain given by (2.8), and V;,Ker D is the 

maximal member of the family Vs(Ker D). 

Proof. By definition, SDDPZ (2.16) is solvable if and only if 

TrDQDT=O. 

Applying Lemma (3.5), and using (3.2), we easily obtain 

Thus, SDDPZ (2.16) has been converted to a DDPS(4.3) with G replaced by K. 

Since by Assumption (2.4, iii) (A,B) is stabilizable, we can use Lemma (4.4) to complete 

our proof. 0 

Now, we quote a lemma from Willems [8] which will play an essential step to 

prove our second theorem. 

(4.6) LemmaI8,p.248]. Assume that (A,B) of (2.1) is stabilizable. Then, for every 

e>O, there exists an FEFs such that 
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if and only if 

where 

Ra*,KerD:=SupRa(KerD) and Vs:KerD:=SUpVs(KerD). 0 

Next, we will prove our second main theorem. 

(4.7) Theorem. Let System (2.1) be given, and satisfy Assumption (2.4). Then, 

SDDPA (2.17) of stochastic disturbance decoupling in the almost sense is solvable, i.e., 

for every e > 0 there exists an FE F s such that TrDQDT < e if and only if 

Proof. We first recall that 

f OO T 
Q = 0 e(A-BFl t KYKT e(A-BFl t dt, FEF 

s 

So by Lemma (3.6) it is easily seen that for some J1 > 0 

Since y1I2> 0 we have II y l12 II >0 and hence 

Therefore, it follows from (1) that 

The above inequalities imply that 

V 3 e> 0, FE Fs' 
(2) 

(3) 

Hence, we have shown that SDDPA (2.17) is solvable if and only if (3) is satisfied. 

Now, Lemma (4.6) with G replaced by K can be directly used to complete our proof of 

the theorem. 0 
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v. Concluding Remarks. 
A stochastic disturbance decoupling problem (SDDP) was formulated for linear 

multi variable systems which are corrupted by white Gaussian processes as external 

disturbances and measurement disturbances. It was first shown that the SDDP can be 

convert.ed to one of the two problems : (a) a usual deterministic disturbance decoupling 

problem and (b) an almost disturbance decoupling problem of Willems[8]. Then, for 

each problem a necessary and sufficient condition for its solvability was proved, and in 

part.icular it was turned out that the stead-state Kalman-Bucy filter gain matrix for the 

state plays an essential role in the SDDP. 
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DISCRETE-TIME FILTERING FOR LINEAR SYSTEMS 
IN CORRELATED NOISE WITH NON-GAUSSIAN INITIAL 

CONDITIONS: FORMULAS AND ASYMPTOTICS 

Richard B. Sowers and Armand M. Makowski 

ABSTRACT 

We consider the one-step prediction problem for discrete-time linear systems 

in correlated plant and observation noises, and non-Gaussian initial conditions. 

Explicit representations are obtained for the MMSE and LMMSE (or Kalman) 

estimates of the state given past observations, as well as for the expected square 

of their difference. These formulae are obtained with the help of the Girsanov 

transformation for Gaussian white noise sequences, and display explicitly the de­

pendence of the quantities of interest on the initial distribution. With the help of 

these formulae, we completely characterize the asymptotic behavior of the error 

sequence in the scalar time-invariant case. 

I. INTRODUCTION 

We consider the one-step prediction problem associated with the stochastic 

discrete-time linear dynamical system 

X;+l = AtX; + Wt~l 
X~ =€ 
Yi = HtX; + ~~1 

t=O,I, ... (1.1) 

defined on some probability triple (0, F, P) which carries the mn-valued plant 

process {X~, t = 0,1, ... } and the mk-valued observation process {Yi, t = 
0,1, ... }. Here, for all t = 0,1, ... , the matrices At and Ht are of dimension 

n x n and k x n, respectively. Throughout we make the following assumptions 

(A.l)-(A.3), where 

(A.1): The process {(Wt+1 , ~~1-1)' t = 0,1, ... } is a zero-mean Gaussian White 

Noise (GWN) sequence with covariance structure {rt+l, t = 0,1, ... } 

given by 

t = 0,1, ... (1.2) 

407 
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(A.2): For all t = 0,1, ... , the covariance matrix Ef+1 is positive definite; and 

(A.3): The initial condition e has distribution F with finite first and second 

moments I-' and ~, respectively, and is independent of the process 

{(Wt+1 , Ve+l), t = 0,1, ... }. No other a priori assumptions are enforced 

onF. 

The (one-step) prediction problem associated with (1.1) is defined as the 

problem of evaluating the conditional expectation 

t = 0,1, ... (1.3) 

for all bounded Borel mappings 4> : IRn -+ C, with C denoting set of the complex 

numbers. In this paper, we solve the prediction problem (1.3) associated with 

(1.1)-(1.2). For each t = 0,1, ... , once the conditional distribution of X:+1 given 

{Yo, ... , Yi} is available, it is possible to construct the MMSE estimate Xt+1 := 

E[X:+11 Yo, ... , Yi) of X:+1 on the basis of {Yo, ... , Yi}. In general, Xt+l is a non­
linear function of {Yo, ... , Yi}, in contrast with the LLMSE (or Kalman) estimate 

Xftl of X:+1 computed on the basis of {Yo, ... , Yi}, which is by definition linear 

in these quantities. We shall find representations for both {Xt, t = 0,1, ... } and 

{Xf, t = 0,1, ... }, and then form the mean square error €t := E[lIXt - Xfll2) 
for t = 1,2, .... 

When the plant and observation noises are uncorrelated, and the observation 

noise sequence {Vi, t = 0,1, ... } is standar<l (i.e., Ef-tl = ° and Ef+l = In for all 
t = 0,1, ... ), the prediction problem posed above is the discrete-time counterpart 

of the situation investigated in [3). In Section II we state the main results for the 

nonlinear prediction problem, and outline the proofs in Section III, thus indicating 

how the technique of [3) extends to the correlated noise situation without major 

difficulties. We then use these results in Section IV to obtain representations for 

{Xt, t = 1,2, ... }, {Xf, t = 1,2, ... }, and {€t, t = 1,2, ... }. These expressions 

explicitly display the dependence of the initial distribution F, and form the basis 

for the large time asymptotic analysis carried out in [6) on the error terms {€t, t = 
1, 2, ... }. In Section V we consider this asymptotic behavior in the scalar time­

invariant case, and give a complete characterization of these asymptotics in terms 

of the plant gain a, the observation gain h, and the noise covariance matrix r. 
Many details have been omitted for the sake of brevity; additional information 

and material can be found in the thesis [4] and in [5]. 

II. THE FILTERING PROBLEM 

ILL The notation 

A word on the notation: For any positive integers n and m, we denote the 

space of n x m real matrices by Mnxm and the cone of n x n symmetric positive­

definite matrices by Qn. As in [3), for every E in Q2 .. , let XE and BE denote 
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generic mn-valued random variables (RVs) such that (X1;, B1;) is a m2n-valued 

zero-mean Gaussian RV with covariance matrix E. For every bounded Borel 

mapping </> : mn -+ C, we define the mappings T </> : mn x mn x Q2n -+ C and 

U</> : mn x mn x Qn x Mnxn x Q2n -+ C by 

T </>[x, b; E] := £'[</>(x + X1;)exp[b'Bd] (1.4) 

and 

with £' denoting integration with respect to the Gaussian distribution of the RV 

(X1;, B1;). 

Throughout, let In denote the unit matrix in Mnxn' and let On denote the 

zero element in Mnxn, i.e., the n x n matrix whose elements are all zero. Elements 

of mn are always interpreted as column vectors, and transposition is denoted by 

, Finally, let w(·,·) be the state transition matrix given by 

wet, t) = In 

W(s + 1, t) = [A. - E:'+l(E~+1)-l H.]w(s, t). s = t, t + 1, ... 
t = 0,1,.. . (1.6) 

II.2. The main results 

We define the Qn-valued sequence {Ph t = 0,1, ... } by the recursions 

Pt+1 = AtPtA~ - [AtPtH; + E~+l][HtPtH; + E~+lrl [AtPtH; + E~+l]' + E~+l 
Po =On 

t = 0,1,... (2.1) 

and for convenience, we introduce the Qk-valued sequence {Jt , t = 0,1, ... }, 

where 

t=O,I, ... (2.2) 

The deterministic sequences {Qt, t = 0,1, ... } and {Rt, t = 0,1, ... } take values 

in Mnxn and Qn, respectively, and are defined recursively by 

QHl = AtQt - [AtPtH; + E~+l]Jt-l Ht(Qt + w(t,O)) + E~+l(E~+1)-l Htw(t,O) 

RHI = Rt - (Qt + wet, 0))' H;Jt- 1 Ht (Qt + w(t,O)) + w'(t, O)H;Ht wet, 0) 

t = 0,1,. . . (2.3) 

with initial conditions Qo = Ro = On. From these sequences, we form the Q2n­

valued sequence {Et, t = 0,1, ... } by setting 

t = 0,1, ... (2.4) 
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We also generate the mn-valued processes {Xt, t = 0,1, ... } and {Et, t = 0,1, ... } 
via the recursive relations 

Xt+l = [At - [AtPtH; + ~;"+l]Jt-1 Ht]Xt + [AtPtH; + ~;"+I)Jt-lYi 
Et+1 = Et - (Qt + iI!(t,0))'H;Jt- 1 HtXt + (Qt + iI!(t,0))'H;Jt-1Yi 

t = 0,1,... (2.5) 

with initial values Xo = Eo = 0. 

The solution to the prediction problem associated with (1.1) can now be 

given. On n define the filtration {Yt, t = 0,1, ... } generated by the observations 

{Yi, t = 0,1, ... }, i.e., 

Yt := u{Yo, Y1 , ••• , Yi}. t = 0,1, . . . (2.6) 

Theorem 1. For any bounded Borel mapping rP: mn --+ m and any t = 0,1, ... , 

the relationship 

holds true, where l[ denotes the constant mapping mn --+ m : x --+ 1 and the 

Qn -valued sequence {Mt, t = 0,1, ... } is defined recursively by 

t = 0,1,.. . (2.8) 

with Mo = On 

The probabilistic interpretation as covariance matrices for {Mt, t = 0,1, ... } 

is available in [4, 5). We readily see that the structure of the predictor in the 

general situation is not markedly different from that for the uncorrelated case 

[3). The noise correlation is encoded in the universal sufficient statistics [3) that 

parametrize the predictor, but does not affect the form of the statistics bearing 

functionals. 

III. PROOFS 

Only the structure of the proof is outlined as details are available in the thesis 

[4) and in [5). The approach used here extends the one introduced in [3), and is 

again based on finding a probability measure P, absolutely continuous with respect 

to the original measure P on F, under which the statistical calculations are readily 

performed. Here, as explained in [4), the arbitrary covariance structure of the plant 

and observation noise sequences leads to the use of a Girsanov transformation on 

the joint m"+k-valued sequence {(Wt+l , Vt+1 ), t = 0,1, ... } (and not merely on 
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the observation noise sequence {(l't+l), t = 0,1, ... } as in the uncorrelated case 

[3,4]). To that end, define the filtration {Ft, t = 0,1, ... } by 

t=O,l, ... (3.1) 

with Fo := q{e}, and the mn+k-valued sequence {(Wt+1 , Vi+l), t = 0,1, ... } by 

C~:ll ) = (~tll ) - (~r!~ ~r:J (~~) t = 0,1,... (3.2) 

where {<p;", t = 0,1, ... } and {<p;, t = 0,1, ... } are Ft-adapted sequences taking 

values in mn and mk , respectively, yet to be specified. Recalling the Girsanov 

transformation [2], we see that if for any two such sequences {<p;", t = 0,1, ... } 

and {<pL t = 0,1, ... }, we define {(Wt+l' Vi+l), t = 0,1, ... } by (3.2), then for 

each T = 0,1, ... we can find a probability measure P on (n, F) satisfying (B) 

where 

(B): The probability measure P is mutually absolutely continuous with P on F 

and agrees with P on Fo. Furthermore, {(Wt+l' Vi+t), t = 0,1, ... ,T} 

is a zero-mean (Ft , P) GWN sequence with the same covariance struc­

ture under P as the covariance structure under P of the original noise 

sequence {(Wt+1 , ~+1)' t = 0,1, ... , T}. 

Following [3,4], we decompose the plant process {X:, t = 0,1, ... } as 

t = 0,1, ... (3.3) 

where the mn-valued {Xt, t = 0,1, ... } carries the randomness due to the plant 

noise process {Wt+1 , t = 0,1, ... }, and where the mn-valued {Zt, t = 0,1, ... } 

contains only the randomness due to the initial condition~. It is argued in [3, 
4] that the sequences {<p;", t = 0,1, ... } and {<p~, t = 0,1, ... } in (3.2) must 

necessarily have the form 

t=O,I, ... (3.4) 

for some unspecified Ft-adapted sequence {<Pt, t = 0,1, ... } taking values in mn. 
Injecting (3.4) into (3.2), we obtain 

Wt+l = Wt"-H + E;"+l(E~+l)-l H t Zt [E;"+l - E;"+l(E~+l)-lE~_i\]<pt 
t = 0,1,.. . (3.5) 

and the Girsanov theorem gives the appropriate probability measure P which 

satisfies (B), via 

- T 

~~ = exp [~[<p~[W:+1 - E:-tl (E~+1)-lV.+l]- Z~H~(E~+l)-lV.+l] 
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In order to complete the description of the probability measure (3.6), we must 

specify {Xt, t = 0,1, ... }, {Zt, t = 0,1, ... }, and {<pt, t = 0,1, ... }. To that end 

we rewrite the evolution of {X;, t = 0,1, ... } in terms of {Xt, t = 0,1, ... }, 

{Zt, t = 0,1, ... } and {Wt+1' t = 0,1, ... }. Since we wish to use the properties 

of P, it is more natural to write this evolution in terms of {Wt+l' t = 0,1, ... } 

rather than in terms of {Wt+1 , t = 0,1, ... }, and this leads to 

Xt+l + Zt+l = AtX; + W to+ 1 

= At(Xt + Zt) + W t+1 - ~:+lP~~+l)-lHtZt 

+ [~:"+1 - ~:"+1(~~+1)-1~~+11<pt t = 0,1,... (3.7) 

= AtXt + [At - ~:"+1(~~+1)-1 HtlZt + Wt+l 

+ [~:"+1 - ~:"+1(~~+1)-1~~+11<pt. 

This suggests a separation of the dynamics in the form 

with initial conditions Xo = ( and Zo = ~ - ( where ( and {1l"t, t = 0,1, ... } are 

mn-valued RVs yet to be specified. At this point, we simply assume 

<Pt = 0, 1l"t = ° and (= ° t = 0,1,... (3.9) 

and summarize the relevant quantities under this constraint (3.9). 

• The effect of the initial condition 

Zt+1 = [At - ~:"+l(~r+l)-l HtlZt 

Zo =~, 

so that Zt = wet, O)~ for t = 0,1, .... 

• The noise processes 

• The auxiliary system 

Xt+l = AtXt + W t+1 

Xo =0 

Yi = HtXt + Vi+l. 

t = 0,1,... (3.10) 

t = 0,1,... (3.11) 

t = 0,1,. .. (3.12) 
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• The change of measure 

- T T 

~~ = exp [- L Z~H~(E:+l)-lV;+l + ~ L Z~H~(E:+1)-l H.Z.]. 
.=0 .=0 

(3.13) 

The properties of our decomposition and change of measure are summarized in 

Proposition 1. Let the filtration {Ft , t = 0,1, ... } be given by (9.1). If the 

sequences {Xt, t = 0,1, ... }, {Zt, t = 0,1, ... } and {(Wt+1,Vi+1), t = 0,1, ... } 

are defined by (9.10}-(9.12) and if the probability measure P is defined by (9.19), 

then P and P are mutually absolutely continuous on F, agree on Fo, and the 

process {(Wt+l,Vi+l), t = O,I, ... ,T} is a zero-mean (Ft,P) GWN sequence 

with covariance structure {r t+1, t = 0,1, ... , T}. 

Motivated by the form of (3.13), we define the lll-valued sequence {Lt, t = 
0,1, ... } by 

t t 

Lt+1 := exp [- L Z~H~(E:+1)-l V.+1 + ~ L Z~H~(E=+1)-l H.Z.] 
.=0 .=0 

t = 0,1,. .. (3.14) 

with Lo = 1, and observe that dP/dP = LT+1. The arguments of [3] and [4] can 

now be applied in extenso to yield the results (2.1)-(2.8) over the finite horizon. 

The final step now consists in extending these results from the finite horizon 

t = 0, 1, ... , T to the infinite horizon t = 0,1, .... To that end, note the following: 

The dynamics of the sequences {(Xt, Bt), t = 0,1, ... , T + I} and {Et , t = 
0,1, ... , T+ I} are independent ofT. Moreover, although the transformed measure 

P used in the derivation depends a priori on T, the definitions of the mappings 

T if> and U if> are independent of T. These remarks are sufficient to yield Theorem 

1 from the finite-horizon results of this section. • 

Following on the comments made at the end of the proof, we could have dis­

played explicitly the dependence of the transformed measure P on the parameter 

T, say through the notation PT+1. Although PT+1 = PT on the u-field FT for 

all T = 0,1, ... , and the probability measure PT +1 is mutually absolutely con­

tinuous with respect to P, it is not true in general [4] that the projective system 

{PT , T = 0,1, ... } has a limit P which is absolutely continuous with respect to 

P on the u-field VTFT, i.e., there does not exist necessarily a probability measure 

P on VTFT such that P is absolutely continuous with respect to P, and PT = P 

on the u-field FT for all T = 0,1, .... Although this could a priori complicate 

matters for the infinite-horizon situation, we shall not concern ourselves with this 

difficulty in what follows. Indeed, in the remainder of this paper, only statements 

for finite t will be made and the notation P (and E) will be used throughout with 

the understanding that P = PT +1 for some t < T. As should be clear from earlier 

comments, the exact choice of T is irrelevant. 
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IV. REPRESENTATIONS FOR {lOt, t = 0,1, ... }. 

Using Theorem 1, we now develop formulae for {Xt , t = 0,1, ... }, {Xf, t = 
0,1, ... } and {lOt, t = 0,1, ... }. We do this under the additional assumption (A.4), 

where 

(A.4): The covariance matrix ~ is positive-definite. 

To state these representation results, we find it convenient to introduce the 

auxiliary quantities {Q;, t = 0,1, ... } and {R;, t = 0,1, ... } in Mnxn and Qn, 

respectively, by setting 

Q; := Qt + w(t,O) and R;:= Mt - Rt . t=O,I, ... (4.1) 

With this notation, we have 

Theorem 2. For all t = 0,1, ... , the representations 

(4.2) 

and 

(4.3) 

hold P-a.s. 

Before discussing a proof of this result, several points are in order: 

(i): The expression (4.3) provides a non-standard representation for the 

Kalman filter associated with system (1.1). This representation is notable in that 

it explicitly displays the effects of the mean IL and covariance ~ of the initial con­

dition ej the only dependence of the filtering formulae on IL and ~ is through the 

affine mapping x 1-+ [R;+l + ~ -1]-1 [x + ~ -1 IL]. 

(ii): We readily see from (1.6), (2.3) and (2.8) that 

t=O,I, ... (4.4) 

with initial conditions Q(j = In and R(j = On. Note also that the dynamics (2.5) 

then simplifies into 

Bt+l = Bt - Q;' H;Jt- 1 HtXt + Q;' H;Jt-1yt 

Eo = 0. 
t=O,l, ... (4.5) 

The following two technical lemmas will be useful in the forthcoming dis­

cussion. The proofs are available in [4] and are omitted here in the interest of 

brevity. 



415 

Lemma 1. For t = 0,1, ... , 11tH is a zero-mean Gaussian RV with covariance 

RtH under P. 

Lemma 2. For any t = 0,1, ... and any lR-valued, nonnegative Yt V u{O­

measurable RV X, the relation 

(4.6) 

holds true. 

A proof of Theorem 2. The first step consists in finding a representation for 

the conditional characteristic function E[exp[i8'X;HJ!Yt].Under the enforced 

moment assumptions on e, an expression for the conditional mean is recovered by 

differentiating this characteristic function with respect to 8 and then setting 8 = 0. 

Finally, by substituting a Gaussian distribution for F in this representation for 

XHl. we obtain a formula for XA.I. Details are available in [4). 

• 
Theorem 2 now leads us to a simple representation of the errors {fHI. t = 

0,1, ... }. In what follows, for each A in Qn, GA denotes a normal distribution 

with zero mean and covariance A. 

Theorem 3. The representation 

_ I IIQtH fmn {z - [RtH + A-I)-l[b + A-I,,]} exp[z'b - t z'RtH z]dF(z)11 2 

- lmn fmn exp[z'b - !z'RtHz)dF(z) 

holds true for all t = 0,1, ... 

Proof. We observe directly from Theorem 2 that 

for all t = O,l, ... j therefore upon changing to the measure P and using Lemma 

2, we find that fHI is given by the expectation (under P) of the ratio 

IIQ: .. fm- {z - i11;+. + a -'i-' iE<+. + a -. pI} ""Piz' E ... - tz' R:+.zidF(z )11' 

fmn exp[z'BHI - tz'Ri+lzldF(z) 

We now obtain (4.7) by a simple application of Lemma 1 on this last expression . 

• 
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v. ASYMPTOTICS - THE SCALAR CASE 

We now use the representation result of Theorem 3 to investigate the asymp­

totic behavior of the sequence {Et, t = 1,2, ... } in the scalar case, i.e., n = k = 1, 

when the system dynamics are time invariant. 

Let us first fix some notation. In accordance with common usage, we use 

lower case letters to denote scalar quantities so that X; = x~, At = a, Ht = h, 

etc. Let 1) denote the collection of square-integrable distribution functions on m, 
and let 1)0 denote the zero-mean elements of 1). For r ~ 0, let Gr denote the 

zero-mean Gaussian distribution with variance r. 

We characterize the asymptotic behavior of {Et, t = 1,2, ... } in terms of the 

auxiliary quantities 

uWVh 
a:=a--­

UV 
(5.1) 

As a final remark before presenting the asymptotic analysis, observe that 

there is no loss of generality in considering only initial distributions in 1)0. Indeed, 

since both the true and wide-sense conditional expectation operators are linear 

and since the state x~ is affine in the initial condition ~, we may subtract out E[~] 

when forming the difference Et = Xt - xi<. For F in 1)0, (4.7) reduces to 

t=1,2, ... (5.2) 

where 

(5.3) 

Note that for any non-Gaussian F in 1)0, IF is positive definite in that IF(r) = 0 

if and only if r = 0 [4]. 
Moreover, if h = 0 or a = 0, then the system dynamics imply r; = 0 for all 

t = 0,1, ... , whence Et = 0 for all t = 1,2, ... and all distributions F in 1)0. Thus 

only the cases h i= 0 and a i= 0 are of interest. The main result of this section is 

Theorem 4. We have the following convergence re~ult~ when n = k = 1 and when 

h i= 0 and a i= O. 

1. If c i= 0, or if 10,1 ~ 1 and c = 0, then limt Et = 0 for any di~tribution 

F in 1), wherea~ if c = 0 and 10,1 > 1, then the a~ymptotic behavior of Et 

depend~ nontrivially upon F in 1). 

Moreover we al~o have the following e~timate~: 

2. If c i= 0, or if c = 0 and 10,1 < 1, limt Et = 0 at an exponential rate 

independent of F for F in 1) non-Gau~~ian wherea~ if c = 0 and \0,1 = 1, 

then the rate depend~ non-trivially upon F. 
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The proof of Theorem 4 is given in Propositions 2-4 below by considering all 

possible cases. 

Proposition 2. Assume h '" 0 and a '" O. 

1. If c '" 0, limtl:t = 0 for all distributions F in V, with rate 

(5.4) 

for all non-Gaussian distributions F in V, where Poo := limt Pt. 

2. If c = 0 and lal < 1, then limt lOt = 0 for all distributions F in V with 

rate 

limt ~lnl:=21nlal<0 (5.5) 

for all non-Gaussian F in V. 

Proof. If c '" 0, then the pair (a, c) is controllable and poo is well-defined, finite 

and positive and by standard results [1, Theorem 5.1 and Appendix 1] we conclude 

that 

(5.6) 

It is not difficult to see from (5.3) that 

1 I au" I limt -In(q:?=21n h2 <0, 
t Poo + 0''' 

(5.7) 

and that r~ thus must be finite and positive. It then follows from standard 

arguments that 

(5.8) 

and this, together with (5.7), is sufficient to prove claim 1 for Fin Vo. The proof 

of claim 2 is similar. When 0 < lal < 1 and c = 0, the dynamics of q: yield 

limt C 1 ln(q;)2 = 21n lal < O. The dynamics of r; then require that 0 < r~ < 00, 

and that again (5.8) hold. The combination of (5.2) and (5.8) prove claim 2 for F 

in Vo. 

• 
The dependencies given in Theorem 4 when c = 0 and lal ;::: 1 are now 

illustrated through some simple examples. First, however, we verify a general 

result. 

Proposition 3. For any distribution F in 'Do, lim SUPt tIF(t) < 00 so that 

limt IF(t) = O. 
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Proof. Since the functional IF is independent of the system dynamics (a, h, r), 
we may assume for the purpose of argumentation that our system is 

t = 0,1,.. . (5.9) 

Here a = h = (TV = 1 and (TW = 0 so that c = 0 and lal = 1. Consequently 

q; = 1 and r; = t for all t = 1,2, ... , whence €t = IF(t) for t = 0,1, .... For all 

t = 0,1, ... , define the linear estimate Xt of x~ on the basis of {Yo, ... ,yt} to be 

1 t 

Xt+I := t + 1 L Ys t = 0,1,... (5.10) 
0=0 

with Xo := O. Since Xt is a linear estimator, xf the LLMSE estimator and Xt 

the MMSE estimator, we conclude that E[lxt - xfl2] :S 4E[lxt - x~121 by a 

straightforward application of the triangle inequality. From (5.10), we verify that 

IF(t) = €t :S 4/(t + 1), and the claim is immediate. • 

We now consider the following two distributions FI and F2 in 1)0' 

Distribution Fl. Distribution FI admits a density with respect to Lebesgue 

measure A on IR given by 

Z E ill (5.11) 

where p > 0,_ 0 < ai :S 1 for i = 1,2, ... , n, E?=l ai = 1, and E?=l aiJ.Li = O. We 
exclude the case where FI is actually Gaussian. 

Distribution F 2 . Under F2 , the RV e takes on a finite number of values Zl < 
Z2 ... < zn, with probabilities PhP2,." ,Pn respectively and E?=l PiZi = O. 

The following two facts are proved in [4]. 

Fact 1. We have limt (p2t + 1)2lF, (t) = K for some K > O. 

Fact 2. We also have limt tIF2 (t) = 1. 

We now can prove the rest of Theorem 4. 

Proposition 4. Assume h i- 0 and c i- o. 
1. If lal = 1, then limt €t = 0 for any distribution F in 1), the rate of 

convergence depending nontrivially upon F for F non-Gaussian, 

~. 1/ Jal > 1, then lim SUPt €t < 00 for all distributions F in 1), with the 

asymptotic behavior depending nontrivially upon F for F not Gaussian. 

Proof. Claim 1. Under the enforced assumptions, we have €t = (l)th(t) for 

all t = 0,1, ... and all F in 1)0' By Proposition 2, limt €t = 0; however, if 

F = F l , limt (ln€t/lnt) = -2, whereas if F = F2 , limt (ln€t/lnt) = -1. Claim 
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!. It is easy to verify that under the hypotheses on (a, h, r), limt r; = 00 but 

limt (q;)2/ r ; = u V (a2 -1)/h2. For F in 'Do, then 

t = 1,2,... (5.12) 

Again applying Proposition 2, we get limsuPt Et < 00 for all F in 'Do. However, 

if F = F I , limt Et = 0, whereas if F = F2 , then lim, Et = 1. 
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BOUNDARY FEEDBACK STABILIZATION OF 
DISTRIBUTED PARAMETER SYSTEMS 

C. 1. Byrnes and D. S. Gilliam 

Abstract 

In this paper we present a root locus approach to boundary feedback 
stabilization for a special class of distributed parameter systems. The 
techniques are particularly well suited for problems arising from initial 
boundary value problems for partial differential equations with inputs 
and outputs occurring as point actuators and sensors located on the 
boundary of the spatial domain. 

In an earlier paper [3], the authors showed how one could interpret 
quite general boundary conditions in terms of a root locus theory and 
outlined a program for giving a rigorous justification of root locus methods 
for certain classes of distributed parameter systems. As indicated in [3], 
in spite of the intuitive appeal of this method, some care must be taken 
in this analysis, as illustrated by the example of F. Rellich [8]. For the 
systems considered in [3] and regular boundary conditions in [1], we show 
in the present paper, that, ifthe boundary input and output satisfy certain 
general assumptions, then the pathologies observed in Rellich's example 
are avoided. Further, employing simple proportional error feedback laws 
we present the basis for a rigorous root locus analysis for the boundary 
feedback stabilization of a certain class of distributed parameter systems. 

In the classic work [1], G.D. Birkhoff analyzed the spectral properties 
of boundary conditions for ordinary differential operators on a finite inter­
val. Under the assumption that the boundary conditions are "regular" it 
was shown that the resulting operators always possess a discrete spectrum 
consisting of eigenvalues of finite multiplicity with all but a finite number 
being simple. Further, an asymptotic representation for the eigenvalues 
and eigenvectors was obtained as well as an expansion of Fourier type in 
terms of these eigenvectors. In his dissertation entitled "A comparison of 
the series of Fourier and Birkhoff", M.H. Stone [9] generalized the work 
of Birkhoff eliminating the requirement that the coefficients of the oper­
ator be smooth and showing that in a very definite sense the expansions 
of Fourier and Birkhoff are equivalent. A good historical discussion and 
more complete set of references can be found in [4]. 

In this paper we exploit the work in [1,4,7,9] in order to develop our 
root locus approach to boundary feedback stabilization for distributed 
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systems whose spatial part is governed by an ordinary differential operator 
on a finite interval with regular boundary conditions. 

In what follows, we consider a distributed control system 

w(x,t) 
Bw(t) 

w(x,O) 

yet) 

= Aw(x,t), 
u(t), 
/(x) E L2(0, 1), 

= Cw(t) 

where A is an even order ordinary differential operator of the form 

d n n d n-j 

A = i(n-2)_ + L:Pj(x)- ,i = ..;=I 
dx j=2 dx 

(1) 

(2) 

acting in the state space L2(0, 1). The functions {pj(X)}.i=2 are assumed 
COO [0, 1]. The domain of the unbounded operator A is defined, in terms 
of n linearly independent, linear, homogeneous boundary conditions 

~(w) _ A;(w) + B;(w) = ° 
mi- 1 

A;(w) _ a;w(m;)(o) + L: a;jw(i)(O), 
j=O 

mi- 1 

B;(w) == .B;w(m i )(l) + L: .Bijw(i)(l), i = 1, ... , n 
j=O 

The dense domain of A is denoted by 

(3) 

D(A) = {f E L2(0, 1) : / E H(n)(o, 1), W;(f) = 0, i = 1, 2, ... , n} 

where H(n) is the ususal Sobolev space. 
The adjoint A· of A is defined analogously, although, in what follows 

direct mention of detailed properties of the adjoint system will not be 
required. We forego a complete description for the sake of brevity. 

The input u(t) is assumed to occur through the boundary as in [3] and 
without loss of generality it will be assumed that it appears in W1 , i.e., 

Bw(t) == W1(w)(t) = u(t) (4) 

It is further assumed that the output sensor has the form 

yet) = C(w)(t) = w(io)(O,t) (5) 

The principal result of this work is the analysis of the spectru of the 
closed loop system obtained from (1)-(3) via a scalar feedback law of the 
form 

u(t) = -ky(t) (6) 
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As in [3] we define the closed loop system by introducing the spatial 
operator Ak as the operator A subject to perturbed boundary conditions 
obtained from the feedback law (6), ie, 

with 

m,-l 

Al(w) == alW(m.)(o) + L: aljw(j)(O) + (aljo + k)w(io)(O) (7) 
j=O,jf;jo 

and for i = 2, 3, n from (3) 

Wi(w) == Wi(W) = o. (8) 

The domain of Ak is thus given by 

D(Al;) = {f E L2(0, 1) : f E H(n)(o, 1), Wi(f) = 0, i = 1, 2, ... , n} 

and the resulting closed loop system has the form 

w(x, t) 

w(x,O) 

Wi(w) 0, i = 1, 2, ... , n. 

(9) 

Following [1], the boundary conditions in (3) are assumed to be nor­
malized subject to the following conditions. The orders mj (ml $ (n-l)) 
of the boundary conditions form a non-increasing sequence with no three 
successive mj's equal and each Wi is of exact order mi, i.e., either ai :I 0 
or f3i :I O. Further it is assumed that the set of boundary conditions 
Wi is regular in the sense of Birkhoff [1] (see Assumption 1 below) which 
guarantees that A is a discrete spectral operator ([4]) in L2(0, 1). 

The essential ingredient of the work in [1] is an explicit asymptotic 
representation for a basis of solutions of the eigenvalue equation 

Af=Af (10) 

In order to present the results found in [1,4] it is necessary to introduce 
some notation. Let n = 2v and let Wj, j = 0,1, ... , n - 1 denote the 
nth roots of unity, enumerated so that Wo = 1 = -Wv , the imaginary part 
of Wj is positive for 0 < j < v and negative for v < j < 2v. Let>. be 
an arbitrary complex number and z = z( ->.) denote the nth root of ->. 
which lies in the sector 

s = {z E <C : -1r/n < arg(z) ::; 1r/n}. 

Define 



Uj (X, z) 
Uj(X,z) 
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= eizw;:x:, 0 ~ k ~ II, 

e izwj(X-1), II < k < 211, 
(11) 

With this notation we can transform the eigenvalue equation (10) to 
the form examined in [4], namely, 

Af = -znf (12) 

Thus the eigenvalues for (10) are related to (12) by 

(13) 

The result of [1] regarding the asymptotic representation for a basis 
of solutions for (12) can now be stated as 

Theorem 1 For each positive integer p, q = 0,1, ... , (12) has n linearly 
independent solutions /j satisfying 

lp)(x) = (iw·z)Pu·(x, z) {I + ~ ~tP(x) + Ejp(x, Z)} (14) 
) )) L.J (zw. z)l zq+1 

l=l ) 

j = 1, ... ,n where Alp(x) is continuous together with its derivatives of 
all orders and Ejp(x,z) is analytic in z and bounded for all z E Sand 
x E (0,1). 

The nonzero spectrum of A consists of the zeroes of the determinant 
det(Wi(fj)). For z E S and our choice of ordering for the nth roots of 
unity Wj, it is easily established that the terms exp( iWj z) in this determi­
nant are exponentially small for j = 1, ... , II and the terms exp( -iwj z) 
are exponentially small for j = II + 1, ···,211 - 1. Also for z E S, as in 
[4], it can be shown there are positive constants t and s so that the deter­
minant being zero implies that either Izl < t or IIm(z)1 < s. In particular 
the asymptotic behaviour of the eigenvalues depends only on the highest 
order derivative terms in each boundary condition. --

Thus we define 

n 

g(z) == II(iz)-m j (det(W;(fj))) (15) 
j=l 

Hence for large Izl and any q, there are constants COj, clj, C2j, do, d1 , d2 

for which g(z) can be expressed as 

g(z) = ( 
q-1 ) e I: COj do -0+ -.+­z) zq 
j=l 
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+ (16) 

+ 

where 
0 0 + 0 1s + 0 2s- 1 = (17) 

a1 W;"lO'l b1 W~+lJ3t w;:'l_tfh 
a2 ffi2 w1 0'2 b2 W~+2f32 W;:'2_1f32 

an w;"nO'n bn w~+\f3n w;:': 1f3n 

a1 = (0'1 + sf3d, ... , an = (O'n + sf3n) 

b1 = (-l)ffil(O'l + f31/ s) , ... , bn = (-l)mn(O'n + f3n/s) 

Following Birkhoff [1] we impose the following regularity hypotheses 
on the boundary conditions. 

Assumption 1 The constants 0 1 and O2 in (17) are not zero and the 
constant 0 0 f. ± 1. 

It was shown in [7] that if the boundary conditions are separated, 
i.e., in Wi the terms B; == 0 for i = 1, ... , II and the terms Ai == 0 for 
i = II + 1, ... , 211, then the regularity condition in Assumption 1 is always 
satisfied. Further, in the separated case it can be shown [7,4] that the 
constant 0 0 is always zero so that the asymptotic behavior of the zeroes 
discussed below is extremely simple. The case of separated boundary 
conditions and feedback law (6) corresponds to a co-located actuator and 
sensor which is the situation that occurs most often in applications. 

The zeroes of g( z) in S are asymptotic to the zeroes of 

(18) 

and the zeros of this expression are easily obtained from elementary 
trigonometry. 

Recalling the relationship between z and .A in (12) one obtains the 
formulas of Birkhoff [1] concerning the asymptotic distribution of the 
eigenvalues. 

The eigenvalues .A of A with boundary conditions {Wd are in general 
simple (multiplicity one) and form a pair of infinite sequences All, AlIi 
f = 1, 2, ... such that 

( 
q-1 ) 

-(21l"ft 1 + "" gIj + Ell 
~ fJ fq 
j=l 

(19) 
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( 
q-1 ) 

-(27rlt 1 + ,,91~j + Em 
L...J IJ lq 
j=l 

where glj and glIj are constants and I Ell I < M, IElIll < M. 
The following assumption guarantees that as the gain k in (6) varies 

over a compact set, only the terms glj, glIj, Ell, ElIl in (19) are changed 
and these expressions vary continuously in k. Therefore the asymptotic 
distribution of the eigenvalues is unchanged. Another consequence is that 
k does not effect the regularity condition in Assumption 1. Thus the 
closed loop system obtained for nonzero k remains a complete, discrete 
spectral system. 

Assumption 2 The order of the derivative jo in the output (5) is strictly 
less than the order m1 of the boundary condition W1 for the input. 

From (7), (8), (14)-(16), we find that the spectrum of Ak is given as 
the zeroes of 

~k(Z) = det(W;(fj)) + kdet(Wi(/j)) 

and as in (15) we consider 

n 

fez, k) = rr(iz)-mi~k(Z) == g(z) + kh(z) 
j=l 

where g(z) is given in (15). 

(20) 

(21) 

Assumption 2 implies that the zeroes of f(z,k) have the same asymp­
totic behaviour as g(z) for each k and is determined by 8 0 , 8 1 , 8 2 . 

The main result can now be stated as 

Theorem 2 lIthe system (1)-(3) satisfies Assumption 1, the output (5) 
satisfies Assumption 2 and the closed loop system (9) is exponentially 
stable for k = ko, then there exists an f > 0 such that the system remains 
exponentially stable for all k E (ko - f, ko + f). 

Complete details of the proof can be found in a forthcoming paper by 
the authors. This paper also includes several examples including stabi­
lization of a non damped cantilever beam. 

From Assumptions 1, 2 and the results of Birkhoff regarding the aymp­
totic distribution of the eigenvalues of the open and closed loop systems 
we see that for k E K a compact neighborhood of ko, the zeros Zj (k) of 
I( z, k) all have the same asymptotic behavior. Hence for a large constant 
R> 0 there exists an N such that for all k E K the roots {Zj(k)}~N+1 
(here we do not distinguish between the two asymptotic types) satisfy 
Re(zj(k)) < -R and are simple. Assume that the first finitely many 
roots of I(z,ko) are enumerated as {Zj(ko)}f~l each of finite multiplicity 
J-'j and all lie in the compact ball of radius R about 0 in the z-plane. 
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If (Zo, ko) is one of the finitely many zeros zj(ko) E SR(O) ofmultiplic­
ity J.Lo (if J.Lo = 1 the situation is simpler and can be handled using the 
implicit function theorem) define w = Z - Zo and a = k - ko, then the 
function 

F(w, a) = few + Zo, a + ko) 

is analytic and has a zero at (w,a) = (0,0) of multiplicity J.Lo. By the 
Weierstrass preparation theorem [5] there exists unique functions h, W 
such that 

F(w, a) = hew, a)W(w, a) 

where h does not vanish in a neighborhood of (0,0) and W is a Weierstrass 
polynomial 

1'0- 1 

W(w,a) = wl'O + L aj(a)wj 
j=O 

with the functions aj analytic and vanishing at a = O. Now according to 
[6] Lemma 1.2, page 275, W has the unique factorization 

1'0 

W(w, a) = II (w - cPj(a)) 
j=O 

where 
00 

cPj(a) = L bjk a(k/I'o) 
k=l 

and each cPj is a continuous but not necessarily C 1 function of a. In fact, 
for each j there exists an f > 0 such that cPj is C 1 for a in (-f, 0) and 
(0, f). 

Thus there exist finitely many neighborhoods Uj about Zj (ko) and Vj 
about ko and continuous functions 1/Jij : Vj 1--+ Uj i = 1, ... , J.Lj such 
that 1/Jij(ko) = Zj for all i and such that if (z, k) E Uj x Vj is a zero of f 
then Z = 1/Jij(k) for some i and f(1/Jij(k),k) = 0 for all k E Vj. Further 
if (z,k) ¢ U(Uj x Vj) then there is a ball about (z,k) on which f =f:. 0 
and hence by a simple compactness argument we see that all the finitely 
many roots of fez, k) correspond to the roots of fez, ko) in a continuous 
fashion for some neighborhood of ko. Therefore f can be chosen so that for 
k E S.(ko) the eigenvalues of Ak remain bounded away from the imaginary 
axis in the left half plane and the closed loop system is exponentially 
stable. 
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OPTIMAL NONLINEAR FEEDBACK SYSTEM DESIGN 

FOR A GENERAL TRACKING PROBLEM 

Guanrong Chen and Rui J.P.de Figueiredo 

Abstract An optimal feedback design strategy for a tracking problem of general 
nonlinear systems is posed and solved in a Banach space setting in the time do­
main. An existence theorem is established, a convergent recursive algorithm for 
solving the problem is given, and a simple example is included for the purpose of 
illustration. 

1. Introduction. 

Motivated by the elegant and attractive approach of H oo optimization to 
feedback control designs for MIMO linear systems, we have recently developed a 
new approach to the optimal feedback control strategies for nonlinear* systems (d. 
Chen and de Figueiredo [4,5) and de Figueiredo and Chen [8)). We first formulated 
the optimal disturbance rejection problem in [8) and then the robust stabilization 
problem in [4) for general MIMO nonlinear systems in a Banach space setting in 
the time domain. Based on some nonlinear operator-theoretic techniques, we have 
been able to establish existence theorems and convergent recursive algorithms for 
solving these problems. 

On the other hand, some significant results on optimization theory for non­
linear systems from an entirely different approach have been obtained by Ball and 
Helton [1) and Foias and Tannenbaum [9). 

Differing from the nonlinear interpolation technique of Ball, Foias, Helton, 
and Tannenbaum (see also [2)), our approach is to design a nonlinear compen­
sator stabilizing the closed-loop system while minimizing the operator norm of 
a nonlinear operator which reflects the uniform bound of certain unknown error. 
Our problem is formulated in a Banach space setting in the time domain, and is 
based on the theory of nonlinear Lipschitz operators. The main advantage of our 
approach is that typical optimization problems in the nonlinear systems control 
theory and engineering can be formulated very precisely. Moreover, the procedure 
for obtaining an optimal solution is relatively simple. 

In this paper, we will further investigate a tracking problem formulated in a 
manner similar to the optimal disturbance rejection problem investigated in de 
Figueiredo and Chen [8J for general MIMO nonlinear control systems. We will 

* Here and throughout the paper, by "nonlinear" we mean "not necessarily 
linear" 
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establish an existence theorem and a convergent recursive computational scheme 
for the problem, and give a simple example for the purpose of illustration. 

2. Statement of the problem and preliminary results. 

Consider a general MIMO nonlinear closed-loop system defined in a Banach 
space setting: 

{ 
e=r-y 

y = P(C(e)) + W2d 

r = WIu, 

(1) 

the configuration of which is depicted in Figure 1, where r denotes the external 
reference input signal modeled as the output of a linear filter WI driven by a source 
u, e the error signal between the reference r and the system output y which is 
required to check the given reference r, J the possible disturbance modeled as the 
output of a linear filter W2 driven by an external source d, where W2 may be zero 
in case no disturbance is considered, and P and C are respectively the plant and 
compensator operators. 

yeY 

Figure 1. 

Let X, Y, and Z be three Banach spaces of l-,p-, and q-tuples of real-valued 
functions defined on the time domain [O,T] where T ~ 00, such that U E X, 
dE Z, and y,r,e E Y. Assume that WI: X -+ Y and W2 : Z -+ Yare bounded 
linear operators such that R(Wt) , R(W2 ) c D(C); and P: R(C) -+ Y and 
C: Y -+ D(P) are bounded nonlinear operators* such that R(C) C D(P) and 
R(P) C D(C). Here and throughout the paper, we use the notation D(A) = the 
domain of the operator A and R(A) = the range of A. Moreover, we require that 
all these operators as well as their compositions through feedback be causal. 

Let us introduce the admissible class of source inputs and disturbances: 

u = { U EX: Iluh ~ Mv. < 00 } ; (2a) 

and 
N = { d E Z: Ildlz ~ Md < 00 } • (2b) 

Because of the feedback in the nonlinear system, we need to require that the plant 
output y as well as the reference input r be both restricted to a bounded set n of 
Y defined by 

no = { y E Y: Ilylly ~ My < 00 } • (3a) 

* This does not imply the stability of the system because of the closed-loop 
configuration 
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This assumption makes sense based on practical considerations. For example, 
the choice of My could be dictated by the allowable maximum dynamic range or 
maximum power (when the L2 space is considered) for the output. 

n = { e = r - y: r, y E no }, (3b) 

and assume that D( C) c n. 
Now, given P, WI, W 2 , U, N, and n, our objective is: to design a compen­

sator C belonging to certain admissible class S so as to stabilize the system 
while minimizing the error e between the system output y and the reference 
signal r. 

In order to pose the problem precisely, we need to introduce an admissible 
class S of nonlinear compensator operators. First, let Lip(n, n) be the family of 
Lipschitz nonlinear operators from from n into Y, where the operator norm of a 
Lipschitz operator T E Lip(n, n) is defined by (cf. Marlin [10]). 

Let 

IIITI~ = IIT(O)IIY + sup 
I!! 1 ,e2 ED(T) 

el #e2 

IIT(el) - T(e2)lly 
Ilel - e211y 

S = { Ce-) E Lip(n, n) : P(C(·)) E Lip(n,n) }. 

(4) 

(5) 

be the admissible class of nonlinear compensator operators. Since the domain 
of admissible C (which is also the domain of P( C(·))) is the closed bounded set 
n c Y, this assumption is not too restrictive. A number of nonlinear operators 
such as the polynomic and exponential operators satisfy this condition-on n. The 
following three lemmas have been established in de Figueiredo and Chen [8]: 

Lemma 1. S is an (infinite-dimensionaf) Banach space. 

This lemma shows that the admissible class of compensators is a very large family. 

Lemma 2. Given P and S. Then, the subset ~ of S defined below consists of 
compensators C that stabilize the system (1): 

~ = { C E S: IIIP(C(,)) III < I}. (6) 

Lemma 3. Under the condition stated in (6), the nonlinear operator 

Ie-) + P(C(-)) : n -+ n 

is invertible, and its inverse, denoted by (I + P( C) )-1, is also a Lipschitz operator 
and satisfies 

111(1 + P(C))-lill s (3(C) + 1 -li~(C)111 (7) 

where the constant (3(C) = 11(1 + P(C))-l(O)lly ' 
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Based on Lemmas 2 and 3, the tracking problem under consideration can be 
formulated as follows: First, it follows from (1) and Lemma 3 that 

(8) 

Since in (8) rand d are independent variables where W2 may be zero when no 
disturbance is considered as mentioned above, and both of them are uniformly 
bounded, we will minimize the operator norm 111([ + P(C))-lll and pose the prob­
lem as follows: 

mini III(I +P(C))-llll}· 
GEE 

(OPT) 

3. An existence theorem. 

The following existence result can be established by imitating the proof of 
Theorem 1 in de Figueiredo and Chen [8]: 

Theorem 1. The objective functional 

f(C) := 11([ + P(C))-ll~ (9) 

i8 continuou8 on ~ defined by (6). Con8equently, (OPT) always has a 80lution 
under one of the following condition8: 
(i) Let Be be a compact 8ub8et of B and let 

~G = { C E Be : IIIP(C)III < 1 }. (10) 

Then, (OPT) has a solution in ~G. 
(ii) Let Be be a bounded set in any finite - dimen8ional 8ubspace of Band 

let 
~G = { C E Be : IIIP(C)II :::; 1- € }, (11) 

where € > 0 arbitrarily 8mall. Then (OPT) has a 8Olution in ~G. 
(iii) Let Be be any finite - dimen8ional sub8pace of B and suppose that the 

given plant operator P has the growing property that it maps an unbounded 
8et to an unbounded 8et. Let 

~G = { C E Be: IIIP(C)II:::; 1 - € }, (12) 

where € > 0 arbitrarily small. Then (OPT) has a solution in ~G. 

Since the polynomic operators of finite degree constitutes a dense set in the 
Banach space B of Lipschitz operators, the following result is immediate. The 
result states that the infimum of the objective functional f( C) can be approached 
as close as possible. Hence, from the application point of view, this result is 
important and useful. 
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Corollary 1. Let 
b = inf III(I + P(C))-1111 

GEE 

and 

where ~ is defined by (6) and ~G. is defined by (11) or (12) in the k-dimensional 
subspace of Se. Then, we have bk -> b as k -> 00. 

We remark that the family of analytic systems with finite order Volterra series 
expansions (cf. de Figueiredo [7]) is also a dense set in the admissible class S. 
Moreover, a great deal of plant operators P such as polynomic and exponential 
systems have the growing property stated in part (iii) although they are of the 
Lipschitz type when restricted on the bounded set n. 

We also remark that there are many nontrivial examples of Lipschitz oper­
ators the totality of which consists of a compact set in the infinite dimensional 
space S. One example may be found in de Figueiredo and Chen [8] which consists 
of nonlinear systems with fading memory (cf. Boyd and Chua [3]). 

4_ A convergent recursive algorithm for solving OPT. 

In this section, we establish a convergent recursive scheme for solving (OPT) 
under the conditions posed in Theorem 1. The algorithm is essentially based 
on the Neumann-type expansion formula for the Lipschitz operator (I + PC)-I; 
namely: let Ao = 1, and An = 1 - P(C(An- 1 )), then 

(1 + PC)-I(e) = lim An(e) 
n_oo 

for all e E n, (cf. Martin [10]). Recall that 

~G = { C E Se: IIIP(C)II::::: 1 - E }. 

Define 

and 

Ao = 1, 

A 1(C1 ) = 1 - P(C1 ), 

An(Cn; Cn- 1 , ... ,C1 ) = 1 - P(Cn(An-l(Cn-l; Cn- 2 , •.• ,Cd)), 

n = 2,3, .... Moreover, let 
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and 
f(C) = 11(1 + P(C»-lll· 

Then, a generalized recursive nonlinear programming algorithm for solving (OPT) 
can be established as follows. For each n, n = 1,2, ... , solve successively the 
following minimization: 

(GRNP) 

The verification of the convergence of the scheme, namely: C: -+ C* as n -+ 00, 

can be found in de Figueiredo and Chen [8], which is based on a result of Daniel 
[6]. 

Note that for each n, the objective functional in (GRNP) is continuous in Cn, 
and hence can be solved by the nonlinear programming discussed below. Moreover, 
it may be reduced to a standard min-max problem in some simple cases such as 
in the example shown in the next section. 

In order to solve (G RN P), we propose the following generalized nonlinear 
programming scheme. For a general form, consider the (OPT) posed in Section 2 
and set 

{ 
where 4>(C) = 1- P(C), namely: 

min4>(C) 
GEE 

g(C) ~ 1- f 

(GNP) 

4>(C) = IIPC(O)lIy + sup {"(el - e2) + PC(el) - PC(e2)lIy} , (13) 
e1,e.eo lIel - e211y 
el,h2 

and 

(14) 

We close this section by a remark that in practice, EGk may be chosen to 
be the k-dimensional Fock space of nonlinear compensators (cf., Chen and de 
Figueiredo [5]), or simply the space of kth order polynomic compensators of the 
form 

k 

C(·)(t) = E fi(t)(.)i. 
i=O 

In such cases, on one hand the feedback is realizable, and on the other hand (GNP) 
becomes a nonlinear programming problem since the variables of the objective 
functional 4>(C) = 4>(E~=o j;(t)(y) are real-valued functions. It differs from the 
conventional nonlinear programming only in the supremum setting, which is a 
computational but not conceptual issue. In some simple cases, such as in the 
example shown below, this difficulty can be overcome. 
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5. An example. 

Consider the nonlinear P given by 

p(-)=(.? 

and let the compensator C belong to the class of quadratic systems of the form 

in which we let the leading term co(t) = 0 so that P(C(O)) = 0 for simplicity. 
Moreover, let X = Y = Z = L2 and use the notation 11·11 = 11.112, 

Set 

Then, we have 

~ sup Ilcl(el + e2) + c2(e~ + em IICl(el - ~2) ~ C2~e~ - eD II 
eloe2EO el e2 

el'jll:e2 

~ (2Myllclll + 2M:llc211)(lclll + 2Myllc21D 
:=a(cl,c2)' 

Then, we have 
Ec = { Cl, C2 E L2 : a( Cll C2) ~ 1 - f } . 

Secondly, note that 4>( Cl, C2, el, e2) is a non-negative real functional of CI, C2, el 
and e2, and is given by 

We also have 
n = { e E L2 : lie! ~ My }. 

Hence, the (GNP) is finally reduced to the following: 

(15) 

Problem (15) is now a min-max optimization and hence can be solved by standard 
or modified techniques available in the literature. 
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STABILITY THEORY FOR DIFFERENTIAL/ALGEBRAIC SYSTEMS WITH 

APPLICATION TO POWER SYSTEMS 
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KEYWORDS: DifferentiaIJalgebraic systems, Lyapunov methods, Krasovskii and Lur'e type 
Lyapunov functions, power system stability. 

ABSTRACT Some results on Lyapunov stability for a class of differentiaUalgebraic systems 
are presented. The stability results are applied to power systems. 

I. INTRODUCTION 

Many physical problems yield mathematical descriptions which are a mixture of ordi­

nary differential equations and algebraic equations. Power systems and electric circuits fall 

into this category. For circuit theory it is reasonable to infer dynamical behaviour from a 

singularly perturbed system which allows for parasitic elements [7,12]. However, in many 

applications such as some power systems problems there is no obvious physical interpreta­

tion for the perturbation. Thus the differential algebraic (DA) model should be dealt with 

directly. 

Unfortunately DA systems in their full generality have some peculiar properties which 

make their mathematical analysis rather intricate and technical (13,9]. As a consequence 

rather little is known about their solutions except in the linear case and some special nonlin­

ear situations. 

In this report, we study DA systems under some additional smoothness and regularity 

conditions, simplifying the technical details considerably, yet obtaining results which are rel­

evant for a large class of engineering problems. Our attention is focused especially on Lyapu­

nov type stability results. It is our aim to present rigourously what is meant by Lyapimov 

stability in the DA system context and to demonstrate some basic results in this area. 

This work is motivated by recent stability analyses for power systems using a DA sys­

tem description (10,5,2,14]. Imprecise statements have been made by referring to stability 

concepts pertaining to ordinary differential equation (ODE) descriptions. The aim here is to 

give a more solid basis for such discussions. 

All proofs are omitted; for complete details see [6]. The structure of the paper is as 

follows. Section 2 gives the basic DA problem description. Sections 3 and 4 develop the sta-
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bility results. Section 5 discusses the application to power systems. Section 6 gives some com­
ments on generalizations and conclusions. 

2. PROBLEM DESCRIPTION 

We consider DA systems in the format: 

x = J(x,y) 

0= g(x,y) 

with some compatible initial conditions, (XO,YO) i.e. 

o = g(x.,yo) 

where 

f: If' x .If" -+ If' ; (x,y) ... J(x,y) 

g: If' x .If" -+.If" ; (x,y) ... g(x,y) 

(2.1.1) 
(2.1.2) 

(2.1.3) 

(2.1.4) 

(2.1.5) 

Simplifying, we assume throughout that f and g are twice continuously differentiable 

in some open connected set 0 C If' x .If" ; 

f,g E C2(0) 

and that the Jacobian of g with respect to y has constant full rank on 0 

rank (D,g(x,y» = m 

We use the following notations: 

'1(x,y) E 0 

(At) 

(A2) 

x(t, xO, YO ), y(t, xo. YO ) are solutions of (2.1) as a function of time and initial condi-
tions 

B. = ! (x,y) E If' x .If" : II (x,y) II < f I; 
G = I (,r,y) E If' x .If": g(x,y) = 0 ) ; 0 0 = 0 n G ; 

~ = closure of 0 in If' x .If" ; 15(0) = boundary of 0 in If' x .If" 

int (0) = interior of 0 in If' x .If" ; K = { a : R+ -+ R+ , continuous, strictly in­

creasing, a(O) = 0 }; Vi ... ) = derivative of the function V with respect to time along 

the solution of the system with equations (n.m) 

3. LYAPUNOY STABILDY RESULTS 

In this section, we consider stability properties of equilibria of the DA system (2.1). We 
assume existence and uniqueness of solutions for the system (2.1). Conditions for this are 
developed in [6]. 

It follows from the implicit function theorem and Assumption A2 that given 

(x, j1) f 0 0 there is some neighbourhood U C If' of x and a unique twice differentiable 

function 

u : If' -+.If" ; x 1-+ u(x), U E C2(U) 
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such that 

o = g(x,u(x» V x E U and (U x u(U»a C Qo 

with Jacobian 

(DuXx) = - (D,gyl(X, u(x»· (D.gXXl. u(;c» 'Ix E U 

The following immediate result describes the reduced system (RS) for (2.1) 

Lemma 3.1 In the neighbourhood (U x u(U»a C Q G , the system (2.1) reduces to 

x = J(x,u(x»; y=u(x) (3.1) 0 

We assume that the system (2.1) has a unique (isolated) eqUilibrium in Q, which we 

regard to be the origin, without loss of generality: 

In Q, J(x,y) = 0 and g(x,y) = 0 iff (x,y) = 0 (A3) 

When discussing stability in the DA system context it should be clear that we only con­

sider stability with respect to perturbations which satisfy the algebraic constraints. When 
using the RS representation, this feature has been accounted for. 

We now present the formal definitions of stability of the trivial solution (x(t.0.0), 

y(t,O,O» == (0.0) of the DA system (2.1). 

Definition I. The trivial solution of (2.1) is called stable if given e > 0, there 

exists a 8 > 0 such that for all (XO. YO) E Qo n Bd then (x(t. xo, YO). yet, xo, 

YO» E QGnB, • 'It E R+ • 

Definition 2. The trivial solution of (2. 1) is called asymptotically stable ifit is 

stable and there exists TJ > 0 such that for all (XO. YO) E Q G n B, then 

lim II (x(t. xo. YO). yet. xo, YO» II = 0 
It co 

It is straightforward to derive versions of the basic Lyapunov stability arguments for 
DA systems. The following results serve the needs of the sequel. 

Theorem 2. Let Q' C Q be open connected and contain the origin. Suppose 

there exists a C1( Q') function V: Q' -+ R+ such that V is positive definite 

and has negative semi definite derivative on Q' G ,i.e. 

V(x, y) 2: a(11 (x, y) II> and J/(21) :s 0 on Q'G for some a E K. Then the trivial 

solution (x(t,O,O),y(t,O,O» ;;; (0,0) of the DA system (2.1) is stable. o 

The corresponding result for asymptotic stability follows. For later convenience, we 

add an estimate of the domain of attraction. 

Theorem 3. Under the conditions of Theorem 2., suppose that V has negative 

definite derivative on Q' 0, i.e.1i(2.1) :s - c(11 (x, y) II> on Q' G for some c E K. 

De-

fine a = sup Iy : G n By C Q" n Q'G]; V;' = (x, y) E Q' G: Vex, y) < a(a») . 
"eR+ 
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The trivial solution (x(t,0,0), y(t,O,O» == (0, 0) of the DA system (2.1) is asymp-

totically stable with domain of attraction containing V;I(C g·o c go). 0 

As for time-invariant ODEs the condition on V(l.I) in Theorem 3 can be relaxed to 

provide a counterpart of the LaSalle invariance principle [4]. Let 

V(lllx,y) sOon g' G 

s = /(x,y) E Q" n Q' 0 : Va.I)(x,y) ;;; 0) 
Then it can be proved that trajectories approach the largest invariant set in S. Under 

Assumption A3, this is (0, 0). The conclusion of Theorem 3 remains unchanged. 

Remarks. 

(3.2) If Vis required to be decresent, i.e. V(x, y) < b(lI(x,y)11) on Q' G for some bE K, then 

the conditions of Theorems 2, 3 ensure uniform stability and asymptotic stability 

respectively. 

We can now rephrase a classic result due to Krasovskii in the context of DA systems: 

Theorem 4. Assume that (AI), (A2) and (A3) hold, and furthermore that 

A(x,y) : = (D,f)(x,y) - (D,f)(x,yXD.,gtl(x,yXD,g)(x,y) 

satisfies 

E 1+ AT(X,y) + A(x,y) S 0 

where Q' is an open connected subset of Q containing the origin. Under the 

assumptions (AI) to (A4) the trivial solution (x(t, 0, 0), y(t, 0, 0) = (0, 0) of the 

DA system (2.1) is asymptotically stable. 

Corollary 1. Under the assumptions (A1)-(A3) and if on some open set Q' G 

containing the origin there holds: 

(D-/)(x, y) = (D,g?(x,y) 

(D.,gXx,y) = (D,gt(x,y) > 0 

(D,f)(x,y) + (D,f)T(x,y) 2: d 

then the trivial solution (0,0) of the DA system (2.1) is asymptotically stable 

with domain of attraction Q G u Q o' . 

Remarks. 

o 

(el) 

(e2) 

(e3) 

o 

(3.3) Notice that the proposed Lyapunov function in general will not be positive definite 

inO. 

(3.4) In the event of multiple isolated equilibria (X"Yi) the above argument demonstrates 

that provided conditions (Al) to (A4) are met in appropriate sets Q'jQ, QiG (con· 

taining (XioY.» then the ~ Lyapunov function V = f(;c,y)f(x,y) can be used to 
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demonstrate uniform asymptotic stability of ea&h such equilibrium. This observa­

tion is essential when addressing set stability. 

(3.5) The stability condition of Theorem 4 is illuminated by closer connection with the 

local ODE description (3.1). Defining; 

h : K' .... K'; X"" hex) = j(x,u(x» , h E (;l(U) 

we see that, by virtue of assumptions (AJ), hex) = 0 in U iff x = 0, hence hT(x)h(X) is 

a positive definite function in U. Furthermore the Jacobian of h can in U be ex­

pressed as: 

(Dh)(x) = (D,f)(x, u(x» - (D1)(x, u(x»(D,gY'(X, u(X»(D,g)(x, u(x» 

and therefore satisfies by assumption (A4): 

f1 + (Dhl(x) + (Dh)(x) $ 0 

on some U' C U, 0 E U' C U, and for some E > 0 

which establishes uniform asymptotic stability for the trivial solution of (3.1). This is 

equivalent to Theorem 4. 

We now note that if condition (C3) is strengthened to make D1f(x,y) symmetric then 

(C1)-(C3) guarantee the existence of a scalar function V(x.y) such that: 

D,V(x,y) = j(x,y) 

D,V(x.y) = g(x,y) 

(3.2.1) 

(3.2.2) 

holds on g' G • Further Vis positive definite'in some neighbourhood of the origin with negative 

definite derivative in g' G • This observation makes it natural to proceea to study the DA ver­

sion of gradient systems [8]. The following result observes that conditions (3.2) can be relaxed 

in a useful way. 

Theorem 5. Suppose the assumptions (Al)-(AJ) hold and there exists a C1 

positive definite function V: K' x K" .... R such that on the open set 

g' G containing the origin: 

D,V(x,y) 

D,V(x,y) 

- H,(x,y)j(x,y) 

- H,(x,y)j(x,y) 

with H 1 positive semi-definite. Then the trivial solution ofDA system (2.1) is 

stable. 

(01) 

(D2) 

Rt:Jwu:Ir.: 

(3.6) There are opportunities to generalize conditions (01), D2). For instance, suppose 

(02) is replaced by 

D,V(x,y) = -g,(x,y) (D3) 

whereg(x,y) = gl (x,y) + g2(y). Then a result can be built around the Lyapunovfunc· 

tion 
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y 

VI(x,y) ~ V(x,y) + f g'f(;J)d", 

if 82 gives positivity of the integral term. 

Obviously, the choice H1 = I restores the gradient system case. Another interesting 

case is 

HI = (~-~) 
which corresponds to the Hamiltonian system: 

XI = D,H(XlhY);X2 = -D,H(x,.~);O = DJi(x,hY) 

Corollary 2. Suppose H: R"I x R"2 X If" .... R is C1, S.t. assumptions 

(Al}-(A2) are satisfied in Q' G containing the origin. Then the trivial solution 

(3.3) 

of system (3.3) is stable. 0 

4. WR'E - POSINIKOY TYPE RESULTS FOR DA SYSTEMS. 

In this section we consider the DA system's equivalent of the Lur'e problem [1] which is 

particularly relevant for the power system application discussed briefly in Section 6. 

Consider the DA system in the format 

X = Ax-Bh(Cx,y);O = g(Cx,y) (4.1) 

where A, Band C are real matrices of dimensions respectively nxn, nxp, pxn, B,C have full 

column rank and row rank respectively. h, g are C2 functions on some open connected set 

I\.cRPxIf": 

I\. = (u.y) f If": (u,y) = (Cx,y), (x,y) f Q C R" x If"1 

where Q is an open connected set in R" x If" containing (0,0). Thus we have 

We assume also that 

and that 

h:RPxIf" .... RP 

g : RP x If" .... If" 

rank (D,g (u,y» = m 

h f C2(I\.) 

g f C2(A) 

V(u.y) f A 

h(O,O) = 0 and g(0,0) = 0 

We have the following result: 

Theorem 6. Assume that the transfer function 

(N + Qs)C(sl-At'B 

is positive real, (for some real matrices N = /II' ~ 0, Q = QT ~ 0); that 

(A,B) is reachable and (C,A) observable, and that there is no pole zero cancel­

lation between (N + Qs) and C(sl-A)"'8. Assume further that 

(U) 

(L2) 

(1.3) 

(L4) 
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hT(Cx,y)NCx ;a: 0 on 0 0 

hT(Cx,y)NCx = 0 on 0 0 only if (Cx,y) = 0 

Assume that there exists a scalar function W(x,y) in C2(Q) such that: 

W : go x gn .... R ; (x,y) .... W(x,y), WE C>(O) 

DIW(x,y) = C"Qh(x,y) on 0 0 

D2W(x,y) = 0 on 0 0 

W is nonnegative definite on OG 
} 

Under the assumptions (Ll-L6) the trivial solution of the DA system (4.1) is 

asymptotically stable. 

5. APPLICATION TO POWER SYSTEMS 

(L5) 

(L6) 

o 

DA models for power systems arise from the inclusion of nonlinear load models [10, 5, 

2, 14). The functions f and g correspond to the real and reactive power equations in the usual 

load flow. From [2] we simply quote the model: 

y, = -SIP,(a"an V) - PM (5.1.1) 

a, = r, (5.1.2) 

0 = P/..a" an V) + Pd (5.1.3) 

0 = (Vr'lQ.(a" at, V) + Q.(V) (5.1.4) 

~ is the vector of load angles relative to a reference bus; 'Y is the vector of relative generator 

frequencies, Vis the amplitude of the bus voltages, P and Q refer to real and reactive powers. 

Subscripts g,l refer to generator, load buses in the network respectively. PM is the mechanical 

input power. Finally S = T ,M,IJi where M, is a diagonal matrix of inertia constants and 

T, a matrix with elements lor -1 used in forming relative angles. 

The powers p,. PI and Q. are given by p. = (PI' P,) and . 
P.i(a, V) = L VjV)jijsin(ai - aj) 

j- • 

. 
Q.la, V) = - L V;V,;Biicos(ai - a) 

J=l 

In arriving at the DA system (5.1) several assumptions and variable transformations 

are used; refer to [2] for the details. 

From [2] we see that under 'normal' operating conditions the DA model satisfies as­

sumptions (A 1) to (A3). The equilibrium (rr', a' ,JI' ) is given by 

r. = 0 

P.(a, V) - P = 0 

[VnQ.(a, V) + Q.(a, V)] = 0 

(5.2.1) 

(5.2.2) 

(5.2.3) 
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where P = (-Pd,PM). Equations (5.2) are the load flow equations. 

In the formulation of a stability result, it is convenient to use 

1 • • 
B(a, V) = -"2 L L V;V,;Biicos(aj - aj) 

;-1 j-l 

and then 

H(y"a, V) = ~f,S-'YI + B(a, V) 

It is easy to verify that DA system (5.1) can be rewritten as 

)0, = -SD,JI(y"a,,(ah V) + SPM 

a, = SD,H(y"a,,(a/, V) 

o = DJ/(y"a,,(abV) + [-[v]~~Iv)] 
Clearly, system (5.3) is a modification to the Hamiltonian form (3.4). 

Motivated by Remark (3.6), we consider 
v 

W(y"a, V) = H(y"a. V) - B(a! JI') + J1a/ - pT~I + f Q~(.u)[pr'dp (5.4) 

'" 

(5.3.1) 

(5.3.2) 

(5.3.3) 

From [2], we can show that W is positive definite in a neighbourhood containing the equilib-

rium point. Also we can verify that VcS.l1 = 0 everywhere. The following result can be stated. 

Theorem 7. Under normal operating conditions [2], the corresponding equi­

librium point (y,', a' , JI' ) satisfying (5.2) is stable (in the sense of Definition 

1). 

6. CONCWSIONS 

o 

This report has studied differential algebraic systems (DA) in the most simple situ­

ation where the algebraic constraints can be solved for the auxiliary variables as a function of 

the states in some neighbourhood. This enables arguments for ordinary differential equa­

tions (ODEs) to be employed once some care is taken of neighbourhoods of validity for mo­

dels and stability conditions to hold. Precise Lyapunov type stability concepts and results are 

briefly introduced and applied to some specific situations ending of generalized gradient and 

Hamiltonian systems. An interesting application is seen to be in power system stability. 

As indicated throughout. there is much scope for generalisations. Obviously, the 

smoothness restrictions on V can be relaxed along lines used in ODE results [4,11]. Relaxing 

the requirement that D2K has full rank allows for non-unique solutions, but stability analysis 

can still be carried out [11]. However, such extensions will bring all the peculiar behaviour of 

DA systems to the problem forefront [13], [9]. A further issue suggested by [5] is to study 

connections with a singularly perturbed ODE embedding the DA system. Of course it is de­

sirable to obtain methods for stabilising nonlinear DA ·systems via feedback. 
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FEEDBACK EQUIVALENCE OF PLANAR SYSTEMS 
AND STABILIZABILITY 

B. Jakubczyk and W. Respondek 

Abstract 

We consider local feedback equivalence and local weak feedback equivalence of 
control systems. The later equivalence is up to local coordinate changes in the state 
space, local feedback transformations, and state dependent changes of the time 
scale. We show that, under such equivalence, there are only five nonequivalent local 
canonical forms (some with parameters) for generic control-affine systems in the 
plane. For a more general class of planar systems, excluding only a class of infinite 
codimension, we propose a general normal form. A subclass of such systems, 
including all systems of codimension 3, can be brought to canonical forms. We 
examine stabilizability of each of these canonical forms under smooth feedback. As 
stabilizability under smooth feedback is invariant under weak feedback equivalence, 
this solves the stabilizability problem for the above mentioned class of systems. 

1. Introduction. 

Feedback transformations and feedback equivalence proved to be very use­
ful in analysis and design of nonlinear control systems. However, the feedback 
classification problem as well as the feedback equivalence problem are not well 
understood, in general (compare a discussion given in [11 D. In particular, func­
tional invariants should appear in normal forms, as the results of [11] (Proposition 
3.12), and [15] show. These invariants have not been constucted, so far, except of 
some regular (nonsingular) cases when the method of Cart an can be applied [9]. 
Most of the cases interesting for engineering are singular, however. There are only 
restricted classes of systems which are locally classified under feedback, like well 
known feedback linearizable systems (the Brunovsky classification). Some feed­
back classification results were recently given for quadratic systems [3] and planar 
systems with no singularities [10], and there is hope for further progress. 

For systems with sufficiently many controls a generic local classification under 
weak feedback equivalence, and under mild feedback equivalence, was proposed 
in [11]. We continue this analysis here for control-affine systems in the plane, 
with scalar control. We show that, generically, there are five nonequivalent local 
canonical forms, under feedback equivalence. Three of them have no parameters, 
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one has a scalar invariant, and one has a functional invariant. We also present 
a general normal form with functional parameters, for which genericity is not 
required. These functional parameters are also invariants in a sense which will be 
explained elsewhere. 

We use our feedback analysis of planar systems (Section 2) to study the prob­
lem of feedback stabilization in Section 3. The nonlinear stabilization problem 
is a crutial one in theory and applications of nonlinear control systems and has 
recently attracted a lot of attention (see e.g. [IJ, [2J, [4J, [6J, [12J, [13J, [14]), and 
various methods like center manifold, high-gain feedback, Lyapunov functions, 
zero dynamics, and others have been applied. We solve completely the problem 
of stabilization under smooth feedback for the class of systems described by the 

following condition: there exists a k ~ 3 such that 9 and ad!J are linearly inde­
pendent, locally. 

While working on this paper we received a very interesting study of 
Dayawansa, Martin, and Knowles [8J concerning stabilization of planar systems. 
Our stabilization results follow from their's (in fact, they prove much more). How­
ever, we are additionally able to give an invariant characterization of the cases 
considered and our analysis illustrates usefulness of our normal forms. 

2. Feedback equivalence and normal forms. 

We shall consider the following class of planar control systems 

E: i=J(z)+ug(z), zER2, uER, 

where the vector fields J and 9 are assumed to be of class Coo (for most problems 
cosidered here finite differentiability of an appropriate order is sufficient, also). We 
shall say that a system of this form is locally feedback equivalent to a system in the 
form 

E': i' = J'(z') + u'g(z'), z' E R2, U' E R. 

if there are local transformations of class Coo, 

z' = ¢(z), u' = a(z) + f3(z)u, (2.1) 

which transform the second system into the first (where a( z) and f3 i- 0 are smooth 
functions). We shall say that these systems are locally weakly feedback equivalent if 
they are equivalent up to the above transformations and a nondegenerate smooth 
change of time scale 

dt' = 'Y(z)dt, 'Y(z) > O. 

In other words, two systems represented by pairs of vector fields (I, g) and (I', g') 
are locally weakly feedback equivalent if the systems represented by the pairs 
("I J, 'Yg) and (I', g') are locally feedback equivalent, where "I is a suitable posi­
tive function of the state. Finally, if the function "I above satisfies the additional 
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constraint L 9 { = 0, then we say that the two systems are locally mildly feed­
back equivalent [11]. It is easy to see that weak feedback equivalence preserves 
stabilizability under smooth feedback. 

We shall consider our systems ~ around points Zo at which the vector field 9 
does not vanish, and we shall transform them to normal forms at the origin, i.e. 
we shall take ¢>(zo) = o. We denote z = (x, y). 

The following proposition is a reformulation of Theorem 3.4 in [11], and its 
proof is analogous to the proof of this theorem. 

Proposition 2.1. Any system ~ generic in the Coo Whitney topology is locally 
feedback equivalent, around any point at which 9 does not vanish, to one of the 
following systems: 

(a) x = y + 1, 11 = u, 

(b) x = y, 11 = u, 

(c) x = y2 ± 1, 11 = u, 

(d) x = y2 + Ax, 11 = u, A E JR, A i- 0, 

( e) X=y3+ xY + a(X),1I=U, 

where a is a smooth function and a(O) i- o. 
For any such system the following sets are smooth curves in JR 2 : 

51 = { z I f(z) and g(z) are linearly dependent }, 

52 = { z I [J,g](z) and g(z) are linearly dependent }. 

The feedback transformations (2.1) map these curves into corresponding ones de­
fined by the equivalent system, according to the formula 

Canonical form (a) appears at points outside both curves. Points in 51, at which 
51 is transversal to 9 lead to canonical form (b). Similar points in 52 lead to 
canonical form (c). Finally, isolated points at which the curve 51 is tangent to the 
trajectories of 9 give canonical form (d), and isolated points of tangency of 52 to 
these trajectories gives canonical form (e). The points of type (d) (of tangency of 
51 and g) coincide with the intersection points of 51 and 52. 

Above, and further, we use the Lie bracket of vector fields [f,g] = ~f - Mg. 

We shall also apply the usual notation adgf = [g, f], and ad:f = adg ad:-1 f for 
the iterated Lie bracket. 



450 

Remark 2.2. The function a can not be removed from the canonical form (e) as 
a functional (differential) invariant appears in this case. Informally, this invariant 
can be described as follows. There is a feedback u = o(z) which makes the curve 
8 2 invariant under the flow of the system E represented now by the vector field 
1+ og. This flow, restricted to 8 2 , defines a unique vector field F on 82 • Locally, 
around the points of tangency of 8 2 to g, there is also a second vector field on 82 • 

Namely, if 9 is made horizontal (of the form %y) and the x-coordinate of the 
curve 82 reaches a local maximum (or minimum) at a point zo, then the trajectories 
of 9 intersect 82 twice and so they define a local transformation (involution) of 
8 2 around this point. The image of F under this transformation gives another 
vector field on 82 • It is well known that two vector fields on R define a functional 
invariant. A detailed discussion of this and similar cases will be given elsewhere. 

For weak feedback equivalence the canonical forms (a), (c), and (e) are equiv­
alent to the form :i: = 1, if = u, so only three nonequivalent cases appear, and the 
parameter in (d) disappears. 

For nongeneric systems we have the following result. 
Theorem 2.3 If g(zo) =1= 0 and the system E satisfies the accessibility condition 

at Zo (equivalently, the Lie algebra generated by the vector fields I and 9 is of full 
rank at zo), then either I(zo) and g(zo) are linearly independent, and E is locally 
weekly feedback equivalent at Zo to the system: 

:i: = 1, if = u, 

or I( zo) and g( zo) are linearly dependent, and then E is locally feedback equivalent 
around Zo to the following system at the origin: 

where ao, ... , ak-l are smooth functions of x, ao(O) = ... = ak-l (0) = 0, and 

k ~ o. The number k is the minimal number r such that ad;+l/(zo) is linearly 

independent of g(zo). 
If all the derivatives of ao at zero vanish up to order q - 1 and the derivative 

of order q does not vanish, then we may take ao = €X q + cx2q - l , € = ±1, c E R, 
in the above normal form. 

If we replace feedback equivalence with weak feedback equivalence and, for a 
fixed i,j, 0 ~ i,j ~ k -1, the first nonvanishing (at zero) derivatives of ai and aj 
are, respectively, of order p and q, then, in the above normal form, we may take 

ai = €X p , aj = cxq , provided that p(k - j + 1) =1= q(k - i + 1). 

Proof. In the first step we choose local coordinates so that the vector field 
9 = %y. Then, after applying a feedback we can assume that 1= IlO/ox. In 
the case when I(zo) and g(zo) are linearly independent we may apply the change 
of time scale 'Y = (P )-1 which, together with a feedback transformation, gives 
the first normal form of our theorem. 

In the other case, we may assume that P(O) = O. Then, also, I(zo) = 0 
and from the accessibility rank condition at Zo it follows that there is a k such 
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that (ad!+l f)(zo) is linearly independent of g(zo). Let us fix such a minimal k 

(note that k is invariant under feedback equivalence). Then! = P(x, y)8/8x, 
where all the partial derivatives with respect to y of P vanish at Zo up to order 
k, and the derivative of order k + 1 does not vanish. Preserving this form of the 
system, we see that we still have freedom of using coordinate changes of the form 
x = ¢>(x), y = 'IjJ(x, y). Thus, Mather's theorem on versal unfoldings of functions 
of one variable (in our case y) is applicable here (cf. [5]) and we can transform the 
component P to the new form 

Changing coordinates, again, for x = x, y = (¢>'(¢>-l(x))l/(k+l)y, and applying a 
feedback transformation, we obtain our system in the desired normal form. 

If the function ao has the first nonvanishing derivative at 0 of order q, then 
there exists a change of coordinate x = ¢>( x) which transforms the vector field 
ao8/8x to the form (€X q + CX2q- 1 )8/8x. Applying the change of coordinates of 

the form x = ¢>(x), y = y(¢>'(¢>-1(x)))1/(k+1) and an appropriate feedback, we get 
ao = €X q + cx2q - 1 . 

Finally, if p(k - j + 1) =1= q(k - i + 1), then we can simplify the functions 
ai(x) = Ai(X)XP , and aj(x) = Aj(x)x q , Ai(O) =1= 0 =1= Aj(O), as follows. It is 
enough to find transformations x = ¢>(x) = <I>(x)x, Y = Q(x)y, and a time scale, 
such that the coefficients of P at yk+l, yi, and yj take the desired form, that is 

where 8 = sgn(Ai(O)) and € = sgn(Aj(O)). Finding ¢>', = Qk+l from the first 

equation, and substituting it into the other two equations gives that Qk-i+l Ai = 
<I>P8, Qk-j+l Aj = <I>q€. Thus, eliminating <I>, we get 

Putting Q into the above equations we find easily <I>, ¢>', and" which satisfy these 
equations. _ 

Remark 2.4. It can be shown that in the analytic case, and under proper 
assumptions, the functions al, ... , ak-l in the normal form in our theorem are 
invariants of feedback equivalence, modulo the action of a finite group. We plan 
to discuss this in detail in a future study. 

The following corollary follows easily from the above theorem. 

Corollary 2.5. Assume that !(O) = 0, g(O) =1= 0, and denote by k the minimal 

number such that g, and ad;! are linearly independent at the origin. Then, all 

systems ~ with k :S 3 (excluding a class of infinite co dimension) are locally weakly 
feedback equivalent around the origin to one of the following systems: 

( i) x = y, iJ = u, if k is equal to 1, 

( ii) if k is equal to 2, 
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or, if k = 3, to one of the systems 

(iii)' x=y3+0YXP+fXq, y=u, o,f=±1, p<q, if 3p#2q, 

( iii)" 
X=y3+ a(X)Y+fXq, y=u, where a(x)=A(x)xP, A(O) #0, if3p=2q, 

( iii)1II 

Note that the case q :5 p in (iii)' can be reduced to (iii)'" by taking OYXP+fXq = 
xq( f + oyxp - q) = xqQ, applying the time scale 'Y = Q-l, and introducing the new 

coordinate fj = yQ-l/3 and an appropriate feedback. 
Remark 2.6. In the above corollary some combinations of signs of 0 and f give 

equivalent systems. To eliminate this, the following combinations of signs should 
be taken only (they cover all the nonequivalent cases). In the canonical forms (iii)' 
and (iii)" one should take: 

if q = 2r, then (O,f) = (+,+) or (-,+), 

if q=2r+1, p=2£+1, then (O,f)=(+,+)or (+,-), 

if q = 2r + 1, p = 2£, then (O,f) = any combination. 

In the canonical form (ii) both signs of f should appear, as well as in (iii)'" with 
q odd (in the latter case f = +, when q is even). 

3. Stabilization. 

In this section we study the problem of feedback stabilization of ~, i.e. we 
seek for a feedback control u = a(z) such that the closed loop system 

it = fez) + g(z)a(z), (3.1) 

is locally asymptotically stable at an equilibrium Zo = (xo, Yo). We will solve 
completely the stabilization problem for a subclass of ~ described by Corollary 

2.5, i.e. in the case when there exists a k :5 3 such that 9 and ad:f are linearly 
independent at zoo For every such system, listed in Corollary 2.5, we determine 
whether or not it can be stabilized by a (smooth) feedback and, in the case of 
affirmative answer, we give an explicit formula for the stabilizing feedback. 

We want to emphasize that, given a system in the form x = h(x,y), y = u, 
stabilizability results presented below follow also from the deep study of Dayawansa 
et al. [8]. However, in the studied cases we provide an invariant characterization 
of stabilizability which is independent of particular coordinate representation and 
of the chosen feedback. For completness we give proofs which are simple in the 
considered cases. 
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We shall use the concept of center manifold [7] which can be briefly summa­
rized as follows (cf. also [1], [2], [6]) . Consider the dynamical system 

x = Ax + f(x,y), (3.2a) 

if = By + g(x,y), (3.2b) 

where x E R n , y E lRm , and A and B are constant matrices such that all the 
eigenvalues of A have zero real parts, while all the eigenvalues of B have negative 
real parts. The functions f and 9 are Cr , r 2 2, with f(O,O) = g(O,O) = 0 and 
1'(0,0) = g'(O,O) = 0, where I' denotes the Jacobian matrix of f. A manifold 
H = {(x,y) I y = h(x)} is called a center manifold if hissmooth, h(O) = h'(O) = 0 
and, moreover, H is a local invariant manifold of (3.2). 

Theorem 9.1 (a) There exists a local center manifold y = h(x), Ixl < 8, where 
h is of class cr. 

(b) Assume that the zero solution of the system 

tV = Aw + f(w, h(w)), (3.3) 

which governs the flow on the center manifold is asymptotically stable. Then the 
zero solution of (3.2) is asymptotically stable and, moreover, there exists a solution 
w(t) of (3.3) such that 

x(t) = w(t) + O(e--rt ), 

y(t) = h(w(t)) + O(e--rt ), 

where x(O) and y(O) are sufficiently small and I > 0 is a constant. 

(3.4a) 

(3.4b) 

Using this result we prove the following simple stabilization result for control 
systems of the form 

x = f(x,y), if = u, (3.5) 

where X,y E lR and f(xo,yo) = 0, l'(xo,Yo) = 0 (more elaborate results of this 
type are proved in [2], [14]). 

Lemma 9.2. Suppose there exists a function 9 E C r , r 2 2, such that the 
dynamical system x = f(x,g(x)) is asymptotically stable at Xo. Then there exists 
a feedback u = a(x, y) of class Cr - 1 such that the system 

x = f(x,y), if = a(x,y) (3.6) 

is asymptotically stable at (xo,Yo). 
Proof. Let us introduce the new coordinates x = x, y = y - g(x). In these 

coordinates (denoted again by x and y) our system (3.5) takes the form 

x=f(x,y+g(x)), y=u- ~~f(x,g(x)). (3.7) 

Put 
8g 

u = a(x,y) = 8x f (x;g(x)) - y, (3.8) 
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then the second equation of (3.7) becomes y = -Yo Therefore, the center manifold 
H is given by y = 0, with the flow on H governed by 

x = I(x,g(x)). (3.9) 

From the previous theorem we conclude that (3.8) asymptotically stabilizes (3.5) . 

• 
Let k denote the smallest integer such that g(O) and 00:1(0) are linearly 

independent. One can check by a direct computation that k is independent of 
the chosen weak feedback (0I,(3,"(). For k = 2 we define another invariant of mild 
feedback (i.e. when Lg"( = 0) as follows. There exists 01 such that the curve 
S2 = {z I det(adgl(z),g(z)) = O} is invariant under the flow of the smooth vector 
field 1+ OIg. This vector field clearly vanishes at (0,0) and its order, understood 
as the order of zero of the function (J + OIg)(t), where t parametrizes S2, gives a 
mild feedback invariant, denoted by q. Observe that we also get another invariant 
E, namely the sign of the q-th derivative at t = 0 of I + OIg. 

To illustrate the above definition consider the system x = y2 + EX q , Y = u 
(compare Corollary 2.5). We have S2 = {(x,y)ly = OJ. Therefore, 01 = 0 and we 
get that I + OIg restricted to S2 is EXq • 

We are now in a position to state our stabilizability result. Let k and the pair 
(q, E), when k = 2, be as above. 

Proposition 9.9. Assume that k ::; 3. Then E is stabilizable by a smooth 
feedback if and only if k = 1, or k = 2 and E = -1, or k = 3 and the linear 
approximation has no unstable uncontrollable modes. 

Proof. We use the classification obtained in Corollary 2.5. 
(i) It is a standard result from linear control theory that the system (i) is 

asymptotically stabilizable by a linear feedback u = k1x + k2 y, for suitable con­
stants kI, k2 • 

(ii) Case q = 2r, E = 1. It is obvious that this system can not be stabilized 
by any feedback, since x > 0 for x :I O. 

Case q = 2r, E = -1. We see that in this case Lemma 3.2 holds for g(x) = 
_xr + xr+l. Indeed, (_xr + xr+l)2 _ x2r = _x2r+l + x2r+2, thus X = g( x) _ x2r 
is asymptotically stable, and so is our system (ii). 

Case q = 2r + 1, E = 1. Observe that, if Xo > 0, then x > 0 and therefore 
x(t) > O. Then (ii) is not stabilizable by any feedback. 

Case q = 2r + 1, E = -1. In this case our lemma can be applied for g(x) = 0 
and thus a stabilizing feedback is simply given by u = OI(X, y) = -y (one can also 
observe that V = x2 + y2 is a Lyapunov function). 

(iii)', (iii)" Both cases, with q ~ 3 and p ~ 2, can be dealt together (observe 
that if 3p = 2q, i.e. when we are in (iii)", then automatically q ~ 3 and p ~ 2). 
It is always possible to choose g(x) = -Kx, K > 0, with K big enough, to 
ensure that I(x, g(x)) = (-Kx)3 - KOI(x)x + EX q = -Mx3 +o(x3), where M > 0, 
thus satisfying the assumptions of Lemma 3.2. Therefore, (iii)' and (iii)" are 
asymptotically stabilizable by the smooth feedback computed via (3.8). 

Case q = 3, p = 1. According to Remark 2.6 we can always put 6 = 1. 
Assume f = 1, then g(x) = _2x2 satisfies the assumptions of Lemma 3.2 since 
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(_2X 2)3 - 2x3 + X3 = _X3 + o(x3). In the case € = -1 the feedback u = -y does 
the job since g( x) = 0 satisfies the assumptions of Lemma 3.2. 

Case q = 2, p = 1. By Remark 2.6 we can consider only the case € = 1. If 
{j = 1, then g( x) = -x satisfies the assumptions of Lemma 3.2 and the flow on the 
center manifold is governed by :i; = _x3. If {j = -1, then we put g( x) = x + 2x2 and 
we obtain f(x, g(x)) = _x3 + o(x). Thus, in both cases the system is stabilizable. 

(iii)'" Case q ~ 3. We take g(x) = -2x which satisfies the assumptions of 
Lemma 3.2 (compare the case q ~ 3, p ~ 2 of (iii)'). 

Case q = 2. It is enough to consider only € = 1 (see Remark 2.6). To prove 
that the feedback 

(3.10) 

asymptotically stabilizes the system we shall consider the Lyapunov function 

We have that 11 = _(y3 +x2)2. Since V is positive definite and {( x, y) I y3 +x2 = O} 
is not an invariant set then, by LaSalle's theorem, the system fed by (3.10) is 
asymptotically stable. Observe the following interestintg property of the studied 
system. Consider the system :i; = x 2 + v3 evolving on JR, with control v appearing 
nonlinearly. Clearly, this system can not be stabilized by any C 1 feedback v = v( x). 
On the other hand, its dynamic extension :i; = x 2 + v3 , V = u can be stabilized, as 
we have just shown. For another example of this phenomenon see [2]. 

Case q = 1. If € = -1, then the system is clearly stabilizable by u = -yo 
The case € = 1 was considered in a pioneering paper by Kawski [12], where it is 
shown that the system can be stabilized by a Holder-continuous feedback (clearly, 
any C 1 feedback can not stabilize the system since its linear approximation has 
an uncontrollable mode associated with eigenvalue 1. • 

Observe the following interestintg property of the case (iii)"', q = 2. Consider 
the system :i; = x 2 + v 3 evolving on JR, with control v appearing nonlinearly. 
Clearly, this system can not be stabilized by any C 1 feedback v = v( x). On 
the other hand, its dynamic extension :i; = x 2 + v 3 , V = u can be stabilized, as 
we have just shown. For another example of this phenomenon see [2]. Observe 
the following interestintg property of the studied system. Consider the system 
:i; = x 2 + v3 evolving on JR, with control v appearing nonlinearly. Clearly, this 
system can not be stabilized by any C 1 feedback v = vex). On the other hand, its 
dynamic extension :i; = x 2 + v3 , V = u can be stabilized, as we have just shown. 
For another example of this phenomenon see [2]. 

To summarize, we see that (ii) is stabilizable if and only if € = -1, and 
asymptotic stability is achieved via Coo feedback in this case. Systems (iii)', (iii)" 
are always stabilizable via Coo feedback which guarantees existence of a center 
manifold with "cubic" stability on it. A similar situation holds for (iii)'" in the 
case q ~ 3 (i.e. stability due to existence of a center manifold with "cubic" stability 
on it). In the case q = 2 any center manifold can not be obtained, although 
existence of a stabilizing feedback can be shown using Lyapunov functions. The 
case q = 1, € = 1 is the most involved one. As shown by Kawski, continuous 
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stabilizing feedback exists, although any C t feedback can not do the job. We 
want to emphasize that this case is of codimension 3 i.e. it appears generically 
when systems with one parameter are considered. 
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TOPOLOGIGAL DYNAMICS OF DISCRETE-TIME SYSTEMS 
J. Tsinias - S. Kotsios -N. Kalouptsidis. 

Abstract 

In this paper necessary and sufficient Lyapunov-like 
conditions are presented for the absolutely asymptotic sta­
bility of discrete-time control systems in the vicinity of 
a compact set. 

1. Stability analysis. 

We consider discrete-time control systems 

x(n+l)=f(x(n) ,u(n)) ,nelN ={O,1,2, ... } 

X e X, u e ncJR.Q, 

on a locally compact metric space X with distance d(·,·), 

where the inputs u( ) take values on a connected subset n 
of m.Q,. We assume that the mapping f: X x n .... x is conti­

nuous. The reachable map of the system of x at time n is 

the multivalued map (m.m.)R defined as follows 

R(n,x)= {y eX: there are u(l), ... ,u(n) e n such that 

y = f( ... f(f(x,u(l)), u(2)), ... , u(n))} 

A m. m. F: (n, x) .... F (n,x) is called lower semicontinuous 

(L.S.C) on sc. X if for each (n,x) e IN x S, y e F (n,x) and 

sequence xi .... x, there is a sequence y i .... Y with y i e F (n, x) , 

~i=1,2, .••• F is called upper semicontinuous (U.S.C) on 

sex, if for each (n,x) e IN x Sj xi .... x and Yi e R(n,xi ) 

there is a sequence wi e R(n,x) such that d(Yi'wi ) .... O. 

As in the time-continuous case we can show that for 

each n e IN and xe X, R(n,x) is connected and R is L.S.C. 

on X. If further the map X 3 X .... f (x,u) satisfies a Lipschitz 

condition uniformly on u, then R is U.S.C. on X. 

We shall say that the m.m. r 1 = DR: 

DR(n,x)= {y e X: there exist sequences xi .... x, yi .... Y with 

Yi e R(n,xi)} 

is the prolongation (of R) of order 1 • The transitized map 
of order 2 is the m.m. R2 = 'Z'r 1 : 

457 



458 

r1(n,x)={yeX: 3 n1,n2,···,nkelN and x2"",xk_1 e X 
k 

such that i~l ni=n and y e r1(nk'xk), xk e r1(n k_1, xk_1),···, 

x2 er1(n1 ,x)} 

Example 1. 1 • 

We can easily evaluate that for any n e~, R(n; (x1 ,O) ')= 

o e 1R2, whereas R2 (n; (x1 ,O) ')=[-2-n x1 , 2-nx1J x {O}. 

As in the continuous - time case [1-4J higher order 

prolongational and transitized maps are defined by induction 

on the set of the ordinal numbers. Let a be an ordinal number 

and suppose that rS and RS have been defined for all S<a. 

Then Ra = u{'rr S' S<a} and r a=DRa are the transitized and the 

prolongational maps of order a respectively. Similar to the 

continuous-time case we have the following result. 

Proposition 1.2. 

(i) rSC:::RaCra' 

For any ordinal a 

¥S<a 

(ii) Ra is transitive and r a is cluster, namely't Ra = Ra 

and Dra =ra 
(iii) r y = Un s' S<y} = Ry ' where y is the first uncountable 

ordinal nurnber. 

def 
In the sequel we denote r ry = Ry ' Obviously r is the 

smallest transitive and cluster m.m. which contains R. Fur­

thermore,if we assume that R is U.S.C. on X,then r =clR. 

Let M be a compact subset of X and a an ordinal number. 

M is called a-stable if for any neighborhood U of M there is 

a neighborhood W of M with Ra(n,w)c.u, ¥ n e IN. M is 

called a-uniform attractor if for any x near M and for any 

£>0 there exist a 0>0 and an integer N such that 

Ra(n,S(x,o))CS(M,£), -¥-n ~ N 

where S(x,o)={y eX: d(x,y)<o} and S(M,£)={ye X: d(y,M)<d 

M is called absolutely asymptotically stable (A.A.S.) if it 

is Y-stable and a y-uniform attractor. M is called a-positi­

vely invariant (a-p.i.) if 



459 

Ra (n,M) C M; V n e IN. 

Similar to the continuous-time case [3,4J we can establish 
the following proposition. 

Proposition 1.3. Suppose that M is a compact subset of X 

which is A.A.S. and r is L.S.C. on X. Then 

(i) There exists a fundamental system of neighborhoods Wi 

of M that are y-p.i., namely r(n,Wi)CWi , V n e IN, 

i=1,2, ... 

(ii) r satisfies the semigroup property: 

r(n1,r(n2 ,x» = r(n1+n2 ,x}, V n1,n2 e IN 

and for any x near M. 

Let M be a corrpact subset of X. A Lyapunov function of 

M is a continuous real function ~ defined on a neighborhood 

W of M such that 

(i) ~(x)=O for x e M and ~(x}>O for x e W-M. 

(ii) ~(f(x,u»~ ¢(x), for any u e n and x, f(x,u) e W. 

A strong Lyapunov function W of M is a Lyapunov fun­

ction such that there exists a strictly increasing conti­
nuous real function c: ~+ + ~+ with c(O}=O and 

~(f(x,u))~ ~(x)- c(d(x,M)). ¥ u e n, x e W 

Theorem 1.4. Let M be a compact subset of X, that has a 

Lyapunov function ~ defined on S(M,o), 0>0. Then for any 

ordinal a 

(i) There exists an open neighborhood 0::» M which is a-p.i. 

and a positive A with sIM,A] COso that ¢ (y}:::~ (x) for 

any y, x eO, yeRa(n,x), n e IN. 

(ii) M is a a-stable and a-p.i. 

(iii) There is a fundamental system of a-p. i. open neigh­

borhoods On of M and a fundamental system of a-p.i. 

closed neighborhoods Wn of M and a sequence {An}' An>O 

with S[M,An]C:0n and S[M,An1cwn. 

Proof: Let u e n. By continuity of f there is a neighbor­

hood V of M such that f(V,u)c:S(M,o). Let 0<£<0 such that 

S(M,£} C V and m=inf{<P(x) ,d(x,M»£, XE S(M,O} L Obviously 

m>O. LetO ={xe S(M,£) :~(x)<J.i.<:rnk.V. Then 0 is 1-p.i. Indeed, 

if this was not true, R(J1.,x) cJ 0 for some x e ° and J1. e IN. 
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Let k be the first time for which R(k,x)¢ 0 and so R(m,x)c 0, 

Vm < k. We distinguish two cases. The first is R (k, x)n 0 7'- <p. 

By the connectedness of R(k,x) there is y e R(k,x)n ~ 0 and 

z e 0 such that yeR(1,z). If z eM we have <P(Y):::<P(z),<p(z)=O 

and so <p (y) =0 which implies y eMc 0, a contradiction. If 

z e O-M then <p (y):o<P (z) <].J<m. But m>£ ,thus yeo , a contradi­

ction. The other case is R (k, x) c X-O and R (k-1 , x)c 0 CV. 

Let z eR(k-1,x). Then y= f(z,u) eR(1, R(k-1,x»=R(k,x) and 

y e S(M,o)e 0 and so R(k,x)(l 0 'I <p,which is a contradiction. 

The rest of the proof follows similar to the continuous-tUre 

case [4]. 

Theorem 1.5. Let M be a conpact subset of X. 

(i) If M has a strong Lyapunov function, then it is A.A.S. 

(ii) Conversely, if r is L.S.C. (or R is U.S.C.)on a 

neighborhood of M and M is A.A.S., then M has a sboong 

Lyapunov function. 

Outline of the proof (i) If M has a strong Lyapunov fun­

ction ~ then by Theorem 1.4 M is y-stable. To establish 

that M is a y-uniform attractor we proceed as in Theorem 

19 [4] . In particular we consider a y-p.i. neighborhood 0 

of M and for any £>0 such that S(M,£)c 0 we consider the 

y-p.i. neighborhood P of M defined as P ={x e S(M,£/2): 

~(x)~m/3}, where m=inf {~(x): d(M,x):£/2}. Let u>O such 

that S(M,u)c P . Using an induction argument on the set of 

the ordinal numbers we can show that 

~(y) S ~(x) -nc(U) 

for all y e r(n,x), y, x e G ~. o-P. To complete the proof 

if suffices to prove that for each x e 0 there is N e IN and 

0>0 so that r(n, S(x,o»c PCS(M,£), ¥n~N. Indeed, if this 

is not true there are two possibilities. First there are 

Xo e G, sequences Xi e G with Xi .... xo ' n i e IN with ni++o> and 

Yier(ni,xi) with Yie P. Since YieG,we have ~(Yi):5.~(xi) -

nic (u), Vi, a contradiction since c(u»O, n i .... +co and ~(Yi)~O. 

The other possibility is Xo e P. In this case we define 

p'={xeS[M,£/2]:~(x)<m/2}, which is a y-p.i. neighborhood 

of M and pcp'c S(M,£). Thus there is 0>0 such that 

S(xo,o)c.P' and r(n,S(x,y»cr(n,P')CS(M,£) for each 

n~/N=O. 
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(ii) Assume now that r is L.S.C. and M is A.A.S. We define 
t(n,x) = sup { d(y,M), Y e r(n,x)}, 

CP(x) = sup {R-(n,x), n e IN} and 

u(n,x) = sup { CP(y) , y e r(n,x)}, n e IN. 

As in the continuous - time case we can show that since r 

is cluster and L.S.C., then for any n e IN the functions 

R-(n,x) and u(n,x) are continuous for every x belonging to a 

neighborhood 0 of M and cP is a Lyapunov function of M. Fur­

thermore we can establish the following properties 

u( 0, x) >0, \/'x' e O-M, 

u(n,x) =0, \/'n e IN and x eM, 

u(n,y).:::;u(n+m,x) , \/'n, m e IN, y e r{m,x) , y,x eo 

and there exists a positive strictly increasing real fun­
ction a.: IR+ ... IR+ such that 0.(0) =0 and 

a.(d(X,M» ~CP(x), \/'x e o. 

Finally A.A. stability implies the existence of a strictly 
increasing real function G: R+'" IR+ , G(O) = 0 such that 

the function 

<p(x) def. 
00 

E 
n=O 

G(u(n,x» 

exists and is continuous and positive definite locally 

around M. Furthermore for each y=f(x,u), u e n we have 

00 00 

<p(y) = L G(u(n,y»< L G(u(n+1,x» = L G(u(n,x» = 
n=O - n=O n=1 

<p(x)~(u(O,x»~<p(x)- G(CP(x» < <p(x)- G(a.(d(x,M») 

Therefore <p is a strong Lyapunov function with c=Goa. 

Example 1.6. We can easily establish that the map <P(x)=X;+~, 
x=(~ '''2)' e /R2 is a strong Lyapunov function of 0 e 1R2 for 

the planar control system of the example 1.1. Therefore 

o e 1R2 is an A.A.S. equilibrium. 
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2. Applications. 

The theory we developed is applicable to several pro­

blems in control theory as the stabilization in the pre­

sence of disturbances, observer design etc. In this section 

we shall state without proof a theorem that provides a suf­

ficient Lyapunov condition for the output feedback stabili­

zation of discrete-time systems in the presence of distur­

bances: 

x(n+1) 

x e X = IRn, 

f(x(n), u(n), w(n» 

y(n) = h(x(n» , 
k 9., 

y e IR , u e nc'IR , w e 

n e IN 

W c::. 1R9." 

where u represents the input by means of which we can sta­

bilize the system, w is the disturbance and y is the output 

of the system. The mappings f(·,·,·) and h are continuous 

with f(O,O,w) = 0, Vwe Wand h(O)=O. Further h is Lipschitz 

continuous and an open mapping. We assume that 

(A1) There exist continuous mappings F and G and a 

positive constant k>O with 

Ilf(x,u,w)-F(x,w)-G(x,w)u II~ k Ilu 112 

for any (x, u) near zero and w e W. (II II denotes the 

usual Euclidean norm) . 

(A2) There is a continuous real function V:X ~ such that 

(i) V is convex and Lipschitz continuous on a neighborhood 

of zero. 

(ii) V is positive definite, that is V(O)=O and V(x»O for 

xt-O near zero. 

(iii) There are positive real constants 0<9.,<1 and M>O such 

that for any y near o e IRk there is u e n with, 

Ilull < M II y II 

and 

V(F(x,w) + G(x,w)u) ::: V(x)- 9.,11 x II 

for any Ot-x e h- 1 (y) near zero and for all w e W. 

(A3) W is compact and n contains 0 e (R9.. 

Theorem 2.1. Under the assumptions (A1), (A2) and (A3) 

exists a Lipshitz continuous output feedback law ~: IRk + n 
such that V is a strong Lyapunov function of 0 e X for the 



463 

resulting system 

x(n+1) = f(x(n), w(h(x(n»), w(n» 

and so 0 e X is an A.A.S. equilibrium. 

The proof of the previous theorem as well as further 

results concerning the stabilization problem of discrete­

time systems will presented in [5 ] . 
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ANOTHER APPROACH TO THE LOCAL DISTURBANCE DECOUPLING PROBLEM 

WITH STABILITY FOR NONLINEAR SYSTEMS. 

Leo van der Wegen 

Abstract 
The local disturbance decoupling problem with stability is the problem 
of finding a regular state feedback such that for the feedback system 
the outputs are decoupled from the disturbances and the equilibrium x. 
is locally exponentially stabilized. A crucial role in the solution of 
this problem is played by a distribution that is in some sense the 
smallest locally controlled invariant distribution containing the 
disturbance vector fields. Essential in order that the problem is 
solvable is that the drift dynamics restricted to the leaf of this 
distribution through xe is locally exponentially stabilizable. 
Conditions for solvability of the local disturbance decoupling problem 
with stability for a nonlinear system are given in terms of conditions 
for the linearization of such a system around x •. 

1. Introduction 

In [6] and [7] the local disturbance decoupling problem with stability 

(LDOPS) is considered for the class of affine nonlinear control systems 

having x = 0 as an equilibrium of the drift dynamics. The LDDPS is the 

problem of finding locally around x - 0 a regular state feedback such 

that after feedback the disturbances do not influence the outputs and 

x = 0 is a locally exponentially stable equilibrium of the modified 

drift dynamics. Loosely speaking, the LDDPS is solvable if and only if 

the disturbance vector fields are contained in ~;, the largest locally 

controlled invariant, exponentially stabilizable distribution contained 

in the kernel of the output mapping. This result very much resembles 

the solution of the DDPS for linear systems. However, a drawback of 

this method is that the 

analytically. 

distribution ~* s is hard to calculate 

Therefore, we propose another method here to solve the LDDPS. We define 

the smallest locally controlled invariant, involutive distribution 

(De). contained in the kernel of the output mapping h that contains the 
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disturbance vector fields e and the largest local controllability 

distribution~· in ker dh. 

Then. under some technical conditions. the LODPS is solvable if the 

dynamics of the system restricted to the leaf Lo of (D.). through x = 0 

can be stabilized exponentially. This is shown is section 2. In section 

3 we give (under technical conditions) necessary and sufficient 

conditions for the solvability of the LODPS for a nonlinear system in 

terms of solvability of the DDPS for its linearization around x = 0 and 

the distribution (D.) •. 

2. The local disturbance decoupling problem with stability 

Consider the analytic control system 

m r 
- f(x) + g(x)u + e(x)d :- f(x) + L L 
- h(x) • 

i. 
y E IR • 

i-I i-I (2.1) 

with f(O) - o. h(O) - 0 and dim Sp{gl •...• &m} - m on a neighborhood 00 

of x - O. We give the exact problem formulation now. 

The local disturbance decoupling problem with stability (LDDPS) for 

(2.1) is defined as follows: 

Find -if possible- a locally defined feedback 

(2.2) u = a(x) + P(x)v. a(O) - O. P(x) invertible on 00 

and an involutive locally controlled invariant distribution Do contained 

in ker dh. such that 

(2.3) (f+ga.Do] C Do. [(gP)i .Do] C Do. i = 1 •...• m. e j E Do. j = 1 ....• r 

and x - 0 is a locally exponentially stable equilibrium of the drift 

dynamics x - (f+ga)(x). i.e. a(8(!:ga)(O» C t-. the open left-half 

plane. 
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Notation 

By land gi' i-I, ... ,m we will denote the vector fields f + ga and 
m 

(gil) i-I gj.8i j' Moreover, the second and third condition in (2.3) 
j-l 

will be abbreviated as [g,81 C 8 and e E 8. 

Let 8* denote the largest locally controlled invariant distribution in 

ker dh (which is by definition involutive) and assume that 

(AI) e E 8* 

(A2) 8* constant dimensional on 0 0 . 

Note that (AI) implies that the local disturbance decoupling problem 

(LODP) is solvable. Let ~* denote the largest regular local controlla­

bility distribution contained in ker dh (see [41). Suppose that the 

feedback (2.2) is such that [l,8* 1 C 8* and [g,8* 1 C 8* and that (AI) 

and (A2) hold. We define a distribution D!'& now by the following 

algorithm. 

Algorithm 2.1 

1. Do:- sp{ei , i-I, ... ,rl + ~* 
m 

2. ~+l:- Dk + [l,~1 + L [gi,Dkl 
i-l 

Assume that 

(A3) the distributions ~ have constant dimension on 0 0 for all k. 

Then the algorithm stops after k* < n steps. 

involutive closure of ~*. Suppose that 

(A4) D!'& is constant dimensional. 

Let denote the 

Note that D!'& is contained in 8* and locally controlled invariant. 

The following theorem holds. 

Theorem 2.1 

Assume that (AI) (A4) hold. Then D;'& is the smallest constant 

dimensional involutive, locally controlled invariant distribution 

contained in the kernel of the output mapping h that contains ~. and 

the disturbance vector fields e. 

Proof 

Since D;'8 and 8* are involutive and constant dimensional, 

a 

8* 

coordinate transformation z - z(x) such that 
a a 

sp{---a '-a--l. In these coordinates system (2.1,2) has 
Zl z2 

there exists 
a 

D = sp{azl, 
1 

the following 
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form: 

Zl 11(Zl,ZZ,Z3) + gl1(Zl,ZZ,Z3)V1 + gZl(Zl,ZZ,Z3)VZ 

(2.4) 

+ e 1 (Zl'Z2 ,z3)d 

+ gZZ (zz • Z3 )vz 

+ gZ3 (Z3 )VZ 

where G Sp{gl •...• g",l. G n fl* = Sp{gl) = Sp{gl •...• g.) and 

fl* n sp{gZl - O. Then dim sp{g:3 •...• g!:.1 = m-s. Hence any additional 

feedback v = a(z) + "/J(z)w with a(O) - 0 and .B(z) invertible on 0 0 

applied to (2.4) such that fl* is invariant under 1 + ga and g.B fulfills 

the condition Vz - a2(z3) + .BZZ(Z3)wZ' This implies that application of 

such a v to (2.4) does not influence the structure of the equations 

(2.4). In other words. the distribution D!·8 is invariant under t + ga 

and SlJ and contains e and ~*. Hence if the smallest involutive 

distribution with these properties (D!+ga,g.B) is constant dimensional, 

then it is contained in D!·8. By converting arguments it follows that 

So the distribution D!·8 is independent of the 

feedback (2.2) as long as (2.2) is such that fl* is invariant under f 

and g. Suppose now that fl is a constant dimensional locally controlled 

invariant involutive distribution in ker dh containing e and ~.. Assume 

that fl is invariant under t and g. but fl" is not. Since fl C fl" and both 

distributions are constant dimensional and involutive 

coordinate transformation Z = z(x) such that 

there exists a 
a 

fl = sp(az-)' 
.* _ (a a 1 M h' f db k 
L> sp -a-'-a-' oreover. t ere eXlsts a ee ac 

Zl Z2 

_ _ 1 

V = a(z) + fi(z)w 

with a(O) - o. "/J(z) invertible on 00 such that fl and fl" are invariant 

under I :- 1 + ga and g :- SlJ and a1! = .E!.. and ..£i = aazg (see [5]). _ _ aZ 1 aZ1 aZ1 1 

Since fl is invariant under 1 and g and contains e and ~'. it is obvious 
:::::: = 

that if D!'8 is constant dimensional. then it is contained in fl. 0 

Corollary 2.1 

Under the assumptions (Al) - (A4) there exists a uniquely defined 

smallest constant dimensional. involutive. locally controlled invariant 

distribution in ker dh that contains e and ~". It will be denoted by 

(D.)* . 
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The solution of the LOOPS is given by: 

Theorem 2.2 

Assume that (AI) - (A4) hold. Suppose that the drift dynamics on La' 

the leaf of (D.). through x - 0, can be stabilized exponentially and 

that the linearization of the dynamics of the system (2.1) modulo (D.). 

is stabilizable. Then the LOOPS is solvable. On the other hand, if the 

LOOPS for (2.1) is solvable by making a constant dimensional 

distribution l!. invariant, then the drift dynamics on the leaf of l!. 

through x = 0 can be stabilized exponentially and the linearization of 

(2.1) modulo l!. is stabi1izab1e. 

The proof of this theorem is straightforward and will be omitted. In 

case ~. equals the zero distribution, the drift dynamics on La is fixed 

(see [3]). In order that the LOOPS is solvable, this dynamics has to be 

exponentially stable. In case~· ~ 0 the dynamics on La, the leaf of~· 

through x - 0 can be stabilized exponentially if the linearization of 

the system restricted to ~. is stabilizab1e. 

Remark 

Our results generalize similar ones developed in [1] for linear systems 

in order to evade the explicit calculation of V:, the largest 

stabi1izab1e controlled invariant subspace in the kernel of the output 

mapping (see [8]). 

3. Disturbance decoup1ing with stability for a nonlinear system and 

for its linearization around an equilibrium 

Consider the analytic control system (2.1) and its linearization around 

the equilibrium x - 0 

Cz 

af 
A = ax(O) , B = g(O) , 

C _ ah(O) 
ax 

E e(O) Az + Bv + Ed , 
(3.1) 

Define characteristic numbers Pi (x) , i = 1, ... ,1 for (2.1) as follows: 

Pi (x) is the smallest integer such that Lg L~h(x) = 0, k < P (x) and 
pex) LgLf h(x) ~ O. Assume that 
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(AS) the characteristic numbers Pi(X). i - 1 •...• 1 are finite and 

constant and equal to Pi on 00 and the decoup1ing matrix A(x) 

has full row rank on 00 • 

Here the decoupling matrix A(x) is defined by (A(x» i j : - L L~i hi (x) 
8j 

(see [4]). Under this assumpti~n the characteristic numbers of (3.1) 

are equal to those of (2.1) (see [2]). If. moreover. [f .A* 1 C A* and 

A·(O) is identified with a subspace of ~n. then A"(O) = V* and 

AV· C V·. where V· denotes the largest controlled invariant subspace in 

ker C. Suppose now that the feedback 

(3.2) u - a(x) + P(x)w. a(O) - O. P(x) invertible on 0 0 

and the locally controlled invariant invo1utive constant dimensional 

distribution A solve the LODPS for (2.1). Then the disturbance 

decoupling problem with stability (DDPS) for (3.1) is solved by the 

linearization v - Fz + Gw of the feedback (3.2). It follows from 

u( (A+BF) I A ) c (:- and (D.)" (0) C A(O) that (D.). (0) C V; (the largest 
.. (0) 

stabi1izab1e controlled invariant subspace in ker C). A partial 

converse of this assertion can be proven. 

Theorem 3.1 

Consider system (2.1) and its linearization (3.1). Suppose that (A1) -

(AS) hold. Assume that 

(A6) im E C V; . 
(A7) the linearization of the dynamics of (2.1) modulo (D.). is 

stabilizab1e. 

(AS) ~. is constant dimensional on 00 and the linearization of the 

dynamics on~· is stabi1izab1e. 

The the LODPS for (2.1) is solvable if (D.).(O) C V;. 

Proof 

First. consider the case m - 1. Then r - O. Suppose that (3.2) is a 

feedback that leaves A· and therefore also (D.)* invariant. Let Lo de­

note the leaf of (D.). through x - O. It follows from (D.).(O) c V: 
that the linearization (A+BF) of (f+ga) IL fulfills 

(D.).(O) 0 

u( (A+BF) I (D.). (0» C C-. Consequently. the drift dynamics of (2.1. 3.2) 

restricted to La is exponentially stable. the LODPS is solvable now by 

(A7). 
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Now consider the general case, It can easily be seen that 

dim :1'* 2: dim 3{* and 3{* c :1'* (0) , where 3{* denotes the largest 

controllability subspace in ker C (see [8). Without loss of generality 

the drift dynamics of (2.1) on the leaf Lo of :1'* through x - 0 can be 

stabilized exponenti~lly by a feedback (3.2) that leaves /1* and thus 

(D.)* and:l'* invariant (see [5). The rest of the proof goes along the 

lines of the m - i case. o 

Remark 

The results in this section show that under technical conditions the 

LODPS for the static decouplable nonlinear system (2.1) is solvable if 

and only if the following three conditions hold (i) the LODP for (2.1) 

is solvable, (ii) the DDPS for its linearization (3.1) is solvable and 

(iii) (D.)* (0) c V; . 

Example 

Consider the system (2.1) with 

(3.4) f(x) 

Since <dh,g2>(x) = 1, it follows that p - 0 and A(x) has full row rank . 

• * ( a a)... d f d d . 
u - sp -a--"" '-a-- ~s ~nvar~ant un er an g an conta~ns e. 

Xl X 4 a a a a 
Furthermore, :1'* - sp{-a--'-a--) and (D.). - sp{-a--" "'-a--) are constant 

~ ~ ~ ~ 
dimensional. The linearization of (2.1, 3.4) around x - 0 is given by 

(3.1) with 

(3.5) 

2 1 0 0 
o -1 0 0 

A - 0 0 -1 0 
000 3 
o 0 0 0 

o 1 
o 0 
o , B = 1 
3 0 
4 0 

o 
o 
o , C - (0 
o 
1 

o o o 

1 
1 

1), E - 0 
o 
o 

Note that V; - sp{el ,e2 ,e3 ) and that (3.1,5) is stabilizable, hence the 

DDPS for (3.1) is solvable. By applying the feedback 



472 

(3.6) 

the system (2.1, 3.4, 3.6) is such that the drift dynamics (f+ga)I is 
Lo 

locally exponentially stable. Since the linearization of this system 

modulo (De). is controllable, the LDDPS for (2.1, 3.4) is solvable. 
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STABILIZATION OF NONLINEAR SYSTEMS AND COPRIME 
FACfORIZATION 

M.S. VERMA and THO PHAM 

In this paper, the problem of constructing a right coprime factorization of a system is 

considered. The approach is based on the concept of right-coprime ness introduced recently 

and on a stabilizing state feedback. Since our approach does not require construction of 

solutions to a Bezout identity, the construction of a stabilizing output injection is not 

needed. Some relationships between the existence of stabilizing output feedbacks and 

solutions to Bezout identities for (time-varying) linear systems are discussed and a 

development of left-coprime factorization of a nonlinear system is presented. We also 

prove that the existence of two coprime factorizations will imply the existence of the other 

two when the plant and the controller are both linear and the unity feedback system is finite­

gain stable. 

I. Introduction 

One of the main problems in the theory of coprime fractional representations for 

nonlinear systems is how to construct these factorizations. The approach employed in this 

paper follows from the work of Verma [6]. In [6], the concept of right-coprimeness for a 

system is seen as the set of all stable input-output pairs, i.e., the graph of a system. In the 

following section, we consider the problem of constructing a right-coprime factorization 

(r.c.f.) for a system. We first construct an r.c.f. for a finite-dimensional linear time­

invariant (FDLTI) system in a state-variable description by finding its stabilizing state 

feedback. Then this approach is extended to nonlinear systems. In section 3, we then 

develop a framework of left-coprime factorization (I.c.f.) for nonlinear systems similar to 

r.c.f. developed in [6] and discuss the relationships between coprimeness and stabilizing 

output feedback of a (time-varying) linear system We also prove that the existence of two 

coprime factorizations will imply the existence of the other two when the plant and the 

controller are both linear and the unity feedback system is finite-gain stable. Finally, we 

present some concluding remarks in section 4. 
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II. ReF Construction of A System 

As developed in [6], we view stable systems as those that take a class of inputs 

designated as stable into a class of outputs also designated as stable and unstable systems 

as those that may take only some, but not all, stable inputs into stable outputs. Let U be a 

space of inputs and V be a space of outputs, both assumed to be linear vector spaces, and 

let G: U ~ V be an input -output map which describes a physical system of interest. Let Us 

U and V s V be subspaces of U and V representing stable inputs and outputs, respectively. 

We say G is stable if GUs Vs. Given a mapping G, which is not necessarily stable, we 

denote 

Do(G) = {u E Us: Gu E Vs} 

Ra(G) = (Gu: u E Do(G)} 

Graph(G) = {[Gu ul': u E Do(G)}. 

Depending on the context, the space LP will consist of vector-valued or scalar-valued p­

integrable functions defined on IR+, l:S;p:S;oo. In our framework, U and V can be thought 

as lJle and Us and V s can be thought as LP. A mapping G: U ~ V is said to be bounded on 

its domain if there exists a real constant 0 < k E IR+ such that IIGull :s; kllull for all u E 

Do(G) and II . II denotes some appropriate norm. IIGII is defined as the infimum of all such 

k's. G is finite-gain stable if G is stable and IIGII is finite. In order to construct an r.c.f. 

for a nonlinear system based on its graph, we first construct an r.c.f. of a causal FDL TI 

system. We then later extend this approach to a class of time- varying nonlinear systems 

considered by Desoer and Kabuli [1] with some additional assumptions. 

Theorem I If a causual FDL TI system realized in a state-variable description is 

stabilizable and detectable, then its r.c.f. can be obtained from its graph and stabilizing 

state-feedback. 

Proof: Let G(s) be the rnxn proper rational transfer martrix of a causal FDLTI system 

with the following stabilizable and detectable state-variable description 

x = Ax + Bu, x(O) = 0 (2.1) 
y = ex + Du (2.2) 

Let F be a constant matrix such that all the eigenvalues of A + BF are in the left-half plane. 
Let 

u =Fx +v (2.3) 
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be a state feedback to the system (2.1) - (2.2). Then the resulting system is 

x = (A + BF)x + Bv 
Y = (C+DF)x+Dv 

(2.4) 
(2.5) 

Let D(s) be the transfer matrix of the system (2.3) - (2.4) with input v and output u and 

N(s) be the transfer matrix of the state-variable realization (2.4) - (2.5) with input v and 

output y. The validity of the fractional representation G(s) = N(s) D-l(s) is obvious. Let U 

= L2e, V = L2e, Us = L2, andVs = L2. Also let G(s) be viewed as a mapping (denoted G) 

from U to V in terms of a convolution integral representation [3,10]. Note that this 

mapping can also be represented by (2.1) - (2.2) since the initial condition on the state x is 

zero. Similarly, N(s) and D(s) are viewed as the mappings N: U~V and D: U~U, 

respectively. From (2.3), it follows that if v eo Us, then either u or x must be unstable 

since F is a constant matrix. If u belongs to Us and x is unstable, then we have y in V -
Vs by (2.2) and the detectability of (A,C). Hence when v eo Us, either u or y is unstable. 

From [6], we know that G = ND-l is an r.c.f. over the space of stable maps. By 

construction, N,D, and D-1 are causal, Nand D are finite-gain (f.g.) stable. Since N(s) 

and D(s) do not have common zeros on the jw-axis, we have a r.c.f. over the space of 

causal and f.g. stable maps [6]. Q.E.D. 

B&mm:.k: Note that the right-coprimeness of N(s) and D(s) is proved in [5,9] in terms of 

solutions to a Bezout identity. However, the construction of solutions to the Bezout 

identity requires the construction of a stabilizing output injection matrix for G(s). This 

operation is in addition to that of finding the state feedback matrix F and amount to 

obtaining a left coprime factorization ofG(s). 

Since the idea of constructing r.c.f. for G(s) is based on its state-variable description, 

this approach of constructing r.c.f. may extend to nonlinear systems. Starting from a state 

variable description 

x = f(x,u,t), x(o) = Xo 
y = g(x,u,t) 

(2.6) 
(2.7) 

of a nonlinear system [8], it may be possible to utilize the state-feedback configuration and 

construct an r.c.f. for the corresponding input-output map by finding a stabilizing state­
feedback u=k(x,v,t): LJle x LJle xI~~LJle for the system. Before proceeding to construct 

an r.c.f. for a nonlinear system, we need to obtain a notion of detectability in terms of its 

input and output. Motivated by the proof of Theorem 1, we introduce the following 

definition of input-output detectablity. P is said to be input-output detectable if u E Us and 



476 

Y E Y s imply that x is stable and there exists a constant ~>O such that II x II ~ ~ II [~] II. 
From [1], a construction of a r.f. of a class of non-linear systems specified by the 

following state-space description, 

x = A(t)x+f(t,x)+B(t)u, x(o) = 0 (2.11) 
y = h(t,x,u) (2.12) 

has been obtained under some suitable assumptions on the functions A(t), B(t), f(t,x), 

h(t,x,u) and the construction of a stabilizing state feedback u(t) = K(t)x(t) + v(t). In the 

case when h (t,x,u) = x, the factorization p=ND-l of the system in (2.11) - (2.12) is shown 

to be right-coprime by constructing solutions U and V to the Bezout identity 

UN+VD=I. (2.13) 

It is shown that the choice V = I and U: y ~ v, v (t) := -K(t)y(t) satisfies (2.13). Using 

the approach suggested here, we prove the right-coprimeness of the factorization provided 

in [1] for the class of nonlinear system (2.11) - (2.12) even when h(t,x,u)"# x. 

Theorem 2 If the mapping P of the system (2.11) - (2.12) is input-output detectable, then 

P has a r.c.f. over the space of f.g. stable map. 

Proof: Assume that Hvx : v(t) ~x(t) is stable. Then from an assumption in [1] for the 

system (2.11) - (2.12), i.e., for any causal stable map Hx : Looe ~ Looe, Hx: u(t) ~ x(t), 

the causal map Hy : u(t) ~ y(t) defmed by y(t) = h(t, (Hxu)(t), u(t» is a stable map where 

h: IR+ x IRn x IRni ~ IRno, Hvy: v(t) ~ y(t) is stable. From the state feedback 

configuration, u = Kx + v = (KHvx + I)v where I is the identity map. From [1], it is 

known that there exists an ~ >0 such that sup II K(t) II ~ ~ for all tin IR+. Hence the map 

Hvu: v ~ u is stable. From [1], it has been shown that Hvu·1 exists and is causal. 

Hence, P ~ Hvy Hvu·1 is a right factorization. From [6], we know that P is right-coprime 

if and only if v E U - Us implies u E U - Us or y E Y - Ys. Assume that v E U - Us. 

Then if u E U - Us, we are done. If u E Us, then we need to show that y E Y - Ys. But 

from the mapping Hvu: v ~ u, we know that x is unstable and hence y E Y - Y s since P 

is input-output detectable. Therefore, P as constructed is an r.c.f. over the space of stable 

maps. Now, also from the state feedback configuration, we have v = u - Kx. So IIvll :!> lIuli 

+ IIKxll ~ lIuli + Bllxll. Since P is input-output detectable, there exists an k > 0 such that IIxll 

~ kll [~] II. So IIvll ~ (l + Bk)1I [~] II since lIuli ~ II [~] II. Hence, P has an r.c.f. over the 

space of f.g. stable map. Q.E.D. 

Remark: It may also be possible to construct r.c.f. of other classes of nonlinear systems in 
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an analogous manner. This is so because the existence of stabilizing state-feedbacks may 

be known for a larger class of nonlinear systems described by (2.6) - (2.7). The theorem 

below is currently being applied to constructing r.c.f. for the class of feedback linearizable 

nonlinear system [7]. 

Theorem 3 Consider the system described by (2.6) - (2.7) with the following assumptions: 
a) The function f is such that x E lJle is uniquely determined for all 

u E lJle and Xo E IRq. 

b) The pair f, g is input-output detectable. 

c) The mapping from v to u defmed by 
u = K(x,v,t) is invertible for all t E IR+, x E IRq, i.e., v = K' (x,u,t) 

d) The mappings from (v,x) to u and (u,x) to v determined by K and K' respectively are 

causal and finite-gain stable. 
e) Let P be the I/O map from lJle to lJle with x(O) = XO E IRq fixed (P: u ~y). Let N: v 

~ y, P: v ~ u be the I/O maps associated with 

x = f(x, K(x,v,t), t), x(o) = Xo 
y = g(x, K(x,v,t), t) 
u = K(x,v,t) 

where K is a stabilizing feedback,i.e., N and D are finite-gain stable. Then P = ND-l is 
an r.c.f. of P. 
Proof: By construction, Nand D are causal. From c), D-l : lJle ~ LPe is the (causal) 

map associated with x = f(x,u,t), v = K'(x,u,t) with x(o)=xo from u to v. Hence y=Pu = 

PDv. But y = Nv for all v E Lpe. So PD = N. Since Nand D are f.g. stable and causal, 

D is invertible and PD=N, p=ND-l is a d. Note that P and D-l are causal. Let v E lJle, u 

E LP, YELP. Then b) implies that x E LP. Also d) implies that v E LP. From [6], graph 

(P) = [~] LP. Also from c) and d), we have II x II ~ /3 II [~] II and II v II ~ 'Y II [~] II, 

respectively. So 

IIvll ~ 'Y (II x II + II u II) 

~ 'Y (/3 II [~] II + lIull) 

~ 'Y (/3 + 1) II [~] II . 

So II [~] II = II m] v II ~ (1ty(/3 + 1)) IIvll and (l = (1ty(/3 + 1)) > O. Therefore, P = ND-l 

is a r.c.f. over the space of causal f.g. stable maps. Q.E.D. 



478 

m. On the deyelQpment of l.c.f. of a noolinear system and the relationships between 

stablizi.n~ output feedbacks and Hewut identiLY solutions 

For the purpose of understanding the role of l.c.f. and constructing them, let G = 0-1 

N be a left fractional (l.f.) representation of G over.the space of causal stable maps, i.e., if 

G: U~ Y is a mapping, then D: Y ~ Y, N: U ~ Yare causal stable maps with D 

invertible such that fiG = N. Equivalently, 

- - - - [G] DG-N=[D-N] I =0 

on U. Consider the mapping [i5 - N) : YxU ~ Y and its kernel. It follows that 

- - [G] ker[D - N]::> I U. 

Conversely, let (y,u) e YxU be such that 

[~] e ker [fi - N), 

i.e., Dy - Nu = O. Since 0 is invertible, this implies that y = 0 -1 Nu = Gu, i.e., 

[~] e [y] U 

Hence, we have that 

- - [G] ker[D-N]= I U 

In a similar manner, we can show that 

[G] - -I Do(G)=ker[D-N]n[VsxUs] 

In an intuitive manner, the role of l.c.f. can be seen in mapping all input-output pairs of a 

system to the null element without fIrst transforming an unstable input-output pair to a 

stable one. Thus, a distinction is made between input-output pairs of a system which are 

stable, i.e., they belong to the graph of the system, and those both of whose elements are 
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unstable. In other words, the system has no input-output pair (y,u) E (Y - Y s) x (U - Us) 

such that Dy = Nu E Y s. 

Definition I: G = DrlNI is a left-coprime factorization (I.c.f.) over the space of causal 

stable maps if it is a I.f. over the space of causal stable maps, and (ImG n V - Vs) = S 

whereS={vE V-Vs: DIvE Vs}. 

Definition 2: G = Dl- l Nl is an I.e.f.over the space of causal f.g. stable maps if 

a. it is an l.c.f. over the space of causal stable maps 

b. it is an I.c.f. over the space of causal f.g. stable maps,i.e., it is an l.f. over the space of 
causal f.g. stable maps and DI-1 is causal if and only if G is causal. 

Similar to [6], we obtain here a simple characterization of an I.c.f. of G. 
Lemma 1: Assume that G = DI-1 NI is a I.f. over the space of stable maps. Let us denote 

Yl = { y E (Y - Ys): y = Gu, u E Us} 

Y2={YE (Y-Ys): y=D(lZ,zEYS} 

G is an I.c.f. over the space of stable maps if and only if given Z = DIY = Nlu, Y E (Y­

Y s), u E (U - Us) imply that z E (Y - Y s). 

Sufficiency. Let y E (Y - Y s) such that y = Gu and u E Us. Since G = D(lNI' we have 

y = D(lNIU or Y = D(lz since z = Nlu. But z E Ys since NI is a stable map and u E Us. 

Hence,wehaveYI Y2. Nowify=DlzE (Y-Ys)andzE Ys,wehaveY=DI-1Nlu= 

Gu since Z = Nlu. Since Z E Ys and y E (Y - Ys), we must have u E Us by assumption. 

So Y2 Yl. Therefore, Yl = Y2 and G is a I.c.f. over the space of stable maps. 
Necessity. Assume that G is an I.c.f. over the space of stable maps. Let Z = DIY = NIU 

and y E (Y - Y s). If Z E Y s then u E Us by the left-coprime property of G. Hence if u E 

(U - Us), we must have ZE (Y - Y s). Q.E.D. 

From [6], it is known that if the plant P and the controller C have r.c.f. 

P = ND-I and C = Xy-I over the space of causal and f.g. stable maps, then the unity 

feedback system is well-posed, i.e., a well-defined causal f.g. stable map, if the following 

mapping 
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is unimodular. The same characterization of stability of the unity feedback system is 

obtained when P and C are both causal FDLTI systems [9]. Note that in our framework 

the characterization involves r.c.f. of!m!h P and C, unlike [9] where stability of the unity 

feedback system is characterized in terms of an r.c.f. of P and a I.c.f. of C and vice-versa 

in the case when P and C are both linear. It is known from [9] that the unity feedback 

system is stable if the following double Bezout identity 

[5 -N] [Y N] = [I 0] 
X y -x DOl 

can be solved for the doubly coprime factorization P = ND·I = 5.1 N over the ring of 

proper and stable rational matrices, Le., the space of causal and f.g. stable maps in our 

framework. Note that the inverse ofM is given by 

Hence if the inverse of M can be explicitly computed, then a partitioning of it yields 

solutions to the Bezout identity corresponding to an r.c.f. of P as well as a I.c.f. of P. A 

major difficulty in extending this approach to nonlinear systems is that M·I may not be 

block partitioned in this case. However, it would be interesting to see if under some 

conditions on the nonlinear plant P or the controller C, M-I could be block partitioned and 

this approach can be extended to nonlinear systems. 

Lemma 2: Suppose that C is linear and C = Yr l Xl is a I.c.f. If the unity feedback system 

is f.g. stable, then P has an r.c.f. 

Proof: Write P = P(I+CP)-I[(I+CP)"I] -I = ND-I with N ~ P (I + CP)-I, D ~ (I + CP)-I. 

Since the unity feedback system is f.g. stable, we have Nand D causal and f.g. stable. 

Hence P = ND-l is a rJ. From [6], it follows that P is an r.c.f. if and ony if Do (C)::J Ra 

(P) and the mapping [C I]: Graph(P) -t LP is bounded. If either of these conditions is 

not satisfied, then let T: Lpe -t IJle be a causal, f.g. stable and invertible operator such that 

a. T-! is causal 
b. T [ (I + CP). Do (P) ] = LP 

c. T[C I]: Graph(P) -t LP is bounded. 
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Then l> = NID(l is anr.c.f. with Nl ~NT-l =P(I +CP)T-l andDl ~DT-l = (1+ CP)-l 

T-I. It is clear that [Xl YI] (LIJe x.rye) =.rye. We claim that [Xl YI]: LP x LP ~ LP is 

onto. Let z E LP. Then there exist y E .rye and u E .rye such that z = YlY + XIU. So Yr1 

z = y + Cu. From Lemma 1, if Yr1 z E .rye- LP, then there exists ul E LP such that yrl 

z=CuI. Lety=Oandu=ul,thenz=YlY +XIU. IfYrlzE LPlety= Yrlzandu= 

0, then claim is established. So we have LP = [Xl Yll (LP x LP) = [Xl Yll [_~ n Do 

(C) x Do (P) = [0 XIP + YilDo (C) x Do (P) = (XIP + YI) Do (P) = YI (I + CP) Do(P). 
HenceT=YI will satisfy the conditions a-c. 
So P = NID(l = P(YI+XIPtl [(YI + XIP)-l]-l is an r.c.f over the space of causal f.g. 
stable maps. Q.E.D. 

In a similar way, we can show that when C is linear and C = ND-l is a r.c.f., P has an 

I.c.f. if the unity feedback system is f.g. stable. 

Remarks 

1. If C has both r.c.f. and I.c.f., then parameterization of all stabilizing controllers is 

possible. This can be useful since C may sometimes have simpler structure than P. 

2. When P and C are both linear and the unity feedback system is f.g. stable, then the 

existence of any two coprime factorizations will imply the existence of the remaining two 

coprime factorizations. 

IV. Concludin~ Remarks 

From the framework developed in [6], we construct an r.c.f. for a causal FDLTI 

system which is stabilizable and detectable by using a stabilizing state feedback. We then 

extend this approach to construct an r.c.f. for a class of time-varying nonlinear systems 

considered by Desoer and Kabuli (see [1]). Using the approach developed in this paper, it 

may be possible to construct an r.c.f. of other classes of nonlinear systems since the 

existence of their stabilizing state-feedbacks may be known. We also introduce a new 

notion of detectability and assume the state-space realization of nonlinear system to satisfy 

this property. Since our approach does not require construction of solutions to a Bezout 

identity, the construction of a stabilizing output injection is not needed. Some relationships 

between the existence of stabilizing output feedbacks and solutions to Bezout identity for 

(time-varying) linear systems are discussed and a development of I.c.f. of a nonlinear 

system is presented. We also prove that the existence of two coprime factorizations will 

imply the existence of the other two when the plant and the controller are both linear and the 

unity feedback system is f.g. stable. 

This research was supported by NSF Grant no. ECS - 8810578. 
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Identification of Linear Systems by 
Prony's Method 

G. Ammar D. Cheng 
C. Martin 

Abstract 

W. Dayawansa 

In this paper a variation of Prony's method is used in a 
problem of system identification. It is shown that methods de­
veloped for Gaussian quadrature can be used in the problem of 
exponential interpolation which is equivalent to identification 
for single input/single output linear systems. 

1 Introduction. 

Consider the following interpolation problem: Given 2n numbers TJj, j = 
0,1, ... , 2n - 1, determine distinct numbers Pdk=l and corresponding 
{wdk=l' k = 1,2, ... , n such that 

n 

TJj=2::=wke).,jk (j=0,1, ... ,2n-1). (1.1) 
k=l 

We refer to this problem as the exponential interpolation problem. Meth­
ods for solving this problem date to the work of Prony in 1795. [3]. Also, 
see [5]. We will say that the input data set {1Jj} is regular if this problem 
has a solution. 

Exponential interpolation is closely related with system identification 
problems for linear dynamical systems. Specifically, consider the linear 
single-input \ single-output linear system 
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x(t) = A x(t) + b u(t), y(t) = c x(t); x(O) = Xo (1.2) 

where the input u(t) and the output y(t) are scalar functions, x(t) E Rn 
for each t, and A E Rnxn , b E RnXl and c E Rlxn. Then the output is 
given by 

(1.3) 

If the state matrix A has distinct eigenvalues Al, ... , An, then there exists 
scalars Wl, ••. ,Wn such that the free response (u(t) == 0) of the system is 
given by 

n 

YJ(t) = ceAtxo = L Wi eAjt (1.4) 
i=l 

Observe that this representation is invariant under change of basis in 
the state space. If we seek to determine the representation (1.4) from 
observations y(j), j = 0,1, ... 2n - 1, we see that this is equivalent with 
an exponential interpolation problem. 

In this paper we describe a numerical procedure for solving the ex­
ponential interpolation problem for regular input data. The method is 
closely related with Prony's method, and is based on ideas for orthogonal 
polynomials extended to the case of an indefinite bilinear form. We then 
consider the use of this method in system identification problems. 

If the output data set {Yi} is irregular, then the representation (1) is 
invalid, and more general techniques must be used. See [4] for considera­
tion along this line. Also see [2] for a study of general partial realization 
problems. 

2 Exponential Interpolation. 

We assume that the observations {Yi }j~Ol form a regular data system, 
so that the exponential interpolation problem has a solution. 

Define the n-vectors 



and also define 

v, = [ 

eA ,. 

eA,(s+l) 

eA,(s+2) 
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eA,. 

e A2 (s+1) 

eA2 (S+2) 

eAn' 

eAn(sH) 

eAn (s+2) 

for s = O,1, ... ,n. Then (1) implies that for each s,v.w = y •. Conse­
quently, Y.H = V.H v.-1y •. This relationship implies that VsH Vs is a 
Frobenious matrix, 

1 

o 
1 ] 

Furthermore, this Frobenious matrix is equal to V1 Vo-l, and is therefore 
independent of s. Thus, if (1.1) is satisfied then the 'f]j satisfy a lin­
ear constant-coefficient difference equation of order n. Consequently, the 
quantities {eAj}j=l are the zeros of the polynomial 

() n n-l Pn Z = Z - G'n-1Z - ... - G'lZ - G'o. (2.5) 

The vector of coefficients a = [G'jlj~l satisfies the Hankel system of equa­
tions 

(2.6) 

where Hn = ['f]j+klj,k';O. These observations form the basis of Prony's 
method: Solve the Hankel equations 2. 6, determine the zeros of Pn(z), 
and solve the Vandermonde system Vow = Yo. This analysis also shows 
that the exponential interpolation problem has a solution provided the 
Hankel matrix H n is nonsingular and that the zeros of the polynomial 
Pn(z) are distinct. 

It is well established that the exponential interpolation problem can 
be severely ill conditioned, so any numerical method for the problem will 
yield inaccurate results for some input data sets. Much of the problem of 
condition can be attributed to the fact that the Hankel matrix H n is often 
nearly singular. However, the above description leaves open the method 
for obtaining the zeros of Pn. It is well known that since small changes 
in a polynomial's coefficients can lead to large changes in its zeros, so 
the power basis is often not the best way to represent the polynomial. 
Furthermore, one must specify the procedure for finding the zeros. We 
could find the eigenvalues of the Frobeneous matrix, which can also be a 
very ill-conditioned problem. 
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We describe below a procedure that is analogous with standard pro­
cedures for orthogonal polynomials on the real line. In particular, we 
construct a tridiagonal matrix whose eigenvalues are the zeros of 2. 5. 

Note that the exponential interpolation reduces to a classical moment 
problem when Aj E Rand Wk > O. The techniques of constructing a dis­
crete measure from given moments can be extended to our case: namely, 
when the Hankel matrix is formed by moments of an indefinite bilinear 
form, using algorithms described by Gragg [1]. 

If all the Hankel matrices H k, k = 1, ... , n are nonsingular, then 
there exists a unit lower triangular matrix Ln such that LnHnL'N = 
diag [Ujli;J. Then the kth row of Ln contains the coefficients of the 

monic Lanczos polynomial Pk(Z) of degree k determined by Hn. the Lanc­
zos polynomials are orthogonal polynomials when the bilinear form de­
termined by Hn is an inner product. Moreover, the Lanczos polynomials 
satisfy a three-term recurrence relation: 

Pk+l(Z) = (z - aHI)Pk(z) - f3~Pk-l(Z). 

Thus, the Lanczos polynomials are the characteristic polynomials of the 
leading sections of the tridiagonal matrix 

al 1 0 0 

f3? a2 1 

I n = 0 f3~ a3 0 

1 
0 0 f3~-1 an 

If the Hankel matrix Hn is real, then the ak and f3~ are real, but 13k may 
be real or imaginary. The recursion coefficients ak, f3l as well as the 
matrix Ln = [lj,k]j,k";o can be generated from the following algorithm [1]. 

Algorithm 1. 

input: {ajlJ~ol such that the Hankel matrices Hm = [aj-k].7.'k-';o 
is nonsingular for each 1 ~ m ~ n. 

output: the unit lower triangular matrix Ln = [£j,k]j,k";o and the 
recursion coefficients {aj}, {bj }. 

U-l = 1, ,'To = 0, loo = 1 
for n = 0, 1"", N - 1 
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Un = Ej=oinjOtn+j, 

Tn+1 = (Ej=oinj Otn+i+1) /Un 

b; = U n /Un -1. 

an+1 = Tn+1 - Tn, 
i n- 1 n = in -1 = 0, 
in+1 n+1 = 1, 
for j = 0, 1,···, n 
lin+1 j = in j-1 - an+1i nj - b;in_1 j 

This algorithm allows us to construct the tridiagonal matrix Tn; standard 
software can then be used to calculate the eigenvalues and eigenvectors of 
Tn. It can then be shown that the weight vector W is the componentwise 
product of the first row of the eignevector matrix Z and the first column 
of Z-l. 

Consider again the dynamical system 1. 2, and assume that we know 
the output at t = j, j = 0,1, ... , N. We ask for eAj and Wj such that 

n 

ceAtb = L wje Ajt • 

j=l 
(2.7) 

Assume that x(O) = 0, and choose u(t) = eOlt . Further assume that Ot =f. 
Aj, for each j. Then from 1. 3 we obtain 

n 

yet) = L Wj (eOlt - eAjt ) 

j=l 

where Wj = OI~X.. One way to identify the representation (2.5) from 
{y(j)} is by solvi~g the standard exponential interpolation problem 

n 

y(j) = L WkeAkj (2.8) 
k=O 

If this problem is solved exactly, then eOlt will appear as one of the com­
puted eigenvalues eAO , and moreover, the corresponding coefficient will 
satisfy Wo = - Ej=l Wj. These conditions can therefore be checked using 
the computed answer to (2.6); if the conditions are not satisfied to a cer­
tain degree of accuracy, that would indicate that one should not expect 
the other computed Aj to be accurate either. (just an indication; not a 
proof.) 

Another approach to this problem is to first identify the eigenvalues 
{eAj }j=l from the free response as described in the introduction. Then 
from equation (2.8) we have 

y. = (W. - V.)w (2.9) 
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where 
e'>3 e'n e(U 

ea(s+!) ea(.+l ea(s+l) 

W.= 
e a (.+2) e a(s+2) e a (s+2) 

ea(s+n-l) ea(.+n-l) ea(.+n-l) 

The equations (2.9) can be solved by solving a rank-one modification of a 
Vandermonde system, which can be achieved using well-known methods 
using O(n2 ) operations. 

We have seen that problems of system identification are closely related 
with exponential interpolation problems. More general techniques must 
be used when the system matrix has multiple eigenvalues, [5]. 
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On observability of chaotic 
systems: an example 

Giovanni B. Di Masi 
Andrea Gombani 

Abstract: the concept of observability of a special chaotic system, namely the 
dyadic map, is studied here in case the observation is not exact The usual concept 
of observable subspace does not distinguish among the behaviour of different 
models. It turns out that a suitable extension of this concept can be obtained using 
the idea of Hausdorff dimension. It is shown that this dimension increases as the 
observation error becomes smaller, and is equal to one only if the system is 
observable. 

§1. Introduction 

The study of nonlinear dynamical systems has recently attracted the attention of an 

increasing group of scientists involved in theoretical as well as in applicative fields. In 

particular there has been a growing interest for chaotic systems since it has been 

recognized that chaotic and random behaviour of solutions of deterministic systems is an 

inherent feature of many physical and engineering phenomena. 

Since a possible characterization of chaos is that, under a suitable observation mechanism, 

the output of the system behaves as a purely nondeterministic process, it is of interest to 

study the observability properties of such systems. Results in this direction can be found in 

[1],[4],[8]. 

In this paper we examine the observability properties of a simple chaotic system described 

by the dyadic map, whose dynamic behaviour can be effectively characterized in terms of 

symbolic dynamics. 

It turns out that a natural extension of the concept of dimension of the observability space 

for linear systems can be given in terms of Hausdorff dimension of the observable set. The 

tool of Hausdorff dimension has been used in investigations on chaotic systems in 

cormection with the study of the dimension of strange attractors [6]. 
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§2. The problem 

Let I be the unit interval. By chaotic system it is usually meant a map f: I -+ I with the 

following properties [5]: 

1. f has sensitive dependence on the initial conditions, i.e. there exists a/» 0 S.t. for each 

x,y E I there exists n E N, s.l I fD(x) - fD(y)1 > /). 

2. periodic points are dense in I. 

3. f is topologically transitive, i.e. for any pair of open sets U, VeL there exist k > 0 S.t. 

:tk(U) n V.,. 0. 

It is fairly straightforward to check that the dyadic (figure 1) 

{ 2X 
f(x) = 2x - 1 

for 0 S x < 1/2 
for 1/2 S x S 1 

satisfies the above requirements. 

fIx) 

figure 1 

(1) 

There is another way to describe this model which is often used, called symbolic dynamics 

(see [5], [6]). By this tenD it is meant a representation of f in terms of a shift on a set of 

binary sequences. Define the set of binary sequences 

!2 := (s = (S051S2 ... ) I Sj = 0 or 1 } 

endowed with the following metric: 

00 

~ I Sj - tj I 
d(s,t) = ~ 2i 

i=O 

On ~ define a shift as follows 
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Denoting by 1t the map from I onto l:z which associates to a real number its nonterminating 

binary representation, it is clear that the following diagram commutes: 

f 
I I 

-1 u -1 
-----I~~ 1: 

By dynmnical system we mean here a mathematical model evolving in time whose 

trajectories (x(t), y(t) he N (behaviours, see [7]) admit a representation through a pair of 

functions (F,H) on a suitable domain 

{ x(t + 1) 
y(t) 

= F(x(t» 
= H(x(t» 

(2) 

The variables x and y are called state and observation of the system. The above system is 

said to be observable at time t if there exists an injection form the range of x(t) into the 

cartesian product of the observation up to time t (y(I), y(2), ... , y(t}}. The system is 

observable if there exists a to (possibly infmite) such that the system is observable at each 

t ~ to. Since F is a deterministic function, in this context, the system is observable as soon 

as the initial condition can be determined exactly. More generally, even for an unobservable 

system, we shall say that an initial condition x is observable if it is uniquely determined by 

the observation of the corresponding trajectory. 

Consider now a particular example of (2), where F is the dyadic map (1) and H is the 

following two state observation function 

ho(x)= {~ for 0 S x < 1/2 
for 1/2 S x S 1 

We get the following dynamical system 

(S) {X(t+l)=f(x(t» 
o y(t) = ho(x(t» 

(3) 

(4) 

It is easy to see that this model is observable over an infmite interval of time, i.e. the initial 

condition (and hence the whole trajectory) is determined uniquely by the infinite 

observation of the system (to this end take the binary representation of an initial state xo: 
this will coincide with the history of the observations). One reason why this model is so 

interesting is that, in spite of its complete observability, any observation over a finite time 

interval is indistinguishable from the outcome of a coin tossing (see[ 6]). Another reason is 

that it introduces the symbolic dynmnics in very natural way. In fact, the history of the 
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observations of fD(x) under h is precisely 7t(x). Observability here depends on the fact that 

the inverse images under 110 of the states 0 and 1 coincide exactly with the two intervals 

[0,112), [1/1,1) (these are called Markov partitions of f, see [6]). For this reason we call 

this observation exact. The problem we want to consider now is the following: suppose our 

observation function does not distinguish exactly between the two intervals, but contains 

some error E > 0 as follows: 

~(x) = {~ for 0 S x < 1/2 + E 

for 1/2 + E S x S 1 
(5) 

It can be seen that, for example, the initial conditions x and x + 1/1 are indistinguishable for 

x E [O,E). We give a precise characterization of this concept in theorem 1 below. However, 

if E < 11, also ~ yields a better observation than hl1 in the sense that more points are 

distinguishable.The questions we tty to answer in this paper are the following: 

Does there exist a way to define observability of S£ such that: 

a) this definition generalizes the usual observability concept for dynamical systems. 

b) the function which measures observability of S£ is decreasing in E. 

It should be noted that the first thing one would tty, namely the measure of the observable 

set, fails, as shown in Proposition 1 below. 

We will study the special case E = 2-n, and we write, by abuse of notation, with Sn, hn, 

instead of S2-n, ~-n. We defme On to be the set of observable points of Sn. By the notation 
O'k'O we mean a sequence of exactly k zeros. 

Theorem 1:.0" is the set of points of / whose binary representation has the following 

properties: 

a) the sequence OlOf.Ol never occursfor k >n-2 

b) the sequence 110f .oJ never occursfor k >n-J. 

For the proof we need two lemmas. Defme by Y n the set of trajectories of Sn: 

Yn:= {s E I2: s = (hn(ft(X»lteN for some x E [0,1)} 

Lemma 1: the set Y"consists (!XIJctly of the points of L2 in which the sequence {lO ... OJ} 
11-1 

never appears. 

Proof: if 7t(x) never has not more than n-2 zeros in a row, then h(f't(x» = hn(f't(x», and 

the number of zeros is preserved. If 7t(x) has more than n-l zeros, the 1 preceeding the 
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zeros is set to zero by hn, and so the output sequence will have at least n zeros. Therefore 
the sequence 10 ... 01 can never occur as the output of Sn. 

n-1 

Lemma 2: the sequences of Y n generated by observable points are those which have at 

most n consecutive zeros. 

Proof: if a sequence s = hn(fl(X»lteN has less than n consecutive zeros, then in view of 

Lemma 1 it has at most n-2 zeros and thus hn(fI(x» = h(fI(x». If s has exactly n zeros, than 
it is seen by inspection that it can only be generated by a sequence {110 ... 01}. If s has r 

n-1 

consecutive zeros, r > n, then both the element 

t1 = {110 ... 0l} 
r-1 

t2 = {1010 ... 0l} 
r-2 

yield the same output and thus the trajectory does not determine uniquely the initial point. • 

Proof of theorem 1: to characterize the observable points of [0,1), observe first that a 

point x for which 1t(x) has a subsequence of n or more consecutive zeros is not observable. 

In fact, in this case, s = hn(fl(x»heN will have at least n+l zeros, and in view of 

Lemma 2 this trajectory is generated by more than one point. If there are less than n-l 

consecutive zeros, then hn(fl(x» = h(ft(x» for all t, and the point is observable. If a 

subsequence with exactly n-l zeros occurs, there are two possibilities: 

a) the subsequence is of the form 010 ... 01 and it is thus indistinguishable either from 
n-1 

10 ... 01 (if there are less than n-l zeros before the preceeding 1) or from 0 ... 01 (if there 
n n+1 

are more than n-2 zeros before the preceeding 1). 

b) the subsequence is of the form 110 ... 01. Then the image of the subsequence is 10 ... 01, 
n-1 n 

which in view of lemma 2 comes from an observable point. • 

Corollary: nne nn+l . 110 ... 01 
n-1 

Proposition 1: Let nn be the set of observable points for Sn Then, 

Jl(nn) = 0 (7) 

where Jl denotes the Lebesgue measure. 

Proof: from theorem 1, nn is the set of points x such that in 1t(x) some sequences never 

occur. In view of the Borel-Cantelli lemma the measure of this set is zero. • 

This proposition says that the system So is very special with respect to the Lebesgue 

measure, because it is the only one whose observable set has measure one. 

It turns out that a reasonable tool to characterize the magnitude of the observable set is the 

Hausdorff dimension, as we show below. 
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§3. Main result 

We are going now to define the Hausdorff dimension of a metric space X. The diameter of 

a set U of X, is defmed as 

diam(U) = sup (d(x,y) : x,y E U} 

Given 5 > 0 we denote by Uli a cover of X such that diam (U) < 5 for all U in Uli. 

Definition: the Hausdorff dimension of a metric space X is 

HD(X) = in[ {a: It E > 0,3 a cover U6 of X s.t. 2. (diam (u)a) < E) (8) 
Ue Us 

The Hausdorff dimension has several interesting properties (see [3]) : 

HD (X) :!> HD (X') if Xc X' 

HD(X)=n for X c Rn if J.I.(X) > 0 

(9a) 

(9b) 

(9c) 

The Hausdorff dimension is equal to the usual dimension in the case of a linear space or of 

a smooth manifold. As a consequence, we have the following: 

Proposition 2: let S be a linear dynamical system with observable space of dimension n. 

Then also the Hausdorff dimension of this space is n. 

So the Hausdorff dimension is equivalent to the usual one in all classical cases. In general, 

though, it is a rather difficult object to compute whenever it does not coincide with the 

usual notion of dimension. Its interest for our application lies in the fact that Sn is not a 

classical case, but HD(nn) is still quite easy to compute. Denote, as above, by nn the 

observable set of Sn 

We are now ready to compute the Hausdorff dimension of iln. 

2n+C6 
Theorem 2: HD (.0,,) = 2n+l _ 3 

Proof: we need first the following result (see [3], Theorem 14.1). Let Uk(X) be the 

subinterval of I of the form [t '1f) containing x. Let V be a probability measures on I 

such that v(X) = 1, and let J.I. denote the Lebesgue measure. If 
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X { 1 · log V(Uk(X» 
ex: 1m 

k -+ 00 log Il(Uk(X» 
~} (10) 

then HD (X) =~. The problem thus becomes to construct the measure v on the set On. A 

standard procedure (see [3], p.143), is to use the measure induced by a Markov chain 

whose trajectories belong almost surely to On. Denoting by Pij the transition probabilities 

and by Pi the invariant measure, it is easily seen that 

. log V(Uk(X» 1 ~ 
11 m = - '1Oi'! k PiPijlog Pij 
k -+ 00 log Il(Uk(X» og ij=1 

(11) 

In our case, On is the set of all numbers whose binary expansion never has the sequences 
010 ... 01 fork >n-2 and the sequence 110 ... 01 fork >n-l. We now construct the Markov 

k k 

chain z(t) as follows: if the first two digits of x(t) are 01 followed by i-I zeros, set z(t) = i 

for i = {I, ... , n-l}. If x(t) terminates with exactly i zeros preceeded by 11 then set z(t) = 

n+i. it is easy to see that z(t) has transition probabilities 

for j=i+l,i*n-l, 2n-l 
for i=j=n and i=l, j=n 
for i=2, ... ,n-2,n+l, ... ,2n-2 andj=1 

for i=n-l, i=2n-l,j=1 and j=1 

otherwise 

The invariant measure for f.Pijl is seen to be 

2'1-1 
PI = Pn = 2n+C3 

22n-i-l 
Pi= 2n+C3 

i = 2, ... , n-l 

i = n+l, ... , 2n-l 

a simple substitution in (11) yields the result 

(12) 

We still need to justify the choice of (12). It is easy to see that, when we condition on 

{x E On}, the probability measure induced by the Lebesgue measure is exactly the 

measure induced by the Markov chain (12). To see that this conditional probability is 

indeed the one with support On, we refer the reader to the original paper of 

Billingsley [2] .• 

Another and perheaps more natural way to look at the observability problem is the one 

concerned with the set of possible output trajectories, Y n. This set of binary strings can be 
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inbedded in [0,1) in an obvious way, and we can thus defme, with abuse of notation, the 

Hausdorff dimension of Y n. In a fashion completely similar to that of theorem 2 we can 

prove the following 

2M1 
Theorem 3: the Hausdorff dimension off" is 2,,+1 + I 

We would like to remark that the dimensions computed in theorems 2 and 3 converge to 1 

as n goes to infinity, yielding thus that consistency which was seeked in the beginning of 

the paper. 

§4. Conclusions. 

We have presented an example where the defmition of dimension of the observable 

subspace of a dynamical system is extended to the case of noninteger numbers. We 

conjecture that this procedure can be generalized to a system of the form (2) whenever the 

function F admits a Markov partition onits domain and H takes only fmite values. This 

problem is cmrently being investigated by the authors. 
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INTERPOLATING UNIQUELY WITH ONLY 

A FINITE CLASS OF POLYNOMIALS 

Abstract 

A. DeStefano 

P. Kostelec 

0.1. Wallace 

This paper draws from theorems in transcendental 
number theory to answer questions about interpolation 
with a finite class of multivariable polynomials. In par­
ticular we describe sets of data points at which a unique 
polynomial from a particular class gives us a good ap­
proximation of the output. 

In this paper, we consider the problem of approximating a function 

using a class of simpler functions. Our point of view is that we wish to 

recover a function f from partial information about it given at a set of data 

points in the domain of f. 
Our motivation comes from studying observability of dynamical sys­

tems. In particular, we are interested in the question: Does sampling pre­

serve observability? By sampling, we mean obtaining measurements of 

output from experiments conducted at a finite set of data points. Using 

the output obtained, we would like to recover the particular solution to the 

dynamical system (or equivalently to recover the initial data). If this can 
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be done, we say that sampling preserves observability or that the system is 

discretely observable. 

The case of a linear dynamical system in one variable is considered 

by Martin and Smith and the problem of whether the dynamical system is 

discretely observable is shown to be equivalent to an interpolation problem. 

We also take this point of view. 

Much work has been done in approximation theory on finding methods 

of interpolation and theorems on existence and uniqueness of solutions to 

interpolation problems for particular classes of functions. Classical polyno­

mial interpolation in one variable of a finite set of data points has a unique 

solution (Davis, [2]). However, we have no such theorem for multivariable 

polynomial interpolation. There has been work done on which data points 

can be chosen to give a unique solution (Chui and Lai, [1]). 

Here we are not so much interested in how to obtain a solution but 

rather if we have a solution we would like to be able to determine whether 

it is unique. We will restrict our class of interpolating functions to a finite 

set of polynomials. 

By a solution to an interpolation problem we really mean a "good" 

approximation, since with only a finite set of polynomials from which to 

choose we cannot hope for an exact solution. We now state the problem in 

more precise terms. 

Let 

Xrl, ..• ,Xr8 

be r data points in R8. 

Let Yl, ... ,Yr be the output obtained from some experimental measure 

at the data points. There are two problems to consider. 

1. If we choose a finite class of polynomials P, can we find t > 0 

such that there exists a unique solution PEP such that 
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for i = 1, 2, ... , r, 

and on what does f depend? 

2. If we choose a finite class of polynomials P and an f > 0, at 

which data points should we test so that 

for i = 1,2, ... , r ? 

We should note that in particular applications all measurements are 

rational numbers. Also, since the rational numbers are dense in R, we will 

limit our finite class of polynomials to have rational coefficients. This is 

justified since for practical purposes, say using a computer, all numbers are 

rational. 

We have stated the general problem and will next illustrate how some 

results of A. O. Gelfond help us to attack this problem. But prior to stating 

our first lemma, whose proof appears in Gelfond, [3], a few definitions are 

in order. 

Let ( be a number in an algebraic field /{ of degree n over the rationals, 

and let Wi,"" wn denote the basis for the ring of integers in this field. 

Now the number ( can be represented in an infinite number of ways, in the 
£ PtWt +"+pnwn h . I . . h orm qtWt +"+qnwn ' w ere Pi, ... , Pn, ql, ... , qn are ratlOna mtegers WIt 

greatest common divisor 1. Let ¢(Pi, ... , qn) = max[ IPil, ... , Iqn I ]. Then, 

Definition 1. The measure of (, denoted by m( (), is equal to 

min ¢(Pi,"" qn), where the minimum is taken over all possible represen­

tations of ( . 

So, for example, if ( = r is a rational number, and a and b are relatively 

prime, then the measure of ( is max[ lal, Ibl ]. 

Definition 2. Let P(Xi"",X$) be a polynomial, m s variables, with 

rational integral coefficients. Then the height of P(Xi, ... , x$)' denoted by 

H(P(Xi, ... , x$)), is the maximum absolute value of its coefficients. 

With these two definitions in hand, we can now proceed to the state­

ment of Lemma 1. 
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Lemma 1. (Gelfond): Suppose K is a field of degree ZI over the rationals, 

and suppose further that P(zt, ... , z,) is a polynomial with integral coef­

ficients, of degree ni in Zi, 1:$ i :$ s and n = 2::=1 ni. Now fix a basis for 

the ring of integers in K, and pick algebraic numbers 0'1, • .• ,a, from K. 

Let qi = m(ai), for i = 1, ... , s. Then either 

P(at, ... ,a,) = 0 

or , 
IP( )1 H -v+1 II -vn; --yn 0'1, ••• , a, > qi e , 

i=1 

where H = the height of P(zt, ... , z,), and 'Y is a constant which depends 

only on K and the basis chosen. 

Notice that, once a basis for the ring of integers in K is fixed, an esti­

mate as to the size of the constant 'Y in Lemma 1 can be made. Elementary, 

though tedious, manipulations will yield that n'Y < nZls(logw) + Zlslogn, 

and 'Y < Zls(Iogw + 1), where ZI is the degree of the number field, and 

w = maz1:S:i:S:,{ IWil }. 
So what does Lemma 1 mean? Basically, it states that either by a 

stroke of luck P(at, ... ,a,) = 0, or else IP(a1, ... ,a,)1 can be no smaller 

than a particular value, determined by the height of the polynomial, the in­

tegral basis chosen, the degree of the field, and the measures of the algebraic 

numbers chosen. 

An obvious corollary can be obtained from Lemma 1: 

Corollary 1. Let P(zt, ... , z,) be as in Lemma 1, except that this polyno­

mial has coefficients which are rational numbers with denominator D. H is 

still the height of P(Zl, ... , z,). Then, assuming the hypothesis of Lemma 

1, either 

or 

P( at, ... , a,) = 0 

, 
IP(at, ... ,0',)1 > D-v H-v+1 II q;vn;e--yn. 

i=1 

Now we will apply these results to an interpolation problem. For an­

other example of similar flavor, see Martin and Wallace, [5]. 
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Let P be a finite set of polynomials over Z (or Q). We will use Gelfond's 

lemma to see where two elements can approximate the same output data. 

To be precise, suppose P consists of polynomials in s variables, Xl, ... , Xs 

and let Yl, ... Yr be a set of output data. We wish to fit a polynomial 

P(Xl, ... ,x.) to the data so that 

Of course, since P is a finite set we can only hope to approximate the 

data so that for some t > 0, 

Begging the question for the moment of whether we can, in fact, find such a 

PEP for all possible output vectors, it is natural to ask how we can avoid 

finding two polynomials, P :f:. Q, both of which lie in an t/2 ball around 

the output data. Obviously this is equivalent to asking when 

IP - QI = IR(xil, ... ,Xis) - 01 < L 

In other words, if we look at the family pI (henceforth referred to as 

the "derived family of P") of differences between members of P, we are 

asking when the elements of pI are bounded away from zero at the test 

points. To implement the corollary to Lemma 1, we will choose our Xij to 

lie in some number field of degree v over Q. The right hand side of the 

inequality in Lemma 1 will play the role of t. To get a lower bound on the 

quantity 

D- II H- II+l [fI qi"n .] e-"yn , 

.=1 

we must bound the quantities H, qi, v, ni from above. By the note after the 

lemma, 

, < vs(logw + 1) 

where v is the degree of the number field, and w is the largest absolute 

value taken over all the basis elements in some fixed integral basis. Also 

n, < nvs(logw) + vs(logn) 
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which was an intermediate (and better) estimate. We then get the following 

corollary to Lemma 1. 

Corollary 2. Let P be a family of polynomials in s variables of total degree 

~ n whose coefficients are rational numbers with del!-ominator D and whose 

heights are bounded by H /2. Let Xi!, ... , Xi8' 1 ~ i ~ r be sample points 

with outputs Yi, such that the Xij are chosen from some number field K of 

degree II so that the measure of Xij ~ q with respect to some fixed integral 

basis. Then for any R E pI for any i, either 

R(Xii,"" Xi8) = 0 

or 

IR( )1 > D-IIH-II+1 -lin -'1" Xii, ... , Xi8 _ q e , 

for 

'Y < IIs(logw + 1). 

Next we want to pick Xij to rule out the possibility that R = O. Having 

bounded the degree of the polynomials in P, let us also bound the degree 

of Xi. by nj. Then we must pick s different number fields with the ph 
number field of degree ~ nj. Furthermore, we want the elements Xij (for 

j fixed) to always be in an extension of degree ~ nj over the other fields. 

(For example, we throw out rational entries). Then we can guarantee that 

R:f O. 

Corollary 3. Same hypothesis as in Corollary 2 except that, in addition, 

the ph coordinate of the sample point, Xij, shall be chosen from some field 

Kj and shall have degree at least nj over the remaining fields. Then 

IR( )1 > D -IIH-II+1 -lin -'1" Xii, ... , Xi8 _ q e . 

Example. Suppose P consists of polynomials of the form 

Suppose we take H ~ 1 and D = 2, so that a, b, c, d are of the form 

±!,±1 or O. There are 54 such polynomials and they are bounded near the 
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origin, which constrains our outputs, Yi, a lot. Now suppose we choose Xl 

from Q( v'2) and X2 from Q( v'3) - Q. Suppose also they have measure ~ q 

and we have chosen the obvious bases so that w ~ v'3, where w is defined 

as before. Any difference of two of these polynomials has height ±2, and 

Corollary 3 yields 

Setting q = 2 we have 

.'11 

illl 
1111 
1111 

illl 
iiiii 

FIGURE 1. Subset of Q(v'2) x Q(v'3) 

II 
ii 

If this seems small, remember that we have chosen on the order of 58 points 

of which we will take a subset. Now obviously it is not going to be possible 

to approximate outputs on any subset of 58 points by only 54 polynomials, 

so we have chosen our set of sample points too big. 

Let us instead choose Xi! to be rational and Xi2 from Q(..;2) - Q. 
Then the total degree of our field is II = 2 and the largest integer in the 
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basis is -./2. We then get (for q = 2) 

'Y < 2·2· (logY2+ 1), 

IRI = IP - QI ~ 2- 2 • 1 . 2-4e-1' o 2 

> 2-8e-8(logv'2+1) 

= 2-8 e-8 2-4 • 

Now, with these choices we have about 52 .53 lattice points. 

Setting q = 1 we get 

IRI = IP - QI ~ 2- 21-11-4e-4(logv'2+1) 

~ 2- 2 ·2-2e-4 

~ 2-4e-4 

~ 5-4 = .0016 

whereas there are about 2.33 lattice points, all of which are on one of three 

lines Xi! - 1,0 or -1, and there are still 54 polynomials to use. 

As we have applied it so far, Gelfond's results allow us to make 

claims concerning the uniqueness of our approximating function at one 

data point. He has other theorems we could use to study simultaneous 

approximations for more than one data point. Also we must consider the 

question of how big P must be to furnish a "good" approximation for any 

data set of size n. All these are subjects for future research. 
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SINC APPROXIMATION METHOD FOR COEFFICIENT 

IDENTIFICATION IN PARABOLIC SYSTEMS 

John Lund 

Abstract 
A parabolic partial differential equation is discretized using sinc expan­

sion in both the spatial and temporal domains. The resulting Sinc-Galerkin 
scheme is illustrated in the solution of a (singular) forward problem and a 
parameter identification problem. 

1. Introduction and Summary 

A fully Galerkin scheme for the numerical solution of the parameter 

identification problem 

(1.1) 

au a ( au) L(p)u = at - ax p(x) ax = r(x, t) i x e (0,1) , t > ° 
u(O,t) = u(l,t) = 0, t> ° 
u(x, 0) =0 , xe(O,I) 

was developed in 14]. Here parameter identification will mean that with 

given observations of u and assuming a known input r then one is to deter­

mine the system parameter p. The scheme in 14] is based on tensor product 

approximations by splines (in the spatial domain) and by sincs (in the tem­

poral domain). In the case of singular problems a recovery scheme based 

on spline approximation could be enhanced by switching to a spatial base 

that is more amenable to the approximation of singular functions. This 

is a propitious property of sinc interpolation - its persistent exponential 

convergence in the presence of singularities. 

IT the solution of the forward problem (1.1) is denoted by 

(1.2) 

507 
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and point evaluations of this solution at Pi in (0,1) X (0,00) are given by 

(1.3) 

then the solution of the inverse problem is given by 

(1.4) 

If the solution has been sampled at m data points d! = (d1, d2 , ••• , dm ) 

then the recovery of p is obtained by solving the minimization problem 

(1.5) 

where the two-norm minimization is over an appropriate parameter space. 

The present method of discretization of the forward problem is some­

what atypical in that the approximation is fully Galerkin (in contrast to a 

Galerkin spatial expansion followed by a time-stepping ordinary differen­

tial equation solver). The evaluation of the system (1.1) as well as a closely 

allied partial differential equation is required in the numerical optimization 

problem (1.5) (the former for the evaluation of F and the latter for its 

Jacobian). The sinc basis used in the present development provides a very 

accurate forward solver in both problems. Whereas this technique requires 

an additional dimension of complexity it bypasses the ordinary differen­

tial equation stage of the solution phase in the time-stepping methods. A 

precise measurement of the comparative efficiency between these methods 

remains to be studied. 

In Section 2 the full discretization of (1.1) is carried out for arbitrary 

spatial and temporal basis functions. The solution method of the forward 

problem (1.1) via partial temporal diagonalization ofthe system is recorded. 

The final form of the discrete system is then in block diagonal form which 

may be solved by block Gauss Elimination methods (vector architectures 

[2]). A brief review of the sinc basis is given in the next section with some 

detail for the sinc-spatial approximation of the term 

(1.6) d ( dU) S(p)u == -- p(z)-
dz dz 

The emphasis here is on this discretization since it proceeds somewhat 

differently than the procedures in [2], [3] or [5]. That is, the procedure is 

carried out in a fashion which avoids the differentiation of the parameter 
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p. As this discretization has never heretofor received numerical testing the 

example dozing Section 3 is used to illustrate the method'. viability in 

the approximation of a forward problem with a singular solution. For the 

same problem, this forward solution method is used for the recovery of the 

parameter p in (1.1) by the method outlined in 14] which is based on the 

minimization problem in (1.5). 

The results of the computations in Section 3 illustrate the numeri­

cal potential of this fully Sinc-Galerkin methodology for the identification 

problem. A number of issues remain besides the previously mentioned nu­

merical comparison. Perhaps the most important issue is the formulation 

of an analytic framework within which is housed the convergence criteria of 

the approximate parameter p to the true parameter. Indeed, a framework 

proceeding along the lines of the very nice development found in 11] would 

analytically support the numerics of the present paper. 

2. Discretization of the Forward Problem 

In a fully Galerkin approach to (1.1) with basis elements X,,(z) and 

Tt(t) an assumed solution of (1.1) takes the form with q = z or t 

N. Nt 

(2.1) u(z,t)= E E U"tX" (z)Tt(t) , mq = MqNq 

The coefficients {U"t},.,t are obtained by orthogonalizing the residual 

(2.2) R(p) == L(p)u - r 

with respect to the basis elements X;(z)7i(t) in the inner product 

(2.3) < I, 9 > == 1co 11 I(z, t)g(z, t)v(z)w(t)dzdt 

where the weight function v(z)w(t) will be spelled out in the development. 

Replacing I by (2.2) and 9 by XiT; in (2.3) leads to the ma X me matrix 

equation 

(2.4) CzU BT + A(p)UC; = R 

where U = IUi;lmsxmt and 
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ICt!;l = 1000 r,·(t)Tt(t)w(t)dt , -Mt 5 j , l5 Nt , 

[R]i; = 1000 101 r(x, t)Xi(X)T,·(t)V(x)w(t)dx dt 

-Mz S i 5 Nz , -Mt 5 i S Nt , 

(2.8) [B];t = 100 T;(t) d~t (t)w(t)dt , -Mt S i , l5 Nt , 

and 

(2.9) [A(p)]ilc = -11 
Xi(X) {ddx [p(x) ~ Xk(X)] } v(x)dx 

-Mz 5 i , k 5 Nz • 

Multiplying (2.4) on the right by (Cn- 1 and assuming an eigen­

decomposition of BT (Cn -1, i.e. 

yields the equivalent matrix system 

(2.11) CzVAt + A(p)V = G 

where 

(2.12) v == UZt and G = R(Cn-1Zt . 

The system (2.11) is solved via solving the me systems 

(2.13) {>.jCz + A(p)}v{;) = g{;) , i = 1,2, ... , me 

where v{;)(g{;)) is the ph column of the matrix V(G). If the mzme xl 

vector obtained from V by "stacking" the columns of V one upon another 

is denoted by co(V) = (v(1),v(2), ••• ,v(m'))T then the system (2.11) may 

be written in the form 

(2.14) {(At ® Cz ) + (I ® A(p)) }co(V) = co(G) 

This Kronecker sum form of the system is in the same form as the system 

in [2] where a vector block Gauss Elimination procedure is implemented. 
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3. The Fully Sinc-Galerkin Method 

The expansion functions for (2.1) are derived from the sinc functions 

which are defined on R 1 by 

(3.1) 
_ sin(1I"(€ - kh}jh) 

SkW = 1I"(e _ kh}jh ,h > 0 

where k is an integer. In order that Sk be defined on (O,l) and (O,oo) the 

variable e in (3.1) is defined by 

(3.2) e == <p(x} = tn C : x) , x E (O,l) 

and 

(3.3) e==tP(t}=tn(t} , t>O , 

respectively. These two maps were originally used in [6] for the discretiza­

tion of (1.1) (p = 1) and received substantial numerical testing in [3]. As 

shown in the latter, if the weight function v(x)w(t} in (2.3) is defined by 

(3.4) v(x} = (<p'(x)) -1/2 , w(t} = (tP'(t))I/2 

then the solution of (1.1) may be computed with exponential accuracy even 

in the case of singular solutions u. The procedure in [6] may be applied to 

the term 

(3.5) d ( dU) S(p)u == -- p(x)-
dz dz 

upon carrying out the differentiations and applying the discretizations in 

[6] to P ~ and ~ ~:. This procedure is not desirable in the solution 
of problem (1.1) with singular solutions u. One approach involving collo­

cation may be found in [5] but the following procedure does not directly 

differentiate the parameter p in (1.1). 

To develop the discretization of (3.5) the notation is conveniently com­

pacted by the introduction of the matrices 

(3.6) 

and 

(3.7) 

-1 (2) 1 
A=-/ +-/ - h2 4 

B = .!. /(1) + D (1- 2X,) 
-h 4 
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where the matrices I(i) (i = 1 or 2) have ikth entries given by 

(3.8) 

and 

The non-superscripted I is the identity matrix and D(g(€,)) is a diagonal 

matrix with iith entry given by g(€,) where €, = x, = r1(ih) (t, = 
",-1(ih)) in the case of spatial (temporal) nodes. 

If P in (3.5) has the assumed form 

N. 
(3.10) Pa(x) = L Pt.St. 0 ~(x) 

t.=-M. 

then the approximate solution of S(p)u is obtained through integration by 

parts as follows: 

r (Pau')'S,. 0 ~(:z;) ~ 
~ ~'(x) 

(3.11) = - ~Pt. 101 
St. 0 ~(x)u'(z) [S,. 0 ~ ~ r dz 

= ~Pt. 101 
U(X) {St. 0 ~(x) [S,. 0 ~ ~ rr dz 

Now assume an approximate solution to the one-dimensional problem 

S(p)u = r with homogeneous boundary conditions u(O) = u(l) = 0 of the 

form 

N. 
(3.12) il(z) = 2: u,.S,. 0 ~(z) . 

,.=-M. 

Replacing u by il in (3.11) followed by an application of the sine quadrature 

formula in [6J results in the approximation 

(3.13) 

for the coefficients it= (U_M., ... ,UN.)T i~ (3.12) where 
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The matrices A, 8 and D(·) are as defined in the previous paragraph. 

Returning to the discretization of (1.1) a short computation using the 

weight (3.4) in (2.8) yields 

(3.15) 

Hence the solution of the forward problem (1.1) is obtained from (2.14) 

with A(Pa) given by (3.12) after back substitution using (2.12). 

This scheme is implemented on the problem (1.1) with p(x) = 1 + 
x(l - x) and true solution u.(x, t) = (x(l - x)) 1/2te - t • The approximate 

solution (2.1) has M", = N", = Mt = P and Nt as displayed. The sample 

m in (1.3) is taken from nine equispaced nodes in (0,1) with six points in 

(0,00) spaced one half unit apart beginning at t = 1/2. The two columns 

headed IIEII. and IIEliu are the errors ~C!:X Iu.(xi, til - U(Xi, ti)1 on the sinc 
I" 

grid (Xi, til = (<rl(ih), t/J-l(ih)), -P 5 i 5 P, -P 5 j 5 Nt, and the 

uniform grid (Xi, til = (i/100,j/5) : 1 5 i,j 5 100, respectively. The mesh 

h = 1r / vP is taken the same in space and time. 

TABLE 3.1 

Forward Parameter 

P Nt IIEII. IIEliu IIPaliu 
2 1 .75- 2 .31-1 .21- 0 

4 2 .43 - 2 .14 -1 .67 -1 

8 4 .15- 2 .92- 2 .37-1 

.aa - d == .aa X lO-d 

The column headed IIPaliu is the error in approximating the true pa­

rameter P with the approximate (3.10) with Np = Mp = P. The measure­

ment is based on the maximum deviation of the PI. in (3.10) with the true 

value of p(xt}. The approximate parameter is obtained from (1.5) where 

F(Pa) is obtained from solving (2.14) for each iterate of a quasi-Newton 

method. Graphs of the approximates corresponding to Np = 2 (x x x), 4 

(000) and 8 (+++) are displayed in Figure 3.1 below. 
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FIGURE 3.1 

Graphs of Pa(z) versus p{z) 

1.31 ............. . 
1.2 / ..... ~ •.• 

1.1 I. ,. 

I =r 'I 
:::I~-=-=--=~--;;-;;--;;~~~_l o ~ ~ ~ U ~ M U ~ ~ 1 

X·Wi 

It is a pleasure to thank my friend and colleague Ralph Smith for 

his painstaking computations; and Rene' 'liitz, whose expert typing is, as 

always, appreciated. 
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Observability and Harish-Chandra Modules 

JOSEPH A. WOLF 

Abstract. 

In an earlier note [10] we interpreted some questions of discrete observ­
ability of finite linear systems dx / dt = Ax in terms of finite dimensional 
group representation theory. The main result said that a certain sort of 
observability can be cast into the language of group representation theory. 
Then, discrete observability comes down to whether the representation in 
question is cocyclic (dual to a cyclic representation) with the observation 
set up as a cocyclic vector (cyclic for the dual representation). Here we 
describe a setting in the representation theory of semisimple Lie groups 
where analogous results hold for infinite linear systems. 

1. The Representation-Theoretic Interpretation of Observability. 

In this section we recall the principal results of [10] connecting discrete 
observability and group representation theory. 

1.1. Definition. Let 7r be a representation of a group G on a vector 
space V of dimension n < 00. Fix a vector Xo E V, a (co )vector d in 
the linear dual space V' of V, and a subset S = {gt, ... , gn} C G. The 
triple (7r, e', S) is discretely observable if we can always solve for Xo in 
the system of equations 

(1.2) c' . 7r(gj )xo = ej, 

Discrete observability of (7r, e', S) is equivalent to nonsingularity of the 
matrix 

(1.3) 

The notion of discrete observability for a linear system dx/dt = Ax with 
constant coefficients, corresponds to the case of a I-parameter linear group, 
where G is the additive group of real numbers, A is an n x n matrix, 
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1I"(t) = exp(tA), and gi = ti for some real numbers tb •.• ,tn, so that 
1I"(g;) = exp(t;A). See [6]. 

This interpretation has a useful formulation [10]: 

1.4. Theorem. Let 11"' denote the dual of 11" , representation of G on the 
linear dual V' of V. Let H denote the subgroup of G generated by S. If 
(11", c', S) is discretely observable then c is a cyclic vector for 11"' IH . 

In particular, in Theorem 1.4, c' is a cyclic vector for 11"', so 11"' is a cyclic 
representation, i.e. 11" is a co cyclic representation. 

1.5. Corollary. There exist c E V' and S C G such that (11", c, S) is 
discretely observable, if and only if the representation 11" is cocyclic. 

In order to be able to use this result, we proved [10] 

1.6. Theorem. Let 11" represent a group G on a finite dimensional vector 
space over a field F . Then 11" is cocyclic if and only if every F -irreducible 
summand of the maximal semisimple subrepresentation of 11" has multiplicity 
bounded by its F--degree. 

2. Harish-Chandra's K-Multiplicity Theorem. 

In this section we describe certain results from the representation theory 
of semisimple1 Lie groups. These results give a multiplicity bound much 
like that in Theorem 1.6. 

Let G be a connected semisimple Lie group with finite center. Every 
compact subgroup of G is contained in a maximal compact subgroup, and 
any two maximal compact subgroups are conjugate. Now fix a maximal 
compact subgroup K C Gj because of the conjugacy it doesn't matter 
which one we use. 

2.1. Definitions. Let 11" be a representation of K on a complex vector 
space V. A vector v E V is called K-finite if 1I"(K) . v is contained in a 
finite dimensional subspace of V. A subspace U C V is called K-isotypic 
if it is 1I"(K)-invariant, if the resulting action of K on U is a direct sum 
of copies of some irreducible representation of K, and if U is not properly 
contained in a larger subspace of V with those properties. If '¢ is the 
irreducible representation of K in question, then U is called the ,¢-isotypic 
component of V, and the representation of K on U is called the ,¢-isotypic 
component of 11". 

Let go denote the (real) Lie algebra of G and g its complexification. 

IThe results of this section are true in somewhat greater generality than the setting 
described here. See the Appendix. 
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Similarly to will be the (subalgebra of go that is the) real Lie algebra of K 
and t is the complexification of to. 

2.2. Definition. A (g, K)-module is a complex vector space V that is 
simultaneously a g-module and a K-module, say through representations 

7r : g --+ End(V) and 7r : K --+ End(V) 
in such a way that (i) every vector v E V is K-finite, (ii) the differential of 7r 
as a representation of K coincides with the t-restriction of 7r as a represen­
tation of g, and (iii) if k E K and ~ E g then 7r[Ad(k)~] = 7r(k )'7r(~)'7r(k) -1. 

2.3. Definitions. By Harish-Chandra module for (g, K) we mean 
a (g, K)-module in which the K-isotypic subspaces are finite dimensional. 
A Harish-Chandra (g, K)-module V is irreducible if it is irreducible as a 
g-module, indecomposable if it is indecomposable as a g-module, cyclic 
if it is cyclic as a g-module, etc. 

The point of these definitions is a celebrated series of foundational results 
of Harish-Chandra, a few of which can be summarized as follows. 

2.4. Theorem. Let 7r be an irreducible unitary representation of G, say 
on the Hilbert space V,.., and let V be the space of all K-finite vectors in 
V,... Then V dense in V .. and V is an irreducible IIarish-Chandra module 
for (g, K). 

2.5. Theorem2• Let V be an irreducible Harish-Chandra module for 
(g, K). Let 7r denote the representation of K on V. If 1/J is any irreducible 
representation of K and if U is the 1/J-isotypic component of V, then dime U) 
~ deg( 1/J)2, that is, the multiplicity of 1/J in 7r is bounded by the degree of 
1/J. 

One needs somewhat more than plain topological irreducibility of a con­
tinuous representation 7r of G, say on a complete locally convex topological 
vector space (or even a Banach space) v.. , for the sort of result just de­
scribed. The appropriate general notion is that of topologically completely 
irreducible (TCI) representation. One proves that 7r is TCI if and only if 
the space V of all K-finite vectors in V .. is an irreducible (g, K) Harish­
Chandra module and is dense in V... See [7] or [9]. In the context of 
semisimple groups it is usually more convenient to use the notion of admis­
sible representation: 7r is admissible if V is dense in V .. and V is a (g, K) 
Harish-Chandra module. One can prove that every (g, K) Harish-Chandra 
module is the space of all K -finite vectors for an admissible representation 
ofG. 

2This is due to Harish-Chandra for linear groups as an easy consequence of his Subquo­
tient Theorem [1]. For non-linear groups Harish-Chandra proved dim(U) ~ c ".deg(.p)2, 
for some integer c" f; 1. That is not quite good enough for our purposes. Later Lep­
owsky gave an algebraic argument [5] for Theorem 2.5, and more recently Casselman 
proved a Submodule Theorem [1] which strengthens the Subquotient Theorem so that 
Theorem 2.5 follows easily. 
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The connection between unitary representations, Harish-Chandra mod­
ules, and discrete observability, is given by comparing the multiplicity state­
ments in Theorems 1.6 and 2.5. One concludes, for example, 

2.6. Theorem. Let V be an irreducible Harish-Chandra module for 
(g, K), let W be any finite dimensional K-invariant subspace, and let <p 
denote the representation of K on W. Then the representation <p is cocyclic. 
In other words, there exist d E W' and S C K such that (<p, d, S) is 
discretely observable. 

3. Approximate Observability. 

Let V be an irreducible (g, K) Harish-Chandra module. Write K for the 
unitary dual of K, i.e. the (set of equivalence classes of) irreducible unitary 
representations. Given a Cartan subalgebra to c eo and a root ordering, 
t/J E K is specified by its highest weight v E vCItQ, which we abbreviate 
by t/J = t/Jv. Given m ~ 0 we have the finite set 

of representations of K. For each t/Jv E K let V[v] denote the t/Jv-isotypic 
subspace of V. Then m ~ 0 specifies a finite dimensional K-invariant 
subspace 

Vm = 'E - V[v] . 
.p"eK", 

We are going to obtain a variation on Theorem 2.6 for V by applying that 
theorem to the Vm as m -+ 00. 

We start by realizing V as the underlying Harish-Chandra module of a 
TCI Banach representation 11" of G on a Hilbert space V,.., in such a way that 
1I"IK is unitary. This is a standard procedure, using Casselman's Submodule 
Theorem [1] (which strengthens Harish-Chandra's Subquotient Theorem 
[2]) to locate Vasa submodule of the Harish-Chandra module underlying 
a nonunitary principal series3 representation of G. Let 11"' denote the dual 
representation. Its representation space is v.,. = V:, and the subspace V' 

3The "principal series" or ''unitary principal series" of G consists of the representations 
of the fonn Ind~(jJ®a) where P = MAN is a minimal parabolic subgroup of G, where 
A is the vector group part of a maximally noncompact Cartan subgroup of G and a 
is a unitary character on A, where jJ is an irreducible representation of the centralizer 
M of A in K, and where N is a certain nilpotent nonnal subgroup of P. Since M is 
compact, jJ is finite dimensional and may be assumed to be unitary. hnplicitly jJ ® a is 
extended from M A to P = MAN by triviality on N. The "nonunitary principal series" 
is obtained by dropping the requirement that a be unitary, i.e. by taking a to be any 
1-dimensional complex representation of A. In any case, Ind ~(jJ ® a)IK = Ind~(jJ) 
and thus is unitary. 
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of K-finite vectors is the Barish-Chandra module dual to V. The finite 
dimensional subspace (V')m is naturally identified with the dual (Vm ), of 
Vm , so we simply denote it by V~. 

The cardinality of Km is bounded by a polynomial p( m) because highest 
weights v are confined to a lattice in v'=Ito. So it is easy to see 

3.1. Lemma. Choose cyclic vectors c'" E V' [v], for every 'IjJ" E K. Then 
the d" can be rescaled so that ~ e~ converges absolutely in V:. 

With this in mind, we define 

3.2. Definition. Let 71' by a TCI Banach representation of G such 
that the space V of K -finite vectors in V,.. is a (g, K) Barish-Chandra 
module. A vector e E V,.. is approximately cyclic for K if e = ~ ell, 

absolutely convergent in V,.., where each ell is a K-cyclic vector in V[v]. A 
vector c' E V: is approximately co cyclic for K if e' = ~ e~, absolutely 
convergent in V:, where each c'1I is a K-cyclic vector in V'[v]. 

3.3. Definition. Let 71' be a TCI Banach representation of G. Fix 
c' E V:. Then (7r,e') is approximately discretely observable for K 
just when c' = lime~ absolutely convergent with c'm E V~, and we have an 
increasing sequence of subsets s". C K with cardinality ISml = dimV~, so 
that we can always solve the system of equations 

e' . 7r(g;)xo = e;, 

for Xm E Vm • 

The idea of Definition 3.3 is that, in a clearly measured way, one can 
come as close as desired to observability - at the price of sufficiently many 
observations. Now Theorem 2.6 and Lemma 3.1 combine to yield 

3.4. Theorem. Let 71' be a TCI Banach representation of G. Then Tr' is 
approximately cocyclic. Let e' E V: be an approximately cocyclic vector. 
Then (71', e') is approximately discretely observable. 

Appendix. K-Multiplicities for General Semisimple Groups. 

In this Appendix we indicate how the results of §2 extend to a class of 
reductive Lie groups that contains all connected semisimple groups and all 
groups of Barish-Chandra class. 

The general semisimple groups studied in [3], [4] and [8] are the 
reductive Lie groups G (i.e. 9 = sEEl3 with.s semisimple and 3 commutative) 
that satisfy the conditions 

(A.1) G has a normal abelian subgroup Z which centralizes the identity 
component GO of G and such that Z· GO has finite index in G, and 
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(A.2) if x E G then conjugation Ad(x) is an inner automorphism on the 
complexified Lie algebra g. 

This is a convenient class in which to do representation theory. 

Fix a general semisimple group G. There is no loss of generality in 
expanding Z to z· ZGo where ZGo is the center of GJ. 

Let ZG( GO) denote the centralizer of GJ in G. Denote Gt = ZG( GO). GO. 
Many arguments for a general semisimple group G go from GO to Gt to G. 

The analog of maximal compact subgroup for GO is just the full inverse 
image KO of a maximal compact subgroup in the connected linear semisim­
pIe Lie group GO / ZGo. The analog of maximal compact subgroup for G t is 
just Kt = ZG (GO) • KO, which in fact is the full inverse image of a maximal 
compact subgroup in GO / ZGo = Gt / ZG( GO). The analog of a maximal 
compact subgroup K for G can be equivalently defined as the G-normalizer 
of KO, the G-normalizer of Kt, or the full inverse image of a maximal 
compact subgroup in G/Z or in G/ZG(GO). We refer to these groups K, 
Kt and KO respectively as maximal compactly embedded subgroups 
of G, Gf and GO. If Z is compact, they are just the maximal compact 
subgroups. 

By Cartan involution of G we mean an involutive automorphism whose 
fixed point set is a maximal compactly embedded subgroup. All the stan­
dard results hold: every maximal compactly embedded subgroup of G is the 
fixed point set of a unique Cartan involution, and every Cartan involution 
of go extends uniquely to a Cartan involution of G. See [8]. 

A technique developed in [8] reduces the proofs of Theorems 2.4 and 2.5 
for connected reductive Lie groups GJ to the case where ZGo is compact, 
and there one can use Harish-Chandra's arguments without change. 

Passage from 00 to Gt is based on two straightforward facts. 

(A.3) The irreducible representations of Gf are just the 1I"f = e ® 11"0 where e 
is an irreducible, necessarily finite dimensional, representation of ZG(GO), 
where 11"0 is an ireducible representation of GJ, and where e and ~ agree 
on ZGo. 

(A.4) The irreducible subrepresentations of 1I"f IKt are just the "pf = e ® 
"po where e is the irreducible finite dimensional representation of ZG( GO) 
mentioned above, and where "po is an irreducible representation of ~IKO. 

In Theorem 2.4 now V".t = E( ® V".o. Since the representation space 
E( of e is finite dimensional, the spaces of K'-finite and KO-finite vectors 
are related by Vf = E( ® Vo. The validity of the assertion passes directly 
from GO to Gf. In Theorem 2.5 the Harish-Chandra modules are related 
by Vf = Ee ® yO, so again the result for (g, KO) Harish-Chandra modules 
implies the result for (g, Kf) Harish-Chandra modules. 
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Passage from Gt to G uses a variation on the classical Schur's Lemma. 

(A.5) If 1rt is an irreducible unitary representation of Gt then the induced 
representation IncIgt(1rt) is a finite sum of irreducible unitary representa­
tions of G. If 1r is an irreducible unitary representation of G then 1rIGt is a 
finite sum of irreducible unitary representations of Gt. The multiplicity of 
1r in Indgt (1rf) is equal to the multiplicity of 7I"t in 7I"IGt . 

Let 71" be an irreducible unitary representation of G, say on a Hilbert 
space V,.., and let V be the space of K-finite vectors. Realize 71" as a sub­
representation of I ndgt (7I"t) for some irreducible unitary representation 1rt 
of Gt. The representation space of I ncIgt (1rt) is the space 

of GLfixed vectors, where Gt acts on L2(G) by right translation and on 
V,..t by 1rt. G acts on Indgt(V,..t) by left translation on the L2(G) factor. 
The subspace of K-finite vectors is 

where L2(G)" consists of the elements of L2(G) that are K-finite on the 
left and the right. If we assume Theorem 2.4 for the representation 1rt then 
it follows that the space Indgt(Vt) of K-finite vectors for Indgt(V,..t) is 
dense and is a Harish-Chandra module, i.e. that Theorem 2.4 holds for 71". 

The restriction of ~ to ZGo is a multiple of a unitary character <:. The 
left regular representations of the groups XO, Kt and K relative to <: are 

AO = Ind~;o(<:)' At = Ind~;o«)' A = Ind~Go(<:). 

Induction by stages says that A = Ind~t(At). Theorem 2.5 for the (g, Kt) 
Harish-Chandra module vt just says that the representation 7I"t of Kt is 
equivalent to a subrepresentation of At. It follows that the induced repre­
sentation of K is equivalent to a subrepresentation of A. In other words, 
Theorem 2.5 follows for the (g, K) Harish-Chandra module V. 

Theorems 2.6 and 3.4 now hold for irreducible Harish-Chandra (g, K)­
modules and TCI Banach representations 71" of G, where G is a general 
semisimple group and K is a maximal compactly embedded subgroup. 

Research partially supported by NSF Grant DMS-88-05816. 
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MODELLING AND NONLINEAR CONTROL OF AN OVERHEAD 
CRANE 

B. d'Andrea-Novel, J. Levine 

Abstract: In this work, we study the following positionning problem: we consider 
a platform moving along the horizontal axis, equipped with a winch around which 
a cable is enrolled, ended by the load. Large and fast movements are considered. 
Stabilization of a reference trajectory is studied via static state feedback and dy­
namic state feedback. 
We show that the system can be linearized by dynamic feedback and the perfor­
mances of the nonlinear dynamic controller are studied. 

1 Introduction 

An overhead crane, made of a platform moving along the horizontal axis, equipped 
with a winch around which a cable is enrolled, ended by the load, is considered 
(see Figure 1). 

The control of overhead cranes is usually operated manually. However, improve­
ments in accurate positionning for manipulations in hostile environment and in 
productivity gains (high speed, multiple tasks) are strongly needed and motivate 
the development of automatic control algorithms. 

More precisely, we aim at driving the system along fast trajectories with stability 
and at reaching the endpoint with relatively high accuracy. Moreover, robustness 
of the control law is needed. 

Section 2 is devoted to the modelization of the overhead crane. We assume that 
the cable and the load mass can be considered as a rigid pendulum. Thus, the 
overhead crane can be seen as a controlled mechanical system, with 3 degrees 
of freedom (2 prismatic, 1 rotational) and 2 actuators, the number of actuators 
being smaller than the number of degrees of freedom. It results that the classical 
control techniques (see [16,7,12,13]) do not allow a full state linearization by static 
feedback. 

In fact, it can be deduced from [IJ where the particular structure of mechanical 
systems is exploited, that full state linearization (see [16,12]) is not possible by 
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static feedback and that output functions can be obtained to partially linearize 
by feedback the system with stability around an equilibrium point (see [4,2,3]). 
These results are recalled in Section 3. 

We show in Section 4 that the system can be linearized by dynamic feedback 
linearization and simulation results are displayed in Section 5. 

2 Modelling of the overhead crane 

The cable ended by the load mass is considered as a rigid pendulum, with variable 
length (see Figure 1). Denoting: 

M : the platform mass, m : the load mass, 

Xp : the platform abscissa, L : the length of the cable, 

o : the angle of the cable with the vertical axis, 

R : the radius of the winch, J : the inertia moment of the winch, 

Ul : the external force applied by the motor to the platform, 

U2 : the control of the winch, 

X, Z : the cartesian coordinates of the load mass in an absolute system coordi­
nates, 

writing the dynamic equations of the load mass, the platform and the winch: 

with 

{ 
mX 
mZ 
Mxp 
J .. 
-L R2 

-TsinO 
-TeosO + mg 
Ul + TsinO 
_ U2 +T 

R 

{ X = Xp + LsinO 
Z = LeosO 

(1) 

(2) 

differentiating (2) twice and eliminating the tension T, we obtain the nonlinear 
state space representation of the system: 

(3) 

The state vector x is supposed to be measured. The open-loop vector field f and 
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the control vector fields g. are of the following form: 

Zp 
t 
(} 

J sin8(gcos8 + L(}2) 
f = d(8) 

M R2(gcos8 + L(}2) 

.. d(8) . 
-2d(8)8L - gsin8(J + Jo) - JLsin8cos882 

o 
o 
o 
Jo 

gl = Md(8) 
R2sin8 

-d(8) 
Jocos8 

MLd(8) 
Jo = M( ~ + R2) , 

Ld(8) 
o 
o 
o 

Rsin8 
, g2 = d(8) 

M: + sin28 
-R m d(8) 
_Rsin8cos8 

d(8) 
d(8) = Jo + Jsin28 

Remark that d( 8) is never vanishing. 

x 

r:--

(X,Z) 

FIGURE 1 : The overhead crane 

3 Static feedback approaches 

(4) 

We recall that system (3)-(4) is a mechanical system with 2 motors and 3 degrees 
of freedom and that it has been shown in [1] that these systems are not linearizable 
by a static state feedback law of the form: 

u(:v) = a(:v) + f3(:v)v (5) 



526 

f3 being a non singular m x m matrix, m being the number of inputs and v an 
auxiliary input. 

Nevertheless, since the tangent linearization of (3)-( 4) at an equilibrium point z. 
is controllable, one can show (see [4,3]) that there exist a feedback control of the 
form (5) and "output" functions hI' h2 such that, denoting y = h(z): 

1) the input-output mapping v ---+ y is linear, 

2) the closed-loop system (3)-(4) with (5) is stable at z •. 

According to the input-output approach, only 4 dimensions are linearized by feed­
back and a 2-dimensional submanifold becomes unobservable by feedback. 

Locally around the equilibrium z., this approach is equivalent to the construction 
of a linear stabilizing state feedback law as shown in [4,3]. 

This approach can be extended (see [19,1,2]) to follow slowly varying reference 
trajectories of the form: 

(6) 

with L? belonging to a sufficiently small interval [Lh L2]. Note that in (6) the 
position zp? can be arbitrarily chosen, since the linear approximation of (3)-(4) 
does not depend on it. 

4 Full linearization via dynamic feedback control 

We propose now to use "dynamic" state feedback laws to accomplish fulllineariza­
tion. Consequently, with such a control law, the stabilization of any admissible 
fast trajectory is guaranteed. 

Dynamic compensators of the form: 

{ 
1L = a(z,w) + f3(z,w)v 
tV = a(z, w) + b(z, w) 

(7) 

have been initially considered by Singh [18] for the nonlinear input-output invert­
ibility problem. The nonlinear decoupling problem by dynamic feedback [11,8,9, 
14,17], the model matching problem [10] and the input-output linearization [15] 
have also received successfull answers. 

However, in our case, no priviledged outputs are to be considered and the state 
space approach appears to be more natural. 

In [5,6] the extended state space linearization is considered, namely we aim at 
finding a dynamic compensator (7) and an extended state space diffeomorphism: 

e = ¢J(z,w) 

such that the transformed system is linear and controllable: 

e = Fe+Gv 

(8) 

(9) 
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Sufficient conditions are obtained in [6] for the particular class of dynamic com­
pensators made of elementary chains of integrators, followed by a static feedback 
on the extended space. In our situation, this result does not apply. 

Nevertheless, we show that there exists a dynamic compensator, made of a static 
feedback first, followed by a double chain of integrators on the first input channel 
and a diffeomorphism which achieve full linearization. 

Theorem 1 
System (3)-(0 is dynamic feedback linearizable u~ing the following dynamic com­
pen8ator: 

u(z) = a(z) + (3(z)w 

( 
-mgsin8cos8 ) 

a(z) = J . 
mRgcos8 - R2 L82 

( 
msin8 M) 

(3(z) = _ mR~ + J Js~n8 (10) 

WI = VI 

W2 = V2 

and the eztended state space diffeomorphism: 

dX J2 X d3 X dZ d2 Z d3 Z), 
e = (X, dt' dt2 ' dt3' Z, dt' di2' dt3 (11) 

where X and Z are given by (2). 

Proof: 

The reader can check that the closed-loop extended system with state variables 
z = (z, WI, WI)' is static feedback linearizable (see [16,12]) and that it can be 
expressed as a linear controllable system in coordinates (11). 0 

Remark: The diffeomorphism (11) is singular when: 

cos8(gcos8 - WI) = 0 

5 Simulation results 

A first simulation consists in following the trajectory: 

Zp = 3mls, iJ = Ordls, t = -0.2mls 

with the initial conditions: 

{ zp(O)=Om, 8(0)=Ord, L(O)=2.1m 
zp(O)=Omls, iJ(O) = Ordls, t(O)=Omls 

(12) 

(13) 

(14) 

The dynamic feedback law smoothly stabilizes the system whereas static feedback 
laws lead to oscillations on 8 and zp. 
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To illustrate once more the fact that static feedback laws usually ensure only local 
stability, we have taken the following initial conditions: 

Zp(O)=Om, 8(O)=O.72rd, L(O)=2.1m (15) 

and we want the system to reach: 

Zp( 00) = 0 m, 8( 00) = 0 rd, L( 00) = 0 m (16) 

By dynamic feedback the system's state reaches the equilibrium with stability 
whereas static feedback produces a divergence. 
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ON ADAPTIVE LINEARIZING CONTROL OF OMNIDIRECTIONAL 

MOBILE ROBOTS 

G. CAMPION. G. BASTIN. 

ABSTRACT 
We discuss the design of linearizing control algorithms for a particular class of non linear 
systems : ·omnidirectional mobile robots". We analyse 2 kinds of control : input state 
linearization and input-output linearization. We discuss also the design of adaptive linearizing 
control to cope with lack of knowledge of the mass distribution of the payload. 

INTRODUCTION 

Several prototypes of "omnidirectional mobile" robots have been recently described in 

the literature. Two typical examples are the 4-wheels URANUS robot of the Robotics Institute 

of Carnegie Mellon University (Muir and Neuman. 1987) and the UCL 3-wheels robot of the 

University of Louvain (Campion 1988). Such mobile robots are called "omnidirectional" 

because they exhibit perfect mobility in the horizontal plane. Thanks to special constructive 

features (which are described hereafter). they can achieve simultaneous motions along the 

three degrees of freedom in the plane (longitudinal. transverse and rotational) and hence 

perform unusual motions like cute angle turns. straight motion with simultaneous rotation. or 

straight motion in any direction without preliminary reorientation. Our purpose in this paper is 

to discuss the design of adaptive linearizing control algorithms for these systems. 

1. ROBOT DESCRIPTION 

Omnidirectional mobile robots are constituted by a rigid trolley equipped with a set of N 

wheels whose orientation is fixed with respect to the trolley. and which are driven by DC 

motors. The perfect mobility of the robot results from a particular feature of the wheels: their 

tread is not a tyre. like in a conventional wheel. but is formed by a set of free rollers. The 

rotation axes of these rollers have also a fixed orientation with respect to the wheels. 

The global position of the robot in the plane is described by the vector q(t): 

q(t) '" [ x(t). y(t). 9(t) 1 T (1.1 ) 

where (x(t). y(t)) are the coordinates of an arbitrary reference point of the frame and 9(t) its 

angular orientation. The rotation angle of each wheel (index i = 1 •...• N) is denoted 'Pi(t) and 

we define the N-vector 'P(t) : 
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(1.2) 

The configuration of each wheel is described by the following 5 constants (fig.1): q the radius 

of the wheel, Ii the distance between the wheel and the reference point, o.i and ~i the angles 

which characterize the position of the wheel with respect to the trolley, "Ii the position of the 

roller which is in contact with the ground.As a matter of illustration, the numerical values of 

these constants for the URANUS and UCL robots are shown in the following table (see also 

fig. 2 and 3). 

URANUS UCL 

Wheel 1 2 3 4 1 2 3 

0. 450 1350 2250 3150 600 1800 240 0 

~ -450 45 0 -450 450 0 0 0 

y 450 -45 0 450 450 0 0 0 

2. KINEMATICAL CONSTRAINTS 

The (3+N) generalized coordinates [q(t), cp(t) I describing the robot motion are obviously not 

independent. For each wheel there is a kinematical constraint expressing the pure rolling 

condition for the roller in contact with the ground. These N constraints are expressed as 

follows: 

where A1 is a (Nx3) constant matrix: 

R(S) and A2 are respectively as (3x3) orthogonal matrix and a (NxN) diagonal matrix: 

R(S) = [COSS 
-sinS 

o 

(2.1 ) 

(2.2) 

(2.3) 
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Notice that Al and A2 are constant matrices depending only on the wheels configuration. We 

introduce the following assumptions. 

H 1 The wheel characteristics are such that A 1 and A2 are full rank. 

H2 The wheel characteristics are such that: 

N N 
j~l sin( a; + ~j + 'Y;) = i~l cos( Uj + ~j + Yj) = 0 

Notice that these assumptions are satisfied for both URANUS and UCL robots. Under 

assumption Hl we may assume that the matrix Al has been arranged in such a way that the three 

first rows are linearly independent. Then we introduce the following partitions of Al. cpo A2: 

(2.4) 

where Al a is a (3x3) non singular matrix. It follows then from (2.1) that: 

(2.5) 

which imply that: 

(2.6.a) 

Without loss of generality we may suppose that cp(O) = O. Hence: 

(2.6.b) 

The constraints (2.1) are not completely integrable : there exists no analytical relationship 

between q(t) and cp(t). In other words cp(t) does not depend only on q(t) but on the full history 

(q('t). 't~t) : 

(2.7) 

But under assumption H2. the constraints are partially integrable under the form 

N -1 N 
e(t) - e(o) = [1: Ij cos(~j + 'Y;)] .1: [rj cp;(t)cos 'Y; 1 

>=1 1=1 
(2.9) 
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This means that the angular orientation a(t) of the robot can be computed at time t from the 

measurement of the wheels rotation angles <Pitt). 

3. ROBOT DYNAMICS. 

The motion equations are now derived via Lagrange formalism. Defining T(q,q,ip) as the kinetic 

energy, f2(<p) as the N vector of the friction torques, and u as the N vector of the torques 

provided by the motors, the robot dynamics is written: 

(3.1.a) 

~t ( ::) = f2(~) + A2 A + u (3.1.b) 

where A is the N vector of Lagrange multipliers associated with the constraints (2.1). These 

equations can also be expressed as follows: 

(3.2.a) 

(3.2.b) 

where MI, M2 and V1 are respectively a (3x3)-matrix , a (NxN)-matrix and a 3-vector which are 

constant and depend on the mass distribution in the robot. By elimination of A. <po <p between 

(3.2), (2.1) and the time derivative of (2.1), we obtain: 

where: 

(3.4) 

(3.5.a) 

(3.5.b) 

The dynamical equations (3.4, 3.5) together with the constraint (2.1) constitute the complete 

dynamical description of the robot motion. 

4. LlNEARIZINGCONTROL 

4.1. Input-state linearization. 

We first consider the case where full state (q,q) measurement is available through an appropriate 

remote sensing device. In that case, it is immediate that any state feedback control law u(q,q) 

which satisfies: 

T 1 • 
A1 A"2 u = - MR(a) v - f(a,q) (4.1) 
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ensures that q = v. for any v. and hence achieves input-state linearization of (3.4). The existence 

of the solution of (4.1) is guaranteed by assumption H1. For N = 3. the solution is unique. For N > 

3. there is an infinite number of solutions. among which we can select the one which minimizes 

the input energy II u II: 

• T + • 
u(q.q) = A2(A1) [- MR(8)v - f(8.q)1 

If we suppose that the goal is to track a desired trajectory qd(t). then the choice: 

(4.2) 

ensures the following linear dynamics for the tracking error q = C!ct - q : 

•• ! 
q + K1q+K2q=O (4.3) 

where K 1. K2 are design matrices at the user's choice. 

4.2. Input-output linearization. 

The control strategy of section 4.1 is made implementable only if an accurate remote sensing 

system is available. Such systems are complex and expensive. It is therefore clearly of interest to 

look for alternative control strategies which require only low cost measurement devices. Assume . 
that the wheels angular positions and velocities (CP. CP) are the only available measurements and 

consider CPa(t) as the system output (recall that Cjlb(t) is proportional to CPa(t) (2.6b)). We have: 

• -1 • 
CPa = -A2a Ala R(8) q (4.4) 

Then from (4.4) and using (3.4). it is easy to check that any control u satisfying: 

T -1 -1 ('aR)' . Al A2 U = M A1a A2a v+ M 8ae- q - f(8.q) (4.5) 

ensures that ~a = v. for any v. and achieves input output linearization. This control always exists 

under assumption H1. It is unique for N = 3 and can be selected in order to minimize lIuli. for N>3. 

In practice. the implementation of the control law defined by (4.5) requires the on line knowledge 

of (8.q). They can actually be observed from the measurements (cp.~) as follows: 8(t) is obtained 

from (2.9). and q(t) from the kinematical constraint (2.1). 

We define a desired reference trajectory CPd(t) which corresponds to qd(t) according to (2.1): 
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(4.6) 

and the induced partition: !Pd(t) = [!pda (I), !Pdb(l){ Then the choice: 

(4.8) 

involves the following linear dynamics for the outpout error <Pa: 

(4.9) 

With this control law the global internal stability of the closed loop follows from assumption H2. 

Indeed it can be easily checked that the following transformation is a diffeomorphism: 

(4.10) 

The linearizing control law (4.5), (4.8) ensures that (!Pa ~a) and hence, from (4.7), that (<J>b, ~b) are 

bounded. This implies, using (2.9), the boundedness of e and hence that: 

This establishes the global internal stability of the closed loop. Notice however that the 

convergence to zero of the tracking error (qd - q) is not guaranteed. But simulation results have 

shown that the linearizing control strategy decreases significantly this tracking error, compared 

with less sophisticated methods (like PIO control for instance). 

5. ADAPTIVE CONTROL 

The feedback linearizing control laws of section 4 require a perfect knowledge of the robot model 

and mainly of its inertial parameters. However, if the robot is devoted to the transport of various 

loads which can be heavier than the robot itself, it is clear that the presumption of a perfect 

knowledge of the load related inertial parameters is completely unrealistic. It is therefore of 

interest to examine the performance of adaptive control algorithms designed to cope with this 

parametric uncertainty. We consider an adaptive version of the input-output linearizing control law 

of section 4.2 derived from the indirect adaptive control algorithm of Middleton and Goodwin 

(1986). We present simulation results relative to the UCL robot. The robot without load is 

assumed to be perfectly known but the inertia characteristics of the payload (mass, position of the 

mass center, vertical inertia moment) are supposed to be unknown. The reference trajectory is a 
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circle with maximum speed 1 m/sec. The actual payload mass is 140 kg (for a robot of 40 kg). Fig. 

4 compares 3 trajectories : 

- the ideal desired trajectory; 

- the trajectory obtained with a fixed linearizing controller designed fo the robot 

without load; 

. the trajectory obtained with the adaptive controller. 

The improvement due to the parameter adaptation is obvious since the asymptotic tracking error 

(qd - q) is clearly significantly reduced. 
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Robot Control via Nonlinear 
Observer 

C. Canudas de Wit* , KJ • Astrom** and N. Fixot* 

Abstract. High precision measurements of joint displacements are 
available on robot manipulators. In contrast, the velocity measurements 
obtained through tachometers are in many cases contaminated by noise. It 
is therefore economically and technically interesting to investigate the 
possibility of stabilize the robot dynamics using only direct available 
measurements such as the angular positions. This paper deals with the 
problem of trajectory tracking in robot motion via nonlinear observers. 
Local conditions for exponential stability of the closed-loop system are 
given. 

1. Introduction 

High precision measurements of joint displacements are available on robot 

manipulators. In contrast, the velocity measurements obtained through tachometers are in 

many cases contaminated by noise. It is therefore economically and technically 

interesting to investigate the possibility of stabilize the robot dynamics using only direct 

available measurements such as the angular positions. 

Control of elastic robots via nonlinear observers were analyzed before based on the 

so-called pseudo-linearization technique [3] [4] [7]. The pseudo-linearization consists 

in finding a state-space change of coordinates such that, in the transformed state-space, 

the system admits a linear tangent model independently to the operating point [5]. A 

linear Luenberger observer can thus be implemented. A drawback of this approach is that 

539 
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it requires an important amount of calculations and that it only gives approximated 

closed-loop stability results (under the hypothesis that the linear tangent model dominate 

the other nonlinearities). 

Another approach for designing speed observers consists in defining a 

hypersurface which is a function of the observation errors and in determining the 

conditions that make this hypersurface attractive. Once the error trajectories have reached 

this hypersurface, a switching error based action makes the observation errors "slide" to 

zero. This type of observer is called a sliding observer and belongs to a special class of 

variable structure nonlinear systems [6]. In robot manipulators, global conditions for the 

invariance of the hypersurface cannot always be guaranteed. Instead, local conditions are 

easily derived and can be arbitrarily established by increasing the observer gains. These 

gains need not always remain large, but they can exponentially decrease in time. A 

sliding observer for robot manipulators with time-varying gains was studied by Canudas 

de Wit and Slotine [2]. Closed-loop results are not yet available, however. 

In this paper we study another observer type, namely "smooth nonlinear observer" 

(Le. an observer with "smooth" or "differentiable" gains) together with a nonlinear 

control law which is only a function of estimated velocities and measurement positions. 

The main difference with respect to the sliding approach is that the switching gains are 

replaced by differentiable nonlinear functions which are adjusted in order to render the 

closed-loop system exponentially stable. This approach also differs from the linearization 

techniques in the sense that local convergence is obtained without the need of a nonlinear 

change of coordinates. Instead, the nonlinear structure and some of the physical 

properties of the robot model are exploited. The stability analysis of the augmented 

system which results from the combination of the smooth observer dynamics and the 

control law, is performed locally (via standard Lyapunov functions) around a constant or 

time-varying bounded vector instead of being performed around an attractive manifold, 

or through diffeomorphic transformations. 

2. Problem statement 

This section describes the robot model dynamics resulting from the Lagrange 

equations. This model can be expressed in an observable state-space representation and 

possesses some important properties which are useful for designing nonlinear 

state-space observers. 
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2.1 Model Description 

Consider a rigid robot having n revolute joints expressed as: 

H(q)q + C(q,(i)4 + 'tg(q) = 't (2.1) 

where q, q, q E :R.n are respectively the link displacements, velocity and acceleration. 

H(q) is the nxn inertia matrix, C(q, ej)q the Coriolis and centripetal forces, 'tg(q) the 

gravity components and 't the applied motor torque. Friction is not included in model 

(2.1) in order to simplify the discussion. 

Introducing the state vectors xl = q and x2 = q, model (2.1) has the following 

state-space representation: 

(2.2.a) 

X2(t) = ~(Xl,X2) + u(t) (2.2.b) 

(2.2.c) 

where ~(x1' x2) and u(t) are given as, 

(2.3) 

(2.4) 

Note that the new "input" u(t) is measurable, since the measurable "output" yet) is equal 

to xl (t) and hence u(t) can be computed from (2.4). This state-space representation is 

locally observable, see [2] for further details. 

2.2. Model Properties 

Certain properties inherent to robot dynamics are useful in designing nonlinear 

observers. These properties are summarized hereafter: 

(i) 

(iii) 'tg (q) ::; cr1 
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(iv) The ith element of vector C(xI,x2)x2 is x2TNi(xI)x2, where the Ni(xI) 

matrices are symmetric and composed of bounded elements. (IINi(xI)1I < 00, 'if i = 1.. n). 

(v) At least one possible parametrisation for C(xI' x2) exists such that any 

vector ~ with bounded norm satisfies: 

(vi) 

(vii ) 

(viii) 

where ~ = X2 - ~ and 

(ix) 

(x) 

where 11.11 denotes any norm and the ai's are positive bounded non-zero constants. 

Properties(vi) -(xi) hold for all ~ and xl E R,n with II~II < 00. 

3. Control design 

3.1 Nonlinear observer 

The observer design is carried out on the basis of the nonlinear state-space 
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structure (2.2), with additional correcting error terms introduced to ensure good observer 

tracking properties. The structure is the following: 

(3.l.a) 

(3.l.b) 

with, 

where 11(t) and 12(t) are the nxn design matrices. They may be linear or nonlinear 
"'­

functions of the observer states or simply constant matrices. The nonlinear vector /3(t), 

which may also depend on the system states and on the estimated state vector, is 

introduced to compensate for the nonlinear effects of /3(Xl, x2). It does not necessarily 

have the same structure as /3(Xl> x2) but it will closely resemble it. Its choice, as well as 

the selection of the observer gain matrices, will be discussed later. Since the position 

XI (t) is accessible from direct measurement, the observer structure (3.1) only contains 

terms in xl(t) and not on its estimate xl(t). 

The error system is thus obtained by subtracting the system (2.2) from the 

observer (3.1), 

(3.2.a) 

(3.2.b) 

where, 
1\ 

" The observer design then consists in fmding suitable functions 11, 12 and /3, such 

that the error system (3.2) has an asymptotically stable solution. Using property (vii) , 

the vector /3(xl' Xv can be rewritten as a function of the time-varying bounded vector ~= . 
Qc: 

N " 
where ~ = x2 - Qc, which suggests defining /3(t) as, 
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~ 

/l(t) = /l(Xt.X2'~) = -H(Xl)-l [C(Xt.~)~ + 1tO(xl,~)(i2-0 + 'tg(xl)] (3.4) 

giving: 

with this choice, the error system becomes: 

(3.5.a) 

(3.5.b) 

Letting the observer gains rl (t) and r2(t) be defined as: 

• • 
r2(t) = r2 + r2(t) 

where r* 1 and r* 2 are constant matrices and r* 1 (t) and r* 2(t) are time varying 

matrices, possibly also state dependent, the system (3.5) can be rewritten as: 

(3.6) 

with, 

~ ] 

with 02(Z) bounded by the square norm of ~ as indicated by property (xi) . 

3.2 Control law 

Let Cl.r(t) be the twice-differenciable reference trajectory with bounded second order 

derivatives, and consider the following control law: 

with, 
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(3.8) 

where Ky * and Kp * are constant matrices to be defined later. Introducing the tracking 

error e(t) as : 

e(t) = q(t) - <lr(t) 

The closed loop system is given as, 

(3.9) 

where the last equality is obtained by using property (vii) , with ~ = <it- .With the time 

varying gain (3.8), system (3.9) can be rewritten as: 

(3.10) 

or in the following state space form, (with WI = e, w2 = e and w T =[ WI T, w2 T] ) 

w(t) = A2 w(t) + [A3+ B2(t) 1 x(t) + f2(W) (3.11) 

where 

A2 -[ 0 I] AJ=[ 
0 -~~ ] -K~ -K~ 0 

B2(t) =[ ~ 0 ] H(xlt1n;o(xl,<'lr) 

f2(W) = [0 2 ]T -H(Xltlo (w) 

The system equation (3.6) and (3.11) yields 

(3.12) 

which can be rewritten as 

z(t) = [ At B(t) 1 z(t) tf(z) (113 ) 
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where zT = exT, wT] and where we have used B(t) = B(Xl'cir). The matrix B(t) is 

smooth and bounded for any x 1 and for any bounded and differenciable ~ The vector 

f(z) verifies f(O) = O. The following lemma gives local conditions for the stability of 

system (3.13). 

3.3 Closed loop stability 

Lemma 1 : Consider the system (3.l3) under the following assumption: 

(i) All the eigenvalues of A have a negative real part : 
T 

At -at A t -at 
II e II ~ al e ; leU ~ a2 e 

(ii) II B(t) II ~ 1>0 < 00 for all t ~ O. 

(iii) II fez) II ~ Po II z 112 

then the norm of z(t ) verifies: 

lIz(t)lI~ Eo IIz(O)1I2 e-EI (t) Vt~O 

where Eo ~ 1 and Po is an upper bound on the symmetric and positive defmite matrix P 

obtained from the solution of the following equation: 

IIPII~ Po 

Furthermore, if the constants bo, Eo and Po verify the following inequality, 

(iv) 1 - 2boPo (1 - _1_ ) > 0 
YeO 

then the sets !2o(Z,fO) and llEO(z, fO) and a positive constant fO exist, 

with fO given as, 

(3.14) 
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1- 2bopo 
ro 

2poPo 

such that any trajectory z(t) starting in fieo(z, ra> remains within Oo(z, ro) ::! fieo(z, ra> 

and asymptotically tends to zero with a rate given by £1(t) > O. 

Proof. Defme V = zT pz with P = pT > 0 and Po ~ IIPII. Using assumptions (ii) and 

(iii), we can easily see that the time derivative of V(t) is bounded as follows: 

v = z1'[ATp + PA] z + zT [BTp + PB] z + 2 zTp f(z) 

:s; -1Iz112 [1 - 2 boPo - 2 PoPa 1Iz11] = -1Iz112E(Z) 

where P is the solution of ATp + P A = - I, which due to hypothesis (i), exists and is 

uniquely defmed as : 

Since V(t) is upperbounded as V(t) :s; IIz(t)1I2 Po, we obtain, 

integrating from 0 to t, we get 

V(z) < _ IIzlI2 E(Z) = _ E(Z) 
V(z) - IIzll2 Po Po 

-1 E 1: d1: f.
, 

V(z(t» = V(z(O» ~ 0 (z(» = V(z(O» e-£l(t) 

using lower and upper bounds on V the above expression gives 

Condition (iv) implies that 1 - 2 bo Po > 0, so that ro is positive and therefore E(Z) and 

hence El (t) remain positive if Z verifies the following 

lIz(t)1I :s; I - 2bopo = ro 
2popo 

that is as long as Z remains in 00. Any initial condition z(O) E fiEO implies that the norm 

of z is bounded as follows: 
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therefore z remains in ~ and asymptotically decrease to zero. The maximum archivable 

rate is obtained as IIzll tends to zero, i.e. 

lim e"*"t(t) 

Iizli-tO 

e·(1 ·2 bopo)t 

Note that El(t) remains positive as long as the inequality (3.14) is verified. On the 

other hand, since A is an asymptotically stable matrix, positive constants aI, aZ and a 
exist such that, 

where a ~ Re (Amax [AJ}. Including these bounds on the solution of P, we obtain a 

bounded PO, i.e. 

vvv 

To increase the size of neo and ~, it is advisable to try to diminish ho by reducing 

the norm of B(t ). The observer gains, r 1 (t), r z(t), and the controller gains, Kp * and 

Kv *, are then designed seeking to minimize IIB(t)1I and render A asymptotically stable. 

Lemma 2. (Asymptotic stability of A). Let, r 1 * = 11 I, r z* = 1z I , Kp * = kp 1 and 

Kv * = kv 1, then the eigenvalues of A are given by the solution of the following second 

order equations: 

Proof Using block determinant properties we obtain, 

I (A + 11)1 
det (AI - AI) = 

121 

- I 

AI 
1= IA III(A + 11)1 - (-I) (A Irl(12 1)1 
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vvv 

Simple setting of the eigenvalues of A can thus be performed by tuning the positive 

scalar 'Yl, 'Y2, kv and kp . Although this choice fulfills condition (i ) ,it does not 

necessarily gives the smallest norm for Po, Increasing arbitrarily a does not necessarily 

mean that PO can be decreased. 

Lemma 3. If 11 *(t) = 12*(t) = 0, then an upperbound on the norm of B(t) is 

minimized. 

Proof ( Outline ). Note that the norm IIB(t)1I is bounded as follows: 

IIB(t)lI:::; II Bl (t) II + II B2(t) II 

and that B2(t) does not depend on 11*(t) or 12*(t). The norm of BI(t) can be 

expressed in terms of the eigenvalues of B1(t)TB I(t), which are all real. Using 

Gersgorin's Theorem, one can proove that the smallest upperbound on Asup {B1Tsd is 

then obtained for 11 *(t) = 12*(t) = O. 

VVV 
Corollary. (Determination of bO)' If 1 I *(t) = 12*(t) = 0 and <h(t) is a bounded vector, 

(lIqr(t)11 < ~O' V t > 0), a bounded positive constant bo exists such that: 

IIB(t)1I S IIBI (t)1I + IIB2(t)1I = bo V t >0 

Proof With r 1 *(t) = r 2*(t) = 0, we have B 1 (t) = B2(t) and hence 

IIB(t)1I S 21IB2(t)1I = 2I1H(XIt l TCO(Xl,qx)11 S 211H(Xlt11l1l n:o(xj,qr)1I 

s 2 (j'o (j3 IIqJI S 2 (j'o (j3 ~o = bo 

where the upperbounds (j'O, (j3 and ~O are obtained from properties (ii) and (ix), and 
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from the boundedness of cir (t). 
vvv 

The constant bo depends on the nonn of II <it II and essentially, on the eigenvalues 

of the inertia matrix, hence 0'0 and 03' This upperbound cannot be modified by the 

observer gains. It will be established by the mechanical characteristics of the robot and 

by a nominal velocity, ~ , around which the observer stability is studied. The following 

theorem resumes the previous results. 

Theorem 1. The following "smooth" observer: 

i1(t) = -rt(t) Xt(t) + X2(t) (3.l5.a) 

i 2(t) = -r2(t) Xt(t) -H(Xt)·l [C(Xl.QJ<ir+1tO(Xl,<ir)(x2-<ir) + 'tg(Xt)]+u(t) (3.l5.b) 

together with the control law (2.4)-(3.7)-(3.8) is locally stable ( in the sense of 

Lemmal) provided that the eigenvalues of Al and A2 are tuned so that Condition (3.14) 

is verified for any z(O) belonging to neo(z). 

4. Conclusion 

In this paper we have proposed a modified computed-torque law which together 

with the nonlinear observer yields a locally exponentially stable closed-loop system. 

These results can be interpreted as a local stabilisation of a robot manipulator with a 

nonlinear control law based only on position. These results are important in industrial 

robot applications because they help to reduce the cost and dimension of the sensors. 

The analysis technique used for the smooth observer design yields quite conservative 

results leading, in general, to over-dimensioned observer gains. In practice, one can 

take smaller gains without affecting the observer's properties. 
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Modelling and Simulation of Flexible Beams using 
Cubic Splines and Zero-Order Holds. 

Simon Dancose. Jorge Angeles 

Abstract 

The modelling of linearly elastic beams using cubic splines is introduced 
in this paper. This technique makes it possible to model beams of any shape 
more efficiently than with existing methods. In fact. cubic splines are shown 
to be more generally applicable than the assumed-mode approach. Moreover. 
they are computationally less costly than finite-element methods. and hence. 
are more suitable for real-time applications. As well. a zero-order-hold scheme 
is implemented for the simulation of beams undergoing large rigid-body mo­
tions. Finally. an example is included to illustrate the effectiveness of the 
techniques proposed here. In this example. a stepped beam free at one end 
and clamped at a rotating hub. is simulated under deterministic initial distur­
bances. 

1. Introduction 

Present day industrial robots are easy to control since they are designed 
to be rigid and slow. The consequence is a low weight-carrying capacity which 
increases costs and decreases the speed of operation. To improve this ratio. 
lightweight robots with flexible links are required The best example of an 
existing flexible manipulator is the Space Shuttle Remote Manipulator System. 
developed and built by Spar Aerospace Inc.for NASA. it moves relatively slowly 
so as to minimize the elastic deformations It is expected that a variety of 
new manipulators will be developed as part of the Space Station project under 
NASA direction. and these will have to be much faster so as to be used as aids 
for space-structures assembly and for many specialized tasks such as in-orbit 
satellite repair and refueling (LacombE and Berger [7]) 

Two of the main reasons discouraging the flexible robot arm design are 
the arising complex mathematical models. which are costly to handle. and 
difficult to control Some of the better known techniques available to derive 
the governing equations of motion for an elastic system include finite ele­
ment analvsis (Laurenson [8J Bayo [2J. Menq and Chen 110ll normal mode 
analysis (Meirovitch [9J. Cannon and Schmitz 14J. Hastings and Book 113]) 
transfer functions(Skaar and Tucker 114)) and lumping techniques (Book 13J) 
Although these methods have been successfully applied in some simple exam­
ples. more complicated mechanical systems. like multi-link manipulators. call 
for more efficient modelling and solution techniques. Here lies the motiva-
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tion behind the spline-based method of solution described in this paper. The 
idea of using cubic splines comes from their natural association with elastic 
beams under static conditions. that is. both have a vanishing fourth derivative. 
Furthermore. the zero-order hold is introduced for the time-discretisation of 
the finite-dimensional continuous-time model derived from the use of cubic 
splines. It is shown that. by suitably exploiting the structure of the model at 
hand. the zero-order hold can be derived very efficiently from the viewpoints 
of economy and accuracy of computations. 

2. Space-Discretisation Using Cubic Splines 

The kinetic and potential energy. T and l-:. respectively. of the flexible 
beam rotating about one of its ends. as shown in Fig 1. are the following: 

T = ~ it p(x)slx) r r dx + ~Ih&2 , V = ~ it EI(x) lu" (x, tW dx 

(la & b) 
where 

a 
I 
pIx) 
six) 
EI(x) 
u(x,t) 
ull(x, t) 
h 
() 

: length of hub from center of rotation to beam 1m] 
: length 1m] 
: mass density Ikg/m3 ] 

: cross-sectional area 1m2 ) 

: flexural rigidity Ikg m3 /s2 ) 

: deflection of beam from its neutral axis 1m] 
: curvature of beam Im-1 ) 

: moment of inertia of the hub (kg m2 ] 

: rotation of hub Irad) 

The following assumptions are made: 
i) The deflection u(x,t) is small (::; 0.11) and any extension is neglected. 

ii) As a consequence of i. the Euler-Bernoulli model is used. for which rotary 
inertia and shear deformation effects are ignored. 

iii) Beam is long and slender. i.e . the cross-sectional dimensions are smaller 
than 10% of the length 

iv) Hub is rigid. and hence. its kinetic energy. Th . can be written as Ih iP/2. 
From these assumptions the following expressions are derived for the 

position vector r and the velocity r of an arbitrary point on the beam: 

r=xi+uj, r=-uOi+(u+xOH (2a & b) 

If u(x, t) is approximated by cubic spline functions. then we have: 

Uk(X, t) = Ak(X - Xk)3 + Bk(X - Xk)2 + Ck(x - Xk) + Dk (3) 

for Xk ::; x ::; xk+l. where Xk is the abscissa of the kth supporting point 
(SP) of the spline (Spath 115]). and 

A 1 (" ") k = 6flxk uk+l - uk (4a) 



555 

1 
Ck = (Uk+l - Uk) I!:::..Xk - 6!:::..Xk(U~+1 + 2u~) 
Dk = uk 

(4b) 

(4c) 

(4d) 

where 
!:::..Xk = xk+l - Xk (5) 

Note that Timoshenko beams can also be modelled with spline functions. 
In this case. however, a second spline function would be needed to account 
for the rotation of the cross section of the beam. 

The beam can be modelled as a cantilever beam rotating about its clamped 
end where the boundary conditions are the following: 

at x = a, {~u=_O'o 
dx - . 

(6a & b) 

These mean that. at the clamped end. both the displacement and the slope of 
the beam vanish. Moreover. at the free end. both the moment and the shear 
stress exerted on the beam vanish. Henc.e. 

at x = l. (7a & b) 

For n supporting points. the continuity and smoothness conditions at the SP 
yield the following relation: 

A~u/l = 6C .• u (8) 

where AB and C~ are the following n' )i n' matrices: 

2Ql Ql 0 0 
Ql 2Q~ U2 0 

A,= 0 (9) 

0 Qn-3 2Q~_3 Qn-2 

0 0 U n -2 2Q~_2 

and 
~il 0 0 0 

e' 1 °2 0 

C, = D2 
of 

1"'3 0 "'2 (10) 

0 
0 0 I n -2 - /3~_ 2 (3n' 

with 

Qi = !:::..Xi, PI = 1/!:::..Xi' for 1 = 1, .... n', where n' = n - 1 
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<2: == cr, + cri+l' for? = 1, ... n - 3; 2cr~_2 = 2cr n -2 + 3crn-l; 

S: = Bi + ,Bi+l for i = 1, ... , n - 2 

and u and u" are the following n'-dimensional vectors: 

(l1a & b) 

where u is the vector of time-varying displacement and u" is the vector of 
time-varying curvature at the SPs. and hence. these vectors contain neither 
Ul nor u~_l' Thus. eq.(B) leads to 

u = Nu" , where N 1C ·lA .. > = 6 ' (12a & b) 

which gives a very useful linear relationship between displacement and curva­
ture. Using the above relationship. and after some manipulation. the following 
energy expressions are obtained: 

T = ~ [1i2 (fa + uTM'u) + uTM'ti + 20,),TN- 1u], \l = ~uTK'U 
(13a & b) 

Now. eqs.(13a & b) are rewritten in the forms T = T(I1,u",u") and \l = 
\l(e, u"), which are more convenient for experimental purposes, i.e .. u" can 
be measured directly using straingauges. while u is more difficult to measure. 
since it requires the use of vision systems that are not capable of operating 
at the high frequencies of a beam (Piedboeuf and Hurteau [12]) The energy 
expressions now take on the form 

where 

\l = ~u"TK"u" 
2 

(14a & b) 

(15) 

and h is the moment of inertia of the unflexed beam, Moreover, M", K". and 
')' are all constant coefficients dependent upon the beam's configuration It is 
underlined that M" and K" are n' )< n' symmetric positive definite matrices, 
and so are M' = N-TM"N- 1 and K' = N-TK"N- 1 

Now, the term u"T M"u". is assumed to be negligible as com pared to f" 

which is verified later in the simulation. Then, T and \' can be represented 
as 

where 

- [M" M= -T ; 

T 1.TM-· - -q q -2 . 
, 1 T-

\ =-q Kq 
2 

i K" 0] 
K = lOT 0 ' 

(16a & h) 

(17 c· e) 
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Next. the dynamical model is derived using the Euler-Lagrange equations. thus 
obtaining the following: 

laO' + 1T jj" = r(t) 

10' + M"u" + K"u" = 0 
(18a) 

(18b) 

in which 0 is the n'-dimensional zero vector and r(t) is the applied torque. 
Moreover. eq.(18a) is a scalar equation and eq.(18h) represents a set of n' 
scalar equations. In compact form. the foregoing equations take on the form: 

(19) 

These equations can be reduced by substituting eq.(18a) into eq.(18b). 
thus yielding the following set of n' equations. which are also independent of 
&: 

Mu" + Ku" = ¢(t) (20a) 

where 

M M " 1 --T = - -II , 
la 

K= K", (20b - d) 

The time response of the system described by eq.(20a) will be calculated using 
the method discussed in the following section. 

Once eq.(20a) is integrated. the hub motion is obtained from eq.(18a) by 
simple quadrature as follows: 

where constants C1 and C2 are computed from initial conditions. 

3. Zero-Order-Hold Time Discretisation of the Finite-Dimensional Dy­
namical Model of the Vibrating Beam 

A linear stationary-ie time-invariant-dynamical system has the stan­
dard state-variable representation that follows (Kailath [6]): 

x(t) = Ax(t) + Bu(t), x(O) = Xo 

y(t) = Cx(t) 

(22a) 

(22b) 

where x. u and yare 2r,'- .1'- and m- dimensional vectors of state. control 
and output variables respec.tively. Moreover A, Band C are. correspondingly. 
2n' x 2n', 2n' )< l' and m 7. 2r/ constant matrices. 

The discrete-time version of the same system. when sampled with a zero­
order hold (Astrom and Witten mark [1]). at time intervals of amplitude h. is: 

x(k + 1) = Fx(k) + Gu(k), x(O) = Xo 

y(k) = Hx(k) 

(23a) 

(23b) 
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where F and G are 2n' x 2n' and 2n' x p constant matrices defined as: 

rh A'T 
G = Jo e drB, H = CF (24a - c) 

a nd clearly. 
(24d) 

Therefore. the task of simulating eq.(22) becomes a problem of evaluating 
matrices F and G. Methods for computing these matrices are available (Astrom 
and Wittenmark [1] Moler and Van Loan [11]: Fulmer [5] Ward [16]). and 
hence. these need no further discussion. However. the said methods rely on 
the computation of the exponential of a 2n' x 2n' matrix A. Presented next is 
an approach allowing the computation of the exponential via matrix functions 
of an n'" n/ positive definite matrix. which is much faster to compute and 
provides a highly reliable means to assess accuracy. 

First. the Cholesky decomposition of M. namely. M = NTN which is 
possible because M is positive definite. is computed. Next. eq.(20a) is pre­
multiplied by N -T where N is lower triangular. For reasons that will be 
explained later. the decoupled system. eq.(20a). is used instead of eq.(19). 
i.e .. 

N-TNTNii" + N-TKu" = N-T itt) 

Letting v = NU". the following equation is obtained 

where 

(25 ) 

(26a) 

in which W is also positive definite. Thus. by letting x = r vT yT; T and the 
scalar input u(t) = r(t). matrix A turns out to be C 

A - [0 1] (27a) 
--W 0 

where 0 and 1 are the Tt/ :x r.' zero and identity matrices. respectively. and 

w = [~] (27t) 

where 0 is the (2n - 1 )-dimenslonal vector 
Since it is desired to measure the curvature at the SPs. the output be­

comes y = u". Putting this in terms of x yields: 

(27cl 
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This system can easily be shown to be observable: therefore. just by measuring 
u" and e. the state of the system can be determined. The system is also 
controllable. which implies that any state can be achieved by choosing the 
right input u. 

Because of the simple structure of A. the exponential matrix F can be 
calculated in a simplified form. In fact. the kth power of A takes on the 
following form: 

(28a) 

for k even. and 

k [ 0 A = k+1 
(-1)-2- Ok+1 

(28b) 

for k odd. where 0 is the positive definite square root of W. i.e .. 

0= W 1 / 2 > 0 (28c) 

From this. it can readily be shown that: 

F = [ cos Oh 0-1 sin Oh] 
-0 sin Oh cos Oh 

(29) 

which requires simply the calculation of the cos and sin functions of the n' :x n' 
matrix Oh. 

To calculate G. we exploit the fact that A is invertible and hence. eq.(24b) 
leads to 

(30a) 

where 1 is the identity n' x n' matrix and 

(30b) 

Thus 
_ r - W -1\ cos Oh - 1)] - 1 

G - l (sin Oh)O-l N w (31) 

Finally, H is found to be: 

H IrN 1 nh N·1n-1s'lnnhlJ = COSu at u 
l 

(32) 

By looking at eqs.(29-31) it is clear why eq.(20) was used instead of 
eq.(19). Indeed. by using eq.(20) matrix A is nonsingular thus making it 
possible to calculate W- 1 and 0- 1 The singularity of A. that would have 
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resulted from eq.(19). is caused by the singularity of Kc-no elasticity in the 
motor shaft. 

All the required matrix functions can be calculated by placing W in its 
diagonal form: 

W = SAwS- 1 

where the columns of S are the-mutually orthonormal-proper vectors of W 
and A is a diagonal matrix composed of the-real positive-proper values of 
W. 

4. Example 

The simulation of the non-uniform beam shown in Fig.2 and described 
in table 1 was performed. The initial conditions and input values are given in 
Table 2. The calculated natural frequencies of the beam are stored in vector 
Wn which is displayed next. The calculated matrices Mil and K". and the 
vector i are also given next. Figures 3 to 4 are the time histories of the beam. 

Table 1 

Hub Section 1 Section 2 

n (No of SPs) 0 5 4 
L 1m] a = 0.1 0.5 0.4 
p Ikg/m3 ] 2712 2712 2712 
E IGPa] 71.0 71.0 
b 1m) 0.1 0.1 
d Imm] 2.0 1.0 

Ih = 4.26 x 10-2 kgm 2 

The initial conditions are: 

0(0) = -0.0056 rad 

0(0) = 0 rad/s 

Table 2 

SP xlm] ulm] ulm/sJ 

1 0.100 0.000 0 
2 0.225 0.001 0 
3 0.350 0.002 0 
4 0.475 0.004 0 
5 0.600 0.008 0 
6 0.733 0.016 0 
7 0.867 0.032 0 
8 1.000 0.064 0 
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0.287 0.481 0.348 0.228 0.134 0.066 0.022 
0.482 0.816 0.598 0.397 0.237 0.117 0.040 
0.349 0.599 0.452 0.309 0.189 0.095 0.033 

M"= 0.230 0.400 0.311 0.221 0.141 0.073 0.026 x 10-3 kg m4 

0.136 0.240 0.191 0.142 0.096 0.052 0.019 
0.067 0.118 0.096 0.073 0.052 0.031 0.012 
0.022 0.040 0.033 0.026 0.019 0.012 0.005 

0.197222 0.098611 0 0 0 0 0 
0.098611 0.394444 0.098611 0 0 0 0 

0 0.098611 0.394444 0.098611 0 0 0 
K" = 0 0 0.098611 0.394444 0.098611 0 0 

0 0 0 0.098611 0.223519 0.013148 0 
0 0 0 0 0.013148 0.052593 0.013148 
0 0 0 0 0 0.013148 0.052593 

fa = 0.152346 kg m2 

5.3993 4.0121 
8.9375 9.5265 
6.3445 26.8127 

1= 4.1223 X 10- 3 kg m3 s, Wn = 45.7768 Hz 
2.4528 74.9687 
1.2107 102.205 
0.4048 111.893 

Furthermore. as stated in Section 2. fa » uTM'u since for the worst case 
scenario. where u is taken at its maximum allowable value-to remain within 
the linearly elastic model from assumption ii in Section 2-. the following 
ratio is obtained 

where fi is the. vector of the maximum allowable displacements. 

5. Conclusions 

The space discretisation of a beam under rigid-body motions was achieved 
using cubic splines. This procedure allows the direct use of either displacement 
or curvature as the generalized coordinates. which permits the use of strain­
gauges to measure the curvature. thus yielding the displacement from eq.(12a). 
The use of strain-gauges is much better than vision feedback since it is much 
more accurate and much faster. This spline model also makes it possible to 
simulate beams with shape discontinuities such as the one in the example 
which would be extremely tedious to solve using assumed modes. 

The time-discretisation of the continuous-time finite-dimensional model 
of the beam was performed with zero-order holds. The procedure followed 

N m3 
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in this paper performs very rapidly and accurately and seems suitable for the 
modelling, simulation and control of mechanical systems composed of multiple 
flexible bodies. This improvement is introduced by the fact that some matrix 
functions are performed on n' x n'-dimensional positive definite matrices rather 
than taking matrix functions on 2n' x 2n' -dimensional non-symmetric matrices. 
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Figure 1 Rotating Flexible Beam 
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Figure 2 Beam Used in Example 
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Towards a differential topological 
classification of robot manipulators 

K. Tchon 

Ahmad 
Tle paper is coaceraed wnh a clusiflcatioD of models of riPl 

muip .... ion via. state feedback aad local diffeomorpJUsms of the 
state ud output spa.ce8. U siq some methods of siaplariiy t.Mory, 
finite lists of Donaal forms are provided for genezic maaipulators 
wnh the umber of desrees of freedom " ~ 2 I " :f:. 8 . U" = 8 , 
ile clusiIcatioa is proved to be inune. 

1 Introduction 
This Biudy has origiDaIly beeu motivated by the output tracking problem 
in robot manipulators. The problem amounts to 8DdiDg driving forces or 
torques whim, applied at the joints of the manipulator, would make its 
4edor to tra;vel alODg a prescribed trajectory iD the workspace. 

The output tracking problem has a well-knowu solutioD in the case 
when the manipu1ator's kinematics are DOD-Singular, 16). In [11} a sin­
plar tracking problem iD DOD-reduDdaat manipulators is dealt with and 
solved UDder assumptioD that singularities iD the internal coordiDates of 
the manipulator are either crossed t1'8D8Versally, if of codimensioD 1, or 
aToided, if of higher codimensioDs. In geDeral, however, when solving the 
tractiDg problem or the inverse kinematic problem, ODe has to deal with 
complex siDgularities of kinematics, 13),(6), (8),191,112),116J,118). BeDce, a 
.aefal prelimiDary step toward solving the problem may be to classify pos­
sible singularities of tiDemaiics of the manipulator. This paper presents 
such a classi8eatioD for "almoBi all" manipulators. We believe that the 
classitlcatioD might be interestiDg on its OWD, so we have concentrated "ere just OD the classilcatioD defeng some robotic applications to a 
separate paper , (18]. 

Mole specifically, we shall coDsider af6De control systems with out­
puts which describe both dynamics and kinematics of the manipulator. 
SiDce the dynamies are iypieally non-singular, byappropriaCe static feed­
bact aad the state space COOrdiDates change, we reduce the classilcatioD 
problem of manipulators to classifying singnlarities of their kinematies 
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'ria pairs of local difeomorphisms. Baving formulated *he problem in this 
way, we are able *0 apply some machinery of singularity theory to produce 
lists of IlOrmal forms of the m8llipulaiors ill generic cases. The Iis*s are 
Inite for all numbers of degrees of freedom n ~ 2, except n = 8. From 
*he systemic poiDt of view this paper ~ be though* of as a developmellt 
of certain ideas stated in 11OJ. 

The paper is composed as follows. In Bedion 2 we introduce lOme b .. 
sic concepts, in particular describe the tr8ll8formations under which our 
classification is being made. Sedioll 3 cOlltains the main result (Theorem 
3.1). Proof of the theorem is sketched in Section 4. The paper is COIl­

c:l1lded with Section 5 , where a classilc:ation is provided of manipulators 
wltoee kinematie iraDSfol'llWions are restric:ted to either a change of the 
elector position or of the orientatioa. 

2 Basic concepts 
We shall cOll8ider the Lagrange model of dynamic:s of a rigid, n-degree 
of freedom manipulator consisting of the 5th order kinematic pairs. The 
model can be expressed in the fobiag form, (4],117), 

i = , 
; = /(11, I) + tI(II)U (1) 
fI = h(lI) 

Bereabove II, 8 stand for, respectively, iaiemal c:oordiaatea uad veloc:i­
ties (positions and velocities at the joints), u is a vector of coatrols (driving 
forees or torques at the joillts), y results from the kinematic *rauforma­
tioa aceomplished by the manipulator. It will be U811med that %,1 belong 
to aD opea lleigJabourhood of 0 E R" or just to R". The outputs II are 
eIemeats of the Euclidean group SEtS) ~ SO(3) x RS, 8Ild descibe posi­
tions and orieataiioll8 of the efector w.r.i. a hed base coordiaate frame. 
AD the maps displayed in (1) are required to be smooth, i.e. of class 0 00 

• Matrix tI(lI) is invertible everywhere, 1171. 
Givell a system (1) one caa apply the feedback u = _,(Z)-l/(II, I) + 

,(II)-IV and transform (1) to the form p: 

j = , 
; = 11 (2) 
fI = h(I) 

wlaich will sene U8 ill wlaat follows as a basic reference model Denoie by 
M t~ class of systems (2). Theil it is clear that M C8D be identifled with 
the sei of smooth maps OOO(Rt&, SE(S)), hence topoqir.ed by fumishiag 
the last set with the weak 0 00 topology, 171,(13). We recall here that 
the weak 0 00 topology is a topology of uniform conveqellee on compact 
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subsets of R", of maps along with their partial derivatives of aU orden. 
It is well-known that .N ~ COO(R", SEtS)) is a Baire space, i.e. residual 
subsets (countable inteneeiions of open-ciense subsets of oM ) are dease in 
.... Further on a property possessed by systems" belonging to a residual 
subset of At will be eaUed ,,,,eric. If the residual set is clear from the 
context, its elemeats will often be referred to as generic. 

In this paper we are considering the problem of classitlcation of systems 
(2). More specilcally, we want to Iud a finite list of nmple aormal/o,,.. 
to which one could locally transform systems (2) from a rend .. ,.61d 
of .N, usiDg some HI"rcl t,,,,,,,/o,mtllw ... The transformations admitted 
are of the following type: 

i. Local difeomorphic change of (z, II) coordinates. 
it Static state feedback. 
iii. Local diffeomorphism of output coordinates. 
In particular, if rp • a local difeomorphism of intemal coordinates and 

W M a local diffeomorphism of SE(S) then the transformations are detlned 
as follows: 

(s, II) H (rp(sl' (J : I), 
" H (J II II (9,8) + (J~~s) u, (3) 
fI H W(,I). 

Clearly, in (S) 8~~:I) stands for the Jacobi matrix of rp at x , while the 
ith coordinate of {J;,~:d (9, ') equals IT (J2cf.~:I) 9. 

Given (3) one easily deduces the following resolt which deserves to be 
stated separately. 

PropOiltloD 2.1 T1e ",ioa 0/ '",al/of'f'Mlion, (8) on G "~Item (B) it 
etauleM to h H W 0 II 0 rp-l. 

In view of the abare, the problem of classification of systems (2) has 
beeu reduced to the cl .. ,i/i«Uion oJ ,moo'" ma" under the so-called RL­
equivalence, 111,[13]. Indeed, we shall prove that a luite ciassiflcation of 
generic systems exists for all n ~ 2 , except n = 8 . 

3 Main result 
In this sediOll we are going to state a theorem on the geDeric classitlcation 
of systems (2). The theorem establishes a collection of lists of normal 
forms, specified by the Dumber of degrees of freedom D , to which a generic 
system (2) can be transformed lia transformations (3). Having flxed D , let 
M" denote the space of system (2) with n depees of freedom. We observe 
that, since dynamics of (2) are not affected by the transformations (see 
Proposition 2.1), the normal forms are completely dellned just by their 
output maps. 



568 

Theorem 8.1 For Herr n == 2, 3, ... , elCep' n == 8 , 'here eailf, & refil­l" ,.,d R" c .M" ,ach 'UI ".IA E R" illocall. I,.",/ormt4 oia rS) '0 • aormal/orm /rom tIN lilt, lite. hlo.. 1/ n = 8 , ,IN cl .... ftcalio" 
., aortul/orflll iI i.flaiIe. The jiAile lUI, 0/ raormal/Orml are cle,erilled 
., Il&e /oIIoflJi", 0",,, fIUJ" h(~): 

• .. n=2: 

• (~l,S2'O,O,O,O) 

• 6. n = 3 : 

• (~l,S2,IS,O,O,O) 

• c. n = 4 : 

- d. (~I'~lI,:rS'~"'O,O) 
- cl. (~I'~lI~I,~all,.Il1,IS'~4) 

.4.n=5 

- l1. (:l1,.I,,~a,:l4,S5,O) 

- 41. (:rJ,:I'~I,.I2,.Is,lf,~a) 

- la. (:If+~"I,IS:rJ+.I • .I1,.I2,IS,I.,15) 

• e. n = 6 

- d. (11,12, IS, :I., :l5,.If) 
- d. (11,12, Is, ~., ~a, :I.) 
- eS. (:rt + :!:t.ll,.I" IS, If, III, I.) 
- eol· (It + :!:tIL +ISII,:llI,.IS,:I.,:l5,.I.) 
- d. (~t + ~"I + IS:rJ + .I4.1f, 12, ~s, I., :15, :I.) 
- d. (~t + ~,:ll + ~s:rJ + .I4.1f + ~a.l1, :I" :Is, .14,15, .16) 

- 11. (~I + ~'~l + .IS:lI + .I4~f + 15:11 + :l6:ri,:I".Is, 14, 15, ~6) 
- e8. (~I ± :rI + ~.II + :I.S" .I1~2, IS, ~., :la,:l6) 

- el. (~I + :ri + I,ll + :l4~ + .11111,11:1" :1".14, 'II, '6) 
- e10. (If + II + lal 1 + '4~2 + la4 + ~.zI, '1", 's, '4, 15, I.) 
- e11. (If + lal1 + 1,,:1, + :l5:11""f + zj + '.'1, 'a, 'f, 15, :I.) 

·tn=T: 

- /1. (z" .la, '4, .15, 16,'.,) 
- /I. (±:r} + ,1,13,14,:15,.1.,:1-,.) 
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- IS. (~+II + la~,I3,I4,I5,I6,I1) 
- 14. (±st +.i + :la:l, + 'fsl,:la,:lf,:l5,st,:l1) 
- 15. (zl +.t + 'as, + If.1 + '5sl,ss,:l4,:l5,:l6, ") 
-I'. (±~ +.3 + 's" + :l4'~ + '5si + '6:1~, SS,S4, S5, Ss, :11) 

- fT· (zl+:li+'a"+:l4~+:l5si +Ses~+:I7~, SS, S4, :15, :le,:l1) 

- /8. (~S' ±.I + SaSI + 'f'll + '51f"s, Sf, :l5,:le,:l7) 

- II. (zt" + I~ + laSI + '4'11 + S51t + '6,1, 'a, 'f, S5, Se,") 
- 110. (It:lll ± .1:1 + 'a.1:1 + '4'11 + '5,t + .1:6'1 + '74, Ss, .1:f, 

:15, '6, :17) 

- 111. (sf + S~ + .1:311 + If I, + '5:11 + 'e:llS, + .1:71111, la, .1:f, 
'I, :16, '7) 

- 111. (±.1:f+~+'J,II.1:3+:lfSI +'5:1'+'e:la, '4, '5, .1:6, :17) 

- I1S. (.1:1" - .1:,:1. + 'f'a, .1:IS, - :lI:lS + '5:11 + .1:6:1" 2j.f, .1:5, 
'" '7) 

- Ill· ('I" - IlIa + .1:411 + :l5~,.1:1 + zJ +:rt + 16'1 + S,I, 
,.1:. ,.1:5, .1:6 ,:17) 

- 115. (SI" - 'l'a + :l4 S 1 + S51" ,,:la +:rt + :le l 1 + I'If, S4, 
'5, '6, 17) 

NOli let n ~ 9. Deftae 9,,-1: = ± ~ ± :rJ ... ± '~_klr"-4 = (S,,-f, :I,,-a, 
... , I,,). ne. t1aere are U,e lollolJir&f lor"",: 

.1.n~9: 

- 11. (S,,-5, '''_4) 
- ... (9"-6 + ':-5, '''-f) 
- U. (9ta-6 + '~-5 + 'ta-f' ,,-5, r.-f) 
- A.I. (9"-6 + '!-5 + 1,,-4:1,,-5 + :I,,-a~-5' ,,,-.) 
- 15. (9"-6 + I!_5 + 1.-4.1:,,-5 + :I.-a:r!_5 + :I,,-II:r!_5' '.-4) 
- 1&6. (q"-6 + .1:,_5 + '.-4.1:.-5 + ',,-a'~-5 + '''_''~-5 + 

1,,-1<-5' r,,-f) 
- l~ (q,,-e + S!_5 + 1,,-4.1:,,-5 + ,,,-3':-5 + '''-''~-5 + 

.,,-1 '!-5 + ''''~-5' '''-f) 
- 1&8. (9"-1 + ~-6.1:"-3 ± r.-5 + 1,,-4:1,,-6 + 1"_a,,,_5 + 

:I.-2~-e, r.-4) 

- 11. (q"-1 + ~_e.1:"-3 + :I!_5 + ',,-4',,-e + :I"_a,,,_5 + 
1.-2~-e + .1:"-I~_5' r._.) 

- 110. (9,,-7 + .1:!_4.1:,,-5 ± .1:!_5 + :I,,-f.1:,,-e + 1,,_,1,,-3 + 
1,,-t:r!_6 + :I,,-IZ:_5 + .1:"s!-51 r.-4) 
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- 111. (g,,-r+r.-6 +~!-6 +~"-4Z.-6 +~,,-a~"-5 +Z.-2Z~_5 + 
~"-1~,,-6Z.-11 + Z.~"-6:1~-5' r,,-4) 

A sketch proof of the theorem is deferred to the nen section. To 
conclude this section we observe thai, since the spaces .N" are Baile, the 
theorem results in the following. 

Corollary S.1 Ld n ~ 2, n :J; 8 . Tlea, /or aa, II e .M" , Uaere e~" 
I,.u/ormaliolll (8) wUc1 .,plie4 10 II mae iltlr6il,.ril, clo,e 1o • _or­
mal form fro'" .m0tlf Uae lilled dote PoetJIl" in 11e ,ea,e 0/ '''e weai 
Goo 'opologJIj. r.""ermore, if pel." , Ua6 ,,.ru/OrrMfio,,, "'"6 II 1o 
lo.ll, eoi_cide _" ,d II aora /orm.. 

4 Proof of the main result 
~ a matter of fad, proof of Theorem S.l , although rather long and 
teclan~ involved, is just a compilation of mown results aDd teclmiques 
of singulariiy theory. Hence, we are SOing to sketch here main ideas of the 
proof, and to give references to the literature, such thai enable the reader 
rih some basic acquaiDtance with siDgularity theory to reconstruct all 
the details. 

First we note ihai, since ihe normal forms introduced are local, we 
CaD assume w.Lo.g. that output maps of (2) take their values in a real 
space Rm . Forthermore, the EueHdean group SE(3) is six-dimensional, 
so m = 6 • Thus, we shall deduce our result from the existing knowledge 
on dassillcuion of generie map-germs h : R" - R6 w.r.t. local ditfeo­
morphisms in the source aDd target spaces. The equiYalence of ID&Jrgerms 
deJlned by the ditfeomorphisms is called RL-equivalence, ill. It is well­
known, i11,(13), that for inllnitesimally stable maJrgerms the c18S8i1cation 
by RL-equivaience reduces to the classillcation of so-called genotypes of 
the map-germs by the contact equivalence. Therefore, our strateor will 
follow ihat of i13l, i.e. we shall classify ihe ~otypes, and then construct 
the normal forms via stabilization by unfolding. Genericity of our normal 
forms results from the fact that, except for n = 8 , we are working within 
the so-called Dice range of dimeDSiODs, where the stability is generic, [14). 

To be more specillc, we shaD consider inllDitesimally stable maJrgerms 
from (RP+',O) to (,RI+t,O), where p +, = n , p +, = 6, whose ruk at 
o equals p. By a transversality argument renerie maJrgerms must satisfy 
the condition p + , ~ sf , referred to in the sequel as the transversality 
cODdition. The stable map-germs are treated as stable p-parameter un­
foldiDgs of elemenb belonging to contact orbits of codimension ~ p + , 
of map-germs (R', 0) 1-+ (R', 0) whose ruk u 0 e R' is equal to ° . 
Such maps-serms are called senoiypes of the unfoldinrs. Hence, our pri­
mary task is to find C8Ilonical fOnDS of contact orbits of renotypes, up to 
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codimeDsioD p +, . Fira, let us look at DOIl-smgalar cues. They are rep­
resented by , = 0 , if ,. ~ 8 , or , = 0 , if ,. ~ 6 • Couequeatly, we arrive 
at normal forms of immersioDs (a,b,el,dl,el) or submeniou (el,fi,hl) 
uDder the JtL..equivalence. It is easily checked that for fa = 2 or fa = 3 
the immersioDs are the ODiy eases met geDerieally. Next, we l~ ,. = .. 
It 6illcnrs that , ~ , , so by the traosversality eoaditioD , = 1, , = 3, 
, = 3. ID efed we Deed to elassify geDotypes R .... RS • Equm.leatly, we 
can deduce the normal form e2 from a theorem of Morio, (181 • Similar 
argumfJlt leads to the normal forms d2 aad d3 for,. = 6 . These are just 
the Morio c:anoDital forms of Thom-Boardman singularities 51,0 ,51,1,0 , 
(11. Now cODSider the ease n = 6. By the t1'&DSVenality cODditioa we 
Deed to Iud c&DClIlical forms for contact orbits K(6,1,1) and K(4,2,2) 
in ienDiDoloc1 of (131. As before, the stable unfoldings of geaotypes b~ 
loDSing to K(6, 1, 1) follow immediat.ely from the theorem of Morin for 
the sinplariiies 51,0, SIt,O, ••• , 51.,0 • ID this way we obtain normal forms 
e2-e'1 • The ecmtad orbits K (4,2,2) have beeD characterized by Arnold, 
(2), by the foIIowiDgeaaonical forms: (:II %:11, :II"), (~+~, SI:1,), (:.1+ 
",:11:11), (zI,.1 + .til. Normal forms e8-e11 are theD produced by the 
aafolding of the abote geDotypes. The ease of ,. = 7 reduces, by the 
UuaYenalitr eOilditioD, to classifying the contact orbits K(6,2,1) and 
K(4,S,2) . Indeed, K(6, 2, 1) are datsi8ed by singalarities of fUlldions 
I' .... I of codimeDsioD ~ 6 and coraU 1 or 2. But this is just el~ 
mentary eaiastlophe theory, (131. By the uDfoldiDg of the geaoiypes of 
coraok 1 (cuspoida), we obtain the normal forms f2.t1 , while f8..f11 result, 
by uDfoldiDg, from aeaotypes Dr ,Dr, Dr, E6 of Arnold, (11. Next, the 
orbits K(4,S,2) c:&D be classi8ed by siDgularities of maps R .... R' , of 
codim ~ 4. There are Ive of them: three of codim 3 : (%~ +:11 + :II, 
.lsa), {:ll:11 -:l,:ls ,SI:1,- :ll:1S), (10i, and two of eodim 4: (SIS,-:ll:1S, 
., + .. + zi), (SI:1, - SI:1S, :I.:ls + Zf), (14). From these geDotypes we 
deduce DOrmal forms ~n6 by unfolding. Observe that in fact the forms 
f2..fl coincide with those found by Morio, 1161. 

ID • sense the ease of,. = 7 has been the hardest one. For, if,. ~ 9 
then, by the transvenaliiy condition, we OIlly Deed to CClIlsider contacl 
orbits K(5, fa - 5,1) ,i.e. to classify singularities of functioDS Ra-5 .... 
R of eoctim~ 6 aad cOrBDk lor· 2 .But, up to some Morse terms, the 
classileatioD is the same as for fa = 7 (f2.fll). 

E1'eDwalIy we have arrived at the ease of n = 8. The problem of pro­
daciDg geaerie Dormal forms in this case amounts, by the transversality 
eoaditiOD., to dassif1ing contact orbits K(6, 3, 1) and K(4, 4, 2) • Clearly, 
there is • D<naai form of the submersioD type, and a bite list of DOnnal 
forms obtained by the ufoldiDg of singularities of fundiODS IS .... R of 
codim~ 6 and caruk lor 2 . So K(S, 3, 1) unfolds to. 'Dite collection of 
Dormal forms. ComplicatioDs appear wheD analyzing K(4,., 2) . Namely, 
it has been proved in (131 that K(4, 4, 2) contains iD8nite number of or-
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bib. ConsequeDtly, by a theorem of Maiher, d.(I~, Th.I.2, p.217 (the 
"only if" part), there would be iDbiiely maay Don-equivalent 4-parameier 
ufoldings of geno*ypes represeatiD, the orbib. This finishes the proof. 

5 Conclusion 
We waDi to conclude this study with a natural by-product of Sections 3,4 
1 namely with aa analog of Theorem 3.1 for systems (2) whose output 
map h tabs Mes either in R* or in SO(3). The robo*ic interpretation 
of this particular h is clear: it means that one simply pays attention either 
to the position or orientation of the effector. Especially the Int case is 
often met in appUcations. 

Using the same methods as those employed in the proof of Theorem 
3.1 1 we are able to give a complete, finite classi8eation of systems (2) 
rih h : R" 1-+ R' or SO(3), under suitably adjusted transformations (3). 
The result is as follows. 

Theorem 6.1 LeI )t .. 4enote tJae topological ,pace ol,,,,efIU (Ii wilh 
h(~) e R' or SO(3), acted oa 6, traulormation, (8) fIIi'Ja IN be;", • local 
4ileoraor,Jailm 01 RS 0' SO(3). TJaetl, 10' everr n ~ 2 , there "ilt, 
• rendul ,dl6t R" c .At" lach tUI ''''I peR" can. be t",u/ormed 
loecIl, to a aormallorm from the flue Ii", 4;"I.,e4 belOIl. Tie lilt, .re 
4etermiael b,lie lorm 01 h(~). 

• lion = 2 : 

- 41. (~I, ~2, 0) 
- &I. (~'~2~1I~1) 

• 6. n = 3 : 

- 61. (Jl' J2, Ja) 
- 61. (JI, J2, Ja) 
- 68. (Jt + %,ZI,ZI,Z,) 
- 64· (Jf + %,ZI + JaJI, Z2, za) 

• c.n ~. : 

- e1. (J"_I,J"_lIZ,,) 
- d. (:hf ... ± J~-3 ± J~-a, S,,-I, z,,) 
- c8. (±~ ... ± J~-3 + J~_a + Z,,-lZ,,-2, J,,-I, z,,) 
- c4· (±~ ... ± J~_3 + J!_a+ ',,-1',,-1+ Z"Z!_a, J,,-I, Z,,) 
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AN ADAPTIVE PD CONTROL ALGORITHM FOR ROBOTS 

P. TOMEI 

Abstract. This paper deals with the dynamic control of robots, whose parameters 
are not exactly known. The traditional PD control law is made adaptive with 
respect to the gravity parameters. Simulation tests are included to show the effec­
tiveness of the proposed control law. 

1. Introduction and robot model. 
We refer to the so-called point to point control of robot manipulators. As well 

known [1], control laws based on the feedback from the state variables of joint 
angles and their derivatives have been shown to be globally asymptotically stable. 
Moreover, such control algorithms are robust with respect to uncertainties on the 
inertia parameters; that is, even if the inertia parameters are not known the global 
asymptotic stability is ensured. 

Conversely, uncertainties on the gravity parameters (such as the payload) may 
lead to undesired steady state errors. 

In this paper we show how an adaptive PD control law can be designed. The 
proposed controller ensures the asymptotic stability even if the inertia and gravity 
parameters are unknown, provided that upper and lower bounds of the inertia 
matrix are available. 

Following the Lagrangian formulation the dynamics of a robot is described by 

B(q)ij + C(q, tj)tj + e(q) + Ftj = u (1) 

where q is the vector of generalized coordinates, B(q) is the symmetric positive 
definite inertia matrix that is bounded for any q, C(q, tj) takes into account the 
Coriolis and centrifugal forces and is linear with respect to tj and bounded with 
respect to q, F is the symmetric positive semidefinite matrix of the viscous friction 
coefficients, u is the vector of the applied torques and e(q) is the vector of the 
gravity forces. 

Two simplifying properties should be noted about the dynamic model (1). 
First, as remarked by many authors [1,2], matrices B(q) and C(q,tj), given a suit­
able definition of C, are related by the fact that matrix B - 2C is skew-symmetric. 
This implies that 

(2) 

The other important property is that matrices Band C and vector e are linear 
in terms of robot and load parameters [3]. 

575 
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2. Adaptive PD controller. 
As known, referring to point to point control, an independent local PD feed­

back at each joint ensures the global asymptotic stability, provided that the gravity 
terms are compensated. This convergence is stated by the following theorem, that 
we recall for the sake of comprehension. 

Theorem 1 [1]. Given a control law 

(3) 

where Kp and Kv are symmetric positive definite matrices, the equilibrium point 
q = qo ,q = 0, of system (1),(3) is globally asymptotically stable. 

Proof. Select as candidate Lyapunov function 

We obtain 

Recalling that B - 2C is skew-symmetric, from (4) we have 

v = _qT (Kv + F)q 

and therefore v is negative semidefinite. A direct application of the Lasalle theorem 
[4, p.I08] gives the thesis. .6,. 

When the gravity vector e(q) is not perfectly known, it cannot be exactly 
compensated. In this case the PD control law will be 

(5) 

where e(q) is the available estimate of e(q). 
Observing (1) and (5) we note that, in general, q qo ,q 0 is no more 

an equilibrium point of (1),(5). In fact, supposing that the following matrix is 
nonsingular 

K a(e - e) 
p + aq (6) 

the equilibrium point becomes q = flo ,q = 0, where flo is given by the solution of 
the algebraic equation 

(7) 

Note that the new equilibrium point can be made arbitrarily close to the 
previous one by increasing the proportional gain matrix Kp. However, the control 
law (5) does not ensure the asymptotic stability of the new equilibrium point [1]. 

A possible way to overcome the previous difficulty may be to make the PD 
algorithm adaptive. An intermediate step toward this solution is to find a strict 
global Lyapunov function which allows us to prove the stability of the PD controller 
(with exact gravity compensation) without the use of the Lasalle theorem. 
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In the sequel we adopt as a norm of a n x 1 vector x 

and as a norm of a matrix A the corresponding induced norm 

IIAII = max AT A 
eigenvalue 

Moreover, we indicate by AM and Am, respectively, the maximum and the min­
imum eigenvalues of a symmetric positive definite bounded matrix A(x), for any 
x. 

Alternative proof of Theorem 1. As suggested by a work of Koditschek on the 
adaptive control for attitude tracking [5], we select as candidate Lyapunov function 

where /3 and 1 are positive constants. Equation (8) implies 

v 2/3 [l(~Bm IIql12 + ~Kpm Ilq - qo 112) - 2BM 11~1;lil~ -=- ~:11112 ] (9) 

From (9) we obtain that if 

(10) 

then v is a positive definite radially unbounded function. The time derivative of 
(8) is given by 

v = /3 [1 GqT Eq + qT (-Cq - Fq - Kp (q - qo) - K. q) + qT Kp (q - qo)) 

+ 2qT B(q - qo) + qT Bq - (qTCT + (q - qo)T Kp + qT K. + qT F)(q - qo) 
1 + 2(q - qo)T (q - qo) 

8 qT B(q - qO)qT (q - qo) ] (11) 
[1 + 2 (q - qo Y (q - qo W 

From (11), recalling (3) and the skew-simmetry of B - 2C, we obtain 

It can be easily verified that 
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where etc is such that 

IIC(q,q)ll::; etcllqll (13) 

The constant etc surely exists, since C is linear in q and bounded in q. Hence, 

v < f3 [-"I(K + F. )llq·112 _ 2K IIq - qo 112 + (4B + etc )llq·112 
- I Om m Pm 1 + 211q _ qo 112 M y'2 

+ 2 (Ko., + FM ) Ilqllllq - qo II] (14) 
1 + 211q - qo 112 

From (14) it follows that if 

(15) 

V is negative definite. Therefore, taking "I as a positive constant that simultaneously 
satisfies (10) and (15) the global asymptotic stability of the equilibrium point 
q = qo ,q = 0 is proved, since the function (8) becomes a strict global Lyapunov 
function. 6-

At this point we are ready to give the main result of this paper. Since the 
gravity vector e(q) is linear in terms of robot parameters, it can be expressed as 

e(q) = E(q)p (16) 

where p is the parameter vector and E(q) is a known matrix. Consider the control 
law 

(17) 

with the parameter adaptation dynamics 

~ f3ET () [ .+ 2(q-qo) ] 
p= - q "Iq 1+2(q-qo)T(q-qo) (18) 

where "I is such that 

{ 2BM 1 [(Ko M +FMY B etc]} 
"I > max VB K 'K 2K + 4 M + . !z 

m Pm tim Pm V ~ 
(19) 

and f3 is a positive constant. 
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Even if the inertia matrix is supposed unknown, we assume known upper and lower 
bounds of its eigenvalues. Moreover, we assume known the constant Cia defined in 
(13). 

Theorem 2. Consider system (1). The control law (17),(18) is such that 

Proof. Choose as candidate Lyapunov function 

The time derivative of v, recalling the alternative proof of Theorem 1 and condition 
(19), satisfies the inequality 

(20) 

where a and b are positive constants. Substituting (18) into (20) we obtain 

v ::; _allqll2 - bllq - qo 112 

By applying the Lasalle theorem [4, p.l08] the thesis is proved. 6-
Remark. An alternative way to eliminate the steady state errors caused by 

imperfect gravity compensation is that of adding an integral action to the PD 
controller [1]. However, the resulting PID controller needs as many integrators as 
the number of the links. On the other hand, the number of integrators required 
by the adaptive PD controller is equal to the number of unknown parameters. 
Hence, in the usual case in which the only unknown parameter is the payload, one 
integrator suffices to implement the adaptive controller. 

3. Simulation results. 
The adaptive PD controller proposed in Section 2 has been tested by simulation 

on a three revolute jointed robot, having links 0.5 m long. Viscous frictional forces 
were neglected. 

The non-zero entries of the inertia matrix B and of the gravity vector e, that 
completely characterize the robot model (1), are given by 

Bll = al + a2 cos2 q2 + a3 cos2 (q2 + q3) + a4 cos q2 COS(q2 + q3) 

B22 = as + a4 COSq3 

B 23 = B32 = aa + a7 cosq3 

B33 = as 

e2 = b1 cos q2 + b2 cos (q2 + q3) 

e3 = b2 COS(q2 + q3) 

(21) 
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In Table 1 are reported the values of the parameters a, and b, referred to payloads 
mp of 0 and 5 kg. 

The aim of the simulation tests was to compare the traditional PD control law 
(5) with the adaptive algorithm (17),(18), assuming a nominal payload of 5 kg and 
actual payloads of 0 and 5 kg. 

As displayed by (21), vector e is linear in terms of parameters b1 and b2 • How­
ever, since actually only one parameter (the payload) is considered to be unknown, 
we can obtain an adaptation dynamics of order 1, instead of order 2. Indeed, 
observe that b1 and b2 can be expressed as 

b1 = 189.1708 + 4.9008 mp 

b2 = 52.9286 + 4.9008 mp 

that lead to the following expression for e 

in which eA and eB are known vectors. 

(22) 

(23) 

Consequently, the control law (17),(18), for this specific application, can be modi­
fied as follows 

u = -Kp(q - qo) - K.q + eA (q) + eB (q)mp 

~ T ( ) [ • 2(q - qo) ] 
mp = -(3eB q iq+ 1+2(q-qo)T(q-qo) 

(24) 

The problem that has been considered is that of regulation about a reference 
position. In the first set of simulation runs the PD control law (5) was used, 
assuming an available estimate of the payload equal to 5 kg, Kp = diag[10000] 
and K. = diag[3000]. Figures 1 and 2 illustrate the results of simulation. In these 
figures is reported the time history of the distance eA B s between the reference 
and the actual position of the end-effector, in the Cartesian space. As one can 
see, when the available estimate of mp is different from the actual value we have a 
steady state error. 

Analogous simulations have been carried out for the adaptive PD algorithm 
(24). Matrices Kp and K. were set as above and the adaptation gains were chosen 
as i = 0.1, (3 = 100. The initial value of the payload estimate was mp (0) = 5 kg. 

In figures 3 and 4 are shown the time histories of the distance e A B S and of the 
payload estimate mp , relative to actual payloads of 5 and 0 kg. Note that, since 
eB (qo) =1= 0, the payload estimate tends toward the true value. 

The PD controller yields slightly better dynamic performances when the pay­
load value is known. On the other hand, the adaptive PD controller ensures that 
the error goes to zero even if the payload is not exactly known. 

4. Conclusions. 
In practice, the robot parameters are never exactly known. Therefore, the 

use of robust control laws is preferable. The simple PD controller is robust with 
respect to the inertia parameters. Unfortunately, it is not robust with respect to 
the gravity parameters that have to be compensated. 

In this paper an adaptive version of the PD controller has been proposed 
that avoids the need of exact knowledge of the gravity parameters. The proposed 
adaptive PD controller ensures global convergence, provided that upper and lower 
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bounds of the inertia matrix are available. Simulation tests show that such a 
controller gives a satisfactory dynamic behavior. 
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O.17(m) 

al = 23.380 al = 23.380 
~ = 9.2063 a2 = 10.456 
a3 = 2.4515 a3 = 3.7015 
a4 = 5.4000 a4 = 7.9000 
a6 = 82.399 a6 = 84.899 
as = 2.6274 as = 3.8774 
a7 = 2.7000 a7 = 3.9500 
as = 25.779 as = 27.027 
b1 = 189.17 b1 = 213.67 
b2 = 52.928 b2 = 77.432 

TABLE 1 Robot parameters. 

1 2 

FIGURE 1 PD control law (mp = 5kg). 

3 (5) 
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1 2 3 (5) 

FIGURE 2 PD control law (mp == Okg). 

O.17(m) 

FIGURE 3 Adaptive PD control law (mp == 5 kg). 

O.17(m) 

5(kg) 

3 (5) 

FIGURE 4 Adaptive PD control law (mp == Okg). 



COMPARISON OF ROBUSTNESS MEASURES FOR A FLEXIBLE STRUCTURE 

Jan Bontsema and Taco van der Vaart 

Abstract 
We investigate the applicability of the theory of robust stabilization 

with respect to additive, stable perturbations of a normalized left-coprime 
factorization to controller design of a flexible beam with uncertain 
parameters. 

1. Introduction. 

The problem of robust stabilization with respect to additive stable 

perturbations of a normalized left-coprime factorization has been considered 

by several authors [11], [9], [10], [4] and [7]. In [9] and [10], it was shown 

that for the rational case this problem has an elegant explicit solution in 

terms of Riccati equations and in [4] this was extended to a class of 

infinite-dimensional systems. In [7] it was shown that the problem of 

robustness optimization for normalized coprime factor perturbations is 

equivalent to robust optimization in the gap metric. This covered both finite­

and infinite-dimensional systems. 

Of course these theories only consider unstructured perturbations, 

whereas in flexible structures (and other applications) one usually has to 

take structured perturbations into account. Here we consider a prototype 

example of a p.d.e. model of a damped beam in which we suppose that the 

damping and the stiffness coefficient are unknown. This p.d.e. model retains 

some essential characteristics, typical of large flexible structures, such as 

uncertain damping, and point actuators and sensors, while at the same time it 

is possible to obtain a rigorous mathematical formulation in both time and 

frequency domain [1]. In particular, it belongs to the class of 

infinite-dimensional systems discussed in [4] (see [1]). In the absence of a 

theory for robustness optimization under structured perturbations for 

infinite-dimensional systems, we decided to investigate how unstructured 

theories of robustness optimization would work on this prototype model. In [1] 

the theory of robustness optimization under additive perturbations from [5] 

was applied and here we apply the theory of robustness optimization with 

respect to additive stable perturbations of a normalized left-coprime 

factorization. Although there are countless numerical examples in the 
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literature demonstrating that various controller theories produce good 

controllers for flexible systems [10], they do not provide much insight into 

the effect of uncertainty in the damping or other parameters. It is hoped that 

this parameter study will help in this direction. 

The first part of investigation was the dependence of the maximal 

robustness margin on the damping and stiffness parameters. Then taking a fixed 

pair of parameter values to define the nominal model we designed the 

controller which (nearly) achieves the maximal robustness margin. Then we 

mapped the parameter region this controller actually stabilized, which was 

larger than the region predicted by the theory. The region predicted by the 

theory can be calculated in terms of the T -gap between the nominal plant and 

the perturbed plant [7]. 

For the infinite-dimensional theory of robustness optimization with 

respect to additive stable perturbations of a normalized left-coprime 

factorization we refer to the paper [4] in this volume. In section 2 we 

summarize the relevant results on the relationships to the T -gap metric from 

[7]. 

An important question is how one can best apply the infinite-dimensional 

theories to this p.d.e. model and this is discussed in section 3 together with 

various approximation questions. In section 4 we give our numerical results 

and in section 5 we given some concluding remarks. 

2. Optimal robustness and the gap metric 

Here we summarize results from [7] which we need in the sequel. For 

simplicity we suppose that PI and Pz are in the Pritchard-Salamon class 

defined in [4], although the results in [7] apply to more general plants. The 

directed T -gap is defined by 

(2.1) 

and the T -gap by 

(2.2) 

where Pj=ir/Nj is a normalized left-coprime factorization of Pj, i= 1,2. 

In general 6T(PI,PZ) "" 6T(pz,PI ), but if 6T(PI,PZ) < 1, then they are both 

equal. 

There exists the following relationship between the Glover-Mcfarlane 

class of perturbations Ye of [4], eqn. (4.1) and the directed T-gap ball: 
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BT(p,e)={Pl:6T(P,Ptl<e}={Pl=(M+LlMfV;j+L~'N):P=M-lN is a normalized 

coprime factorization, LlM, LlNEHoo and II [LlM,llwl 1100 < e} (2.3) 

Notice that the set in (2.3) is larger than the set 9. in [41, eqn. (4.1) 

where Llm, Ll" are restricted to the smaller class M(;L(O)). The main result in 

[71 is that a controller K EHoo stabilizes all PI with 6T(p,Ptl < e if and only if 

K stabilizes all PI with 0T(P,P1 ) < e, if and only if K stabilizes all 

P1=(M+LlM)-\N+LlN) where LlM, LlNE~ satisfy II[L1m,Ll,,]lloo<e. The advantage of the 

gap metric is that it can be calculated (at least for. finite-dimensional 

plants) as a 2-block ~ -optimization problem [6], [3]. 

3. Flexible beam model and approximations 

Consider the following model for a flexible Euler-Bernoulli beam with 

viscous damping: ([II) 

Yl(t) =w(O,t)j Y2(t) = wx(O,t) (3.1b) 

where w(x,t) is the deflection of the beam, -1 ~ x ~ 1, 0/1 and 0/2 are the damping 

and stiffness coefficient, pa is the mass per unit length and A is the 
d 4 

stiffness operator A = - with domain 
dx 4 

It is easy to show that the transfer matrix for this model is given by 

where Ai and vi(x) are the eigenvalues and eigenfunctions of the stiffness 

operator A. For more details see [1] or [2]. 

It has been shown in [1] that this beam model has a Pritchard-Salamon 

state-space realization, and so we may apply the theory of [4] directly. 

However, this would involve solving infinite-dimensional Riccati equations, 

which is very time consuming at best and in fact there are no known 

convergence results for the Riccati equations of our example. They have 

so-called "unbounded" Band C-operators and very little work has been done on 

the numerical approximation of solutions of such Riccati equations. 
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So we shall take an approximation approach using the known properties of 

the transfer function (3.1c). In [1) it is shown that G is the sum of an 

finite-dimensional part G I' which contains the unstable modes and an 

infinite-dimensional stable part G.: 

(3.2) 

where G,eM(A_(O)). Furthermore G. is nuclear, which means that it is easy to 

approximate by a finite-dimensional system and a bound on the error can be 

calculated ([8)). For our investigations we take the 8th order approximation 

(3.3) 

and for the nominal values of pa = 42.7, 0/1 = 3.89 X 10-4 and 0/2 = 1.129 we have for 

the error: 

(3.4) 

For other values of 0/1 and 0/2 in the neighbourhood of the nominal values the 

error is of the same order of magnitude. 

GI is rational and we can apply the theory of (4) or (7) to GI allowing for 

infinite-dimensional perturbations. If GI has the normalized coprime 

factorization 

(3.5) 

then 

(3.6) 

where 

(3.7) 

From (3.7), we may conclude that 

(3.8) 

Reversing the roles of G and G I' we can write 

--1 -
GI=G-G.=M (N+LlN) (3.9) 

where 

(3.10) 
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and so we can apply the same argument above to conclude that 8T(G,Gf ) <fJ< 1 and 

hence they are equal 

(3.11) 

Suppose now that we apply the finite-dimensional theory of [10] on Gf to 

obtain a controller Kf with robustness margin e. Then from the results quoted 

in section 2, we see that Kf is a robust controller for G with a robustness 

margin of at least e - fJ. In other words, replacing G by G f in our calculations 

incurs an error of at most fJ and we have chosen fJ to be negligible compared to 

the robustness margins of Gf for our range of parameter values. This justifies 

using G f in our calculations. 

4. Numerical results. 

We first have considered the dependence of the maximal robustness margin 

emax (see [10]) both on the order of approximation of the infinite-dimensional 

system as on the parameters 0(1 and 0(2' 

If the order of approximation is n=2, 4 or 6 (cf. eqn. (3.3)) then emax =0.3827 

and for n~8, emax =0.3828, where 0(1 and 0(2 are equal to the nominal values (cf. 

eqn. (3.3)). 

The dependence of emax on the parameters 0(1 and 0(2 is shown in table 4.1 (the 

order of approximation here is taken to be n = 8). 

~ 
3.89xlO-2 3.89x10-3 3.89x10-4 3.89x10-5 3.89xlO-6 

0(2 

112.9 0.3827 0.3827 0.3827 0.3827 0.3827 

11.29 0.3827 0.3827 0.3827 0.3827 0.3827 

1.129 0.3828 0.3828 0.3828 0.3828 0.3828 

0.1129 0.3838 0.3838 0.3837 0.3836 0.3836 

0.01129 0.3929 0.3935 0.3912 0.3896 0.3894 

Table 4.1 
The dependence of emax on 0(1 and ~. 

For the system of order 8 we choose as nominal values 0(1 = 3.89 X 10-4 and 

0(2=1.129 (c!. eqn. (3.3)). Then 0(1 and 0(2 are varied and we calculate the 

distance between the perturbed plant and the nominal one. If the distance (the 

directed T -gap, see section 2) between nominal and perturbed plant is smaller 

than emax then both plants are guaranteed to be stabilized by a maximally 
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robust controller, designed for the nominal plant (see [10]). In order to 

calculate the directed T -gap (eqn. 2.1) we have to solve a 2-block It' -problem 

which can be a numerically hard problem. 

For this reason we used the following result for the directed T -gap: 

Let G1 and Gz have normalized left and right coprime factorizations: 

G1 =ir/N1 =NIM~\ Gz=~lNz=N#1z1. 
,.,. .... _* ,.,. _* ,.,. N 

Define Rl=MlMz+NlNz, Rz=MINz-NIM2 then ([3]): 

where HRI = inf IIR1-QII",,· 
QeH"" 

(4.1) 

Both the upper and lower bounds for the T -gap between nominal and perturbed 

plant, for different values of ~1 and ~2 are given in table 4.2. 

~ 
3.89xlO-z 3.89x10-3 3.89x10-4 3.89x10-5 3.89xlO-6 

~2 

0.2115 0.2115 0.2115 0.2113 0.9098 
112.9 

0.2115 0.2115 0.2115 0.2116 0.9549 

0.2114 0.2113 0.2114 0.5649 0.9895 
11.29 

0.2114 0.2114 0.2114 0.5716 1.0781 

0.2092 0.1901 ",0 0.7985 0.967 
0.129 

0.2092 0.1901 ",0 0.8249 1.0405 

0.2114 0.2114 0.5644 0.9892 1.0004 
0.1129 

0.2114 0.2114 0.5711 1.0778 1.1148 

0.2114 0.2124 0.9073 0.9990 0.9999 
0.01129 

0.2117 0.2132 0.9525 1.1070 1.1171 

Table 4.2. 

The upper and lower bounds for the T -gap between nominal and perturbed plant. 

So we can find the region in the (~1>~2) plane were a maximally robust 

controller, designed for the nominal plant, is guaranteed to stabilize the 

perturbed plant. In order to see how conservative the guaranteed region is we 

also calculated the actual region where the central maximally robust 

controller (Kmax) stabilizes the perturbed plant. The same was done for a 

suboptimal controller (Ksubopt) (see [10]) with robustness margin 0.33. The 

results are shown in fig. 4.1. 
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FIGURE 4.1 

A priori guaranteed and actual stability regions in the (0/1,0/2)-plane. 

In [1] robust stabilization w.r.t. additive perturbations on the transfer 

function was considered and there the objective was to design a controller 

with an overall decay rate of 0.0065 (Le. real parts of the closed loop poles 

left of -0.0065). It turned out that the guaranteed stability region in the 

(0/170/2) plane was very small and that the prediction was rather conservative. 

If the method of [10] is applied to the transfer function GP(s)=G(s-(:J) then 

the controller K(s) = KP(s+(:J) will move all the closed loop poles left of -(:J. 

In fig. 4.2 the stability region (with (:J=0.0065) is shown near the nominal 

values of 0/1 and 0/2' The actual stability region is much larger. 

4.3r---~--~~--~--~--~----~--~--~----~--, 

{G,Kmax' stable 

.6: 
i 

3.7 

FIGURE 4.2 

A priori guaranteed and actual stability region, with (:J=0.0065. 
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5. Conclusions. 

The theory of robust stabilization with respect to additive, stable 

perturbations of a normalized left coprime factorization proposed in [8], [10] 

seems to be a useful method for designing controllers, even when the 

perturbations are structured. Here we have applied it to stabilize a flexible 

structure model with parameter uncertainty and it gave better results than the 

robustness theory with respect to additive perturbations proposed in [5]. For 

both methods the robustness margin decreases as the desired overal decay rate 

increases. 
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ROBUST STABILIZATION FOR INFINITE-DIMENSIONAL LINEAR 

SYSTEMS USING NORMALIZED COPRIME FACTORIZATIONS 

Ruth F. Curtain 

Abstract 

The problem of robustly stabilizing a linear system subject to 
Bco-bounded perturbations in the numerator and the denominator of its 
normalized left coprime factorizations is considered for a class of 
infinite-dimensional systems. This class has possibly unbounded, finite-rank 
input and output operators which includes many delay and distributed systems. 
The optimal stability margin is expressed in terms of the solutions of the 
control and filter algebraic Riccati equations. 

1. Introduction. 

This paper extends the results of Glover and Mcfarlane [GFI], [GF2] on 
robust stabilizability of normalized coprime factors to a large class of 
infinite-dimensional systems, the Pritchard-Salamon class. The problem of 
robust stability of closed-loop systems has received much attention in the 
literature and for a discussion of and references to the finite-dimensional 
literature we refer the reader to [GFl], [GF2]. In section 2 the 
Prichard-Salamon class of systems is introduced and its special properties 
are listed and discussed. It is a state-space class of systems and its 
relationships to the Callier-Desoer class of transfer matrices is discussed 
in section 3, where concepts and properties relevant to control synthesis are 
detailed. The main result of section 4 is that for the class of 
Pritchard-Salamon systems, (C,A,B), such that (A,B) is exponentially 
stabilizable and (C,A) is exponentially detectable it is possible to extend 
the arguments in [GFI], [GF2] in a natural way. The details of the arguments 
may be found in [C2]. 

The exponentially stabilizable and detectable Prichard-Salamon class is 
not the most general class of infinite-dimensional linear systems (see [W3]) , 
but it does include many delay and p.d.e. systems with unbounded inputs and 
outputs (see [PS], [CI]). 

2. The Pritchard Salamon class (C,A,B). 

Definition 2.1. We suppose that there exist three separable Hilbert spaces V, 
X and W with continuous, dense injections satisfying 

(2.1)(i) 

(2.1)(ii) * * * Z2=Vw*(A ) 4V 
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and we suppose that A generates a Co-semigroup on V, X and W, which we denote 
by the same symbol, S(t). The input and output maps are Be.C(U,V),Ce£(W,Y), 
where U = IRq and Y = IRP are finite-dimensional spaces. Furthermore we suppose 
that B induces a smooth reachability map with respect to W on [O,t1] for all 
finite ti , i.e. for some (3)0 and all ueL2[O,td 

tl 

(2.2) Ilf S(tl-s)Bu(s)dsllw~ (3l1uIlL2[O,t1l 
o 

and C induces a smooth observability map which extends to V on [O,ttl for all 
finite t1, i.e. for some 'Y > ° and all x e W 

Under the above assumptions we call (C,A,B) a Prichard-Salamon system. 

Remarks. 

RI: In fact in Weiss [1] and [2] it is shown that without loss of generality 
we may always take Z =Dy(A) = Wand V =D(A*)* and so (2.I)(i) and (2.I)(ii) are 
automatically satisfied. However, sometimes it proves convenient to allow the 
choice of V and W depend on the example in question, as for example in [CI]. 

R2: The role of X is to some extent artificial and its only purpose is to 
define a dual system (B*,A',C'). To do this we identify the duals of U, Y and 
X. Using X as a pivot space we take V* to be the space of all linear 
functionals on V which are continuous with respect to the topology on X. W' 
is defined analogously and so we have V* 4 X 4 W*. Then S*(t)e£(V*)n£(W*) 
generates a Co-semigroup on both V* and W* and B*e£(V*,U) satisfies a (2.3) 
condition with respect to S* if and only if B satisfies a (2.2) condition 
with resepct to S. This and a similar statement can be found in [PS]. It is 
possible to choose X = V or W, thus eliminating X, but this formulation is not 
symmetric. 

R3: B is an admissible control operator for A under the weaker assumption 
that the controllability map be bounded on X ([WI]) and so (2.2) requires a 
much smoother reachability map with its range in the smaller space, W. 

R4: C is an admissible observation operator for A under the weaker assumption 
that the observability map be bounded on X ([W2]) and so (2.3) requires a 
smoother observability map defined on the larger space, V. 

R5: These assumptions still allow for large classes of p.d.e. and delay 
systems with unbounded Band C operators and these technical assumptions can 
be readily verified (see [PS], [ell) 

Important properties of Pritchard Salamon class 

PI: The Pritchard-Salamon class is closed under perturbations. If Fe£(V,U), 
then A+BF generates a Co-semigroup on W, X and V and if He£(Y,W), A+HC 
generates a Co-semigroup on W, X and V. ([PS]). 
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P2: The Pritchard-Salamon class has important frequency domain properties 
which were established in [C1]. For all s in Re s>w, the growth bound of 
S(t), (sI-AtlBe£(U,v) n £(U,W) and C(sI-At1e£(W,Y) has a bounded extension to 
£(V,Y). So the transfer function C(sI _AtIB is a well-defined analytic 
function in Re s > wand it is norm-bounded there. 

P3: We say that (A,B) is exponentially stabilizable if there exists an 
Fe £(V,U) such that A+BF generates an exponentially stable Co-semigroup (on V, 
X and W according to P1). In this case g(s)=K(sI-A-BFtIB is in the Hardy 
space H2 and Ig(s)I-'>-O as Isl-'>-oo. (i.e. as p..,..oo in {SEC+: lsi ~p}). 

P4: We say that (C,A) is exponentially detectable if there exists an He £(Y,W) 
such that A+HC generates an ex~onentiallY stable Co-semgroup on V, X and W. 
In this case h(s)=C(sI-A-HCf L for any LE£(U,v) and Ih(s)I..,..O as Isl~oo. 

P5: If (C,A) is exponentially detectable and (A,B) is exponentially 
stabilizable, then the Control Algebraic Riccati Equation (CARE) (2.4) has a 
unique non-negative definite self-adjoint solution QE £(V,v*), and the Filter 
Algebraic Riccati Equation ~FARE) (2.5) has a unique non-negative definite 
self-adjoint solution PE£(W ,W) such that 

(2.4) A*Qz+QAz-QBB*Qz+C*Cz=O for zeZ 

(2.5) APz+PA*z-PC*CPz+BB*z=O for ZEZ2. 

Furthermore both A-BB*Q and A-PC*C generate exponentially stable semi?!oups 
on V, X and W. PQE£(V,W)n£(W)n£(V) and QPe£(W*,V*)n£(V*)n£(W ). 

3. The Callier-Desoer class of transfer functions. 

It is known that controller synthesis can be generally formulated over 
the Callier-Desoer class [CDl-3] of transfer fucntions (see Section 8.2 in 
[V]). 

Definition 3.1: Let A comprise all distributions f(·) with support in (0,00) 
of the form 

ex> 

(4.1) f(t)=fa(t)+ 'if/i(t-ti ) 
n + 1 

where 8(·) is the delta distribution, to = 0 and ti are positive real numbers; 
to:<>t1 :<>t2 :<> , ... ; fi are real numbers and fa is a measurable function in Ll(O,OO) 

ex> 

and ifolfil <00. 

We say that fEA_(c<), if and only if for some C<1 <c<, f has the 

decomposition (3.1) where e-"'I·fa(·)eL1(0,00), and . .r e-"'lti lfil <00 . 
• =0 

,t(c<) denotes the set of Laplace transforms of elements in A_(c<). 

A~(c<) denotes the subset of A_(c<) consisting of those 1 which are bounded 
aWaYA from zero at infinity in C", = {Res ~ c<}. 

8(c<) is the following commutative algebra of fractions: 
B( c<):=[A_( c<) ][A~( c<) rl. 
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M(8(0!)) and M()L(O!)) will de..note the class of matrix-valued transfer 
functions whose elements are in 8(0!) and A_(O!) respectively. We do not 
distinguish between the sizes of the matrices. 

Properties of the Callier-Desoer class 

COl: Elements GeM(8(0!)) can be decomposed: G=G.,+Gfwhere G.,eM(A_(O!)) and 
G f is a rational transfer function with all its poles in Re s ~ O!. 

C02: GeM(8(0!)) always has a left coprime factorization over M(A_(O!)): G=M-1iV, 

where M, NeM(A_(O!)), det(M)eM(A~(O!)) and there exist X, YeM(A_(O!)) such that 

iVY -MX =1. (Le. M and N are left coprime over M(A_(O!)). An analogous statement 
holds for right coprim!(. (In the sequel we shall only consider coprime 
factorizations over M(A_(O)) and so we shall omit the qualification "over 

M(A_(O)"). 

C03: If the Pritchard-Salamon system (C,A,B) is such that (A,B) is 
exponentially stabilizable and (C,A) is exponentially detectable, then its 

transfer function G(s) =C(sI -A(B is in M(8(O)). [Cl]. 

Extra properties of the Pritchard-Salamon class 

P6: A doubly coprime Lactorizaticm is a pair of left and right coprime 
factorizations G = NM-1 = M-1N, where 

If (C,A,B) is a Prichard-Salamon system such that (A,B) is exponentially 
stabilizable and exponentially detectable, then G(s) =D+C(sI _AtIB with 
De .C(U,Y) has the doubly coprime factorization given by 

(3.3) 

M(s) = I +F(sI -AFf1Bj 

N(s) =D+CF(sI -AFflBj 

X(s) =1 -CF(sI -AFf1Hj 

Y(s) = -F(sI -AFf1Hj 

M(s) = I +C(sI -AHflH 

N(s) =D+C(sI -AHflBH 

X(s) = I -F(sI -AHflBH 

:I'(s) = -F(sI -AHflH 

where Fe.C(V,U) is chosen such that AF=A+BF generates an exponentially stable 
semigroup and He .c(Y,W) is chosen such that AH = A+HC generates an exponentially 
stable semigroupj CF=C+DFj BH=B+HD. 

P7: If (C,A,B) is a Pritchard-Salamon system with (A,B) exponentially 
stabilizable and (C,A) exponentially detectable then G(sL = 9sI _AtIB has 
normalized right and left coprime factorizaticms: G = MN-l = M-1N such that 
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(3.4) N(jw)Nt( - jw) +M(jw)Mt( - jw) = I 

(3.5) NI( - jw)N(jw) +MI( - jw)M(jw) = I. 

These normalized factorizations may be obtained by choosing F = - 8*Q and 
H = -PC* in (3.3) where Q and P are the solutions of the CARE, (2.4) and the 
FARE, (2.5). 

Remarks. 

R6: CDI and CD2 are well-known properties which can be found in [CDl-3]. CD3 
was proved for bounded Band C in [NBJl] and for the Pritchard-Salamon class 
in [ell. P6 was proved for general rings in [KS] and for bounded Band C in 
[NJB] and for the Pritchard-Salamon class in [e2]. P7 was proved for bounded 
Band C in [CW] and for the Pritchard-Salamon class in [e2]. 

R7: Notice that the extension of all these formulas to the Pritchard-Salamon 
class depends essentially on the special properties Pl-P5. This allows us to 
manipulate expressions as in (3.3) just as if they were all bounded operators 
(or even matrices). This is of course not true for more general 
infinite-dimensional systems for which the expressions in (3.3) may not be 
well-defined, (see [W3]). 

4. Robust stabilization for normalized coprime factors. 

This is a brief outline of the main ideas from [e2] underlying the 
extension of the finite-dimensional theory of robust stabilization for 
normalized c<:~rime factors in [GFl,2] to infinite-dimensional plants 
G(s) = C(sI -A) B, where (C,A,B) is a Pritchard-Salamon system such that (A,B) 
is exponentially stabilizable and (C,A) is exponentially detectable. The 
robustA stabilization problem is that of finding a feedback controller 
K e M(B(O)) which stabilizes not only the nominal plant G, but also the family 
of perturbed plants defined by 

(4.1) g e ={G,d=(M+.:1Mf\N+.:1N) such that .:1M, .:1NeM(A_(O)) 

and 11[.:1M,.:1N ]II",<c} 

where M-I N is a normalized left-coprime factorization of GeM(.6(O)). A 

By stability of the feedba£k system (G,K) of figure 4.1 with G, KeMlB(O)) 
we mean that det(I-GK)eM(A~(O)) ~nd S=(I-GKt\ KS, SG, I-KSGeM(A_(O)). 

We say that (M,N,K,c) is robustly stable if_ (g,d,K) is stable for all 
G,de9 •. Given c>O, if there exists a K such that (M,N,K,c) is robustly stable 
we say that (G,c) is robustly stabilizable with robustness margin c. 

Using the properties of Pritchard-Salamon systems stated in section 2 and 
3 we can extend all the finite-dimensional arguments in [GFl,2] in a natural 
way to reduce our problem to the following minimum distance one: 

(4.2) i~fll [R ; J] II",. 
JeM(A_(O)) 

where R is antistable and R+(s):= RI( -s)eM(A_(O)) has the realisation 
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where P and Q are the solution of the FARE, (2.5), and CARE, (2.4) .. This 
realization is a Pritchard-Salamon system and it is exponentially 
stabilizable and detectable. Furthermore the controllability and 
observability gramians for this realization of R+ are given by 

lQO = Q+ QPQe £(V , v* ) 

(4.4) 

Po= (I +PQ) -lpe£(W*,W) 

and the singular values of R+ equal the square roots of the non-zero 
eigenvalues of PQ=PoQo. 

At this stage we are confronted with a difficulty which is peculiar to 
the infinite - dimensional case. While the minimization problem (4.2) always 
has a solution over the larger space, IF, ([BH]), namely 

(4.6) in f n[R t .TJllco=[l+Amax(PQ)]! 
J e H"" J 

it is not known if the mmlmlzmg J is in the smaller space M(.4._(O)) as 
required by (4.2). The recent results)n [CR] show that the relaxed distance 
problem does have a solution over M(A_(O)): 

(4.7) i~f II[R t J]nco:5U>[1+Amax(PQ)]! 
JeM(A_(O)) 

and it seems likely that (4.2) will too (cf. [BR]). However, at present our 
conclusions are a little weaker than those in the finite-dimensional case, 
namely: 
(G,e) is robustly stabilizable with robustness margin e i{ e<[1+Amax(PQ)r! 
and it will not be robustly stabilizable if e>[1+Amax(PQ)P. 

Finally we remark that it is possible to give explicit formulas for the 
robust controller analogous to [GFl,2] using the parametrization in [CR]. 
These are in general infinite-dimensional controllers which depend on the 
solutions of infinite-dimensional Riccati equations. So we have obtained a 
nice generalization of the robustness theory of [GFl,2] to the exponentially 
stabilizable and detectable Pritchard Salamon class of infinite-dimensional 
linear sytems. 

Unfortunately infinite-dimensional Riccati equations are difficult to 
solve and numerical schemes depend strongly on the special type of system 
(e.g. delay, parabolic or hyperbolic p.d.e.). Consequently the above theory 
is not recommended as a practical way of designing robust controllers. A 
better approach is to consider the infinite-dimensional plant G as the sum of 
a finite-dimensional approximation Gf and a stable error term 6., (G=Gf +6.), 
and to apply the above theory to Gf . 

Optimally robust controllers for Gf with robustness margin e will 
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stabilize G if 116.1100 < E. For applications of coprime robust controllers for 
delay and pde systems see [KP] and [BV] respectively. 

We remark that recently in [GS] another approach was taken to this 
problem using the gap metric. They obtain a generalization of the theory for 
a larger class of infinite-dimensional systems, but they do not obtain 
explicit solutions in terms of Riccati equations. The solution is expressed 
in terms of normalized coprime factorizations in frequency domain form. 

e, 
+ 

+ 
+ 

Fig. 4.1 Left comprime factor perturbations 
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STANDARD PROBLEM FOR DISTRIBUTED SYSTEMS 

Ciprian Foias Allen Tannenbaum 

January 2, 1990 

Abstract 

In this note we study the standard HOO design (four block) problem for a large 
class of distributed plants. 

1 Introduction 

In recent years, largely because of the activity in the area of H oo design theory, there has 
evolved a major interest in the employment of operator theoretic methods in systems and 
control. In particular, there has been a great deal of research in the uses of interpolation 
and dilation techniques in this context. The point of the present paper is to show how 
these methods may be used to solve a very general case of the standard or four block 
problem in H oo design valid for a large class of distributed, i.e., infinite dimensional 
systems. 

The motivations for studying the H OO optimization in systems theory lie in the most 
natural problems of control engineering such as robust stabilization, sensitivity minimiza­
tion, and model matching. It can be shown that, in the sense of H oo optimality, these 
problems are equivalent, and can be formulated as one standard problem [6]. More pre­
cisely, consider the feedback diagram in Figure 1. In this configuration w, tt, y, and z are 
vector-valued signals with w the exogenous input representing the disturbances, measure­
ment noises etc., tt the command signal, z the output to be controlled, and y the measured 
output. G represents a combination of the plant and the weights in the control system. 
The standard HOO problem is to find a stabilizing controller K such that the Hoo norm of 
the transfer function from w to z is minimized. 

Now it is quite well-known that an optimal solution of the standard problem can be 
reduced to finding the singular values and vectors of a certain operator (the so-called four 
block operator) which will be defined below. For details we refer the reader to [2-7]. 
Depending on the specific problem considered, the corresponding four block operator can 
be simplified to a 2-block or a I-block operator. 

Besides appearing in the most general H oo synthesis problems, the four block operators 
also have a number of intriguing mathematical properties in the sense that they are natural 
extensions of both the Hankel and Toeplitz operators. For this reason they fit into the 
skew Toeplitz framework developed in [1]. For the full details of our arguments and details 
about the skew Toeplitz theory applied to this problem we refer the reader to [3]. Here 
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we will just consider the four block problem for single input / single output systems. We 
must emphasize however that the theory of [3] gives the solution of the standard four block 
problem in the general multivariable setting. See also the monograph of Francis [6], and 
the references therein for more details about the engineering aspects of this research area. 

w z 

G -- -

u y 

I K L 
I I 

Figure 1. 

More precisely, invoking the Youla parametrization and employing standard manip­
ulations involving inner-outer factorizations, for a large class of distributed systems we 
may reduce the standard problem mentioned above to the following mathematical one. 
Let w,/,g, h, E Hco, where w, /,g, h are rational and m is nonconstant inner. (All of our 
Hardy spaces will be defined on the unit disc D in the standard way.) Set 

(1) 

Then we want to give an algorithm for calculating the quantity JL, and for finding the 
corresponding qopt E H co , i.e., qopt is such that 

Note that for / = g = h = 0, this reduces to the classical Nehari problem. 
Following [2] and [3], we will identify JL as the norm of a certain "four block operator" 

(see Section 2 for the precise definition), and then in Sections 3 and 4 give a determinantal 
formula for its computation. The techniques given here are based on the previous work in 
[1], [3], [5]. 
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2 The Four Block Operator 

We will now define the four block operator which will be the major mathematical object of 
study in this paper. We will not give complete proofs for the various results in this section, 
and so for all the details we refer the reader to [2] and [3]. We use the notation of the 
Introduction. Moreover, we let H(m):= H2emH2, L(m):= L2emH2, and we let PH(m): 
H2 ..... H(m), PL(m) : L2 ..... L(m) denote the corresponding orthogonal projections. Let 
S : H2 ..... H2 denote unilateral shift, T : H(m) ..... H(m) the compression of S, and let 
U : L2 ..... L2 denote bilateral shift, with T(m) : L(m) ..... L(m) the compression of U. 
Then for w,j,g,h E H oo rational, we set 

A .- [PL(m)W(S) PL(m)f(U)] 
.- g(S) h(U) . 

Note that 
A _ [W(T)PH(m) f(T(m»PL(m)] 

- g(S) h(U) 

(Clearly A : H2 EJ) L2 ..... L(m) EJ) L2.) 

Proposition 1 Notation as above. Then IIAII = p,. 

Proof. Use the commutant lifting theorem. (See [2] and [3].) 0 

Thus in order to solve the four block problem we are required to compute the norm of the 
operator A. This we will show how to do in the next two sections. 

In order carry out this program, we will first need to identify the essential norm of 
A (denoted by IIAlle). Recall that the essential norm of an operator may be defined as 
its distance from the space of compact operators. (For details see [3].) We are using the 
standard notation from operator theory as, for example, given in [7]. In particular (fe will 
denote the essential spectrum, and A(D) will stand for the set of analytic functions on D 
which are continuous on the closed disc D. We can now state the following result whose 
proof we refer the reader to [3]: 

Theorem 1 Notation as above. Let w,f,g,h E A(D), and set 

Then 

a := max{1I [;m {~~~] II : ( E (fe(T)) 

{1 := max{1I [g~() h~()] II : ( E aD} 

, := sup{11 [ {~g ] II : ( E aD}. 

IIAlie = max(a,{1,,). 

(2) 

(3) 

(4) 

(5) 
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3 Singular System 

In this section, we will study the invertibility of certain skew Toeplitz operators as con­
sidered in [1], [3] which occur as basic elements in our procedure for computing the norm 
and singular values of the four block operator. We will show that the calculation of the 
singular values of the four block operator A amounts to inverting two ordinary Toeplitz 
operators, and essentially inverting an associated skew Toeplitz operator. The Fredholm 
conditions on the invertibility of the skew Toeplitz operator (which is essentially invert­
ible), and the coupling between the various systems (expressed as matching conditions; 
see [3]) constitutes a certain linear system of equations called the singular system which 
allows one to determine the invertibility of A. The computations for writing down the 
singular system while straightforward are a bit involved, so we will just give the main idea 
here of what is involved referring the reader to [1] and [3] for all of the details. 

Using the notation of Section 2, we let p > max( a,,8, 1'). Note that when IIAII > IIAlle, 
IIAII2 is an eigenvalue of AA*. By slight abuse of notation, ( will denote a complex variable 
as well as an element of aD (the unit circle). The context will always make the meaning 
clear. Of course, if ( E aD, then (" = 1/(. 

As above, we take w,j,g,h to be rational, and so we can express w = a/q, f = b/q, 
9 = c/q, h = d/q, where a,b,c,d,q are polynomials of degree::; n. Then we have that 

Now p2 is an eigenvalue of AA* if and only if 

[ p2q(T(m»q(T(m»* 0 ] [ 1.1 ] _ 

o p2q(U)q(U)* V 
(6) 

[ PL(m)a(S) PL(m)b(U)] [ a(S)* P 
c(S) d(U) b(U)*PL(m) 

Pc(U)* ] [ 1.1 ] 
d(U)* v = 0, 

for some non-zero 

[:]EL(m)EBL2 

where P : L2 -> H2 denotes orthogonal projection. 
Set 

1.1+ := Pu, 1.1_:= (/ - P)u 

and 
v+ := Pv, v_:= (/ - P)v, v++:= (/ - PH(m»v. 

Then we can write (6) equivalently as 

[ p2q(T(m»q(T(m»* - b(T(m»b(T(m»* -b(T(m»PL(m)d(U)* ] [ 1.1 ] 

-d(U)b(T(m»* p2q(U)q(U)* _ d(U)d(U)* v (7) 
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_ [a(T)a(T)* a(T)PH(m)C(S)*] [ u+ ] _ 0 
c(S)a(T)* c(S)c(S)* v+ -. 

Let V := U*I£2 8 H2. Further for q(() = L:qi(i, set q*((-l) := L:qi(-l. (Similar 
definitions apply to the other polynomials given below.) If we apply (I - P) to both rows 
of (7), we see that the basic block operator applied to 

is 

(8) 

[ p2q(V*)q*(V) - b(V*)b*(V) -b(V*)d*(V) ] 
-d(V*)b*(V) p2q(V*)q*(V) - d(V*)d*(V) . 

Next applying (I - PH(m») to both rows of (7), we see that the basic operator applied to 

v++ is 

(9) 

Finally, applying PH(m) to (7), we derive that the basic operator applied to 

is 

C+ [ PH~:)V+ ] := 
(10) 

[ 
p2q(T)q(T)* - b(T)b(T)* - a(T)a(T)* -b(T)PH(m)d(S)* ] 

-d(T)b(T)* p2q(T)q(T)* - d(T)d(T)* - c(T)c(T)* . 

[ PH~:)V+ ] . 

The operators C_, C++, C+ are all skew Toeplitz (see [1] for the precise definition). We 
will now show how to invert C_ and C++ under the assumption p > IIAIIe- The essential 
inversion of C+ can be handled exactly as in [1], [5]. See [3] for the details. 

We start with C _ . Namely, let f -,9- E £2 8 H2, and consider the equation 
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(11) 

But (11) is equivalent to 

(12) 

where 

(0 ~ j ~ n - 1) are to be determined. 
Put qo((-I):= (-nq(C). If we multiply (12) by (-n, we get that (with all the polyno­

mials in (-I) 

[p2qO~d~.bob. p2qO~~~dod.] [ := ] = [ ~=::= ] + ~ (i-n [ ~; ] . (13) 

Now by definition, p > IIAlle, and so we see that p2[q[2 -[W _[d[2 > 0, and hence we can 
write 

(14) 

Thus we see that 

We now make the following assumption of genericity 

AoA. has distinct roots all of which are non-zero. (15) 

In (3) it is shown how to remove (15), but for the sake of simplicity of our exposition this 
assumption will remain in force in what follows. Then it is easy to see that AoA. has 2n 
distinct roots ZI,···, Z2n in D, and 2n distinct zeros 1/ z},···, 1/ Z2n in the complement of 
D. Set 

and let b ad ( (-1) denote the algebraic adjoint of b( (-1). Then if we apply b ad ( (-I) to 
both sides of (13), we get 

(16) 
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Consequently plugging the I/Zk into the last expression, we derive that 

jJad(Zk) [ Z£f_(Zk) ] + jJad(Zk) E z;i+n [ Xj ] = ° 
zkg-(Zk) j=O Y, 

for k = 1,···, 2n. 
Next note that 

6.0 6.. = p2qoq.(p2qoq. - bob. - dod.). 

Let 1/ Zb·· . ,1/ Zn be such that 
qoq.(Zk) = 0 

for 1 ::; k ::; n, and 1/ Zn+b ... ,1/ Z2n be such that 

(p2qoq. - bob. - dod.)(zn+k) = 0 

(17) 

for 1 ::; k ::; n. We can now state the following (the proofs of the following results can all 
be found in [3]): 

Proposition 2 With the above notation, and under assumption (15), we have that the 
Xj, Yj E C, 0::; j ::; n - 1, are uniquely defined by 

Xo 

zi' f-(Zl) 
zi'g-(zd 

Xn-l = E-1 i: 
Yo 

z~nf-(Z2n) 
z~ng-(Z2n) 

Yn-l 

where 

E.- [ El 
.- O(n,2n) 

O(n,2n) ] 
E2 

for 
do(Zl) -bo(zI) 0 0 0 0 

0 ° do(Z2) -bo(z2) ° 0 
El := 0 0 0 0 0 0 

0 0 0 do(zn) -bo(zn) 

b.(znH) d.(znH) 0 0 0 0 
0 0 b.(zn+2) d.(Zn+2) 0 0 

E2 := 0 0 0 0 0 0 

0 0 0 0 b.(z2n) d.(Z2n) 
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(O(n.2n) denotes the n X 2n matriz all of whose entries are 0), and where 

for 
1 ZI 

n-l 
zl 1 z,,+1 z:+~ 

Vi :== ,V2 :== 

1 Zn zn-l 
n 1 Z2n z~;l 

(Note that diag( ai, ... ,aN) denotes the N X N diagonal matriz with entries at. ... ,aN on 
the diagonal.) 

Let B-1 E ==: [ei;) for 1 ::; i ::; 2n, 1 ::; j ::; 4n. Then we can now state (again see [3) for 
the details): 

Corollary 1 With the above notation, we have that 

(18) 

This gives the way to invert C_. Now we consider the inverse of C++. Since p > {3, 
we have of course that C++ is invertible. For p() a polynomial of degree::; n, we let 
fi(O :== (np(O· Set 

A(O :== (p2qq - cc - dd). 

We now make our second assumption of genericity that 

A( () has distinct nonzero roots all of which are nonzero. (19) 

Again in [3), it is shown how to remove assumption (19). However with this assumption, 
we see that A(O has n roots (t.···(n ED, and n roots If(t. ... ,lf(n which are in the 
complement of D. We then have 
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Proposition 3 With assumption (19), if 

for f E H2, then 

where 

. . .. . [ ~1]_ -1 [ (~-1~((1) 
. - R1 . [ 

G-1 . . . 1] 
, R1 := . .... . 

. . . ... . 
1)n (;:-1f((n) (;:-1 . . . 1 

Based on the above inversion formulae and the essential inversion of the skew Toeplitz 
operator C+ ([1], [3], [5]), the singular system can be constructed and the following theorem 
can be proved (even without the above assumptions of genericity; see [3] for all the details 
as well as for the precise definition of the matrix M(p) given below): 

Theorem 2 There exists an explicitly computable 5n x 5n Hermitian matrix M(p) such 
that p > max{ a,~, I} is a singular value of the four block operator A if and only if 

detM(p) = o. 

4 On Optimal Compensators 

The above procedure also gives a way of computing the optimal compensator in a given 
four block problem [4]. Indeed, from the above determinantal formula one can compute 
the Schmidt pair "p,1) corresponding to the singular value s := IIAII when s > IIAlle. See 
[3], [4]. We will indicate how one derives the optimal interpolant (and thus the opimal 
compensator) from these Schmidt vectors. In order to do this, notice 

A"p = S1). 

Thus, there exists qopt E Hoo with 

where 

(w - qopt)"p1 + f"p2 = S1J1 

g"p1 + h"p2 = Sk1)2 
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One can show (see [4]), that .,pI oF 0, so that 

Note from qopt. using the Youla parametrization, we can derive the corresponding 
optimal controller in a given systems design problem. See also [4) for an extension of the 
theory of Adamjan-Arov-Krein (valid for the Hankel operator) to the singular values of 
the four block operator and their relationship to more general interpolation and distance 
problems. 

We conclude this paper by noting that computer programs have been written at the 
University of Minnesota, and at Honeywell SRC in Minneapolis to carry out the above 
procedure. So far our computational experience has been very encouraging. 

This research was supported in part by grants from the Research Fund of Indiana Uni­
versity, Department of Energy DE-FG02-86ER25020, NSF (ECS-8704047), NSF (DMS-
8811084), and from the Air Force Office of Scientific Research AFOSR-90-0024. 
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ROBUST STABILIZATION OF DELAY SYSTEMS 

Jonathan R. Partington and Keith Glover 

Abstract 

Given a delay system with transfer function G(s) = h2(S)/hl(S), where 
nl n2 

hl(S) = LPi(s)e-')';', and h2(S) = LQi(s)e-,8;·, with 0 = 10 < 11 < ... < 
o 0 

Int' 0 S; (30 < ... < (3n2' the Pi being polynomials of degree 8i , and 8i < 80 
for i i= 0, and the qi polynomials of degree d; < 80 for each i, the robust 
stabilization of a class of perturbed coprime factors of this system is consid­
ered. Asymptotic estimates are obtained based on recent explicit results on 
the approximation and stabilization of normalized coprime factors. 

1. Introduction 

Given a nominal system model with transfer function G(s) = M-1 (s)N(s), 

where M, N E RHoo are left coprime, it has been demonstrated in [16] that 

a suitable class of perturbed models is given by Gc, = (M + t.J)-I(N + t.2), 

where t. = [t.l, t.2] E RHoo and 11t.lloo S; f. In the case when coprime factors 

are normalized, that is M M* + N N* = I, then [12, 13] have shown that the 

largest family of t. that is stabilizable by a single controller is given by the 

formula 

f max = V1 - II [N,M]lIh. 

This robust stabilization result has in fact been used to generate an effec­

tive design scheme. The derivation of this result in [12] involved state-space 

manipulations and is not readily extended to infinite-dimensional systems. The 

derivation in [13] is an input/output argument and can be modified for a 

suitable class of infinite-dimensional systems; alternatively an operator theory 

derivation is given in [8] together with a number of results on the gap and 

graph metrics. 

It is the purpose of the present paper to show how an effective approxi­

mation scheme can be derived for delay systems. Optimal convergence rates 
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will be established, based on recent approximation results given in [9, 10, 11]. 

These are then applied to construct robust finite-dimensional controllers which 

approach optimality. 

2. Retarded delay systems 

We shall consider the class of retarded delay systems with scalar transfer func­

tion given by 

(2.1) 

where n, 
hl(S) = LPi(s)e-""f;S, (2.2) 

o 

and 
n2 

h2(S) = L qi(s)e-P;S, (2.3) 
o 

with 0 = "{o < "{I < ... < "(n" 0 :::; f30 < ... < f3n2' the Pi being polynomials 

of degree ai, and ai < ao for i f 0, and the qi polynomials of degree di < ao 

for each i. These systems were first analysed by Bellman and Cooke [1] and 

have the property that they possess only finitely many poles in any right half 

plane. Asymptotic results on the Hankel singular values and errors in the 

approximation of G were given in [10], [11], where it was shown that there 

exist constants A, B > 0 and an integer r > 0 such that the Hankel singular 

values (17k) of G decay as k- r and 

Ak-r :::; inf{IIGstable - Glloo: deg G = k}:::; Bk- r • (2.4) 

In general we restrict our analysis to SISO systems as above, except that 

in section 3 we consider the class of matrix-valued transfer functions G(s) = 

e- sT R(s), where R is rational and T > 0: for these an explicit solution to the 

normalized coprime factorization problem can be given. 

We recall the following definition, due to Callier and Desoer [2] of a class 

of functions admitting normalized coprime factorizations (see also [3, 16]). 

The algebra A comprises all distributions on (0,00) of the form 

00 

f(t) = fa(t) + L fia(t - ti), (2.5) 
o 

with fa E L1(0, 00), (Ii) E It and ti ~ 0 for each i. We write A c Hoo for the 

algebra of Laplace transforms of elements of A. The ring A_ ( a) consists of all 
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J(t) as in (2.5) with e-pt Ja(t) E Ll and (e-Pt, 1;) E It for some f3 < a. Then 

its ring of Laplace transform is denoted A_(a), and the subset of functions 

bounded away from zero in !Re s ~ a will be written A~( a). Finally 8( a) is 

the ring (A_(a»(A~(a))-l. 

It is easily seen that transfer functions satisfying the conditions above 

are in the class 8 = 8(0) and hence possess coprime factorizations G(s) = 
E(S)-lF(s). One such is given by 

E(s) = hl(s)/(s + 1)60 and 

since E( s) is certainly bounded away from zero near infinity. More details may 

be found in [16, Chapter 8). 

In general, however, normalized coprime factorizations cannot be calcu­

lated explicitly for infinite-dimensional systems, and rational approximations 

are required. In section 4 we show how this can be done, and estimate the 

convergence rates of such normalized coprime factors. 

3. Explicit analytic solutions 

For the special case G(s) = e-·TR(s), with T > 0 and R(s) rational and 

matrix-valued, a normalized coprime factorization R = M-l N gives a normal­

ized coprime factorization of G: 

and the stability margin can be calculated explicitly. 

Let us suppose that G(oo) = 0 and [N,M) = [O,l) + C(sI - A)-l[B,H) 

has controllability and observability Gramians P and Q respectively. In or­

der to calculate the singular values of the Hankel operator corresponding to 

Ie-aT N, M) we can set up a two-point boundary-value problem as in [5, 6, 9, 

10,17). Alternatively [10, Theorem 2.1) can be applied directly and the result 

then simplifies to give the following. 

Proposition 3.1. u is a Hankel singular value of [e-aT N(s), M(s») ifand only 

if 

(3.1) 

wbere 

[ A u-lBB'] 
K·-

.- -u-lC'C -A' (3.2) 
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Hence the maximum nonnalized coprime factor stability margin for such a 

system is given by €max = ~, where 0"1 is the largest solution to (3.1). 

o 

4. Convergence of coprime factors 

Let G(s) = h2(S)jhl(S), with hI and h2 as given in (2.2) and (2.3), be the trans­

fer function of a retarded delay system, and suppose that G( s) = E( s) -1 F( s ) 

is a coprime factorization. Then G possesses a normalized coprime factoriza­

tion G(s) = M(s)-lN(s) where M(s) = E(s)jR(s), N(s) = F(s)jR(s) and 

R* R = E* E + F* F (see [16, Chapter 7]). This cannot in general be calcu­

lated explicitly, but we can choose rational approximations Ek( s) and Fk( s) 

converging to E, F respectively in the H = norm and normalize these. The 

following result guarantees that such a procedure converges. 

Theorem 4.1. Let G( s) = E( S )-1 F( s) be a coprime factorization of a system 

G(s) E B, and suppose that (Ek(S)) and (Fk(S)) are sequences of rational H= 

functions of degree at most k such that Ek -+ E and Fk -+ F in H=. Then Ek 

and Fk are coprime for k sufficiently large. Now let G(s) = M(s)-l N(s) be 

a nonnalized coprime factorization of G, and Ek(S)-l Fk(S) = Mk(S )-1 Nk(S) 

be normalized coprime factorizations of the rational approximants. If r > 0 is 

such that liE -Ekll= and IIF -Fkll= are both O(k-r ), then the distance from 

[N,MJ to [Nk,MkJ in the graph and gap metrics is O(k-r) and hence there 

exist invertible functions Uk such that 

(4.1) 

as k -+ 00. Moreover U;Uk = 1 + O(k-r) as k -+ 00. 

Proof To show that Ek and Fk are eventually coprime, we observe that 

since E and F are coprime they satisfy a Bezout identity 

E(s)X(s) + F(s)Y(s) = 1 (4.2) 

over H=. Hence 

Ek(S)X(S)Z(S) + Fk(S)Y(S)Z(s) = 1, 

where Z(s) = (1 + (Ek - E)X + (Fk - F)Y)-I, which exists in H= provided 

that 

IIEk - EIIIIXIl + IlFk - FIIIIYII < 1, 
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which is true for sufficiently large k. Thus Ek and Fk are coprime over Hoo 

and thus have no common zero in C+ U {oo}. Hence they are also coprime 

over the ring of rational Hoo functions, by [16, Chapter 2]. 

Now there exist Oi, f3 > 0 such that 0 < Oi :s: IR( s) I :s: f3 for s on the 

imaginary axis, so that 

= 11k, say. 

It follows from [16, lemma 7.3.2], that the distance from [N, M] to [Nk, Mk] in 

the graph metric can be bounded, namely 

The existence of (Uk) as required follows from section 7.3 of [16]. Similarly the 

gap metric estimate follows from [7]. Moreover 

U:Uk = (NUk)*(NUk) +(MUk)*(MUk) 

= N;Nk + M;Mk + O(k-r) = 1 + O(k-r). 

o 

Thus a normalised approximant to the original system is close to being 

a normalisation of the system. We now identify r as the optimal convergence 

index of any sequence of approximate coprime factorizations of G. 

Theorem 4.2. Let G(s) be as in (2.1)-(2.3) and let r be the index given in 

(2.4). Then for any coprime factorization G = E- 1 F and functions E k , Fk in 

RH 00 of degree at most k there exists C > 0 such that 

Moreover there exists a coprime factorization G = E-1 F and rational functions 

E k , Fk of degree k such that 

Proof If G = E- 1 F is any coprime factorization, then, since there exist 

X and Y such that (4.2) holds, we can choose M > 0 such that G( s + M) is 

stable and hence 

1 = IE(s)X(s) + F(s)Y(s)1 :s: IE(s)IIX(s) + Y(s)F(s)/E(s)1, 
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implying that IE(s)1 is bounded away from. zero, i.e. IE(s)1 > 6, say, in 

~es > M. Thus if IIF - Fkll < €k and liE - Ekll < €k, then 

II F(s + M) _ Fk(S + M) II < 11F1I€k + IIEII€k 
E(s + M) Ek(S + M) - 6(6 - €k) 

in ~es :::::: O. But, by [10], O'k(G(S + M» and O'k(Gstable) are asymptotic (to 

within a constant independent of k), and hence 3C > 0 such that €k :::::: Ck- r 

for all k. 

Conversely, suppose that G = E- 1 F + Gstable, where E, F are rational, 

coprime and stable. Then G = E-1(F+EGstable) is a coprime factorization of 

G. Choosing suitable rational approximants Gk to Gstable as in [11], we have 

II(F + EGstable) - (F + EGk)1I :$ IIElIlIGstable - Gkll, achieving the optimal 

convergence rate. 

a 

Remark 4.3. If a rational approximation [Nk, Mk] of degree k is found with 

then a controller of degree k stabilizing a ball around [Nk, M k ] will have maxi­

mum stability radius €k > €max - 6 and hence when applied to [N, M] will have 

stability radius at least €max - 26. A similar argument in the case that (4.1) 

holds shows that rational controllers can be derived for delay systems, whose 

performance approaches optimality as k -+ 00. 

5. Examples 

Consider the delay system G(s) = e-sT/s. This can be analysed using the 

techniques of section 3, and a normalized coprime factorization is given by 

G(s) = M(s)-IN(s), with M(s) = siCs + 1) and N(s) = e-sT/(s + 1). The 

singular values of the Hankel operator with symbol [N, M] are given by O'k = 
1/..)1 + Ai, where (Ak) are the positive roots of tan AT = (1- A2)/2A and thus 

O'k is asymptotic to T/k7r. The robust stability margin is given by € =~; 

this is asymptotic to ~(1 - ~) as T -+ 0, and to 7r /2T as T -+ 00. Some 

typical values are as follows: 

T 0.5 

0.819 

0.573 

1 

0.874 

0.486 

2 

0.928 

0.374 

5 

0.976 

0.220 

10 

0.992 

0.130 
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Approximation of the coprime factors may be achieved by the technique 

used in [11], which consists of replacing e- sT by its (k, k) Pade approxi­

mant. This is guaranteed to converge at the optimal rate (O(k-I)). In prac­

tice the stability margins (fk) converge much faster than the coprime factors 

themselves. For the hardest case to control above, T = 10, one finds that 

lOmax = 0.130, even for a 5th order approximation. 

Recall that, for a stabilizing controller, we have 

The best constant controller for T = 10, namely K = 0.065, gives f = 0.056, 

whereas higher order controllers can be produced which approach optimality. 
2 -2s 

Similarly for G(8) = ~2' considered in [4], f max = 0.032 (and the co-
1-8 

prime factors converge with error O(k-2)); for ~ (not soluble by the 
8 - e s 

methods of Section 3), f max = 0.434, again with a convergence rate of O(k-2 ) 

_ in this case the 'obvious' coprime factorization, [_1_, 8 - e- S
], if unnor-

8+1 8+1 
mali zed leads to a suboptimal convergence rate of O(k-I). 

2 -s 
As a final example we consider G( 8) = 2 e , an example which can-

28 + e- S 

not be stabilized by a constant controller and for which an analytical nor-

malised coprime factorization is not known. This time f = 0.224 and the 

convergence rate,O(k-2 ); by taking a seven state approximation to G(8) and 

using the methods of [12] combined with model reduction on the controller as 

in [14] one can obtain an order six controller giving a stability margin of 0.212, 

over 95% of the optimal. 

Thus in general satisfactory low-order controllers can be produced by com­

bining the approximation techniques of [11] and the methods of [12, 13, 14]. 
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TOPOLOGICAL ASPECTS OF TRANSFER MATRICES WITH ENTRIES 

IN THE QUOTIENT FIELD OF Hoo 
M.L.I. Hautus & S.Q. Zhu 

Abstract 

Let F oxm be the set of all n by m transfer matrices with entries in the 

quotient field F of Hoo' This article investigates the properties of F oxm 

with respect to the gap topology First, we identify the subset Bn ,m of 

F" xm consisting of all transfer matrices possessing right and left Berout 

fractions, and we show that Dn ,m is an open subset of F" xm in the gap 

topology. Moreover, a bound is given in terms of the gap metric which 

guarantees that if the distance of a transfer matrix PIE Foxm from 

p 2 E Bn ,m is smaller than this bound, then PI is also in Bn .m, In addition, 

PI and P 2 can be stabilized by a same controller. Furthermore, a relation 

between the gap of two transfer matrices and the gap of their domains is 

given. Using this relation, we show that, if the gap of two scalar transfer 

functions P 1 and P 2 is smaller than a specified number, then P 1 and P 2 and 

must have the same number of poles in the open right half plane. 

1 Introduction 

Let Hoo be the Hardy space in the right half plane and F the quotient field 

of Hoo' We denote by M(F) the set of all matrices with entries in F. It is 

known that M(F) provides a general framework for studying distributed 

linear time-invariant systems in the frequency domain. M(F) covers many 

cases of interest both in theory and in practice. For example, it includes: 

finite-dimensional linear time-invariant systems, the Pritchard-Salamon 

class (Le. semigroup systems), the Callier-Desoer class, the Logemann 

class etc. 

Let Fn xm be the subset of M(F) consisting of all n x m transfer matrices. 

This article investigates the properties of Fnxm with respect to the gap 

topology. First, we identify the subset Bn •m of F nxm consisting of all 

transfer matrices possessing right and left Bezout fractions, and show that 

Bn •m is an open subset of F nxm in the gap topology. Moreover, a bound 

a := a(P 2) given in terms of the gap metric guaranteeing that if the 
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distance of a transfer matrix PIE FD xm from P 2 E B D ,m is smaller than a, 
then PI is also in BD ,m. In addition, PI and P 2 can be stabilized by a same 

controller. Next, a relation between the gap of two transfer matrices and 

the gap of their domains is given. Using this relation, we show that if the 

gap of two scalar transfer functions PI and P 2 is smaller than a certain 

number y := y(P 1 ,P 2)' then P 2 and P 2 have the same number of poles and 

the same number of zeros in the open right half plane. 

This paper is arranged as follows. In the preliminary Section 2, we 

introduce the definition of the gap metric and we give some basic lemmas. 

In Section 3, we show that BD ,m is an open subset of FDxm and give a 

guaranteed bound. In Section 4, we give a relation between the gap of two 

systems and the gap of their domains, and we present a consequence of this 

result. 

2 Preliminaries 

First we introduce the gap metric defined on the space of all closed 

subspaces of a Hilbert space X. Let M,N be two closed subspaces of X. Let 

TI(M) denote the orthogonal projection from X onto M. In order to measure 

the distance between the subspaces, we introduce the gap metric, which is 

defined as 

o(M,N) := jjTI(M) - TI(N)jj. 

For each P(.) E Fnxm, we can define a linear operator P mapping a subspace 

of H2 into H2. The domain of P is defined as the subset Dom(P) consisting 

of all x(.) E H2 for which the product P(s)x(s) is in H2. The action of P 

on x(.) E Dom(P) is defined by (Px)(s) := P(s)x(s). It easy to show that P 

is bounded iff P(.) E M(Hco)' The following lemma is quoted from [Zhu 1988]. 

LEMMA 2.1 The operator P induced by P(.) E FDxm is closed, i.e., the 

graph G(P) := ((x,Px) E H2m+D : X E Dom(P)} of P is a closed subspace. 

We define the gap between two transfer matrices P (.) and P (.) as the gap 
1 2 

between the graphs of the operators induced by P (.) and P (.). For 
1 2 

simplicity we write TI(P) for TI(G(P)). Then the gap between P /) and P /) 

is 
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Suppose D(.), N(.) E M(Hoo)' We say that (D(.),N(.)) is a right Bezout 

fraction (r.b.f.) of P(.) E F Dxm if 

1) D(.) - 1 exists, 

2) there exist matrices X(.),Y(.) E M(Hoo) such that 

X(.)D(.) + YON(.) = I, 

3) P(s) = N(s)D(srl. 

Moreover, an r.b.f. (D(.),N(.)) of P(.) E F Dxm is said to be normalized if 

(2.2) D (.)DO + N (.)N(.) = I, 

where D-(s):= D(_S)T. Left Bezout fractions (l.b.f.) and normalized left 

Bezout fractions are defined similarly. It is well known that not every 

transfer matrix has an r.b.f. (or an l.b.f.). For example, according to 

[Smith 1989], P(s) = se-s does not have an r.b.f. Denote by BD • m the subset 

of F Dxm consisting of all elements which have both an r.b.f. and an 

l.b.fNotice that the fact that a matrix P E F Dxm has a right (or a left) 

Bezout fraction does not imply that each of its entries has one, for 

instance, the matrix 
-s 

p ~ [ :::' : 1 ~ [ :~' ~ 1 [ '7' ~ r= ND' 

has a right Bezout fraction (D,N) over M(Hoo)' although se-s does not have 

a Bezout fraction. B(H;,H;) denotes the set of all linear bounded 

operators mapping H2 into H2. If m = n, we write B(H;) for B(H;,H;). Let 

D E B(H;) and N E B(H;,H;). The pair (D,N) is said to be a generalized 

right Bezout fraction (g.r.b.f.) of P E FmxD, if 

1) D -I exists; 

2) there exist bounded operators X,Y such that XD + YN = I; 

3) P = ND- 1. 

Obviously, an r.b.f. of P is a g.r.b.f. but not conversely. The concept of 

g.r.b.f. is a useful tool of this paper. The following lemma is from 

[Zhu 1988] 

LEMMA 2.2 Suppose D E B(H;), N E B(H;,H;) and P E BD ,m. Then (D,N) is a 

g.r.b.f. of P iff [ ~ ] maps H; onto G(P) bijectively. 

The next lemma about the relation between the gap metric and the 

g.r.b.f.'s is quoted from [Zhu et al 1988]. 
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LEMMA 2.3 Let Pie Bn ,m, P 2 e F nxm and let (D,N) be an r.b.f. of PI' 

Then, o(P I'P 2) < 1, iff 

[ ~ ] := II(P2) [ ~~] 
is a g.r.b.f. of P 2' 

3. Bn ,m is open in Fnxm, 

Consider the following feedback system shown in Figure 3.1, where P e M(F) 

represents the plant and C e M(F) the compensator. 

el I.----c----,I Y1 Uj e2 
-+------,----+--11 1 J P 

1 

Figure 3.1 Feedback System 

Suppose that P,C e M(F). The trI;msfer matrix from U := [::J to e := [::J 
is 

(3.1) H(P,C) 
._ [ (I + PC) -I -P(I + cpr l ] 

C(I + PC) -I (I + CP)-I 

where we assumed that P and C have compatible dimensions, and that the 

well-posedness condition II + PC! * 0 is satisfied, so that H(P,C) makes 

sense. 

A transfer matrix is said to be stable iff it is in M(Hoo)' and the feedback 

system is said to be stable iff H(P,C) is stable. If for a system P e M(F) 

there is an element C in M(F) such that H(P,C) is stable, we say that P is 

stabilizable and C is called a stabilizing controller of P. 

Recall that a subspace M of H m is said to be shift invariant if for any 

a > 0, we have e-asM ~ M. ~ is easy to prove that G(P) is a shift 

invariant subspace of H~+n for each P(.) e Fmxn We need following theorem 

to prove our main result of this section, which is an alternate version of 

Lax's theorem [Lax 1959]. 
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THEOREM 3.1 [Lax 1959] Suppose that M is a closed shift invariant subspace 

of Hm. Then, there is an integer k > 0 and an inner matrix A E Hmxk, such 
2 = 

that A maps H~ bijectively onto M. 

The following statement is our main result in this section. 

THEOREM 3.2 Let (Do,No) be an r.b.f. of Po E BD,m. Suppose that C E BD,m 

is one of the stabilizing controllers of Po and (X,Y) is an l.b.f. of C 

such that XDo + YNo = I. 

Define 

(3.2) K(P o,e) := { P E F nxm : o(P o,P) < e }, 

where 

(3.3) e:= (II~]II II(X,Y)II),I. 

Then, K(P o,e) s;;; B D • m and each system P(.) E K(P 0 ,e) can be stabilized by C. 

PROOF According to Lax's theorem (Theorem 3.1), there are an integer k and 

an inner matrix A E H~D+m)Xk such that A mapping H~ bijectively onto G(P). 

If we define 

[~ ] := I1(P)~~, 

then, by Lemma 2.3, [~ ] maps H~ bijectively onto G(P) (notice that the 

right-hand side of (3.3) IS smaller than 1). Since, 

II (X,Y) [ ~ ] - III = II (X,Y) [ ~ ] - (X,Y) [ ~~ II 

II(X,Y)I1(P)~~ - (X,Y)TI(Po)~~] II :::; II (X,Y)II IITI(Po) - TI(P) II II ~~] II 

II (X,Y)II IITI(Po) - TI(P) II II~] II < 1, 

(X,y)[ ~ ]is bijective. Thus, (X,Y) maps G(P) onto H~ bijectively. As a 

consequence, (X,Y)A is bijective. Hence, (X,Y)A is unimodular. 

Consequently, m = k. If we partition A as ~], then (D,N) is an r.b.f. of P 

and C stabilizes P. 0 

Let (Do,No) and (Do,No) be a normalized r.b.f. and a normalized l.b.f. of 

P E BD ,m, respectively (the existence of normalized Bezout fractions of 

transfer matrices with entries in the quotient field of H= is proved in 

[Zhu 1988]). Assume that X,Y,X,Y E M(H ) satisfy = 
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Then it follows that (Y + Rf5o)(X - NoR) = (X - RNo)(Y + DoR). In [Zhu 

1988-1], it is shown that I (X - RNo) I "# 0 iff I (X - NoR) I "# O. 

Consequently, (X - RNofl(Y + Rf5o)-= (Y + DoR)(X - NoR)"1 for all R E M(Hoo) 

satisfying I (X - NoR) I "# O. It is well known that the set of all 

stabilizing controllers of Po can parameterized as 

(3.5) {(X - RNofl(y + Rf5o): R E M(Hoo) , I(X - RNo)1 "# O} = 

= {(Y + DoR)(X - NoR)"I: R E M(HOO>, I(X - NoR) I "# O}. 

Furthermore, it was proved in [Georgiou and Smith, Theorem 3] and in [Zhu 

1988-1]) that 

(3.6) II[X - RN ,y + Rf501ll = II rx -NoR] II 
o lY + DoR 

for all R E M(HOO>. 

TIlEOREM 3.3 Let (Do ,No) and (1)o,Ro) be a normalized r.b.f. and normalized 

l.b.f. of Po E Bn •m, respectively. Assume that X,Y,X,Y E M(Hoo) satisfy 

(3.4). Let C := (X - RoR/l(y + RoOo) satisfy 

(3.7) ~(X - RoRo'Y + RoOo)II = infREM(H ) II (X - RNo'Y + Rf5oH· 
00 

Defme 

(3.8) a:= a(Po):= (infREM(Hoo ) II (X - RNo'Y + Rf50)11)-1. 

Then, K(p o,a) s:: BR • m and all systems in K(P o,a) can be stabilized by C. 

Using (3.6), one can also express a in terms of X,Y,No,Do' Notice that the 

existence of Ro satisfying (3.7) is proved by [Glover et al. 1988]. We give 

an example to show that a can be reached. Let Po = O. Then C = 0 is the 

controller obtained by solving (3.7). Consequently, a = a(P 0) = 1. 

According to [Kato p. 205, 1966], any system P with B(O,P) = 1 is unstable, 

and hence, can not be stabilized by C = O. Therefore, in general, one can 

not give a larger number £ than a such that K(P 0'£) is stabilized by one 

controller. A more general example illustrating that the bound cannot be 

improved was given in [Georgiou and Smith, Theorem 4]. 
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4 Relations of a(p I'P 2) with a(Dorn(P I ),Dorn(P 2» and a(~,IiiiU?) 

Let (D.N) be a normalized r.b.f. of P e Bn ,m. For simplicity. we denote 

7) := Dom(P) and N := Im(P). It is well known that 7) = Im(D) and N = Im(N). 

LEMMA 4.1 Let al ..... akbe distinct numbers in c+ and let jl .... jk be 
nonnegative integers for i = 1 ..... k. Define 

i I i2 i k 
~ := {(s - a l ) (s - ( 2 ) ... (s - a k) x(s) e H~: x(s) e H~}. 

Then. ~ is closed and ~ = span{(s + a/n: n = 1 .... jk; p = 1 ..... k}. 

PROOF It is obvious that ~ is closed. To prove the second claim. we notice 

that for each y(.) e H~. the following formulas hold: 
+00 +00 

y(s) = J (s - uorl y(uo)dro, y<n)(s) = S (-l)nn!(s - uorn-Iy(UO)dro . 
. 00 .00 

As a consequence. we have 

«s + iX r o - I• y(s» = S+oo(a _ uor o - I y(UO)dro = ~ y<n)(a ). 
p _00 p n . p 

for n = 1 .... j ; P = 1 ..... k. Hence. 
p 

y(.) 1. span {(s + a )-0-1: n = 1 .... j ; P = 1 ..... k} 
p p 

iff a is a zero of y(.) with order j (p = 1 ..... k) i.e. y(.) e ~. [] 
p p 

THEOREM 4.2 Let p. e Bn ,m and (D. ,N.) be a normalized r.b.f. of P 
1 1 1 

(i = 1.2). Assume that D;I e M(Loo) (i = 1.2). Then. 

(4.1) a(P I.P2) ~ da(7\.:D2). 

where 

PROOF The one-sided gap a"(M.N) between two subspaces M and N is defined as 

a"(M.N) := sUPxeM.llxll~l infyeNllx - yll· 

It is known that a(M.N) = max{a"(M.N). a"(M.N)}. We have: 

a" (P I'P 2) = a" (G(P I ).G(P 2)) = 

= supxeG(PI).llxll~l infyeG(P2 ) Ilx - yll = 

= sUPxeH~,llxll~l infyeH~ II ~:]x - ~~]YII ~ 
~ sUPxeH~,llxll~l infy~H~ IIDlx - D2yll = 
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= SUPxEH;.llxll::;IID;111 infYEH;11 IID;III-IDlx - D2YII 

= liD-Ill-I sUPxEH~.llxll::;IID;111 infYEH~ IIDlx - D2YII· 

Since 

{Dlx: x E H~. x::; liD-I III ;;2 {Dlx: x E H;,IIDlxll ::; l}, 

we have 

Ir'(P I,P2) ~ liD-Ill-I sUPxEH~.IIDIXII::;1 infYEH~ IIDlx - D2yII 

Hence, 

IID-Ir l sUPXEVI.llxll::;1 infYEV2 Ilx-YII = 

IID;III-I SUPXE7\.llxll::;1 infYEV2 Ilx - yll = 

Now using Theorem 4.2, we show that 

D 

THEOREM 4.5 Let PI,P 2 be biproper rational functions without poles on ilR 

and (D i,N;> be a normalized r.b.f. of PiE B (i = 1,2). Let d be defined by 

(4.2). Then, if 0(P I,P2) < d, then PI and P2 have the same number of poles 

in the open right half plane. 

PROOF By (4.1), we have 0(V I ,V2 ) < 1. We can easily check that 
,,-1--1- ,,- - ,,-1--1-
u(V I ,V 2) = u(V I ,V2 ) < 1. According to [Kato p. 199, 1966], u(V I ,V 2) < 1 

implies dim V; = dim V;. Hence, it suffices to show that dim v~ is equal to 

the number of poles P I in open right half plane. This statement, 

however, follows from Lemma 4.1. D 
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ON THE NYQUIST CRITERION AND ROBUST STABILIZATION 
FOR INFINITE·DIMENSIONAL SYSTEMS 

Hartmut Logemann 

Abstract 
A unified approach to the multivariable Nyquist stability criterion for various classes 

of nonrational transfer functions is presented. It is not asumed that the transfer matrix of 
the open-loop system can be extended meromorphically across the imaginary axis into the 
left-half plane. Applications to robust stabilization are discussed. 

1. Introduction 

It is worthwhile mentioning that Nyquist's original paper [17] on the stability of 

feedback amplifiers is not restricted to rational transfer functions, but includes certain 

infinite-dimensional systems as well. In the past 25 years there has been considerable 

interest in a rigorous treatment of Nyquist-type stability criteria for inImite-dimensional 

systems, cf. exempli gratia [10], [12], [9], [1] and [2] for single-loop systems and [11], 

[18] and [13] for multivariable systems (see the forthcoming survey paper [15] for a 

more complete bibliography). In Section 2 we give two statements of the Nyquist 

criterion: the flrst one is based on the determinant of the return difference matrix while the 

second one makes use of the eigenloci of the open-loop transfer matrix. The stability tests 

are presented in a unifying frequency-domain framework which covers various classes of 

nonrational transfer function including the Callier-Desoer class :8(0) introduced in [3] 

and [4]. Their set-up has been sucessfully applied to a number of problems in infmite­

dimensional linear systems theory (cf. [7] for an overview). However, there are 

situations, where classes of transfer functions, which do not require any knowledge of 

the system's impulse response, are easier to handle than :8(0), which by defmition is a 

set of Laplace-transformed impulse responses. Moreover there are quite a few infinite­

dimensional systems (in particular systems described by Volterra integrodifferential 

equations or Volterra integral equations) whose transfer functions are meromorphic or 

holomorphic in the open right-half plane but don't belong to :8(0). Take for example the 

convolution kernel k(t) = (1+ t2)-I, t ~ 0, having a Laplace transform k which is 

holomorphic in Re(s) > 0 and continuous in Re(s) ~ O. However, since k(t) exp(et) is 

not in Ll(IR+) for all e > 0, it follows that k is not an element of :8(0). 

In Section 3 we indicate how the Nyquist criterion can be used in order to extend 

the results in [6] and [8] on robust stabilization of systems which belong to the Callier-

627 
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Desoer class to the more general set-up developed in Section 2 

2. A generalized Nyquist criterion 

In the following let IC+ and IC+ denote the open and closed right-half plane, 

respectively. Denote the ring of functions which are holomorphic on IC+ by H(IC+) 

-
and derme C(IC+) to be the ring of complex-valued functions which are continuous on 

IC+. Moreover, if a E IC and if <p is a closed curve in the complex plane not passing 

through a, let n( <p,a) denote winding number of <p about a. 

As we shall see later the following theorem can be interpreted as stability criterion 

for infinite-dimensional feedback systems. 

2.1 Theorem 

(AI) v 00 E IR, i = 1,2. 

(A2) There exists a positive number Pj such that 

inf I det (Dj(s» I > 0, i = 1,2. 

Isl<!:Pi' se 0:::+ 

(A3) lim P IP2(s) = A, such that -1 is not an eigenvalue of A. 

Isl~,SEO:::+ 

Then 

(2.1) inf I det (N1N2 + D1D2)(s) I > 0 

seO:::+ 
if and only if 

(i) det (I + P1P2)Goo» * 0 V 00 E IR 
and 

(li) n(det (I + P1P2)oy, 0) = - (1tl+1t2)' 

where 'Y is a parametrization of the joo-axis such that )'(t) moves downwards from joe 

to -joo and 1tj is the number of zeros of det(Dj) in IC+, i = 1,2. 

2.2 Remark 
Using the Principle of Isolated Zeros for holomorphic functions it follows from 

(AI) and (A2) that det(Dj) has at most finitely many zeros in IC+, i = 1,2. 

Proof of Theorem 2.1: 
'If: First of all realize that 
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(2.2) 
det (N1N2+D1D2) 

det (I + P1P2) = det (D1D2) 

We have to show that (2.1) holds true. Using the identity (2.2) it follows from (A2) and 

(A3) that there exists p > 0 such that 

(2.3) inf I detCN1N2+D1D2)(s) I > O. 

Isl~p, SE a:::+ 

Via (2.2) we obtain from (i) and (AI) that det (N1N2+D1D2) has no zeros on the jro­

axis. Hence it remains to show that 

where B:= {s E IC+ Iisl < p}. 

We claim that det (N1N2+D1D2) has at most finitely many zeros in B. Assume the 

contrary, i.e there are infinitely many zeros sn E B. Since B is compact there exists a 

subsequence (zn) of (sn) converging in B. Now it follows from the above that 

lim zn e dB and hence is in B. By the Principle of Isolated Zeros we have 
n~oo 

det (N1N2+D1D2) == 0 which can't be true because of (2.3). So far we have shown that 

det (N1N2+D1D2) has at most finitely many zeros in IC+ and all of them are in B. 

Hence there exists 101> 0 such that all the zeros satisfy Re(s) > 101' Moreover by (AI) 

and (A2) there exists 102 > 0 such that all zeros of det (D1) and 

det (D2) are in Re(s) > 102' Now set 10:= min (101,102) and define the curve Ye by 

ye(t):= y(t)+E, i.e. Ye is a parametrization of the set jlR + E. Using that the curves 

det (I + P1P2)oy and det (l + P1P2)OYe are homotopic in IC \ {O} and that 

det (I+P1P2) #- 0 in 0 ~ Re(s) ~ 10 it follows from (ii) 

On the other hand it follows via (2.2) from the Argument Principle 

where Z denotes the number of zeros of det (N1N2+D1D2) in B. By (2.5) and (2.6) 

we have Z = 0 which proves (2.4). 

"Only if: The proof that conditions (i) and (ii) are necessary for (2.1) to hold is left to 
the reader. 

-

In the following let 5 be a subring of H(IC +) (\ eelC) satisfying the condition 
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(I) f E 5 is invertible in 5 if and only if inf I f(s) I > o. 
SE IC+ 

-
Notice that (I) does not characterize the units of the ring H(IC) n C(IC) itself. 

2.3 Examples 

Let the superscript "" denote the Laplace transformation and for a E IR define 

It; by ~:= (f is a bounded holomorphic functions on Re(s) > a}. The following 

subrings of H(IC) n C(IC) satisfy (I): 

(a) (aIR + O(IR+» A, where a denotes the Dirac distribution with support in O. 
00 

(b) A, where A is the ring of distributions f satisfying f = fa + .~ f. at ' 
1=0 1 i 

to = 0, tj > 0 (i ~ 1), at. is the Dirac distribution with support in tj, fa is 
1 

an integrable real-valued function defined on IR+ and the fj E IR form a 

summable sequence. 

(c) A_, where A_:= (f E A 13 E = E(f) > 0: feE' E A}. 

(d) I10 n C(IC+). 

(e) IC':= u I1a.. 
a<O 

(f) A(IC +), where A(IC +) denotes the right-half plane analogue of the disc-algebra, 

lim f(s) exists}. 

Isl-)oo, SE IC+ 

The rings in (a) - (f) play an important role in the frequency-domain analysis of 

infmite-dimensional systems (cf. for example [3], [9], [13] and [16]). Moreover it should 

be noticed that the ring of stable proper rational functions is contained in each of the rings 

in (a) - (f). 

Let ~(s) denote the field offractions of S. We can interpret ~(S) as the set of 

all transfer functions of interest and 5 as the subset of stable transfer functions. 

2.4 Definition 

Let P E ~ ( 5 ) rn xp , a right-coprime factorization of P (over 5) is a pair 

(N,D) E srnxp x Spxp satisfying 

(i) det (D) '" 0 
(ii) P = ND-I 
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(iii) There exists X e Spxm and Y e SPxP such that XN + YD == I. 

Left-coprime factorizations are defmed in an analogous way. 

2.5 Remark 

It is well-known that each P e a-(S)mxp will have a right-coprime factorization if 

and only. if S is a Bezout domain. Since the rings in Example 2.3 are not Bezout 

domains (cf. [13], [14] and [19]) coprime factorizations will fail to exist for certain 

irrational transfer matrices,. However, if Pea- (S )mxp is of the form P = P s + P u' 

where Ps e smxp and Puis a proper rational transfer matrix having all its poles in [:+' 

then it is not difficult to show that P admits right-coprime and left-coprime factorizations. 

Consider the feedback system in Fig. 1 which we will denote by 'J'[P I 'P2]. 

Assume that PI e a-(S)mxp, P2 e a-(S)pxm and det (I + PIP2) ;$ O. Then we have 

(~~) = 3C (PI ,P2) (~~). 

The feedback system 'J'[PI'P2] will be called S-stable if the matrix 3C[PI'P2] is in 
s(m+p)x(m+p). 

UI 

1 1 PI 
YI 

> 
+ 

I 
i I 

I I 

I l~ Y2 
I I 

<: I P2 1< '-
+ 

FIGURE 1 
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From Theorem 2.1 and Lemma 3.1 in [19] we obtain a Nyquist criterion for 5- stability. 

2.6 Theorem 

Let PI an~ Pz be transfer matrices with entries in S'(S), where 5 is a subring 

of R(IC) n C(IC) satisfying (I). Suppose that PI and Pz have a left-coprime fac­

torization (D1,N 1) and a right-coprime factorization (Nz,Dz) respectively. If the 

assumptions (AI) - (A3) of Theorem 2.1 are satisfied the feedback system ~[Pl'PZ] 

will be S-stable if and only if (i) and (li) of Theorem 2.1 hold. 

In order to give an alternative formulation of Theorem 2.6 we introduce the notion 

of the eigencontour E(P,ep) of a ~uare matrix P having entries in R(IC) n e(lC) 
with respect to a curve ep: [a,b] --t IC+: E(P,ep) is formed by the path of the eigenvalues 

of P(ep(t» as t traverses the interval [a,b]. 

2.7 Theorem 

Suppose that the assumptions of Theorem 2.6 are satisfied. Using the notation of 

Theorem 2.1 we have: The feedback system ~[Pl'PZ] is S-stable if and only if 

(i) - 1 eo image (E(P1PZ'Y)' 

(li) n (E(P1PZ'Y)' - 1) = - (1t1+1tz). 

Proof: Making use of some elementary algebraic function theory it is possible to show 

that E(P1PZ'Y) is a closed chain and n(E(P1Pz,Y), - 1) = n(det (I+P1PZ)oy, 0) (cf. [13] 

and [15] for details). Rence the result follows from Theorem 2.6. 

2.8 Remark 

(a) Theorem 2.7 retains the spirit of the Nyquist criterion for scalar systems, since 

plotting of the eigencontour of the open-loop transfer matrix allows one to check the 

closed-loop stability for afamily of gain parameters by inspection. 

(b) In Theorem 2.6 and Theorem 2.7 it is assumed that PI and Pz have no 

singularities on the jro-axis. Under certain conditions the results remain true without 

making that assumption if we replace y by a curve 'Y* having indentations into the 

right-half plane whenever PI or Pz have singularities on the jro-axis (cf. [15]). 

Theorems 2.6 and 2.7 contain most Nyquist-type stability tests for infinite­

dimensional systems which have been published in the literature (e.g. [9], [18], [11] and 

[5]). We mention however, that the graphical stability criterion, developed in [1] and [2] 

for scalar transfer functions P of the form P = P s + P u' where P s E .A and Puis a 

proper rational functions having all its poles in IC+, does not require the assumption (A3) 
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and hence is not contained in our approach (cf. [15] for a detailed discussion of the 
literature). 

3. Applications to robust stabilization 

In [6] a theorem was proven which provides a necessary and sufficient condition 
for robust stability of feedback systems belonging to the Callier-Desoer class. Having 
estabilished Theorem 2.6 it is not difficult to extend the criterion of [6] to the framework 
developed in Section 2. As a consequence it is possible to show that the results in [8] on 
robust finite-dimensional stabilization of systems with transfer functions in the Callier­
Desoer class generalize to the set-up of Section 2. Although it should be clear, we remark 
that in both cases the plants and controllers being involved are required to have at most 
fInitely many unstable poles. 
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Real Stability Radii for Infinite Dimensional Systems 

A. J. Pritchard, S. Townley 

Abstract 
In a paper by Pritchard and Townley well-posedness and exponential stability of 
semi-groups under structured, unbounded, but complex perturbations is analysed, via 
contraction mappings on appropriate function spaces. The norm of a certain 'input­
output' map yields an exact measure of the robustness of exponential stability of the 
perturbed semi-group. 

In contrast, in this paper the class of allowable perturbations is restricted to 
unbounded linear maps defined on real Hilbert spaces. We impose conditions on the 
unperturbed semi-group and perturbation operators which allows us to pass between a 
time domain and a frequency domain analysis of the perturbed system. We define a 
real stability radius for well-posedness and exponential stability of the perturbed sys­
tem. When applied to differential delay equations we obtain interesting and somewhat 
surprising qualitative results, as we vary the delay, (compared to the complex pertur­
bations or zero delay). 

§O Introduction 
Let (G, h, k) E e nxn x en x en, with Re CT ( G) < o. Consider the uncertain linear sys­
tem 

w(t) = Gw(t) + hek*w(t-a) t> 0 (1) 

where a ~ 0 is fixed and e E C is unknown. System (1) can be formulated as an 
abstract differential equation 

i(t) = Az(t) + DECz(t) (2) 

on a suitable complex Hilbert space X, (in this case X = L 2( -a,O; en) ). Under suit­
able regularity hypotheses (satisfied by (1» it is possible to define a (complex) stabil­
ity radius rC<A;D,C), a measure of the maximal allowable IIEII for which stability 
of solutions of (2) is guaranteed. When applied to system (1) we find that 

rC<A;D,C) = inflk*(iwl-Gr1h 1-1 
OJ 

(see [10)). Hence robustness with respect to uncertain e E C is independent of the 
value of a (which we can then take as uncertain, but fixed.) This demonstrates an 
obvious limitation in rC<A;D,C) as a robustness measure. If G, h and k are real 
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valued and E E R then we will show that the robustness is dependent on a. Indeed, if 
r/t(G;h,kT ) denotes this robustness measure we find, rather interestingly, that 

and 

limra(G'h kT) = r (G'h e)l 
i R " C',· 

a -

The purpose of this paper is to develop a robustness analysis for system (2) when all 
the parameters are real. For differential-delay equations (more generally retarded or 
neutral functional equations) an obvious approach would be to exploit spectral char­
acterizations of stability (see Logemann [8]) and follow Hinrichsen and Pritchard [7]. 
We do not persue this here since we can handle both functional and partial differen­
tial equations within a single framework. We adopt a semi-group approach, with 
Salamon type hypotheses to guarantee well-posedness and LP -tests to establish 
exponential stability of the perturbed semi-groups. In section 1 we describe the well 
posedness of system (2) and review (and extend) the results for complex stability 
radii, in this general setting. In section 2 we consider the case of real stability radii. 
We comment on some questions raised by the characterisation of real stability radii 
and we illustrate the results with an example of the uncertain system (1) with a single 
delay. Throughout the paper LJ denotes the space L 2(0,00;H), of all square integr­
able functions on [0,00) with values in a Hilbert space H. 

§ 1 Stability under unbounded, structured perturbations of strongly continuous 
exponentially stable semi-groups: Complex stability radii 
Let A be the generator of a strongly continuous, exponentially stable (SCES) semi­
group S(t) on a complex Hilbert space X. We suppose that A is uncertain (neglected 
delay terms, uncertain boundary data, etc.) so that we must study stability of solu­
tions to the abstract differential equation 

i(t) = Az(t) + DECz(t) , z(O) = zo. 

To allow for the possible unboundedness in the perturbation term DEC we assume 
that D E L(V,X_I ), C E L(XI,Y) are fixed and E E L(Y,v) is arbitrary. Y and V 
are Hilbert spaces and the spaces Xl and X_I are defined as follows: Xl is D(A) 
with IIxlli = IIAxIi. X-I is the completion of X with respect to IIxll-I = IIA-Ixll. It 
follows that S(t) extends (restricts) to a semi-group on X_I (Xl) isomorphic to S(t). 
In particular S(t) defines a SCES semi-group on X, Xl, X-I with the same growth 
rate. A common approach (see Curtain, Pritchard [2]) is to consider the mild form of 

1 

For K =R or C rK(G;h,e) = inf{ It'IIEEK, u(G+h£e)nC+ + 0), see Hinrichsen, 
Pritchard [6,7]. 
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(2) 

z(t) = S(t)zo + J~S(t-S)DECz(S)ds (3) 

Such a consideration leads to a fonnulation of hypotheses under which we can make 
sense of (2) and (3). The main difficulty we encounter is in handling Cz(.). The 
natural space to handle Cz(.) in is Lt, since this solves the problem of point wise 
evaluation of CZ(/) and also the stability of solutions. In [9], this is made possible by 
a fixed point solution of the auxiliary equation 

y(t) = CS(t)zo + CJ~S(t-S)DEy(s)ds 

However this involves a rather unnatural assumption on the convolution of S(.)D and 
Ey(.) and also the restrictive assumption that DEC is not as unbounded as A. (For 
arbitrary DEC (like A for example) we cannot dispense with this condition, but for 
specially structured D and C we might do better). Exploiting techniques used in for­
mulations for abstract control systems (see Salamon [12], Curtain, Weiss [3] and 
Weiss [13]) 

i(t) = Az(t) + Dv(t), y(t) = Cz(t), z(O) = Zo 

we consider the 'output' Cz(.) defined by 

y(t) = CS(t)zo + C ~~S(t-S)DV(S)dS - (,BI-A)-IDV(t)] + H(,B)v(t) (4) 

for any ,B e p(A) := { A. I (M-Ar l e £(X)} with v(.) = Ey(.) in mind. 
H(,B) e £(V,Y) and satisfies a compatability condition 

H(,B) - H(a) = -(,B-a)C(,BI-A)-I(al-A)-ID. 

H(,B) is the transfer function for the triple (A,D,C), see Salamon [12], Weiss [13]. 
The right hand side of (4) is valid for all Zo e Xl and v(.) e W I •2(0,t;V) with 
Dv(O) eX. In order to make sense of (4) for all Zo e X and v(.) e L~, and subse­
quently (3), we must impose certain regularity hypotheses on the triple (A ,D, C). 
These are identical to those which ensure well-posedness of the control system 
above. 

(AI) The map ffJ" : L~ ~ X_I defined by 

ffJ" v = I:S(1:-s)Dv(s)ds 

has its range in X. From this it follows that ffJ" e £(L~ ,X) (see [13]) 
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(A2) A_: Xl ~ Lf defined by (A_x)(t) = CS(t)x, t e [0,00), x e Xl 

has a continuous extension to all of X. 

Forv(.) e WI ,2(0,00;V) with Dv(O)eX define :JTveL~ by 

(:JTv)(t) = C[f~S(t-s)Dv(s)ds - (.BI-A)-IDv(t)] + H(fJ)v(t) for te[O,-r). 

=0 for t~-r. 

(A3) :JT extends to a bounded linear map from L~ into Lf. 

It follows that :J _ e L(L~ ,Lf) where 

and :J_v is the output corresponding to input v and zo=O (see Weiss [13]). 

(A4) The triple (A,D,C) is regular, i.e for all u e V 

exists, where Yv = :J _ v and v( t) = u for all t ~ 0. 

We denote by Dp e L(V,Y) the feedthrough operator guaranteed by assumption 
(A4), i.e 

and note that 

where CL is the Lebesgue extension of C. 

Since we are interested in stability of solutions we also require 

f-lIlI'tvllgdt ~ k2I1v(.)IIL22 but this follows applying proposition 2.1 (Weiss [13]). 
o v 

For a detailed discussion of the formulation invoked in (A1)-(A4) see Weiss [13], 
Salamon [12], Curtain and Weiss [3]. 

Definition 1.1 

We say that system (3), (4) is well posed if there exists a strongly continuous semi­
group SE(t) satisfying 

(Sa) 
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(5b) 

Remark 

SE(t)zO is then related to the fonnal equatio.ns (3),(4) through continuous extension 
of (4). 

Definition 1.2 

rcCA;D,C) = sup{rl IIEII < r implies there exists aSCES semi-group SE(t)}_ 

Remark 

Under hypotheses (Al)-(A4) we characterise rcCA;D,C) and also if 
IIEII < rcCA;D,C) we gain infonnation about the generator AE of SE. 

Theorem 1.3 

Assume (Al)-(A4) hold, then 

i)rcCA;D,C) = 111"_11-1 =inf{IIH(im)II-1} .. 
ii) If IIEII < rcCA;D,C) let AE: D(AE) ~ X denote the generator 2 of SECt) 
then for each xe{xeX I Ax+DveX, veV, v=EC(iml-Ar1(imx-Ax-Dv)+EH(im)v} 
xeD(AE) and AEx = Ax + Dv. 

Proof 

If we assume part (i) then part (ii) follows using the guaranteed bounded invertibility 
of (1-1"_E) on Lf and Salamon [12] (p. 403 Theorem 4.3). To show part (i), suffi­
ciency of the bound II:r _11- 1 follows using Salamon [12] p. 402 and the fact that 
(1"_v)(m) = H(im)~(m) for any v e L~. v denotes the Fourier (Plancherel) transfonn 
of v. Exponential stability of SECt) follows from the estimates 

and the characterisation of exponential stability due to Datko [4]. To show necessity 
of the bound 111"_11-1 fix E > O. Choose v e V and meR such that 

and define E e L(Y, V) by 

2 

If DF=O then the generator of SE(t) is given as follows:­

Set Z = D(A) + A -1 (RangeD) then 

D(AE) = (zeZI(A+DECdzeX) and for zeD(AE),AEz=(A+DECdz. 
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where y = H(im)v. 

It is easy to see that IIEII = IIH(im)vll- l . Now x(t) and yet), defmed by 

satisfy (5a),(5b) and hence SECt) is not exponentially stable. 

Since e > 0 is arbitrary the result follows. 0 

Remark 

Theorem 1.3 is an improvement on the results presented in [10]. Under more restric­
tive hypotheses we can derive a maximising sequence of feedbacks for the functional 

F ~ rC<A+BF;D,C) with F=~B*P and P a solution of the parameterised ARE 
e 

A*Px + PAx - p 2C*Cx - PDD*Px + ~PBB*PX = 0 
e 

for x E D(A). Here F is a bounded feedback, B is an unbounded input operator with 
(A+BF,D,C) Pritchard Salamon well-posed. See Pritchard, Townley [11] for a 
detailed analysis. 

Example 1.4 
Consider the delay equation 

wet) = Gw(t) + hekT wet-a) t>O. 

Posed as an abstract system (2) we have X = cnx L2(-a,0;Cn), 
D(A) = ( (f,f(.» I f(.)EHI(-a,O;Cn),f=f(O) }, 

At = (Gf(O), df ) 
d9 

and D = [~]. C = [O,eE_a] where E-af(.) = fe-a). If Re a(G) < 0 then (Al)­

(A4) are readily verified. Computing H(im) we find that 

rC<A;D,C) = inf lIe-iaxrk* (im1-G rl hll- I = inf I k* (iw/-G )-1 hi-I. 
ID ID 

Remark 

If G, h, k and e are real then rc is a poor conservative bound because variation with 
a is not captured. If, however, e is genuinely complex then this invariance with 
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respect to a allows for a being fixed but uncertain, with rc the exact bound. More­
over, G could be any stable matrix and hence using delay free feedback control we 
can optimise the robustness with respect to complex valued uncertainty (see [11]). 

§2 Real stability radii for infinite dimensional systems 

Throughout this section we assume that (Al)-(A4) hold and DF=O. It is clear that rc 
is a sufficient bound, for guaranteed existence of a SCES semi-group SE(t), when we 
restrict to perturbed systems defined on real Hilbert spaces. However, as Example 1.4 
clearly demonstrates, its applicability as a conservative bound on IIEII is rather unsa­
tisfactory. In this section we develop an analysis for real stability radii. When applied 
to Example 1.4 we obtain an interesting qualitative behaviour in the robustness, as 
we vary a. The results are somewhat surprising in comparison with the case a = O. 

Definition 2.1 

rR(A;D,C) = sup ( r I IIEII < r implies a SeES semi-group SE(t) exists 

Again bounded invertibility of (1-~ ~E) on Lf plays an important role. 

Definition 2.2 

r(~~) = sup{rl IIEII < r implies (1-~~E) is boundedly invertible} 

It is clear that r(~~) ~ rR(A;D,C). We show that rR(A;D,C) = r(~~). In order to 
demonstrate this equality we convert loss of bounded invertibility for (1-~ ~E) into a 
minimum norm problem involving the operator H(s), s E iR. 

Notation 

For a real Hilbert space H, we denote by H its (natural) complexification with 

If EEL(HI ,H2) then EEL(HI ,H2) is the natural extension of E to a map on HI into 

H2• 

Proposition 2.3 

a) (1-~ ~E ) (equivalently (1-~:'E'» is boundedly invertible if and only if 
1I(1-~~E)yll > kllyll and 1I(1-~:'E')vll > kllvll, for all y ELf and v E L~. 
b) Given e > 0 there exists E E L(Y,v) with IIEII < r(~~)+e, such that 
1 E a(EH(im» for some mER where 

a(EH(im» = C\{A, I (U-EH(im»-1 E LeV)}. 
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See Appendix 

Notation 
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Let H l , H2 be real Hilbert spaces. For given hef/ l , kef/2 let E(h,k) denote the set 
of minimum norm solutions Ee£(Hl ,H2) of Eh=k. 

Theorem 2.4 

Under the standing assumptions (Al)-(A4) and additionally that H(im) is compact for 
all meR then 

rR(A;D,C) = inf{ IIE(y,v)1I I y = H(im)v, meR} 

= inf{ IIEII I meR, 1 is an eigenvalue of EH(im)} 

Proof 

The equalities 

inf{ IIE(y,v)1I I y = H(im)v, meR}= inf{IIEIl I meR, 1 is an eigenvalue of EH(im)} 

follow immediately. Moreover the inequalities 

r(1"_) ~ rR(A;D,C) ~ inf{IIEIl I meR, 1 is an eigenvalue of EH(im)} 

follow arguing similarly to Theorem 1.3. To establish equality let £ > O. By Proposi­
tion 2.3 there exists E e £(Y, V) with 

r(1"_) S IIEII S r(1"_)+£ and 1 e a(EH(im) 

for some meR. By compactness of H(im), it follows that 1 is an eigenvalue of 
EH(im) and 

r(1"_) = inf{IIEIl 1m e R, 1 is an eigenvalue of EH(im)}. 

Remark 

H(im) (or H*(im» is compact if, in particular, one of Y or V is finite dimensional. 
However this excludes some interesting examples. We can relax this constraint, 
without altering the formulas in Theorem 2.4 if we can replace the assumption that 
H(im) is compact by EH(im) has compact resolvent. These assumptio~s of compact­
ness are extra to the conditions (Al)-(A4). We can still characterise rR(A;D,C) 
without the restrictions of compactness if we strengthen the assumptions (Al)-(A4) 
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but then 

rR(A;D,C) = inf{IIEIl I we R, 1 e u(EH(iw» } 

It remains a conjecture as to whether this is true in the general setting of assumptions 
(Al)-(A4). 3 
However, r(~oo) is a lower bound for rR(A;D,C) and 

inf{ IIEII I w e R, 1 is an eigenvalue of EH(iw)} 

an upper bound. 

The characterisation of rR can be converted into an eigenvalue type problem. We do 
not persue this here since computations are rather cumbersome. It is more interesting 
to consider the special case when one or both of Y or V is one dimensional. For 
equation (2), modelling a partial differential equation on a domain n, Y of dimension 
one might correspond to C being an averaging sensor, over part of the domain. 

Corollary 2.5 

If Y or V is one dimensional then 

rR(A;D,C) = inf{ d(HR(iw),RHj(iw))}-l 
/I) 

where 

d(u,Rv) = infllu - 1"'11. 0 
reR 

Proof 

Consider the case V=R. We have by Theorem 2.4 that rR is characterised as the 
inf IIEII such that 

w,veR 

v - EH(iw)v = 0 ( and v - H·(-iw)E·v = 0) (6) 

Let EeL(Y,R)(=Y·) satisfy (6) for given v and w then we have immediately that 

Therefore (E,(HR(iw)-aHj(iw»)y = 1 for all aeR and hence 

3 

The difficulty we encounter is converting the statement 1 E a(EH (iw» 10 iw E a(AE)' 
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IIEII~supIIHR(im)-aHI(im)II-1. 
a 

The result now follows and the case of Y = R is analogous. 

Remark 

If X, V and Yare finite dimensional then rcCA;D,C) can be computed via tests on 
eigenvalues of the Hamiltonian matrix 

r A DD*] 
'f,(p) = l-p 2c*c -A* 

since u('f,(p)) n iR =1= 0 if and only if p < rcCA;D,C), (see Hinrichsen et al [5]). 
For X infinite dimensional, one possibility for computing rcCA;D,C) is to take a bal­
anced realization of H(s) (Glover, Curtain [1]). Truncation of this balanced realiza­
tion, with a priori L ~ error bounds, could then be used for numerical approximation 
of rcCA;D,C) via the corresponding Hamiltonian matrix. In computing rR(A;D,C), 
when Y, V, are finite dimensional, approximation of H(s) by a finite dimensional 
transfer function is inappropriate. This is because infd(HR(im),RHI(im)) might occur 

OJ 

when Hl(im) is small. One is then forced to consider approximations of the transfer 
function H(im), which take account of the zeros of HI (im). This consideration is 
made even clearer when both Y and V are one dimensional. 

Corollary 2.6 (to Corollary 25) 

If Y and V are one dimensional then 

rR(A;D,C) = inf{ IHR(im) 1-1 1 Hl(im) = O} 0 
OJ 

Example 2.7 

Consider example 1.4 with 

1 
where b and e are real. If 1 b 1 < "2 then 

where gUm) = eUml-Gr1h. Now H(im) = e-iwagUm), and hence H/Um) = 0 if 
and only if g/(m)cosam - gR(m)sinam = 0, 

where 
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Therefore 

rG,(G;h,e) = inf{ Ig(iw) 1-11 argg(iw)=aw mod 21r} 
II> 

Considering this characterisation for various a E (0,00) it follows that 

a) lilDrG,(G;h,kT) = rR(G;h,kT) 
a",O 

b) lijmrG,(G;h,kT) = rc(G;h,kT) 
a 00 

c) Given any p < 0 there exists a ~ p such that rG,(G;h,kT) = rc(G;h,e) 

Hence for a small, we have robustness approximately equal to that when a = O. For 
a large the robustness deteriorates to that for complex E. Also for certain critical 
commeasurate delays the robustness is minimised. Notice that an upper bound for 
rG,(G;h,kT) is always Ig(O) 1-1 and in the case when b = 0.49, 

at least for a E (0.4, 1). Hence for an operating range a E (0.4, 1) the robustness is 
maximised and bigger than rR(G;h,e). This is somewhat surprising since we can 
improve the robustness for 

w(t) = (G + hekT)w(t) 

by introducing delay as in system (1). 

Conclusions 

Motivated by the limitations of rc(A;D,C) as a robustness measure for differential 
delay equations, we have developed a robustness analysis for abstract uncertain linear 
systems dermed on real Hilbert spaces. Under certain Salamon-Weiss type hypotheses 
we characterise this robustness as a stability radius rR(A;D,C). These characterisa­
tions pose interesting numerical problems associated with calculation of rR (A;D, C) 
via various approximation schemes. When applied to the simple motivating example, 
a qualitative analysis indicates both the importance of rR(A;D,C) as a robustness 
measure and the difficulties raised by its computation. 
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Appendix Proof of Proposition 2.3 

a) This is standard operator theory. 

b) Let e > 0 and choose E E £(Y,V) such that IIEII < r(1) + e and (l-~_E) is not 
bounded1y invertible equivalent to (l-E~_) not boundedly invertible. Either 
1I(l-E~_)vll>cllvll for all v E L~ or 1I(l-E·~;:')yll>cllyll for all y ELf fails. Sup­
pose without loss of generality that it is the former, then given 0 > 0 there exists 
mER and VEV such that IIvlI=1 and II (l-EH (im» V II < o. (If not then there exists 
0> 0 such that for all mE R,V E V, 1I(l-EH(im»vlI ~ olivil and hence 
1I(l-E~_)v(.)1I > ollv(.)11 for all v E L~.). 

Hence 1 E u(EH(im» for some mER, since H(i.) is continuous and 
lim IIH(im) II = o. 
"'~-
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Abstract 

In the current study of robust stability of infinite-dimensional systems, in­
ternal exponential stability is not necessarily guaranteed. This paper intro­
duces a new class of impulse responses called n, in which usual notion of 
L2-input/output stability guarantees not only external but also internal ex­
ponential stability. The result is then applied to derive a robust stability 
condition which also assures internal stability. 

1 Introduction 

In the current study of robust stability, especially that for finite-dimensional systems, 
the space HOO(Q;+) plays a key role. This is crucially based on the fact that HOO(Q;+) 
guarantees stability, i.e., bounded L2 inputs-bounded L2 outputs correspondence on 
one hand, and exponential stability of the internal minimal realization on the other. 
The former property remains intact for infinite-dimensional systems ([5]), and there 
are in fact a number of investigations of robust stability /stabilizability along this 
line ([2], [4], [7], to name a few). 

On the other hand, it is well known that stability of infinite-dimensional systems 
may not be determined by location of spectrum ([19]), so that there is a question 
as to if the second property above remains valid. In fact, Logemann [8] recently 
gave an example of a transfer function of a neutral delay-differential system whose 
transfer function belongs to H= (Q;+), and yet its canonical (irredundant) realization 
is not exponentially stable. 

This gap between external stability (e.g., transfer functions in H=(Q;+)), and in­
ternal stability (e.g., exponential stability of the canonical realization) has attracted 
the recent research interest. There are now several attempts to establish the equiv­
alence between the two for a suitably defined class of transfer functions or impulse 
responses. Jacobson and Nett [9] and Callier and Winkin [1] have worked with the 
algebra 13 of transfer functions which are expressible as a ratio of functions in A (cf. 
[5]) whose denominator is invertible on a right half complex plane. They proved 
this equivalence under the hypotheses of i) bounded input/output operators, and ii) 
the system is stabilizable and detectable. Since the first assumption is restrictive in 
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dealing with delay or boundary-control systems, Curtain [3J generalized their results 
to those with unbounded input/output operators. These results, however, do not 
apply to Logemann's example, The system there is canonical but neither stabilizable 
nor detectable. This situation is entirely different from the finite-dimensional case. 
Assuming irredundancy in realization is not enough to guarantee stabilizability, and 
it may be often difficult to assure stabilizability to begin with. 

Yamamoto and Rara [17J gave a necessary and sufficient condition (with possibly 
unbounded output operators) for internal exponential stability for a different class 
of systems called pseudorational. While this class does not require a priori stabiliz­
ability / detect ability, the condition given there requires a higher-order condition on 
transfer matrices, and hence is not fully adequate for the study of robust stability. 

In this paper we present a different approach. We restrict the class of transfer 
functions further, but give a stronger result on stability. We do not require a priori 
stabilizability /detectability, nor do we restrict the system to have bounded obser­
vation maps. Therefore, the system will not be presumed to have finitely many 
unstable poles. On the other hand, we do require that the impulse response satisfy 
some mildness condition. This class is called class R. Typically, retarded delay­
differential systems belong to this class. Although somewhat restrictive in that it 
excludes neutral delay systems or some partial differential equations, this class is 
often large enough to cover important applications such as repetitive control ([6]). 
The advantage here is that we do not need any characterization involving state 
space realizations, so that suitable for studying closed-loop properties and robust 
stability from the external viewpoint. We prove that the canonical realization of an 
impulse response in R is exponentially stable if and only if the poles of the transfer 
matrix belong to the strict left-half complex plane. Under a mild assumption, this 
also implies that the so-called small-gain theorem ([5]) guarantees not only L2 in­
put/output stability, but also exponential stability of the internal realization. This 
result will then be used to prove a sufficient condition for robust stability in Section 
4. The result resembles to the known counterparts in finite-dimensional systems or 
those using algebra A (and fractions derived from it) (e.g., [2J, [7]). The difference 
here is that exponential stability is guaranteed. 

2 Pseudorational Impulse Responses 

Let us start by specifying the class of impulse responses we deal with. Because of 
the limitation of space, we only indicate the general idea; the details can be found 
in [15], [16]' [17J. 

Let A be an p x m impulse response matrix. We allow A to be as singular as 
a measure on [0,00)' but no higher singularities such as differentiation are allowed 
[15]. We assume that A can be decomposed as 

(1) 

where Ao is a constant matrix and Al is a regular distribution (i.e., a function type) 
in a neighborhood of the origin. When Ao is zero, A is said to be strictly causal. 
We say that an impulse response matrix A is pseudorational if A can be written as 
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A = Q-l *P for some distributions Q, P with compact support contained in (-00,0] 
(There is an additional requirement, which does not concern us here; see [15]). 

The next question is realization. This can be done by the standard shift realiza­
tion procedure. Let r := L~oc[O, (0). This is the space of all output functions. For 
a p x m impulse response A, define 

(2) 

where 7r is the truncation mapping 7rcp := cP 1[0,00), and the closure is taken in r p • In 
particular, if A is of the form A = Q-t, the space X A is denoted by XQ. 

Taking X A as a state space, the following state equations give a canonical real­
ization of a pseudorational impulse response A = Aoh' + Al ([15]): 

d 
FXt(-) + Al(-)U(t) (3) -Xt(-) 

dt 
y(t) Xt(O) + Aou(t) (4) 

FX(T) 
dx 

D(F) = W~,'oc[O, (0) n X A • (5) .-
dT' 

That is, one takes all free output functions on [0,(0), take their closure in the 
space L~oc[O, (0) of locally square integrable functions, and then regard it the state 
space ([14], [15]). Although somewhat not widely appreciated, this procedure always 
gives rise to the canonical realization, and it often agrees with very familiar models 
such as the M 2-model for delay-systems. Furthermore, it turns out that because of 
the bounded support property of Q, this state space is isomorphic to a Hilbert space. 
Indeed, one needs only to take the bounded-time function pieces on [0, T], say, for 
any T greater than the length of the support of Q, thereby isomorphic to a closed 
subspace of L2[0, T] ([14]). This is one of the consequences of pseudorationality. We 
denote this canonical realization of A by EA. Its free state transition is induced by 
the left shift semigroup Ut in L~oclO, (0). (Note, however, that if we restrict ourselves 
to such a subspace of L2 [0, T], the semigroup hardly looks like left shifts since this 
procedure involves computation of equivalence classes, and the representation of Ut 

is changed accordingly.) 

We may thus unambiguously speak about internal stability of A: 

Definition 2.1 Let EA be as above, and let Ut be the semigroup of its free state­
transition. We say that EA is exponentially stable if there exist M, f3 > 0 such that 
II Uti I ~ M e-(3t for all t 2:: O. 

The proof of the following lemma is quite involved, so will not be given here. 

Lemma 2.2 Let A = (aij) be a pseudorational impulse response. Then its canonical 
realization EA is exponentially stable if and only if each aij has the same property. 

3 Stability in the Class R 

Lemma 2.2 in the previous section states that for a pseudorational impulse response 
A, stability can be discussed separately on each entry of A. Furthermore, it is easily 
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shown that A is pseudorational if and only if each entry is pseudorational. Thus, 
without loss of generality, we now confine ourselves to the single-input/single-output 
case. 

Definition 3.1 A pseudorational impulse response A belongs to the class R if 
there exists a factorization A = q-l * P such that 

ord q-;J. I(T,oo) < ord q-l for some T > O. (6) 

where ord a denotes the order of a distribution a. A multivariable impulse response 
matrix A(t) belongs to class R if and only if each entry of A does. 

This means that the regularity of q-l becomes higher after T > O. Finite­
dimensional systems satisfy this property. For example, consider the unit step 
Heaviside function H(t). Its global order is -1, since it has jump at the origin 
and differentiation of H(t) yields the Dirac distribution 0 which is of order zero. 
However, for any T > 0, its restriction H(t) I(T,oo) is a COO-function, so (6) is satis­
fied. Another example that satisfies this condition is given by the impulse responses 
of retarded delay-differential systems. For, as is well known, impulse responses in 
this class becomes smoother after some finite duration of time. (Consider, for ex­
ample, the impulse response A(t) = W-l - 0)-1 * 0.) On the other hand, impulse 
responses of neutral delay-differential systems do not satisfy this condition. This 
is because, in general, neutral systems exhibit perpetual jump behavior in their 
impulse responses, thereby maintaining its irregularity as high as that around the 
origin. One of the importance in the class R lies in the fact that it shares a mildness 
property as retarded systems have but is also characterized in terms of the external 
behavior and not in terms of the state equation. This is particularly fruitful in 
discussing robust stability, which we will witness in subsequent sections. 

The following theorem has been obtained in [18]: 

Theorem 3.2 Suppose that A E R. Then the canonical realization EA of A is 
exponentially stable if and only if either one of the following conditions holds: 

1. The poles of A( s) belong to the strict left-half plane {s E (i; : Re s < -c} for 
some c > O. 

We here give only an outline of the proof. As noted in Section 2, the state space 
X A is a closed subspace of L2[O, a] for some a > O. The value T > 0 appearing in 
the definition of class R can be taken larger than a. The crux of the proof relies 
on showing that the semigroup operator O't is a compact operator for any t > T. 
Roughly speaking, the proof goes as follows: Invoking the definition of class R, one 
can show that for any x E X A the shifted state O'tX has higher regularity than that 
of x. This implies that O't is compact. For details, see [18]. 
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4 Closed-Loop Stability 

Theorem 4.1 

Consider the closed-loop system given by Fig.l, 
where G(s) and W(s) denotes the canonical real-
izations of these transfer matrices, respectively. Y2 
Suppose that their inverse Laplace transforms G -";;';;'-'---1 
and W belong to the class 'R.. '-=:-_...J 

Decompose G and W as 

as in (1). Suppose that 

1. the matrix 1 + WoGo is nonsingular, and 

2. GI and WI are functions in r. 

(7) 

Then the closed-loop system is internally exponentially stable if and only if the matrix 

( (1 + GW)-I -G(I + WG)-I ) 
W(I + GW)-I (I + WG)-I 

(8) 

Proof In view of the assumptions, the closed-loop matrix (8) is well defined. 
Since GI and WI are functions, an easy argument using the standard Neumann type 
expansion shows that matrix (8) is indeed of class 'R.. 

Since the matrix (8) gives the correspondence (Ull U2) 1--+ (ell e2), and since 
(ell e2) is related to (Yll Y2) via el = -Y2 + Ull e2 = YI + U2, matrix (8) belongs 
to HOO(t::+) if and only if the closed-loop system is L2-input/output stable. In 
view of Theorem 3.2, this is enough to guarantee internal exponential stability if 
the closed-loop system is a canonical realization. But this can be shown by the 
following easy argument: First note that each pair (Xl' X2) of reachable states in 
two boxes is clearly reachable, so that the reachable subspace is dense. Secondly; 
each subsystem is topologically observable ([15)), so that the dual of each is exactly 
reachable ({13)). The dual of the total closed-loop system is obtained by reversing the 
signal arrows and taking the dual of each subsystem. Repeating the same argument 
for reachability, we see that the dual closed-loop system is exactly reachable and the 
dosed-loop system is topologically observable by duality (in the sense of [13)). This 
completes the proof. 0 

Theorem 4.2 (Small-Gain Theorem with Internal Stability) Consider the same 
closed-loop system Fig.l as above, under the same hypotheses as in Proposition 4.1. 
Assume the following conditions: 
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2. IIW(s)G(s)lloo < 1. 

Then the closed-loop system is internally exponentially stable. 

Proof By Theorem 4.1, it suffices to show that (8) belongs to Hoo(q:+). Since 
Hoo(q:+) is a Banach algebra, condition 2 makes the Neumann series 

00 

(I + WG)-l = ~)WG)i 
i=O 

convergent. Thus (I + WG)-l E Hoo(q:+), and by 

(I + GW)-l E Hoo(q:+). Thus the four blocks in (8) all belong to Hoo(q:+). This 
completes the proof. 0 

5 Robust Stability Condition in the Class 'R 

Theorem 5.1 

Consider the feedback system 
shown in Fig. 2, where the 
inverse Laplace transforms of 
P, C,l:::.P belong to R, and 
each block denotes the canon­
ical realization. Assume the 
following: Fig. 2 

1. C(s) stabilizes the nominal plant P(s), i.e., the nominal closed-loop system 
without the perturbation l:::.P is internally stable. 

2. The unknown perturbation l:::.P is stable, i.e., l:::.P E Hoo(q:+). 

3. This perturbation l:::.P admits the frequency-domain bound: 

1 l:::.P(jw) 1< r(jw) for all wE lR (9) 

for some Hoo(q:+) function r(s). 

Now suppose that 

IIr(s)C(s)(I + P(s)C(s)tllloo < 1. (10) 

Then the perturbed closed-loop system remains internally exponentially stable. 



Proof Let us first show that 
the internal stability of the 
closed-loop system Fig. 2 
is equivalent to that of the 
closed-loop system given by 
the diagram Fig. 3. In fact, 
from Fig. 2, we have 

so that 

This implies 
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G(s) 
1"'--------., 

L. ________ ..I 

z 

Fig. 3 

(ll) 

(12) 

because G(s) = (I +CP)-IC. This means that we can take out the input U2 outside 
the loop of G(s). Correspondence of the rest of the variables is easy to check, so 
that we have Fig. 3 as an equivalent diagram. 

Now suppose that the inputs UI and U2 are in L2. Then by stability of the 
nominal feedback system and by Theorem 4.1, (I + cPt 1 is in HOO(Q;+). Hence 
(I + CP)-IU2 E L2. Now G(s) and L!J.P(s) belong to HOO(Q;+) by our hypotheses. 
Also, the condition IIr(s)C(s)(I + P(s)C(s))-llloo < 1 implies that the loop gain of 
the system Fig. 3 is less than 1. Therefore, we can apply the small-gain theorem 
4.2 to show e2, z E L2. Hence YI = e2 - U2 E L2, and 

Y2 Z+ Pe2 

z + P(I + CPtIC(z - ut} + P(I + CPt1u2 
z + (I - (I + pC)-I)(Z - UI) + P(I + CP)-IU2 E L2 (14) 

where the second equality follows from (13). This shows that the perturbed feedback 
system Fig. 2 maps any L2 inputs Ub U2 to L2 outputs YI and Y2. Therefore, by 
Theorem 4.1, the closed-loop system is internally exponentially stable, and this 
concludes the proof. 0 
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