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## Preface

The first contributions to mathematical systems and control theory date back as far as J. C. Maxwell's 1868 paper "On Governors." Still, it took another hundred years for systems and control to be recognized as a mathematical discipline in its own right. This is especially due to the pioneering work of R. E. Kalman.

In the 1980s, J. C. Willems proposed an alternative approach to systems and control, based on studying the solution spaces rather than the equations that generate them, and on replacing the causal input-output or input-stateoutput framework by a setting in which all signals connected with a system are treated equally. This reflects the fact that in complex systems, it may be hard or even impossible to decide what is cause and what is effect. Willems' behavioral approach postulates that the distinction between system variables that are free and system variables that are determined by others should be derived from the model, in contrast to being imposed on it a priori. Moreover, one interpretation may be just as legitimate as another, i.e., there may be several admissible input-output interpretations for one and the same system.

Dynamic systems evolve in time, that is, they depend on one free parameter. The world, however, is not one-dimensional, and very soon there were attempts to develop a multidimensional generalization of systems theoretic concepts. Mathematically, the transition from one-dimensional to multidimensional systems corresponds to that from ordinary to partial differential or difference equations. The two-dimensional case, with its applications in image processing, is particularly interesting, and it has its own distinctive features. Local state space models for two-dimensional systems have been proposed by R. P. Roesser, S. Attasi, E. Fornasini and G. Marchesini, T. Kaczorek and others (this and the following lists of authors make no claim whatsoever to completeness).

The behavioral approach has proved to be particularly fruitful for systems in more than one independent variable, and two-dimensional behaviors have been studied by E. Fornasini, P. Rocha, M. E. Valcher, J. C. Willems, and S. Zampieri. For arbitrary multidimensional systems, the polynomial matrix approach has been initiated by N. K. Bose and D. C. Youla. The profound work of U . Oberst provides an algebraic framework for the study of multidimensional behaviors.

## Organization and Summary

In Chapter 1, we study the concept of controllability, which is the foundation of control theory. The classical notion is that by choosing a suitable input, it is possible to pass from any given initial state to any desired final state, in finite time. This notion seems to be very much related with input-state concepts, but Willems showed that controllability is a built-in property of a system behavior that does, for instance, not depend on the distinction between input and states, a fact that is very far from engineering intuition. Even from classical results like the Hautus rank condition for controllability, it becomes apparent that the mathematical key to controllability is primeness of polynomial matrices. Subtle distinctions have to be made in the multivariate setting.

The primeness notion developed in the first chapter is applied to the problem of co-prime factorization of rational matrices in Chapter 2, and the kernel (image) representations associated to left (right) factorizations are discussed. The interpretation of multivariate rational matrices as transfer functions of multidimensional systems is not as obvious though as in the one-dimensional case, as the input-output relations are typically not given by a well-defined convolution. This is due to the fact that causality, a perfectly reasonable assumption in the one-dimensional setting ("future input values cannot influence present output values"), becomes a rather unnatural requirement with systems that depend on several independent variables.

As is well-known in the case of one-dimensional systems, the co-prime factorization approach provides a framework for the solution of a variety of control problems, for instance, controller synthesis by means of the Youla parameterization of all stabilizing controllers of a plant. In Chapter 3, we consider these questions in the multidimensional setting, i.e., we study coprimeness and factorization concepts over rings of stable transfer functions, and we apply the results to the problem of stabilizing a plant (represented by its multivariate rational transfer matrix) by dynamic output feedback.

Chapter 4 defines a class of admissible systems of linear partial difference or differential equations for which a transfer function is well-defined. We study several equivalence relations for this system class, including a generalization of H. H. Rosenbrock's classical concept of strict system equivalence, which can be characterized in terms of certain isomorphisms between the solution spaces. Several results by P. Fuhrmann and L. Pernebo have nice generalizations to the multidimensional setting.

First order representations of multidimensional behaviors are studied in Chapter 5. The classical local state-space systems, like the Roesser or the Fornasini-Marchesini models, are only capable of representing causal transfer functions. Dropping the causality requirement, we consider general first order representations which involve manifest system variables (the ones we are interested in, e.g., "inputs and outputs") and latent variables (generalized "states" that occur in the modeling process, as well as with the reduction to
first order). This leads naturally to so-called output-nulling representations, consisting of a first order dynamic and a static relation between the manifest and latent variables. These representations have been studied, in the onedimensional setting, by J. C. Willems, M. Kuijper, and S. Weiland. Deriving output-nulling from kernel representations, as well as the dual construction of driving-variable from image representations, is based on the representation of a polynomial matrix in terms of a linear fractional transformation.

These linear fractional transformations are studied in more detail in Chapter 6, where a construction technique is given that can be interpreted as a realization algorithm for multidimensional finite-impulse-response filters. The size of such a linear fractional representation can be reduced by a transformation to trim form. This reduction does not change the value of the linear fractional transformation, and thus can be seen as an exact model reduction method. We also describe an approximative model reduction that is based on an appropriate notion of balancing for a class of linear fractional representations. Linear fractional transformations are prominent in robust control, and we point out some of the connections. In particular, we establish a result on the stability radius of descriptor systems, with considerably relaxed assumptions compared to previously published results. As an example, an upper bound for the stability radius of an electrical circuit is computed.

The final chapter collects some known facts from the mathematical theory of networks and circuits, and thus sheds some light on a phenomenon observed in the example of the previous chapter.
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## 1. Controllability of Multidimensional Systems

Primeness and co-primeness concepts play an important role in the polynomial matrix approach to systems and control theory, which was initiated by Rosenbrock [63]. The notions of observability and controllability lie at the very heart of systems theory, and they are closely related to questions of primeness.

In the behavioral approach to systems theory, introduced by Willems [79, 80,81 ], a dynamical system is a triple $\Sigma=(T, W, \mathcal{B})$, where $T$ is the time domain, $W$ the signal space, and $\mathcal{B} \subset W^{T}$ the behavior, that is, a family of trajectories evolving over $T$, taking their values in $W$, and satisfying the laws which govern the system. We will mainly consider the discrete time domain $T=\mathbb{N}$ (or $T=\mathbb{N}^{r}$ in the multidimensional case) and the signal space $W=\mathbb{R}^{q}$, where $\mathbb{N}$ and $\mathbb{R}$ denote the set of non-negative integers and the field of real numbers, respectively. Once the time domain and the signal space are fixed, systems and their behaviors may be identified.

A discrete behavior that is linear, shift-invariant, and complete, admits an autoregressive representation. Thus, it can be written as the kernel of a difference operator which is represented by a polynomial matrix in which the indeterminate has been replaced by the left shift difference operator $\sigma$, defined by $(\sigma w)(i)=w(i+1)$ for $w \in W^{T}$. Thus the behavior $\mathcal{B}=\operatorname{ker}(R(\sigma))$, or $\mathcal{B}=\operatorname{ker}(R)$ for short, is the solution space of a linear system of difference equations with constant coefficients.

In this framework, controllability can be defined as an intrinsic system property that does not depend on the choice of a particular representation. $\mathcal{B}$ is called controllable if it admits a kernel representation with a left prime polynomial matrix $R$. Controllable behaviors have image representations, that is, they can be written as $\mathcal{B}=\operatorname{im}(M(\sigma))=\operatorname{im}(M)$, where $M$ is a polynomial matrix, i.e., $M(\sigma)$ is another linear constant-coefficient difference operator.

In a partition $R_{1}(\sigma) w_{1}=R_{2}(\sigma) w_{2}$ of the system laws $R(\sigma) w=0, w_{2}$ is said to be observable from $w_{1}$ if knowledge of $w_{1}$ yields knowledge of $w_{2}$, which reduces to the requirement that $w_{1}=0$ implies $w_{2}=0$ because of linearity. This can be shown to be equivalent to right primeness of $R_{2}$.

Rocha [59] generalized this notion of observability to 2 D behaviors over $T=\mathbb{Z}^{2}$. In a kernel representation of such a behavior, the entries of the representing matrix are bivariate Laurent polynomials in which the two indetermi-
nates are identified with the invertible left and down shift difference operators $\sigma_{1}$ and $\sigma_{2}$, given by $\left(\sigma_{1} w\right)(i, j)=w(i+1, j)$ and $\left(\sigma_{2} w\right)(i, j)=w(i, j+1)$. Hence, a 2D behavior $\mathcal{B}=\operatorname{ker}\left(R\left(\sigma_{1}, \sigma_{2}, \sigma_{1}^{-1}, \sigma_{2}^{-1}\right)\right)=\operatorname{ker}(R)$ is the solution set of a linear system of partial difference equations.

Generalizing from the one-dimensional case, in a partition $w=\left[w_{1}^{T}, w_{2}^{T}\right]^{T}$ of the system variables with a corresponding decomposition $R_{1} w_{1}=R_{2} w_{2}$ of the system laws, $w_{2}$ is called strongly observable from $w_{1}$ if it is uniquely determined by $w_{1}$, which is equivalent to zero right primeness of $R_{2}$. A weaker notion of observability is obtained in the case of a factor right prime matrix $R_{2}$, where $w_{1}$ determines $w_{2}$ up to a finite-dimensional real vector space.

Rocha and Willems [61] also introduced a notion of controllability for 2D systems in the behavioral framework, which was shown to hold for 2D behaviors that admit a kernel representation $\mathcal{B}=\operatorname{ker}(R)$ with a factor left prime matrix $R$. If the representing matrix $R$ is even zero left prime, the behavior is called strongly controllable [60].

Various primeness concepts for multivariate polynomial matrices were also treated by Bose [3], Fornasini and Valcher [24], Youla and Gnavi [88] and, in the 2D case, Morf et al. [46] and Kung et al. [38].

Summing up, primeness of polynomial matrices is the mathematical key to controllability of linear systems. This is why we start, after presenting some preliminary material in Section 1.1, with a discussion of multivariate polynomial matrices and their primeness in Section 1.2. Algorithms for testing primeness properties are given; they are based on computer algebraic techniques, mainly, the theory of Gröbner bases. It is crucial to note that various characterizations of primeness of polynomial matrices that are mutually equivalent in the one-dimensional case of univariate polynomials, may lead to different primeness concepts in the multivariate situation. This fact will give rise to a more refined view to observability and controllability, and controllable-autonomous decompositions of multidimensional systems in Section 1.3. After intuitively giving the definition of controllability that seems to be most appropriate for multidimensional systems, it is then shown in Section 1.4 that this notion has an interpretation in terms of concatenability of trajectories, just as should be expected from a behavioral controllability notion. The question of existence of image representations is addressed in a slightly different setting in Section 1.5, where we discuss the "parameterizability" of linear constant-coefficient partial differential equations.

### 1.1 Preliminaries and Notation

### 1.1.1 Gröbner Bases

Let $\mathcal{D}=\mathbb{R}[z]=\mathbb{R}\left[z_{1}, \ldots, z_{r}\right]$ denote the polynomial ring over $\mathbb{R}$ in $r$ indeterminates $z_{i}$. A Gröbner basis is a special set of generators of a non-zero ideal $\mathcal{I} \subseteq \mathcal{D}$. Buchberger's algorithm [7] for computing Gröbner bases can be
interpreted as a generalization of the Euclidean algorithm to the multivariate situation, and it is implemented in many customary computer algebra systems.

As a term order [2, p. 189] on the set of monic monomials or terms

$$
T=\left\{z^{n}=z_{1}^{n_{1}} \cdots z_{r}^{n_{r}}, n=\left(n_{1}, \ldots, n_{r}\right) \in \mathbb{N}^{r}\right\}
$$

we will always consider (reverse-) lexicographic orders, where for some permutation $i$ of the indeterminates, $z^{n}<z^{m}$ if there is a $j \in\{1, \ldots, r\}$ such that $n_{i(k)}=m_{i(k)}$ for $k>j$ and $n_{i(j)}<m_{i(j)}$. In particular, $z_{i(1)}<$ $z_{i(2)}<\ldots<z_{i(r)}$, whence the indeterminates $z_{i(1)}$ and $z_{2(r)}$ are called the least and the greatest variable with respect to this order, respectively. Since any polynomial $h \in \mathcal{D}$ admits a unique representation $h=\sum_{t \in T} h(t) t$ with $h(t)$ the real coefficients of $h$, a term order makes it possible to define the head term (ht) of $h \neq 0$,

$$
\operatorname{ht}(h)=\max \operatorname{supp}(h)
$$

where $\operatorname{supp}(h)=\{t \in T, h(t) \neq 0\}$ is a finite set.
A finite subset $G \subset \mathcal{I} \backslash\{0\}$ is called a Gröbner basis of $\mathcal{I}$ if for any nonzero $h \in \mathcal{I}$ there exists a $g \in G$ such that ht $(g)$ divides ht $(h)$. There is no loss of generality in assuming that the Gröbner bases considered here are always reduced [2, p. 209]. Once a term order is fixed, the reduced Gröbner basis of a non-zero ideal is uniquely determined, and two ideals are equal iff their reduced Gröbner bases are equal.

The theory can easily be generalized to polynomial modules. We will use

$$
\begin{equation*}
\left.z^{n} e_{i}<z^{m} e_{j} \Leftrightarrow\left(z^{n}<z^{m} \text { lexicographically }\right) \text { or ( } n=m \text { and } i<j\right) \tag{1.1}
\end{equation*}
$$

as a term order on the set $\left\{z^{n} e_{i}, n \in \mathbb{N}^{r}, 1 \leq i \leq l\right\}$, where $e_{i}$ denotes the $i$-th standard basis vector. For a polynomial matrix $R \in \mathcal{D}^{g \times q}$, let $\mathrm{cG}(R)$ denote the column Gröbner matrix of $R$, i.e., a matrix whose columns are a reduced Gröbner basis of the column module $\mathrm{CM}(R)=R \mathcal{D}^{q} \subseteq \mathcal{D}^{g}$. The column Gröbner matrix is unique up to a permutation of its columns. It allows one to decide equality of polynomial column modules, since for a fixed term order, two matrices generate the same column module iff their column Gröbner matrices are equal. When speaking of equality of Gröbner matrices, this is meant to signify "equality up to permutation of columns." The extended Gröbner basis algorithm also computes the transition matrices $X$ and $Y$ with $R=\mathrm{cG}(R) X$ and $\mathrm{cG}(R)=R Y$.

Analogously, the row Gröbner matrix $\mathrm{rG}(R)$ is defined as a matrix whose rows are a reduced Gröbner basis of the row module $\operatorname{RM}(R)=\mathcal{D}^{1 \times g} R \subseteq$ $\mathcal{D}^{1 \times q}$.

### 1.1.2 Elementary Algebraic Geometry

An algebraic set is the set of common zeros of a finite set of polynomials. By Hilbert's basis theorem [39, p. 10], any polynomial ideal $\mathcal{I} \subseteq \mathcal{D}=$
$\mathbb{R}\left[z_{1}, \ldots, z_{r}\right]$ has a finite system of generators. Thus

$$
\mathcal{V}(\mathcal{I})=\left\{\xi \in \mathbb{C}^{r}, f(\xi)=0 \text { for all } f \in \mathcal{I}\right\}
$$

is an algebraic set, called the variety of $\mathcal{I}$. Conversely, an ideal

$$
\mathcal{J}(V)=\{f \in \mathcal{D}, f(\xi)=0 \text { for all } \xi \in V\}
$$

is associated to any algebraic set $V$. It is easy to see that $\mathcal{V}(\cdot)$ and $\mathcal{J}(\cdot)$ are order-reversing mappings. Hilbert's Nullstellensatz [39, p. 18], which holds over any algebraically closed field (here: $\mathbb{C}$ ), says that

$$
\mathcal{J}(\mathcal{V}(\mathcal{I}))=\operatorname{Rad}(\mathcal{I})=\left\{f \in \mathcal{D}, \exists l \in \mathbb{N}: f^{l} \in \mathcal{I}\right\} .
$$

The following weaker form of the Nullstellensatz [39, p. 16] is also useful: $\mathcal{V}(\mathcal{I})=\emptyset$ iff $1 \in \mathcal{I}$, that is, $\mathcal{I}=\mathcal{D}$.

The dimension of a non-empty algebraic set $V$ is the maximal dimension of its irreducible components. By convention, $\operatorname{dim}(\emptyset)=-1$. A non-constant polynomial $h \in \mathcal{D}$ defines the algebraic hyper-surface $\mathcal{V}(h)=\left\{\xi \in \mathbb{C}^{\top}, h(\xi)=\right.$ $0\}$ of dimension $r-1$.

The dimension of a proper polynomial ideal $\mathcal{I} \subset \mathcal{D}$ is defined to be the Krull dimension [39, p. 40] of the ring $\mathcal{D} / \mathcal{I}$, and it is denoted by $\operatorname{dim}(\mathcal{I})$. It can also be characterized as follows [2, p. 270]: The dimension of $\mathcal{I}$ is the maximal number $k$ such that there exist indeterminates $z_{i(1)}, \ldots, z_{i(k)}$ with

$$
\begin{equation*}
\mathcal{I} \cap \mathbb{R}\left[z_{i(1)}, \ldots, z_{i(k)}\right]=\{0\} \tag{1.2}
\end{equation*}
$$

This condition can be checked using a Gröbner basis technique [2, p. 257]: Choose a lexicographic term order with $z_{i(1)}<\ldots<z_{i(k)}<\ldots<z_{i(r)}$ and compute a Gröbner basis $G$ of $\mathcal{I}$. Then $G \cap \mathbb{R}\left[z_{i(1)}, \ldots, z_{i(k)}\right]$ is a Gröbner basis of $\mathcal{I} \cap \mathbb{R}\left[z_{i(1)}, \ldots, z_{i(k)}\right]$.

We set $\operatorname{dim}(\mathcal{D})=-1$. A fundamental fact of algebraic geometry [39, p. 40] is that the dimension of an algebraic set $V$ coincides with the dimension of its coordinate ring $\mathcal{D} / \mathcal{J}(V)$, and thus with $\operatorname{dim}(\mathcal{J}(V)$ ). Furthermore, $\operatorname{dim}(\mathcal{I})=$ $\operatorname{dim}(\operatorname{Rad}(\mathcal{I}))$, hence

$$
\begin{equation*}
\operatorname{dim}(\mathcal{V}(\mathcal{I}))=\operatorname{dim}(\mathcal{I}) \tag{1.3}
\end{equation*}
$$

### 1.2 Primeness of Multivariate Polynomial Matrices

Right primeness properties hold whenever the corresponding left primeness assertions are true for the transposed matrix. We will therefore concentrate on the discussion of left primeness notions.

Let $\mathcal{D}=\mathbb{R}[\boldsymbol{z}]=\mathbb{R}\left[z_{1}, \ldots, z_{r}\right]$ denote the polynomial ring over $\mathbb{R}$ in $r$ indeterminates $z_{i}$. Its quotient field, the field of rational functions, is denoted
by $\mathcal{K}=\mathbb{R}(\boldsymbol{z})=\mathbb{R}\left(z_{1}, \ldots, z_{r}\right)$. Let $R$ be a matrix with entries in $\mathcal{D}, R \in \mathcal{D}^{g \times q}$, and $g \leq q$. Let $m_{1}, \ldots, m_{k} \in \mathcal{D}$ be the $g \times g$ minors of $R$. The ideal generated by these minors is denoted by $\mathcal{I}=\left\langle m_{1}, \ldots, m_{k}\right\rangle=\sum_{i} \mathcal{D} m_{i} \subseteq \mathcal{D}$. In the following, we will simply write "minor," when referring to these full order sub-determinants of $R$.

### 1.2.1 Zero and Minor Primeness

Definition 1 The matrix $R$ is called

1. zero left prime (ZLP) if its minors possess no common zero in $\mathbb{C}^{r}$,
2. weakly zero left prime (WLP) if the minors have only a finite number of common zeros in $\mathbb{C}^{r}$, and
3. minor left prime (MLP) if the minors are devoid of a non-trivial common factor.

If the rank of $R$ as a matrix over the quotient field of rational functions is less than $g$, then all the $m_{i}$ are identically zero, hence $R$ does not satisfy any of the above primeness conditions. We exclude this case for the time being. For a polynomial matrix $R$ of full row rank define the algebraic variety of rank singularities

$$
\begin{aligned}
\mathcal{V}(R) & =\left\{\xi \in \mathbb{C}^{r}, \operatorname{rank}(R(\xi))<\operatorname{rank}(R)\right\} \\
& =\left\{\xi \in \mathbb{C}^{r}, m_{1}(\xi)=\ldots=m_{k}(\xi)=0\right\}=\mathcal{V}(\mathcal{I})
\end{aligned}
$$

Since $R$ is assumed to have full row rank, we have $\operatorname{dim} \mathcal{V}(R) \leq r-1$.
Lemma 1.2.1. The matrix $R$ is

1. ZLP iff $\mathcal{V}(R)$ is empty $(\operatorname{dim} \mathcal{V}(R)=-1)$,
2. WLP iff $\mathcal{V}(R)$ is finite $(\operatorname{dim} \mathcal{V}(R) \leq 0)$, and
3. MLP iff $\mathcal{V}(R)$ contains no algebraic hyper-surface $(\operatorname{dim} \mathcal{V}(R) \leq r-2)$.

Proof. The first two assertions are obvious from the definitions. We show that the existence of a non-constant common factor of the minors $m_{i}$ is equivalent to $\operatorname{dim} \mathcal{V}(R)=r-1$. Indeed, if the minors $m_{i}$ share a non-constant common factor, say $h$, we have

$$
\begin{equation*}
\mathcal{V}(h) \subseteq \mathcal{V}(R) \tag{1.4}
\end{equation*}
$$

and hence $r-1=\operatorname{dim} \mathcal{V}(h) \leq \operatorname{dim} \mathcal{V}(R)$. The case that $\operatorname{dim} \mathcal{V}(R)=r$ is excluded by the rank condition on $R$. Conversely, if $\operatorname{dim} \mathcal{V}(R)=r-1, \mathcal{V}(R)$ contains an irreducible hyper-surface, that is, some $\mathcal{V}(h)$, where $h$ is an irreducible polynomial. In particular, the principal ideal $\langle h\rangle$ is perfect, i.e., $\operatorname{Rad}(\langle h\rangle)=\langle h\rangle$. But (1.4) implies, by Hilbert's Nullstellensatz,

$$
\langle h\rangle=\operatorname{Rad}(\langle h\rangle)=\mathcal{J}(\mathcal{V}(h)) \supseteq \mathcal{J}(\mathcal{V}(R))=\mathcal{J}(\mathcal{V}(\mathcal{I}))=\operatorname{Rad}(\mathcal{I}) \supseteq \mathcal{I}
$$

Thus any element of $\mathcal{I}$, in particular each minor $m_{i}$, is contained in $\langle h\rangle$, that is, it must be a multiple of $h$.

From the lemma, it is easy to see that in the univariate case ( $r=1$ ), ZLP and MLP are equivalent concepts, whereas WLP is always true. In the bivariate situation ( $r=2$ ), ZLP is stronger than WLP, and WLP is equivalent to MLP. For $r \geq 3$, the three primeness definitions are mutually inequivalent, but always

$$
\text { ZLP } \Rightarrow \mathrm{WLP} \Rightarrow \mathrm{MLP} .
$$

Now the following corollary is an immediate consequence of (1.3).
Corollary 1 The matrix $R$ is

1. ZLP iff $\operatorname{dim}(\mathcal{I})=-1$, that is, $\mathcal{I}=\mathcal{D}$, or

$$
\mathcal{I} \ni 1,
$$

2. WLP iff $\mathcal{I}$ is at most zero-dimensional, i.e., iff $\mathcal{D} / \mathcal{I}$ is a finite-dimensional real vector space, or equivalently,

$$
\mathcal{I} \ni d_{i} \in \mathbb{R}\left[z_{i}\right] \backslash\{0\} \text { for } 1 \leq i \leq r
$$

3. $M L P$ iff there is no proper principal ideal that contains $\mathcal{I}$, i.e., iff the dimension of $\mathcal{I}$ is less than $r-1$ or

$$
\mathcal{I} \ni e_{i} \in \mathbb{R}\left[z_{1}, \ldots, z_{i-1}, z_{i+1}, \ldots z_{r}\right] \backslash\{0\} \text { for } 1 \leq i \leq r
$$

In fact, it seems to be conceptually clearer to use the characterization of Corollary 1, which is in terms of the dimension of ideals rather than varieties, for the definition of ZLP, WLP and MLP. This allows to generalize these primeness notions to arbitrary coefficient fields (here: $\mathbb{R}$ ) without having to deal with their algebraic closures.

The conditions of Corollary 1 can be checked via the Gröbner basis algorithm as follows: $\mathcal{I}=\mathcal{D}$ iff the reduced Gröbner basis of $\mathcal{I}$ with respect to any term order is $\{1\} . \mathcal{I}$ is at most zero-dimensional iff for all $i$, the Gröbner basis of $\mathcal{I}$ with respect to a lexicographic term order with $z_{i}$ the least variable, contains an element $d_{i} \in \mathbb{R}\left[z_{i}\right]$. The dimension of $\mathcal{I}$ is less than $r-1$ iff for all $i$, the Gröbner basis of $\mathcal{I}$ with respect to a lexicographic term order with $z_{i}$ the greatest variable, contains an element $e_{i} \in \mathbb{R}\left[z_{1}, \ldots, z_{i-1}, z_{i+1}, \ldots, z_{r}\right]=: \mathbb{R}\left[\boldsymbol{z} \backslash z_{i}\right]$.

Instead of dealing with the ideal generated by the minors of $R$, it is sometimes more desirable to directly investigate the column module of $R$.

Lemma 1.2.2. The matrix $R$ is $Z L P$ iff there is a matrix $X \in \mathcal{D}^{q \times g}$ that solves the Bézout equation

$$
R X=I_{g}
$$

that is, iff $\mathrm{CM}(R)=\mathcal{D}^{g}$. It is WLP iff for $1 \leq i \leq r$, there are matrices $X_{i} \in \mathcal{D}^{q \times g}$ such that

$$
R X_{i}=d_{i} I_{g}, \quad 0 \neq d_{i} \in \mathbb{R}\left[z_{i}\right]
$$

that is, iff $\mathcal{D}^{g} / \mathrm{CM}(R)$ is a finite-dimensional real vector space, and $R$ is MLP iff for $1 \leq i \leq r$ there are matrices $X_{i} \in \mathcal{D}^{g \times q}$ such that

$$
R X_{i}=e_{i} I_{g}, \quad 0 \neq e_{i} \in \mathbb{R}\left[\boldsymbol{z} \backslash z_{i}\right] .
$$

In terms of Gröbner matrices, $R$ is ZLP iff $\mathrm{cG}(R)=I_{g}$, WLP iff for all $i$, the column Gröbner matrix with respect to a lexicographic order with $z_{i}$ the least variable, contains a non-singular $g \times g$ sub-matrix depending only on $z_{i}$, and MLP iff for all $i$, the column Gröbner matrix with respect to a lexicographic order with $z_{i}$ the greatest variable, contains a non-singular $g \times g$ sub-matrix independent of $z_{i}$.

Proof. The conditions for zero and minor primeness were derived in [88]. Sufficiency follows from the Cauchy-Binet theorem [27, p. 27], which says that $\operatorname{det}(R X)=\sum m_{j} p_{j}$, where $m_{j}$ and $p_{j}$ are corresponding minors of $R$ and $X$, respectively. The main idea for the proof of necessity consists in the construction of polynomial matrices $Z_{j}$ that isolate each individual minor $m_{j}$ of $R$ in the form $R Z_{j}=m_{j} I_{g}$. The construction in [88] is a bit cumbersome though. In fact, it suffices to note that for every minor $m_{j}$, there exists a permutation matrix $\Pi_{j}$ such that

$$
R \Pi_{j}=\left[\begin{array}{ll}
R_{j}^{(1)} & R_{j}^{(2)}
\end{array}\right]
$$

with a square matrix $R_{j}^{(1)}$ and $\operatorname{det}\left(R_{j}^{(1)}\right)=m_{j}$. Let adj $(X)$ denote the adjoint of a square matrix $X$, that is, $X \operatorname{adj}(X)=\operatorname{det}(X) I$. Then

$$
R Z_{j}:=R \Pi_{j}\left[\begin{array}{c}
\operatorname{adj}\left(R_{j}^{(1)}\right) \\
0
\end{array}\right]=m_{j} I_{g}
$$

If $R$ is ZLP, we have $1 \in \mathcal{I}$, hence there exist polynomials $p_{j}$ such that $\sum m_{j} p_{j}=1$. But then $\sum R Z_{j} p_{j}=I_{g}$. The conditions for weak zero and minor primeness can be proven analogously.

For the characterization in terms of Gröbner matrices, the following fact is crucial (compare with the remark following (1.2)): If $\mathrm{cG}(R)$ is the Gröbner matrix of $\mathrm{CM}(R)$ with respect to a lexicographic order $z_{i(1)}<z_{i(2)}<\ldots<$ $z_{i(r)}$, then the sub-matrix of $\mathrm{cG}(R)$ consisting of all columns that depend only on $z_{i(1)}, \ldots, z_{i(k)}$ is a Gröbner matrix of $\mathrm{CM}(R) \cap \mathbb{R}\left[z_{i(1)}, \ldots, z_{i(k)}\right]^{g}$. Note that this generalization to the module case depends on our particular choice of the term order (1.1).

### 1.2.2 Factor Primeness

Definition 2 A full row rank matrix $R$ is factor left prime (FLP) if any square left factor is unimodular, that is, if the existence of a factorization $R=D R_{1}$ with a square matrix $D$ implies that $\operatorname{det}(D)$ is a non-zero constant.

A factorization $R=D R_{1}$ with $D$ square clearly implies that the determinant of $D$ divides all minors of $R$. Hence $R$ is FLP if it is MLP. The converse, however, is only true for $r \leq 2$. Also, in contrast to zero and minor primeness, factor primeness cannot be decided by means of the variety $\mathcal{V}(R)$ alone. This fact is illustrated by the following example.

Example 1.2.1. The non-zero minors of both the matrices

$$
R=\left[\begin{array}{ccr}
z_{1} & 0 & -z_{2} \\
0 & z_{1} & z_{3}
\end{array}\right] \quad \text { and } \quad \tilde{R}=\left[\begin{array}{ccrr}
z_{1} & 0 & -z_{2} & -z_{3} \\
0 & z_{1} & 0 & 0
\end{array}\right]
$$

are $z_{1}^{2}, z_{1} z_{2}$, and $z_{1} z_{3}$, hence $\mathcal{V}(R)=\mathcal{V}(\tilde{R})$. But $\tilde{R}$ admits a factorization with the left factor $\operatorname{diag}\left(1, z_{1}\right)$ of determinant $z_{1}$, whereas $R$ is FLP. Any factorization $R=D R_{1}$ requires $R_{1} \zeta=0$, where $\zeta=\left(z_{2},-z_{3}, z_{1}\right)^{T}$. This implies that all entries of $R_{1}$ are polynomials whose constant coefficients are zero, that is, they are contained in the maximal ideal $\mathcal{J}=\left\langle z_{1}, z_{2}, z_{3}\right\rangle$. But then the minors of $R_{1}$ are elements of $\mathcal{J}^{2}$, from which it is evident that none of the minors can have a linear head term. This excludes the case $\operatorname{det}(D)=z_{1}$. Thus $\operatorname{det}(D)$ has to be constant.

For a systems theoretic interpretation of factor primeness, the case that $R$ is not of full row rank may no longer be neglected for polynomial rings in more than two indeterminates ( $r>2$ ), consider e.g., the example given below. More precisely, the systems that admit a full row rank representation are those whose projective dimension is at most one [48]. Consider the finitely generated module $\mathcal{M}=\operatorname{cok}(R)=\mathcal{D}^{\mathbf{1 \times q}} / \mathcal{D}^{\mathbf{1} \times g} R$, where $\mathcal{D}=\mathbb{R}[\boldsymbol{z}]$. For any $k \geq 1$, there is an exact sequence

$$
\begin{equation*}
0 \rightarrow M_{k} \rightarrow \ldots \rightarrow M_{1} \rightarrow M_{0} \rightarrow M_{-1}=\mathcal{M} \rightarrow 0 \tag{1.5}
\end{equation*}
$$

with free modules $M_{0}, \ldots, M_{k-1}$. Such sequences can be constructed as follows: For $k=1$, we have the trivial exact sequence

$$
0 \longrightarrow \mathcal{D}^{1 \times g} R \hookrightarrow \mathcal{D}^{1 \times q} \rightarrow \mathcal{M} \rightarrow 0
$$

Combining this with the exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{ker}(R) \hookrightarrow \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times g} R \rightarrow 0 \tag{1.6}
\end{equation*}
$$

we construct a sequence with $k=2$,

$$
\begin{equation*}
0 \rightarrow \operatorname{ker}(R) \hookrightarrow \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \rightarrow \mathcal{M} \rightarrow 0 . \tag{1.7}
\end{equation*}
$$

Next, a minimal left annihilator (MLA) of $R$ is computed by means of a Gröbner basis technique (see, for instance, [2, Section 10.5]). The algorithm has been implemented in various modern computer algebra systems, e.g., SINGULAR [28]. A $\mathcal{D}$-matrix $Q$ is an MLA of $R$ iff

1. $Q$ is a left annihilator of $R$, that is, $Q R=0$, and
2. any left annihilator of $R$ is a multiple of $Q$, that is, $Q_{1} R=0$ implies $Q_{1}=X Q$ for some $\mathcal{D}$-matrix $X$.

In other words: The module $\operatorname{ker}(R)=\left\{\xi \in \mathcal{D}^{1 \times g}, \xi R=0\right\}$ is generated by the rows of $Q \in \mathcal{D}^{m \times g}$, that is,

$$
\operatorname{ker}(R)=\mathcal{D}^{1 \times m} Q
$$

In particular, $\operatorname{rank}(Q)+\operatorname{rank}(R)=g$. But now we have an exact sequence like (1.6) for $Q$ instead of $R$, and we can append it to the existing sequence (1.7) to obtain a sequence for $k=3$,

$$
0 \rightarrow \operatorname{ker}(Q) \hookrightarrow \mathcal{D}^{1 \times m} \xrightarrow{Q} \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \rightarrow \mathcal{M} \rightarrow 0
$$

Iteratively, one proceeds with this computation of MLAs or, equivalently, syzygy modules, to obtain a sequence (1.5) of arbitrary length $k$. The module $M_{k}$ in (1.5) is free for one such sequence iff it is free for all such sequences of the same length. In that case, (1.5) is called a finite free resolution of $\mathcal{M}$, and $\mathcal{M}$ is said to have projective dimension at most $k$. By the projective dimension of a behavior $\mathcal{B}=\operatorname{ker}\left(R\left(\sigma_{1}, \ldots, \sigma_{r}\right)\right)$, we mean the projective dimension of the associated module $\mathcal{M}=\operatorname{cok}(R)$ as above. This notion is well-defined, as different kernel representations of $\mathcal{B}$ yield the same $\mathcal{M}$ [48]. Hilbert's syzygy theorem [39, p. 208] implies that for $\mathcal{D}$ as above, the projective dimension of a finitely generated $\mathcal{D}$-module cannot exceed $r$, the number of variables in $z=\left(z_{1}, \ldots, z_{r}\right)$. For $r=1$, it is therefore clear that the projective dimension of $\mathcal{M}$ is at most one, and for $r=2$, we have the desired result at least for those behaviors that are minimal in their transfer class [48]; see Section 2.6. This is not true for $r>2$, however, as can be seen from the following example.

Example 1.2.2. Consider the behavior

$$
\mathcal{B}=\left\{w: \mathbb{N}^{3} \rightarrow \mathbb{R}^{3}, \exists l: \mathbb{N}^{3} \rightarrow \mathbb{R} \text { such that } w_{i}=\sigma_{i} l \text { for } i=1,2,3\right\}
$$

In detail, the defining equation for $w_{1}: \mathbb{N}^{3} \rightarrow \mathbb{R}$ reads

$$
w_{1}\left(n_{1}, n_{2}, n_{3}\right)=l\left(n_{1}+1, n_{2}, n_{3}\right) \quad \text { for all }\left(n_{1}, n_{2}, n_{3}\right) \in \mathbb{N}^{3}
$$

The elimination of latent variables (here: $l$ ) will be discussed several times later in this work. In the present example, it yields

$$
\mathcal{B}=\left\{w: \mathbb{N}^{3} \rightarrow \mathbb{R}^{3},\left[\begin{array}{rrr}
0 & -\sigma_{3} & \sigma_{2} \\
\sigma_{3} & 0 & -\sigma_{1} \\
-\sigma_{2} & \sigma_{1} & 0
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
w_{3}
\end{array}\right]=0\right\}
$$

This is nothing but a discrete version of the fact that a vector field $w$ is derivable from a scalar potential iff $\operatorname{curl}(w)=0$. For the continuous time
version, see Section 1.5. Although the rank of the kernel representation matrix is two (and this is an invariant of the behavior $\mathcal{B}$, i.e., independent of the particular choice of the kernel representation matrix), the behavior $\mathcal{B}$ cannot be expressed as the solution set of less than three equations. This discrepancy is due to the fact that the projective dimension of $\mathcal{B}$ is two. Note that this phenomenon occurs although $\mathcal{B}$ is indeed minimal in its transfer class (which is equivalent to $\mathcal{B}$ having an image representation, or controllability in a sense to be defined below).

Due to these considerations, the concept of factor primeness has to be generalized as follows [48, p. 142].

Definition 3 A matrix $R$ is called factor left prime in the generalized sense (GFLP) if the existence of a factorization $R=D R_{1}$ ( $D$ not necessarily square) with $\operatorname{rank}(R)=\operatorname{rank}\left(R_{1}\right)$ implies the existence of a polynomial matrix $E$ such that $R_{1}=E R$.

Note that this notion does not require full row rank. A test for GFLP is given by the following procedure.
Algorithm 1 1. Solve the linear system of equations $R \zeta=0$ over the polynomial ring, that is, find an integer $m$ and a matrix $M \in \mathcal{D}^{q \times m}$ whose columns generate the syzygy module of $R$, i.e.,

$$
\left\{\zeta \in \mathcal{D}^{q}, R \zeta=0\right\}=M \mathcal{D}^{m}=\mathrm{CM}(M)
$$

In other words, construct a minimal right annihilator of $R$ or, an exact sequence

$$
\mathcal{D}^{m} \xrightarrow{M} \mathcal{D}^{q} \xrightarrow{R} \mathcal{D}^{g} .
$$

2. Now find a minimal left annihilator of $M$, that is, a matrix $R^{c} \in \mathcal{D}^{g_{c} \times q}$ such that

$$
\left\{\eta \in \mathcal{D}^{1 \times q}, \eta M=0\right\}=\mathrm{RM}\left(R^{c}\right)
$$

We have two sequences

$$
\begin{aligned}
& \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \xrightarrow{M} \mathcal{D}^{1 \times m} \\
& \mathcal{D}^{1 \times g_{c}} \xrightarrow{R^{c}}
\end{aligned}
$$

where the lower sequence is exact. The upper sequence is a complex ( $R M=0$ ), but not necessarily exact. Note that the mappings $\xi \mapsto M \xi$ and $\eta \mapsto \eta M$ are both denoted by $M$, but they can always be distinguished by their domain and co-domain.
3. Fix a term order and compute the row Gröbner matrices of $R$ and $R^{c}$, $\mathrm{r} \mathrm{G}(R)$ and $\mathrm{rG}\left(R^{c}\right)$ to check whether the rows of the two matrices generate the same module. If yes, also the upper sequence in Step 2 above is exact, i.e., $R$ is a minimal left annihilator of $M$.

In Step 1 above, it suffices to solve $R \zeta=0$ over the field $\mathcal{K}$, that is, the problem can be reduced to linear algebra: We merely compute a basis of the solution space of a system of linear equations over a field, i.e.,

$$
\left\{\zeta \in \mathcal{K}^{q}, R \zeta=0\right\}=M \mathcal{K}^{q-\operatorname{rank}(R)}
$$

Without loss of generality, we may assume that the entries of $M$ are polynomials instead of rational functions; otherwise, each column can be multiplied by a common multiple of all denominator polynomials appearing in it. Step 2 however depends crucially on the computation of MLAs, or syzygy modules over $\mathcal{D}$. This is based on a computer algebraic technique, as mentioned above.

Lemma 1.2.3. The matrix $R$ is GFLP iff the procedure described above yields equality of the row Gröbner matrices $\mathrm{rG}(R)$ and $\mathrm{rG}\left(R^{c}\right)$.

Proof. From the algorithm, we have $R M=0$ and $\operatorname{rank}(R)=\operatorname{rank}\left(R^{c}\right)$. Since $R^{c}$ is a minimal left annihilator of $M$, there exists a polynomial matrix $D$ such that $R=D R^{c}$. If $R$ is GFLP, we also have $R^{c}=E R$, hence $\mathrm{RM}(R)=$ $\operatorname{RM}\left(R^{c}\right)$, which is equivalent to the equality of the row Gröbner matrices.

Conversely, let $R=D R_{1}$ be any factorization with $\operatorname{rank}(R)=\operatorname{rank}\left(R_{1}\right)$. Then $R \zeta=0$ iff $R_{1} \zeta=0$ for $\zeta \in \mathcal{K}^{q} \supset \mathcal{D}^{q}$. Thus $R_{1} M=0$. But $R^{c}$ is a minimal left annihilator of $M$, from which we conclude that $R_{1}=Y R^{c}$ for some polynomial matrix $Y$. On the other hand, from $\mathrm{rG}(R)=\mathrm{rG}\left(R^{\mathrm{c}}\right)$ we have $R^{c}=Z R$ for some polynomial matrix $Z$ and hence $R_{1}=Y Z R$.

### 1.2.3 Relations Between the Various Primeness Notions

It is immediate that ZLP implies GFLP as $R=D R_{1}$ with $\operatorname{rank}(R)=$ rank ( $R_{1}$ ) always implies the existence of a rational matrix $E$ such that $R_{1}=E R$. Now if $R$ possesses a polynomial right inverse $X$, we conclude that $E=R_{1} X$, hence $E$ is polynomial.

Also note that GFLP implies FLP in the case of a full row rank matrix as it postulates the existence of a polynomial inverse $E$ of $D$, thus unimodularity of $D$. Conversely, FLP in the classical sense does not necessarily imply GFLP, as can be seen from the following example.

Example 1.2.3. Consider again the matrix

$$
R=\left[\begin{array}{rrr}
z_{1} & 0 & -z_{2}  \tag{1.8}\\
0 & z_{1} & z_{3}
\end{array}\right]
$$

whose factor left primeness was shown in an example above. Computing a minimal right annihilator yields

$$
M=\left[\begin{array}{r}
z_{2} \\
-z_{3} \\
z_{1}
\end{array}\right]
$$

and an MLA of $M$ is

$$
R^{c}=\left[\begin{array}{rrr}
z_{1} & 0 & -z_{2} \\
0 & z_{1} & z_{3} \\
z_{3} & z_{2} & 0
\end{array}\right]
$$

whose row module is strictly greater than that of $R$ itself. This shows that $R$ is not GFLP.

Wood et al. [83] proved that, despite appearances, GFLP is a generalization of minor primeness rather than of factor primeness, in the sense that MLP and GFLP coincide in the full row rank case. If the notion of minor primeness is generalized to representations with rank deficiencies, it is at least necessary for GFLP; see Theorem 2 below.

Let $R \in \mathcal{D}^{g \times q}$. Let $\rho$ denote the rank of $R$ and consider the $\rho \times \rho$ minors of $R$. We define modified versions of zero, weak zero, and minor primeness by adapting Definition 1 to this situation (i.e., we consider the minors of order $\rho$ instead of $g$ ). Note that the distinction between right and left primeness does not make sense in this new setting. Also, we no longer need to require that $g \leq q$. Let $\mathcal{I}(R)$ be the ideal generated by the minors of $R$ of order equal to the rank of $R$. Define $\mathcal{I}(0):=\langle 1\rangle=\mathcal{D}$. The characterization of the three primeness notions in terms of the dimension of $\mathcal{I}(R)$, given in Corollary 1, is still valid. In particular, $R$ is minor prime iff $\operatorname{codim}(\mathcal{I}(R)) \geq 2$, where we define $\operatorname{codim}(\mathcal{I})=r-\operatorname{dim}(\mathcal{I})$ for proper ideals

$$
\mathcal{I} \subset \mathcal{D}=\mathbb{R}\left[z_{1}, \ldots, z_{r}\right]
$$

and by convention, $\operatorname{codim}(\mathcal{D})=\infty$. Thus the co-dimension measures the "size" of a polynomial ideal in the sense that

$$
\mathcal{I}_{1} \subseteq \mathcal{I}_{2} \quad \Rightarrow \quad \operatorname{codim}\left(\mathcal{I}_{1}\right) \leq \operatorname{codim}\left(\mathcal{I}_{2}\right)
$$

The following criterion for exactness of a complex of finitely generated free modules over $\mathcal{D}$ is a special case of a theorem of Buchsbaum and Eisenbud [13] (see also [18, p. 500], [47, p. 193]).

Theorem 1 [13] Let

$$
\begin{equation*}
0 \longrightarrow M_{n} \xrightarrow{F_{n}} M_{n-1} \longrightarrow \ldots \longrightarrow M_{1} \xrightarrow{F_{2}} M_{0} \tag{1.9}
\end{equation*}
$$

be a complex of finitely generated free $\mathcal{D}$-modules, i.e., $F_{i} F_{i+1}=0$ for $1 \leq$ $i \leq n$ (put $F_{n+1}:=0$ ). The complex is exact iff, for $1 \leq i \leq n$,

1. $\operatorname{rank}\left(F_{i+1}\right)+\operatorname{rank}\left(F_{i}\right)=\operatorname{rank}\left(M_{i}\right)$;
2. $\operatorname{codim}\left(I\left(F_{i}\right)\right) \geq i$.

Condition 2 is formulated in terms of the depth (grade) of ideals in [18], [47], but for polynomial ideals, this quantity coincides with the co-dimension (this is true over any Cohen-Macaulay ring).

Theorem 2 Let $R \in \mathcal{D}^{g \times q}$. Then $R$ is generalized factor (left/right) prime only if it is minor prime, that is, only if $\operatorname{codim}(\mathcal{I}(R)) \geq 2$, where $\mathcal{I}(R)$ denotes the ideal generated by the minors of $R$ of order equal to the rank of $R$.

Proof. Without loss of generality, assume that $R$ is GFLP (if not, replace $R$ by its transpose). Then there exists an exact sequence

$$
\begin{equation*}
\mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \xrightarrow{M} \mathcal{D}^{1 \times m} . \tag{1.10}
\end{equation*}
$$

Let

$$
0 \rightarrow \ldots \rightarrow \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \rightarrow \mathcal{M}=\mathcal{D}^{1 \times q} / \mathcal{D}^{1 \times g} R \rightarrow 0
$$

be a finite free resolution of $\mathcal{M}$, which exists due to Hilbert's syzygy theorem [39, p. 208]. Combining this with the exact sequence (1.10), we obtain an exact sequence of finitely generated free $\mathcal{D}$-modules

$$
0 \rightarrow \ldots \rightarrow \mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \xrightarrow{M} \mathcal{D}^{1 \times m} .
$$

Now Theorem 1 implies that $\operatorname{codim}(\mathcal{I}(R)) \geq 2$, hence $R$ is minor prime.
The converse of Theorem 2 does not hold, i.e., minor primeness is not sufficient for GFLP. This fact is illustrated by the following example.

Example 1.2.4. The matrix

$$
R=\left[\begin{array}{ll}
z_{1} & z_{1} \\
z_{2} & z_{2}
\end{array}\right]
$$

is minor prime, as $\operatorname{rank}(R)=1$ and $\mathcal{I}(R)=\left\langle z_{1}, z_{2}\right\rangle \subset \mathbb{R}\left[z_{1}, z_{2}\right]$ has codimension two. But an MRA of $R$ is

$$
M=\left[\begin{array}{r}
1 \\
-1
\end{array}\right]
$$

and an MLA of $M$ is $R^{c}=\left[\begin{array}{ll}1 & 1\end{array}\right]$, hence $R$ is not GFLP.
Summing up, we have the following relations in the full row rank case:

$$
\begin{equation*}
\text { ZLP } \Rightarrow \mathrm{WLP} \Rightarrow \ldots \Rightarrow \text { MLP } \tag{1.11}
\end{equation*}
$$

and

$$
\text { MLP } \Leftrightarrow \text { GFLP } \Rightarrow \text { FLP }
$$

(analogously for right primeness), whereas in the general case we only have

$$
\begin{equation*}
\text { zero prime } \Rightarrow \text { weakly zero prime } \Rightarrow \ldots \Rightarrow \text { minor prime } \tag{1.12}
\end{equation*}
$$

and
zero prime $\Rightarrow$ generalized factor (left/right) prime $\Rightarrow$ minor prime. (1.13)
The dots in (1.11) and (1.12) refer to the gap in the corresponding ideal dimensions $-1,0, \ldots, r-2$, or co-dimensions $\infty, r, \ldots, 2$, respectively. Wood et al. [83] described the "missing links" in (1.11), that is, the various primeness degrees in between. The first implication in (1.13) remains to be shown; this will be done in the subsequent section.

### 1.2.4 Module-theoretic Interpretation of Primeness

A polynomial matrix $R \in \mathcal{D}^{g \times q}$ can be interpreted as the kernel representation of a linear shift-invariant behavior

$$
\mathcal{B}=\operatorname{ker}(R)=\operatorname{ker}\left(R\left(\sigma_{1}, \ldots, \sigma_{r}\right)\right)=\left\{w: \mathbb{N}^{\top} \rightarrow \mathbb{R}^{q}, R\left(\sigma_{1}, \ldots, \sigma_{r}\right) w=0\right\}
$$

the action of $R$ on $w$ being given by the shifts $\sigma_{i}$. There are many different kernel representations of one and the same behavior, but according to Oberst's duality [48], they all generate the same row module. Thus the question arises naturally whether the primeness notions discussed above have moduletheoretic interpretations in terms of $\mathcal{M}=\mathcal{D}^{1 \times q} / \mathcal{D}^{1 \times g} R=\mathcal{D}^{1 \times q} / R M(R)=$ $\operatorname{cok}(R)$, where $R$ is interpreted as a mapping $\mathcal{D}^{1 \times g} \rightarrow \mathcal{D}^{1 \times q}, \eta \mapsto \eta R$ (multiplication from the left).

We know that zero primeness of $R$ corresponds to $\mathcal{I}(R)=\langle 1\rangle=\mathcal{D}$. A well-known lemma [13] implies that this is equivalent to the module $\mathcal{M}$ being projective. By the Theorem of Quillen and Suslin (also known as Serre's conjecture [39, p. 116/117]) projective modules over the polynomial ring $\mathcal{D}$ are already free. We have the following correspondence between a representation $\operatorname{matrix} R$ and $\mathcal{M}=\operatorname{cok}(R)$ :

## $R$ zero prime $\Leftrightarrow \mathcal{M}$ free.

A full column rank matrix $R$ is ZRP iff it has a polynomial left inverse (Bézout relation $Y R=I_{q}$ ), hence $\mathrm{RM}(R)=\mathcal{D}^{\mathbf{l} \times g} R=\mathcal{D}^{1 \times q}$, or $\mathcal{M}=0$. As a mapping, $R$ is surjective. Thus

$$
R \text { ZRP (zero prime and full column rank) } \Leftrightarrow \mathcal{M}=0
$$

On the other hand, GFLP has been characterized by Oberst [48, p. 142] as follows:

$$
\begin{equation*}
R \text { generalized factor left prime } \Leftrightarrow \mathcal{M} \text { torsion-free. } \tag{1.14}
\end{equation*}
$$

As a free module is torsion-free, we obtain the implication

$$
\text { zero prime } \Rightarrow \text { GFLP }
$$

of (1.13) and the corresponding assertion for GFRP is obtained by transposition.

### 1.3 Controllability, Observability, and Autonomy

Let $\mathcal{A}=\mathbb{R}^{\mathbb{N}^{\boldsymbol{n}}}$. The elements of $\mathcal{A}$ are $r$-fold indexed real sequences. As signals, we will consider vectors of such sequences, i.e., the signals will be in $\mathcal{A}^{q}$, where $q \geq 1$ is an integer. In terms of Willems' original definition of a behavioral system, $T=\mathbb{N}^{r}$ is our "time domain," or rather "signal domain," as the interpretation as time usually makes sense only in the 1D setting. The signal value space is $\mathbb{R}^{q}$ and our signals $w \in \mathcal{A}^{q}$ are functions

$$
w: \mathbb{N}^{r} \rightarrow \mathbb{R}^{q}
$$

Finally, the behavior $\mathcal{B} \subseteq \mathcal{A}^{q}$ of the system is determined by certain system laws. In the linear and "time-invariant" (the term "shift-invariant" is more adequate in the multidimensional case), these will be constant-coefficient linear partial difference equations. Thus, let

$$
\mathcal{B}=\operatorname{ker}(R)=\left\{w \in \mathcal{A}^{q}, R(\sigma) w:=R\left(\sigma_{1}, \ldots, \sigma_{r}\right) w=0\right\}
$$

be a behavior in kernel representation with a polynomial matrix $R \in \mathcal{D}^{g \times q}$ (not necessarily with $g \leq q$ ) in which the indeterminates $z_{i}$ are replaced by the shift operators $\sigma_{i}$ defined by

$$
\left(\sigma_{i} w\right)\left(t_{1}, \ldots, t_{r}\right)=w\left(t_{1}, \ldots, t_{i-1}, t_{i}+1, t_{i+1}, \ldots, t_{r}\right)
$$

For any $\boldsymbol{m} \in \mathbb{N}^{r}$, we write $\sigma^{m}$ for the compound shift $\sigma_{1}^{m_{1}} \cdots \sigma_{r}^{m_{r}}$, and thus

$$
\left(\sigma^{m} w\right)(n)=\left(\sigma_{1}^{m_{1}} \cdots \sigma_{r}^{m_{r}} w\right)\left(n_{1}, \ldots, n_{r}\right)=w(n+m)
$$

for $\boldsymbol{n}, \boldsymbol{m} \in \mathbb{N}^{r}$ and $\boldsymbol{w} \in \mathcal{A}^{q}$.
We say that $R$ is a minimal left annihilator (MLA) of $M \in \mathcal{D}^{q \times m}$ iff

$$
\begin{equation*}
\left\{\eta \in \mathcal{D}^{1 \times q}, \eta M=0\right\}=\mathrm{RM}(R) \tag{1.15}
\end{equation*}
$$

The notion has already appeared in the algorithm for testing a matrix for the GFLP property. The so-called fundamental principle [48, p. 23] will be of central importance in the following: A linear system of inhomogeneous partial difference equations $M(\sigma) l=w$, where the right side is assumed to be given, is solvable iff $R(\sigma) w=0$ for a minimal left annihilator $R$ of $M$. In other words, (1.15) implies

$$
\begin{equation*}
\exists l: M(\sigma) l=w \quad \Leftrightarrow \quad R(\sigma) w=0 . \tag{1.16}
\end{equation*}
$$

Thus, if $R$ is a MLA of $M$, we have

$$
\mathcal{B}=\operatorname{ker}(R)=\operatorname{im}(M)=\left\{w \in \mathcal{A}^{q}, \exists l \in \mathcal{A}^{m} \text { such that } w=M(\sigma) l\right\}
$$

i.e., there exists an image representation of $\mathcal{B}$. Oberst's duality theorem [48] implies that (1.15) and (1.16) are in fact equivalent for the signal spaces considered here. Moreover, we have $\mathcal{B}_{1}=\operatorname{ker}\left(R_{1}\right) \subseteq \mathcal{B}_{2}=\operatorname{ker}\left(R_{2}\right)$ iff $\mathrm{RM}\left(R_{1}\right) \supseteq \mathrm{RM}\left(R_{2}\right)$, that is, iff $R_{2}=X R_{1}$ for some polynomial matrix $X$ [48, p. 35].

Theorem 3 If $R$ is GFLP, then there exists an image representation

$$
\mathcal{B}=\operatorname{im}(M)=\left\{w \in \mathcal{A}^{q}, \exists l \in \mathcal{A}^{m} \text { with } w=M(\sigma) l\right\},
$$

where the polynomial matrix $M$ is constructed by Algorithm 1. Conversely, if $\mathcal{B}$ possesses an image representation, any kernel representation matrix of $\mathcal{B}$ is $G F L P$.

Proof. From Algorithm 1 and the lemma following it, we have $\mathrm{RM}(R)=$ $\operatorname{RM}\left(R^{c}\right)$ and hence $\mathcal{B}=\operatorname{ker}(R)=\operatorname{ker}\left(R^{c}\right)$ for a GFLP matrix $R$. From the construction of $R^{c}$ and $M$, and from the fundamental principle, it follows that $\operatorname{ker}\left(R^{c}\right)=\operatorname{im}(M)$.

Conversely, if $\mathcal{B}=\operatorname{im}\left(M^{\prime}\right)=\operatorname{ker}(R)$, then $R$ is a minimal left annihilator of $M^{\prime}$, in particular, $R M^{\prime}=0$ and $M^{\prime}=M X$ for some polynomial matrix $X$, as $M$ is a MRA of $R$. In order to show that $R$ is GFLP, we need to prove that $\mathcal{B}=\operatorname{ker}\left(R^{c}\right)$, that is, $R^{c}$ should be a minimal left annihilator of $M^{\prime}$. But $R^{c} M^{\prime}=R^{c} M X=0$ and if $Y M^{\prime}=0$, then $Y=Z R$. On the other hand, we always have $R=D R^{c}$ for some polynomial matrix $D$, hence $Y=Z D R^{c}$ follows.

Definition 4 The preceding theorem suggests calling a behavior controllable if it admits a kernel representation with a GFLP matrix.

A justification of this purely algebraic definition of controllability will be given in Section 1.4, where it will be characterized in terms of concatenability of system trajectories, as should be expected from a behavioral controllability notion.

Lemma 1.3.1. The matrix $R^{c}$ from the algorithm defines the controllable part of $\mathcal{B}=\operatorname{ker}(R)$, that is, $\mathcal{B}^{c}:=\operatorname{ker}\left(R^{c}\right) \subseteq \operatorname{ker}(R)$ is the largest controllable subsystem of $\mathcal{B}$.

Proof. By the construction of $R^{c}$ and $M$, we clearly have $\mathrm{RM}(R) \subseteq \mathrm{RM}\left(R^{c}\right)$, hence $\mathcal{B}^{c} \subseteq \mathcal{B}$, and $\operatorname{ker}\left(R^{c}\right)=\operatorname{im}(M)$, hence controllability of $\mathcal{B}^{c}$. It remains to be shown that $\mathcal{B}^{c}$ is the largest subsystem of this type. Assume that $\mathcal{B}_{1} \subseteq \mathcal{B}$ is controllable. Then $\mathcal{B}_{1}=\operatorname{im}\left(M_{1}\right)=\operatorname{ker}\left(R_{1}\right) \subseteq \operatorname{ker}(R)$, particularly, $R M_{1}=0$, hence $M_{1}=M X$ for some polynomial matrix $X$. If $\eta \in \operatorname{RM}\left(R^{c}\right)$, then $\eta M=0$ and $\eta M_{1}=0$, thus $\eta \in \operatorname{RM}\left(R_{1}\right)$. This proves $\mathcal{B}_{1} \subseteq \mathcal{B}^{c}$.

Definition 5 A cw-ideal is a non-empty subset $I \subseteq \mathbb{N}^{\top}$ that satisfies

$$
\boldsymbol{n} \in I \Rightarrow \boldsymbol{n}+\boldsymbol{m} \in I \quad \text { for all } \boldsymbol{m} \in \mathbb{N}^{r} .
$$

A behavior $\mathcal{B}$ is called autonomous if there exists a subset $J \subset \mathbb{N}^{r}$ such that $\mathbb{N}^{r} \backslash J$ is a cw-ideal, and any trajectory $w \in \mathcal{B}$ is uniquely determined by $\left.w\right|_{J}=(w(j))_{\jmath \in J}$, that is,

$$
\left.w\right|_{J}=0 \Rightarrow w=0
$$

The dimension of $\mathcal{B}$ as a real vector space cannot exceed the cardinality of such a set $J$. The behavior $\mathcal{B}$ is finite-dimensional (as a real vector space) if there exists a finite set $J$ with these properties. For $1 \leq i \leq q$, let $\pi_{i}: \mathcal{B} \rightarrow \mathcal{A}$ denote the projection of $\mathcal{B} \subset \mathcal{A}^{q}$ onto the $i$-th component. The $i$-th variable of $\mathcal{B}$ is called free if $\pi_{i}$ is surjective.

Lemma 1.3.2. The following assertions are equivalent:

1. $\mathcal{B}$ is autonomous;
2. $\mathcal{B}$ has no free variables;
3. Any kernel representation matrix of $\mathcal{B}$ has full column rank.

Proof. It is easy to see that the existence of a free variable implies that $\mathcal{B}$ is not autonomous. If $\mathcal{B}=\operatorname{ker}(R)$ and $R$ does not have full column rank, then there exists a column of $R$ that can be written as a rational combination of the remaining columns, say $R_{-q}=\left[R_{-1} \ldots R_{-(q-1)}\right] X$ for some rational matrix $X$. Then the variable $w_{q}$ is free, since $R(\sigma) w=0$ is solvable whatever $w_{q} \in \mathcal{A}$ due to the fact that any minimal left annihilator of the matrix consisting of the first $q-1$ columns also annihilates the last column. If $\mathcal{B}=\operatorname{ker}(R)$ with a full column rank matrix $R$, then according to Oberst [48, p. 93] a decomposition

$$
\mathcal{A}=\pi_{i} \mathcal{B} \oplus \mathbb{R}^{I(i)}
$$

with a cw-ideal $I(i)$ can be constructed for $1 \leq i \leq q$. Then $I:=\cap_{i} I(i)$ is again a cw-ideal, and with $J:=\mathbb{N}^{r} \backslash I$ it follows that $\mathcal{B}$ is autonomous.

Lemma 1.3.3. Let $\mathcal{B}=\operatorname{ker}(R)$ be autonomous. Then $\mathcal{B}=\{0\}$ iff $R$ is zero right prime and $\mathcal{B}$ is finite-dimensional iff $R$ is weakly zero right prime.
Proof. $\mathcal{B}=\{0\}$ iff $\operatorname{RM}(R)=\mathcal{D}^{1 \times q}$, that is, iff the Bézout equation $Y R=I_{q}$ is solvable. $\mathcal{B}$ is finite-dimensional iff in the decomposition

$$
\mathcal{A}^{q}=\mathcal{B} \oplus \prod_{i} \mathbb{R}^{I(i)}
$$

the sets $I(i)$ are complements of finite sets. By duality, this is equivalent to

$$
\mathcal{D}^{1 \times q} / \operatorname{RM}(R)
$$

being a finite-dimensional real vector space.
Definition 6 Let $I$ be a subset of $q=\{1, \ldots, q\}$ and for a trajectory $w \in \mathcal{B}$, let $w_{1}:=\left(w_{i}\right)_{i \in I}$ and $w_{2}:=\left(w_{i}\right)_{i \notin I}$. The sub-trajectory $w_{1}$ is called strongly observable from $w_{2}$ if $w_{2}=0$ implies $w_{1}=0$ and weakly observable from $w_{2}$ if there exists a finite-dimensional behavior $\mathcal{B}_{1}$ such that $w_{2}=0$ implies $w_{1} \in \mathcal{B}_{1}$.

Corollary 2 Rewrite $R(\sigma) w=0$ as $R_{1}(\sigma) w_{1}=R_{2}(\sigma) w_{2}$. Then $w_{1}$ is strongly observable from $w_{2}$ iff the polynomial matrix $R_{1}$ is zero right prime, and it is weakly observable from $w_{2}$ iff $R_{1}$ is weakly zero right prime.

### 1.3.1 Controllable-autonomous Decompositions

It is well-known that a 1 D behavior $\mathcal{B}$ admits a direct sum decomposition [32]

$$
\mathcal{B}=\mathcal{B}^{c} \oplus \mathcal{B}^{a}
$$

where $\mathcal{B}^{c}$ denotes the controllable part of $\mathcal{B}$ ("forced motion") and $\mathcal{B}^{a}$ is autonomous ("free motion"). The following theorem treats the general $r$ dimensional situation. It turns out that controllable-autonomous decompositions still exist for multidimensional systems (as they correspond to the torsion/torsion-free decomposition of the corresponding modules [84]), but they are, in general, not direct. For 2D systems, this has already been pointed out in [23]. Necessary and sufficient conditions for the existence of direct sum decompositions are given in Theorem 5.

Theorem 4 There exist subsystems $\mathcal{B}^{c}$ and $\mathcal{B}^{a}$ of $\mathcal{B}$ such that

1. $\mathcal{B}^{c}$ is controllable,
2. $\mathcal{B}^{a}$ is autonomous, and
3. $\mathcal{B}=\mathcal{B}^{c}+\mathcal{B}^{a}$.

Proof. Let $\mathcal{B}^{c}=\operatorname{ker}\left(R^{c}\right)$ be the controllable part of $\mathcal{B}$ with $R=D R^{c}$. Let $\Pi$ be a permutation matrix such that

$$
R^{c} \Pi=\left[\begin{array}{ll}
R_{1}^{c} & R_{2}^{c}
\end{array}\right]
$$

with a matrix $R_{1}^{c}$ of full column rank and $\operatorname{rank}\left(R_{1}^{c}\right)=\operatorname{rank}\left(R^{c}\right)$. Then $R_{2}^{c}=$ $R_{1}^{c} X$ for some rational matrix $X$. Without loss of generality, assume that

$$
R^{c}=\left[\begin{array}{c}
R \\
R^{\prime}
\end{array}\right]
$$

with $R^{\prime}=Y R$ for some rational matrix $Y$. Hence with $R \Pi=D R^{c} \Pi=$ $D\left[R_{1}^{c} R_{2}^{c}\right]$, the matrix $R_{1}:=D R_{1}^{c}$ has full column rank. Define

$$
\mathcal{B}^{a}:=\left\{w \in \mathcal{A}^{q},\left[\begin{array}{cc}
R_{1}(\sigma) & 0 \\
0 & I
\end{array}\right] \Pi^{-1} w=0\right\}
$$

which is autonomous and contained in $\mathcal{B}$. It remains to be proven that $\mathcal{B}$ is contained in $\mathcal{B}^{c}+\mathcal{B}^{a}$. Let $w \in \mathcal{B}$ be given. Rewrite it as

$$
w=\left(w-\Pi\left[\begin{array}{l}
v \\
0
\end{array}\right]\right)+\Pi\left[\begin{array}{l}
v \\
0
\end{array}\right]
$$

where $v$ is a solution of $R_{1}^{c}(\sigma) v=R^{c}(\sigma) w$. This system of equations is solvable, since a minimal left annihilator of $R_{1}^{c}$ also annihilates $R^{c}$. By the construction of $v$, the first summand of $w$ is contained in $\mathcal{B}^{c}$, and the second summand is contained in $\mathcal{B}^{a}$, as $R_{1}(\sigma) v=D(\sigma) R_{1}^{c}(\sigma) v=D(\sigma) R^{c}(\sigma) w=$ $R(\boldsymbol{\sigma}) \boldsymbol{w}=0$.

Unlike the 1D case, $\mathcal{B}^{c} \cap \mathcal{B}^{a} \neq\{0\}$ in general. It has been conjectured that

$$
\begin{equation*}
\mathcal{B}=\mathcal{B}^{c} \oplus \mathcal{B}^{a} \tag{1.17}
\end{equation*}
$$

iff $\mathcal{B}^{c}$ is even strongly controllable, i.e., iff $R^{c}$ is zero left prime. However, it has been pointed out by Valcher [75] that even for 2D systems, the zero left primeness of $R^{c}$ is sufficient, but not necessary for the existence of a direct sum decomposition (1.17). In order to derive necessary and sufficient conditions for (1.17), the following lemma is useful.
Lemma 1.3.4. Let $R_{1}, R_{2}$ be zero right co-prime, that is, the block matrix $\left[\begin{array}{ll}R_{1}^{T} & R_{2}^{T}\end{array}\right]^{T}$ is zero right prime. Then there exist polynomial matrices $X$ and $Y$ such that

$$
\left[\begin{array}{rr}
R_{1} & -X \\
R_{2} & Y
\end{array}\right]
$$

is unimodular. Let the polynomial matrices $T, U, V, W$ be defined by

$$
\left[\begin{array}{rr}
R_{1} & -X  \tag{1.18}\\
R_{2} & Y
\end{array}\right]^{-1}=\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]
$$

with the obvious partition (i.e., $R_{1} T$ a square matrix). Then $[-V, W]$ is a MLA of $\left[\begin{array}{l}R_{1} \\ R_{2}\end{array}\right]$, and $\left[\begin{array}{lll}V, & W, & -V R_{1}\end{array}\right]$ is a MLA of

$$
M=\left[\begin{array}{cc}
R_{1} & 0 \\
0 & R_{2} \\
I & I
\end{array}\right]
$$

Proof. The first statement follows from the Quillen-Suslin Theorem [89]. Let $\left[\begin{array}{cc}-A, & B\end{array}\right]$ be any left annihilator of $\left[\begin{array}{l}R_{1} \\ R_{2}\end{array}\right]$, then

$$
\left[\begin{array}{ll}
-A & B
\end{array}\right]\left[\begin{array}{rr}
R_{1} & -X \\
R_{2} & Y
\end{array}\right]=\left[\begin{array}{ll}
0 & Z
\end{array}\right]
$$

where $Z=A X+B Y$. Then

$$
\left[\begin{array}{ll}
-A & B
\end{array}\right]=\left[\begin{array}{ll}
0 & Z
\end{array}\right]\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]=Z\left[\begin{array}{ll}
-V & W
\end{array}\right]
$$

Finally, let $\left[\begin{array}{lll}A, & B, & -C\end{array}\right]$ be a left annihilator of $M$, then $C=A R_{1}=$ $B R_{2}$, hence $A=Z V, B=Z W$, and $C=Z V R_{1}$.

Now the following theorem characterizes the sub-behaviors $\mathcal{B}_{1}$ of $\mathcal{B}$ that are direct summands of $\mathcal{B}$. Note that no assumption is made on the primeness of $R_{1}$.

Theorem 5 Let $\mathcal{B}_{1}$ and $\mathcal{B}$ be behaviors, and let $R_{1} \in \mathcal{D}^{g_{1} \times q}$ be a kernel representation matrix of $\mathcal{B}_{1}$.

The following are equivalent:

1. $\mathcal{B}_{1}$ is a direct summand of $\mathcal{B}$, that is, $\mathcal{B}=\mathcal{B}_{1} \oplus \mathcal{B}_{2}$ for some behavior $\mathcal{B}_{2}$;
2. There exists, for some integer $g \geq 1$, a polynomial matrix $V \in \mathcal{D}^{g \times g_{1}}$ such that
a) $\mathcal{B}=\operatorname{ker}\left(V R_{1}\right)$
b) $V$ and $R_{1}$ are zero skew prime, that is, there exist polynomial matrices $T \in \mathcal{D}^{q \times g_{1}}$ and $X \in \mathcal{D}^{g_{1} \times g}$ such that

$$
\begin{equation*}
R_{1} T+X V=I \tag{1.19}
\end{equation*}
$$

3. There exists, for some integer $g \geq 1$, a polynomial matrix $V \in \mathcal{D}^{g \times g_{1}}$ such that
a) $\mathcal{B}=\operatorname{ker}\left(V R_{1}\right)$
b) for some $W \in \mathcal{D}^{g \times g_{2}}, R_{2} \in \mathcal{D}^{g_{2} \times q}$, where $g_{2}=q+g-g_{1}$, we have

$$
V R_{1}=W R_{2}
$$

with $V, W$ zero left co-prime and $R_{1}, R_{2}$ zero right co-prime.
Proof. " $1 \Rightarrow 2$ ": Let $R_{2}$ be a kernel representation matrix of $\mathcal{B}_{2}$. By assumption,

$$
\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]
$$

is zero right prime (i.e., $\mathcal{B}_{1} \cap \mathcal{B}_{2}=\{0\}$ ), and $w \in \mathcal{B}$ iff $w=l_{1}+l_{2}$ with $l_{1} \in \mathcal{B}_{1}, l_{2} \in \mathcal{B}_{2}$. Hence

$$
w \in \mathcal{B} \quad \Leftrightarrow \quad \exists l_{1}, l_{2}:\left[\begin{array}{c}
0  \tag{1.20}\\
0 \\
w
\end{array}\right]=\left[\begin{array}{cc}
R_{1} & 0 \\
0 & R_{2} \\
I & I
\end{array}\right]\left[\begin{array}{l}
l_{1} \\
l_{2}
\end{array}\right]=: M\left[\begin{array}{l}
l_{1} \\
l_{2}
\end{array}\right]
$$

Let $\left[V, W,-V R_{1}\right]$ be the MLA of $M$ constructed in Lemma 1.3.4, then it follows by the fundamental principle [48],

$$
w \in \mathcal{B} \quad \Leftrightarrow \quad\left[\begin{array}{lll}
V & W & -V R_{1}
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
w
\end{array}\right]=0 \quad \Leftrightarrow \quad V R_{1} w=0
$$

Hence $\mathcal{B}=\operatorname{ker}\left(V R_{1}\right)$. From (1.18), we have

$$
R_{1} T+X V=I
$$

$" 2 \Rightarrow 3$ ": By assumption, $T$ and $V$ are zero right co-prime. Let $\tilde{U}$ and $\tilde{W}$ be such that

$$
\left[\begin{array}{rr}
T & \tilde{U} \\
-V & \tilde{W}
\end{array}\right]
$$

is unimodular. Define the $\left(q+g-g_{1}\right) \times q$ polynomial matrix $R_{2}$ by

$$
\left[\begin{array}{cc}
P & Q \\
R_{2} & Y
\end{array}\right]=\left[\begin{array}{rr}
T & \tilde{U} \\
-V & \tilde{W}
\end{array}\right]^{-1}
$$

and consider

$$
\left[\begin{array}{cc}
R_{1} & -X \\
R_{2} & Y
\end{array}\right]\left[\begin{array}{rr}
T & \tilde{U} \\
-V & \tilde{W}
\end{array}\right]=\left[\begin{array}{cc}
I & Z \\
0 & I
\end{array}\right]
$$

where $Z=R_{1} \tilde{U}-X \tilde{W}$. This implies that the left-most matrix is unimodular, in particular, $R_{1}$ and $R_{2}$ are zero right co-prime, and

$$
\left[\begin{array}{rr}
R_{1} & -X \\
R_{2} & Y
\end{array}\right]^{-1}=\left[\begin{array}{rr}
T & \tilde{U} \\
-V & \tilde{W}
\end{array}\right]\left[\begin{array}{rr}
I & -Z \\
0 & I
\end{array}\right]=\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]
$$

where $U=\tilde{U}-T Z$ and $W=V Z+\tilde{W}$. Now $V R_{1}=W R_{2}$ and $V, W$ are zero left co-prime.
" $3 \Rightarrow 1$ ": Let $\tilde{X}, \tilde{Y}$ be such that

$$
V \tilde{X}+W \tilde{Y}=I
$$

and let $T, U$ be such that

$$
T R_{1}+U R_{2}=I .
$$

Then

$$
\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]\left[\begin{array}{cc}
R_{1} & -\tilde{X} \\
R_{2} & \tilde{Y}
\end{array}\right]=\left[\begin{array}{cc}
I & Z \\
0 & I
\end{array}\right]
$$

where $Z=-T \tilde{X}+U \tilde{Y}$. Due to the assumption on $g_{2}$, the matrices on the left are square. Thus

$$
\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]^{-1}=\left[\begin{array}{rr}
R_{1} & -\tilde{X} \\
R_{2} & \tilde{Y}
\end{array}\right]\left[\begin{array}{rr}
I & -Z \\
0 & I
\end{array}\right]=\left[\begin{array}{rr}
R_{1} & -X \\
R_{2} & Y
\end{array}\right]
$$

where $X=R_{1} Z+\tilde{X}$ and $Y=\tilde{Y}-R_{2} Z$. According to Lemma 1.3.4, [ $\left.V, W,-V R_{1}\right]$ is a MLA of $M$, but as $\mathcal{B}=\operatorname{ker}\left(V R_{1}\right)$, this implies (1.20) and hence $\mathcal{B}=\mathcal{B}_{1} \oplus \mathcal{B}_{2}$, where $\mathcal{B}_{2}:=\operatorname{ker}\left(R_{2}\right)$.

Note that the existence of $V$ with $\mathcal{B}=\operatorname{ker}\left(V R_{1}\right)$ merely amounts to the requirement $\mathcal{B}_{1} \subseteq \mathcal{B}$, but $V$ is essentially non-unique for systems of dimension greater than two (i.e., not "unique up to unimodular right factors"). Theorem 5 , when applied to the case $\mathcal{B}_{1}=\mathcal{B}^{c}$, shows clearly that zero left primeness of $R^{c}$ is sufficient, but not necessary for $\mathcal{B}=\mathcal{B}^{c} \oplus \mathcal{B}^{a}$ (if $R^{c}$ is ZLP, condition (1.19) can be satisfied with $X=0$ ).

### 1.4 Controllability as Concatenability of Trajectories ${ }^{1}$

Controllability is a concept fundamental to any system-theoretic paradigm. The definition usually given for 1 D systems seems to be closely related to state-space representations, to the concepts of "input" and "state." The behavioral approach of Willems has introduced a new intuitive idea of controllability in terms of the system trajectories [81].

The definition of behavioral controllability given by Rocha in [59] is an extension of the original 1D definition to discrete systems defined on $\mathbb{Z}^{2}$, and generalizes directly to systems defined on $\mathbb{Z}^{r}$. For such systems, it is a highly natural definition, and leads to a variety of useful characterizations of controllability [59, 84]. The definition given in [59, 84] also makes sense in the context of discrete systems defined on $\mathbb{N}^{r}$, but in this case, the characterizations fail. Also, we have undesirable phenomena such as the existence of non-trivial behaviors which are both autonomous and controllable. This suggests that the definition is not suitable for systems on $\mathbb{N}^{r}$. Furthermore, Rocha's definition causes these problems even when applied to 1 D systems on $\mathbb{N}$, which indicates that great care needs to be taken in the formulation of the 1 D definition. As discussed for example by Rosenthal, Schumacher and York [64], a change in the signal domain can affect many important systemtheoretic properties.

In this section we propose a new definition of behavioral controllability, which works equally well in the cases of systems defined on $\mathbb{Z}^{r}$ and on $\mathbb{N}^{r}$. The unified definition can also be applied to systems defined on "mixed" signal domains $\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}$. The new definition is equivalent to Rocha's definition in the $\mathbb{Z}^{r}$-case, but it admits the characterizations given in [84] for both classes of systems. In particular, this work establishes that for any discrete $r \mathrm{D}$ behavior, controllability is equivalent to minimality (in the transfer class).

### 1.4.1 Previous Definitions of Controllability

In this section, we will consider a slightly more general notion of a discrete $r D$ behavior than previously: first of all, we will admit arbitrary signal value fields $\mathbb{F}$ (up to now: $\mathbb{R}$ ). Note that the presented results on multivariate polynomial matrix primeness, in particular, characterization (1.14), the fundamental principle (1.16), and Theorem 3, hold for arbitrary coefficient fields. Moreover, we have considered $T=\mathbb{N}^{r}$ up to now, and we have mentioned the case $T=\mathbb{Z}^{r}$ in several places. Mathematically, we deal with the ordinary polynomial ring, that is, $\mathbb{F}\left[z_{1}, \ldots, z_{r}\right]$, in the former, and with the ring of Laurent polynomials in the latter case, i.e., $\mathbb{F}\left[z_{1}, \ldots, z_{r}, z_{1}^{-1}, \ldots, z_{r}^{-1}\right]$. Observe that the set of units of the ordinary polynomial ring is $\mathbb{F} \backslash\{0\}$, whereas the units of the Laurent polynomial ring are all elements of the form

[^0]$f z_{1}^{a_{1}} \cdots z_{r}^{a_{r}}$, where $a_{\imath} \in \mathbb{Z}$, and $0 \neq f \in \mathbb{F}$. Primeness results can easily be translated to the Laurent polynomial case by observing that [91]
$$
\mathbb{F}\left[z_{1}, \ldots, z_{r}, z_{1}^{-1}, \ldots, z_{r}^{-1}\right] \cong \mathbb{F}\left[z_{1}, \ldots, z_{r}, \zeta_{1}, \ldots, \zeta_{r}\right] /\left\langle z_{1} \zeta_{1}-1, \ldots, z_{r} \zeta_{r}-1\right\rangle
$$

Alternatively, one can argue that the Laurent polynomial ring is the ring of fractions of the polynomial ring with the multiplicatively closed denominator set

$$
\left\{z_{1}^{a_{1}} \cdots z_{r}^{a_{r}},\left(a_{1}, \ldots, a_{r}\right) \in \mathbb{N}^{r}\right\}
$$

It is again a Noetherian unique-factorization-domain [39, p. 81]; moreover, with the natural inclusion

$$
\mathbb{F}[z]:=\mathbb{F}\left[z_{1}, \ldots, z_{r}\right] \subset \mathbb{F}\left[z_{1}, \ldots, z_{r}, z_{1}^{-1}, \ldots, z_{r}^{-1}\right]=: \mathbb{F}\left[z, z^{-1}\right]
$$

there is an injection of the set of Laurent polynomial ideals into the set of polynomial ideals, given by

$$
\mathcal{I} \subseteq \mathbb{F}\left[z, z^{-1}\right] \quad \mapsto \quad \mathcal{I} \cap \mathbb{F}[z]
$$

It preserves inclusions and takes prime ideals to prime ideals [18, p. 61]. Thus we can reduce the investigation of Laurent polynomial ideals, e.g., the computation of their dimension, to the study of ordinary polynomial ideals.

With these generalizations, a behavior will be a subset of $\left(\mathbb{F}^{q}\right)^{T}$, where in the most general case $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}, q$ is the number of components (e.g., inputs plus outputs) and $\mathbb{F}$ is some field (normally $\mathbb{R}$ or $\mathbb{C}$ ). A trajectory $w \in\left(\mathbb{F}^{q}\right)^{T}$ is a multi-indexed sequence taking its values in $\mathbb{F}^{q}$. We refer to the set $T$ of multi-indices as the signal domain, and we always write $r=r_{1}+r_{2}$ (in much existing work either $r_{1}$ or $r_{2}$ equals zero). Thus a behavior takes the form

$$
\mathcal{B}=\operatorname{ker} R(\sigma)=\operatorname{ker} R\left(\sigma_{1}, \ldots, \sigma_{r}\right)=\left\{w \in\left(\mathbb{F}^{q}\right)^{T}, R(\boldsymbol{\sigma}) w=0\right\}
$$

The matrix $R$ is called a kernel representation matrix of $\mathcal{B}$. The module generated by its rows determines and is uniquely determined by $\mathcal{B}$, i.e., it does not depend on the particular choice of the representation matrix [48, p. 36]. Similarly, if

$$
\mathcal{B}=\operatorname{im} M(\sigma)=\left\{w \in\left(\mathbb{F}^{q}\right)^{T}, \exists l \in\left(\mathbb{F}^{m}\right)^{T} \text { such that } w=M(\sigma) l\right\}
$$

for some polynomial $q \times m$ matrix $M$, we say that $\mathcal{B}$ has an image representation with image representation matrix $M$.

The property of having an image representation is important for many classes of systems [ $53,59,81,84,90$ ] and it is equivalent to several other interesting properties. In particular, a behavior has an image representation iff it is minimal in its transfer class (combine [48, p. 142] with [84] or [90]).

Two behaviors are said to be transfer equivalent if the rows of their kernel representation matrices have the same span over the field of rational functions. The class $[\mathcal{B}]$ of all behaviors that are transfer equivalent to $\mathcal{B}$ is called the transfer class of $\mathcal{B}$. There exists a unique minimal element $\mathcal{B}^{c} \subseteq \mathcal{B}$ in $[\mathcal{B}]$, and $\mathcal{B}^{c}$ has an image representation. We say that $\mathcal{B}$ itself is minimal in its transfer class if $\mathcal{B}=\mathcal{B}^{c}$. The behavior $\mathcal{B}^{c}$ is precisely the "controllable part" of $\mathcal{B}$ discussed earlier, but it is only now that we give a justification of that nomenclature.

For systems defined on $\mathbb{Z}[81]$ or $\mathbb{Z}^{2}$ [59], the existence of an image representation has also been characterized in terms of concatenability of system trajectories that are specified on subsets of the signal domain that are "sufficiently far apart". This is a natural concept of controllability in the behavioral setting.

As we have indicated, there are some subtleties in the original 1D definition of controllability [81], which reveal themselves upon applying the definition to the signal domain $\mathbb{N}$. Due to these fine points, we will present several versions of Willems' original definition. Throughout this section, different definitions of controllability will be distinguished by indices.

Definition 7 A $1 D$ behavior $\mathcal{B}$ (defined on $T=\mathbb{Z}$ ) is said to be controllable(1) if there exists $\rho \in \mathbb{N}$ such that for all $w^{(1)}, w^{(2)} \in \mathcal{B}$, there exists $w \in \mathcal{B}$ such that

$$
w(t)=\left\{\begin{array}{cc}
w^{(1)}(t) & \text { if } t<0  \tag{1.21}\\
w^{(2)}(t-\rho) & \text { if } t \geq \rho
\end{array}\right.
$$

The original definition of Willems [81] allows that length $\rho$ of the transition period depends on the trajectories $w^{(1)}, w^{(2)}$ to be concatenated. For linear time-invariant behaviors however, $\rho$ can be chosen uniformly for all trajectories.

Controllability(1) is obviously unsuitable for systems defined on $\mathbb{N}$, since it allows specification of the first trajectory only for negative times. We can get around this problem by moving the region of transition, i.e., the time interval $[0, \rho]$, to an arbitrary location:

Definition 8 A $1 D$ behavior $\mathcal{B}$ (defined on $T=\mathbb{Z}$ or $T=\mathbb{N}$ ) is said to be controllable(2) if there exists $\rho \in \mathbb{N}$ such that, for any $w^{(1)}, w^{(2)} \in \mathcal{B}$, and any $t_{0} \in T$, there exists $w \in \mathcal{B}$ such that

$$
w(t)=\left\{\begin{array}{cl}
w^{(1)}(t) & \text { if } t<t_{0}  \tag{1.22}\\
w^{(2)}\left(t-\left(t_{0}+\rho\right)\right) & \text { if } t \geq t_{0}+\rho
\end{array}\right.
$$

Clearly controllability(2) is equivalent to controllability(1) for systems with $T=\mathbb{Z}$. In generalizing controllability(2) to $T=\mathbb{Z}^{2}$ and thence to $T=\mathbb{Z}^{r}$, Rocha [59] observed that for these systems the shift of $w^{(2)}$ in equation (1.22) is not important. The existing $r \mathrm{D}$ definition [59, 84] requires
an arbitrary metric, but we will find it convenient to introduce the following specific one:

$$
d\left(T_{1}, T_{2}\right)=\min \left\{\left|t_{1}-t_{2}\right|, t_{1} \in T_{1}, t_{2} \in T_{2}\right\}
$$

where $|a|=\sum_{r=1}^{r}\left|a_{i}\right|$ for $a \in \mathbb{Z}^{r}$.
Definition 9 An $r D$ behavior $\mathcal{B}$ (defined on $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}$ ) is said to be controllable(3) if there exists $\rho \geq 0$ such that, for any $w^{(1)}, w^{(2)} \in \mathcal{B}$, and any regions $T_{1}, T_{2} \subset T$ with $d\left(T_{1}, T_{2}\right)>\rho$, there exists $w \in \mathcal{B}$ such that

$$
w(t)= \begin{cases}w^{(1)}(t) & \text { if } t \in T_{1}  \tag{1.23}\\ w^{(2)}(t) & \text { if } t \in T_{2}\end{cases}
$$

Controllability (3) is equivalent to the earlier definitions for $T=\mathbb{Z}$. In the case $T=\mathbb{Z}^{r}$, we can prove [84]:
Theorem 6 A behavior $\mathcal{B}$ with signal domain $\mathbb{Z}^{r}$ is controllable(3) if and only if it has an image representation.

To see that controllability (3) is inappropriate for systems defined on $T=$ $\mathbb{N}^{r}$, we need again the notion of autonomy. A set of free variables (inputs) [84, 90] of a behavior $\mathcal{B} \subseteq\left(\mathbb{F}^{q}\right)^{T}$ is a set of components of $w$ which are collectively unrestricted by the system laws $R(\sigma) w=0$. The maximum size of such a set is called the number of free variables of $\mathcal{B}$, and it has been shown [48, p. 38] to equal $q-\operatorname{rank}(R)$, where $R$ is an arbitrary kernel representation matrix of $\mathcal{B}$. An autonomous behavior is one that is devoid of free variables, or equivalently, one whose kernel representation matrices have full column rank (compare Lemma 1.3.2).

Example 1.4.1. Consider the following 1D examples:

$$
\begin{aligned}
\mathcal{B}_{1} & =\left\{w \in \mathbb{R}^{\mathbb{N}}, w(t+1)=0 \text { for all } t \in \mathbb{N}\right\} \\
= & \operatorname{ker} R_{1}(\sigma), \quad R_{1}=[z] . \\
\mathcal{B}_{2}= & \left\{w \in\left(\mathbb{R}^{2}\right)^{\mathbb{N}}, w_{1}(t+1)+w_{1}(t)=w_{2}(t),\right. \\
& \left.w_{1}(t)=w_{2}(t)-w_{2}(t+1) \quad \text { for all } t \in \mathbb{N}\right\} \\
= & \operatorname{ker} R_{2}(\sigma), \quad R_{2}=\left[\begin{array}{cc}
z+1 & -1 \\
1 & z-1
\end{array}\right] .
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{B}_{3}=\left\{w \in\left(\mathbb{R}^{2}\right)^{\mathbb{N}}, w_{1}(t+3)-w_{1}(t+2)+w_{2}(t+4)+w_{2}(t+3)=0\right. \\
& \text { for all } t \in \mathbb{N}\} \\
& =\operatorname{ker} R_{3}(\sigma), \quad R_{3}=\left[\begin{array}{ll}
z^{2}(z-1) & z^{3}(z+1)
\end{array}\right] . \\
& \mathcal{B}_{4}=\left\{w \in\left(\mathbb{R}^{3}\right)^{\mathbb{N}}, w_{1}(t)=w_{2}(t), w_{2}(t+1)=w_{3}(t+2) \text { for all } t \in \mathbb{N}\right\} \\
& =\operatorname{ker} R_{4}(\sigma), \quad R_{4}=\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & -z & z^{2}
\end{array}\right] .
\end{aligned}
$$

$\mathcal{B}_{1}$ is zero everywhere except at time $t=0$, when it can take any value. $\mathcal{B}_{2}$ is also zero except at $t=0,1$. These two behaviors are obviously autonomous, but are also controllable(3), since in this example the concatenation conditions of controllability (3) are trivial. Note also that both representations can be regarded as being in classical state-space form $w(t+1)=A w(t)$, where $A=0$ in the first example and

$$
A=\left[\begin{array}{ll}
-1 & 1 \\
-1 & 1
\end{array}\right]
$$

in the second. As systems without inputs, they are certainly not state-point controllable in the classical sense. We see furthermore that neither $\mathcal{B}_{1}$ nor $\mathcal{B}_{2}$ is minimal in its transfer class (the trivial behavior $\{0\}$ is the minimal element in each case), so the characterization of Theorem 6 must fail for $T=\mathbb{N}^{r}$.

The behaviors $\mathcal{B}_{3}$ and $\mathcal{B}_{4}$ are also controllable(3), which can be seen taking separation distances of $\rho=\frac{5}{2}, \rho=\frac{3}{2}$ respectively. However they do not satisfy the conditions of controllability (4) to be defined below, and therefore as we will see they admit no image representations (alternatively, we can argue that $R_{3}$ and $R_{4}$ are not left prime).

The existence in particular of autonomous controllable non-trivial behaviors is counter-intuitive, and suggests a problem with the definition of controllability. Trajectories in a system with signal domain $\mathbb{N}^{r}$ can behave in a different way close to the origin than arbitrarily far from it, and the controllability (3) definition does not require that the concatenating trajectory $w$ exhibits this close-to-the-origin behavior of the trajectory $w^{(2)}$. Therefore, if the control problem requires the reproduction of an entire signal $w^{(2)}$, the controllability(3) condition will be insufficient. Essentially, this complication comes from the fact that $\sigma_{\imath}$ is not an invertible operator on $\left(\mathbb{F}^{q}\right)^{T}$ for $T=\mathbb{N}^{r}$, unlike in the $\mathbb{Z}^{r}$ case. The definition of controllability needs to be adapted to take account of this.

### 1.4.2 A New Definition of Controllability

We will shortly present our new definition of behavioral controllability. This requires some preliminary notation. We will find it convenient to define the following obvious action of a shift on any subset $T_{1}$ of $T$ :

$$
\sigma^{a} T_{1}:=\left(-a+T_{1}\right) \cap T=\left\{t \in T, t+a \in T_{1}\right\}
$$

The diameter of a bounded set $T_{1} \subset T$ is

$$
\rho\left(T_{1}\right)=\max \left\{\left|t-t^{\prime}\right|, t, t^{\prime} \in T_{1}\right\}
$$

Finally, given a polynomial matrix $M$, its support is defined as follows: For $M=\sum_{a \in \mathbb{N}^{r}} M_{a} z^{a}$, with coefficient matrices $M_{a}$ over $\mathbb{F}$,

$$
\operatorname{supp}(M)=\left\{a \in \mathbb{N}^{r}, M_{a} \neq 0\right\}
$$

Definition 10 Let $\mathcal{B}$ be an $r D$ behavior with signal domain $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}$. Then $\mathcal{B}$ is said to be controllable(4) if there exists $\rho \geq 0$ such that for all $T_{1}, T_{2} \subset T$ with $d\left(T_{1}, T_{2}\right)>\rho$, and for all $w^{(1)}, w^{(2)} \in \mathcal{B}$, and all $b_{1}, b_{2} \in T$, there exists $w \in \mathcal{B}$ such that

$$
\begin{gather*}
\sigma^{b_{1}} w=w^{(1)} \text { on } \sigma^{b_{1}} T_{1} \quad \text { and } \quad \sigma^{b_{2}} w=w^{(2)} \text { on } \sigma^{b_{2}} T_{2},  \tag{1.24}\\
\text { i.e., } \quad w(t)= \begin{cases}w^{(1)}\left(t-b_{1}\right) & \text { if } t \in T_{1} \text { and } t-b_{1} \in T \\
w^{(2)}\left(t-b_{2}\right) & \text { if } t \in T_{2} \text { and } t-b_{2} \in T .\end{cases} \tag{1.25}
\end{gather*}
$$

In that case, we also say that $\mathcal{B}$ is controllable(4) with separation distance $\rho$.

The definitions of controllability which we have already presented are easily seen to be special cases of controllability (4). In particular, controllability $(3)$, which works perfectly well for $T=\mathbb{Z}^{r}$, is seen to be controllability (4) for $b_{1}=b_{2}=0$ (and it is easy to show that these definitions are equivalent for such $T$ ). For $T=\mathbb{N}$, controllability(4) is in fact equivalent to controllability (2).

As commented above, to derive previous characterizations of controllability in the case $T=\mathbb{Z}^{r}$ for the general case, it is sufficient to prove the following:

Theorem 7 Let $\mathcal{B}$ be an $r D$ behavior with signal domain $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}$. The following are equivalent:

1. $\mathcal{B}$ is controllable(4);
2. $\mathcal{B}$ has an image representation.

Moreover, if $M$ is an image representation matrix for $\mathcal{B}$, then $\mathcal{B}$ is controllable(4) with separation distance $\rho(\operatorname{supp}(M))$.

Proof. " $1 \Rightarrow 2$ ": Let $\mathcal{B}^{c}$ denote the minimal element of the transfer class of $\mathcal{B}$. Then $\mathcal{B}^{c}$ has an image representation. Let $R$ and $R^{c}$ be kernel representation matrices of $\mathcal{B}$ and $\mathcal{B}^{c}$, respectively; then there is a rational function matrix $X$ such that $R^{c}=X R$. Write $X=N / d$ with a polynomial matrix $N$ and a polynomial $d$.

Suppose that $\mathcal{B}$ is controllable(4) with separation distance $\rho$. We will prove that $\mathcal{B}=\mathcal{B}^{c}$, and hence that $\mathcal{B}$ has an image representation, as required. If $\mathcal{B}^{c}=\left(\mathbb{F}^{q}\right)^{T}$ (that is, $R^{c}=0$ ), or if $d$ is a constant polynomial, this is trivial, so assume otherwise. Let $w^{(1)}$ denote the zero trajectory and let $w^{(2)}$ be an arbitrary trajectory of $\mathcal{B}$. We will prove that $w^{(2)} \in \mathcal{B}^{c}$.

Next, let $\operatorname{deg}(d)$ denote the exponent in $\mathbb{N}^{r}$ corresponding to the head term of $d$ (with respect to an arbitrary term order), and define:

$$
\begin{align*}
& T_{1}=\left\{a+s, \quad a \in \operatorname{supp}\left(R^{c}\right), s \in \mathbb{N}^{r} \backslash\left(\operatorname{deg}(d)+\mathbb{N}^{r}\right)\right\}  \tag{1.26}\\
& T_{2}=b_{2}+\mathbb{N}^{r} \tag{1.27}
\end{align*}
$$

where $b_{2}$ is chosen such that the distance between $T_{1}$ and $T_{2}$ is greater than $\rho$. Although $T_{1}$ and $T_{2}$ are contained in $\mathbb{N}^{r}$, we consider them as subsets of $T$. Finally, let $b_{1}=0$. Apply the new definition of controllability; let $w \in \mathcal{B}$ be a connecting trajectory. Note that $R(\sigma) w=0$, and so $\left(d R^{c}\right)(\sigma) w=$ $(N R)(\sigma) w=0$.

Let $R^{c}(z)=\sum_{a} R_{a}^{c} z^{a}$, where the summation runs over all $a \in \operatorname{supp}\left(R^{c}\right)$. As $w=w^{(1)}$ on $T_{1}$ we have that $\left(R^{c}(\sigma) w\right)(s)=\sum R_{a}^{c} w(a+s)=0$ for all $s \in \mathbb{N}^{r} \backslash\left(\operatorname{deg}(d)+\mathbb{N}^{r}\right)$. But $d(\boldsymbol{\sigma})\left(R^{c}(\boldsymbol{\sigma}) w\right)=0$, hence $R^{c}(\boldsymbol{\sigma}) w=0$ on the whole of $\mathbb{N}^{r} \subseteq T$. This is due to the fact that, for any monomial ordering, a solution $v$ of $(d(\boldsymbol{\sigma}) v)(t)=0$ for all $t \in \mathbb{N}^{n}$, is uniquely determined by the values of $v$ on the set $\mathbb{N}^{r} \backslash\left(\operatorname{deg}(d)+\mathbb{N}^{r}\right)$.

Since $\sigma^{b_{2}} T_{2}=\mathbb{N}^{r}, w^{(2)}$ is equal to a shift $\sigma^{b_{2}}$ of $w$ on all of $\mathbb{N}^{r}$, and so $\left(R^{c} w^{(2)}\right)(t)=0$ for all $t \in \mathbb{N}^{r}$. This argument can be re-applied in each hyperquadrant of $\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r^{2}}$, for appropriate choices of $T_{1}, T_{2}$ and hence $w$, and so $R^{c} w^{(2)}$ vanishes on the whole of $T$. Therefore $w^{(2)} \in \mathcal{B}^{c}$, and so $\mathcal{B}=\mathcal{B}^{c}$.
" $2 \Rightarrow 1$ ": Suppose that $M$ is an image representation matrix of $\mathcal{B}$. We will prove that $\mathcal{B}$ is controllable(4) with separation distance $\rho:=\rho(\operatorname{supp}(M))$, thus establishing the final claim also. This part of the proof follows the lines of Rocha's original proof [59]. Let $w^{(1)}=M(\sigma) l^{(1)}, w^{(2)}=M(\sigma) l^{(2)}$ be given, and let $b_{1}, b_{2} \in T$ be arbitrary. Let $T_{1}, T_{2} \subseteq T$ be such that $d\left(T_{1}, T_{2}\right)>\rho$. Now for any $t_{1} \in T_{1}, t_{2} \in T_{2}$ and any $s, s^{\prime} \in \operatorname{supp}(M)$, we must have

$$
\left|t_{1}-t_{2}\right| \geq d\left(T_{1}, T_{2}\right)>\rho=\rho(\operatorname{supp}(M)) \geq\left|s-s^{\prime}\right|
$$

This yields that

$$
\left(T_{1}+\operatorname{supp}(M)\right) \cap\left(T_{2}+\operatorname{supp}(M)\right)=\emptyset
$$

and now we see that the following is well-defined:

$$
l(a)= \begin{cases}l^{(1)}\left(a-b_{1}\right) & \text { if } a \in T_{1}+\operatorname{supp}(M) \text { and } a-b_{1} \in T \\ l^{(2)}\left(a-b_{2}\right) & \text { if } a \in T_{2}+\operatorname{supp}(M) \text { and } a-b_{2} \in T \\ 0 & \text { otherwise }\end{cases}
$$

Then $w:=M(\sigma) l \in \mathcal{B}$ and

$$
w(s)=(M(\sigma) l)(s)=\sum_{a \in \operatorname{supp}(M)} M_{a} l(a+s) .
$$

For $t \in \sigma^{b_{1}} T_{1}$, say $t=s-b_{1}, s \in T_{1}$, we have

$$
\begin{aligned}
\left(\sigma^{b_{1}} w\right)(t)=w(s) & =\sum_{a \in \operatorname{supp}(M)} M_{a} l(a+s) \\
& =\sum_{a \in \operatorname{supp}(M)} M_{a} l^{(1)}\left(a+s-b_{1}\right)=w^{(1)}\left(s-b_{1}\right)=w^{(1)}(t),
\end{aligned}
$$

so $\sigma^{b_{1}} w=w^{(1)}$ on $\sigma^{b_{1}} T_{1}$, and similarly $\sigma^{b_{2}} w=w^{(2)}$ on $\sigma^{b_{2}} T_{2}$. Thus $\mathcal{B}$ is controllable(4).

Combining the new result of Theorem 7 with existing characterizations of behaviors with image representations [48, 84, 90], we obtain a further corollary; this requires a preliminary definition. A polynomial matrix $R$ is generalized factor left prime (GFLP) with respect to a ring $\mathcal{D}$, where

$$
\mathbb{F}[z] \subseteq \mathcal{D} \subseteq \mathbb{F}\left[z, z^{-1}\right]
$$

if the existence of a factorization $R=D R_{1}$ with polynomial matrices $D, R_{1}$ and $\operatorname{rank}(R)=\operatorname{rank}\left(R_{1}\right)$, implies that there exists a $\mathcal{D}$-matrix $E$ such that $R_{1}=E R$.

Corollary 3 The following are equivalent:

1. $\mathcal{B}$ is controllable(4);
2. $\mathcal{B}$ has an image representation;
3. $\mathcal{B}$ is minimal in its transfer class, i.e., $\mathcal{B}=\mathcal{B}^{c}$;
4. Any kernel representation matrix $R$ of $\mathcal{B}$ is GFLP with respect to the ring $\mathcal{D}$ that corresponds to the signal domain of $\mathcal{B}$, that is

$$
\mathcal{D}=\mathbb{F}\left[z_{1}, \ldots, z_{r_{1}}, z_{r_{1}+1}, \ldots, z_{r}, z_{1}^{-1}, \ldots, z_{r_{1}}^{-1}\right]
$$

for $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}} ;$
5. There is no proper sub-behavior of $\mathcal{B}$ with the same number of free variables;
6. $\mathcal{B}$ is divisible, i.e., for any $p \in \mathcal{D} \backslash\{0\}$ it must hold that $\mathcal{B}=p(\sigma) \mathcal{B}$.

Moreover, if $\mathcal{B}$ is controllable(4) and autonomous, then $\mathcal{B}=\{0\}$.
This result applies to all standard classes of discrete systems. For completeness we mention that Pillai and Shankar [53] have established the equivalence of 1 and 2 for continuous systems, and in fact this is sufficient to establish Corollary 3 for all classes of systems considered in [48].

An obvious question to consider now is the relationship between controllability (3) and controllability(4). In fact, we can characterize this, which requires the following definition:

Definition $11 A n r D$ behavior $\mathcal{B}$ is said to be permanent if $\sigma_{i} \mathcal{B}=\mathcal{B}$ for $i=1, \ldots, r$.
Permanence coincides with shift-invariance in the case of behaviors defined on $\mathbb{Z}^{r}$, and is therefore trivial for behaviors with that signal domain. For behaviors over $\mathbb{N}^{r}$ however, shift-invariance implies only $\sigma_{i} \mathcal{B} \subseteq \mathcal{B}$, and permanence is strictly stronger than that. For a 1 D behavior $\mathcal{B}$ over $\mathbb{N}$, with kernel representation matrix $R$, we mention without proof that permanence is equivalent to the condition that $R$ does not lose rank at the origin.

Lemma 1.4.1. An $r D$ behavior $\mathcal{B}$ is controllable(4) iff it is controllable(3) and permanent.

Proof. "if": Let $\mathcal{B}$ be controllable(3) with separation distance $\rho$. Let $T_{1}, T_{2} \subset$ $T$ be such that $d\left(T_{1}, T_{2}\right)>\rho$ and let $w^{(1)}, w^{(2)} \in \mathcal{B}$ and $b_{1}, b_{2} \in T$ be given. By permanence, there exists $v^{(i)} \in \mathcal{B}$ such that $w^{(i)}=\sigma^{b_{2}} v^{(i)}$ for $i=1,2$. Let $w \in \mathcal{B}$ be the connecting trajectory of $v^{(1)}, v^{(2)}$ with respect to $T_{1}, T_{2}$ according to controllability(3). It is now easy to see that $w$ is also the desired connecting trajectory of $w^{(1)}, w^{(2)}$ with respect to $T_{1}, T_{2}$ and $b_{1}, b_{2}$.
"only if": Controllability(4) obviously implies controllability(3) ( $b_{1}=$ $b_{2}=0$ ) and, by Condition 6 of Corollary 7 , we have that controllability (4) implies $\mathcal{B}=\sigma_{i} \mathcal{B}$ for all $i$.

The result of Lemma 1.4 .1 should be compared to Staiger's [70] characterization of "remergeability," as discussed in [64]. Given this relationship between the two types of $r \mathrm{D}$ controllability, it is now natural to ask whether controllability (3) admits an algebraic or polynomial matrix characterization. Controllability(4) with $T=\mathbb{N}^{r}$ is equivalent to the condition that $R$ is GFLP over $\mathbb{F}[\boldsymbol{z}]$. Given Lemma 1.4.1, it is tempting to conjecture that the weaker notion of controllability (3) is equivalent to $R$ being GFLP over $\mathbb{F}\left[\boldsymbol{z}, \boldsymbol{z}^{-1}\right]$. This is supported by the examples of the previous section, where the representing matrices are GFLP over $\mathbb{F}\left[z, z^{-1}\right]$, but not over $\mathbb{F}[z]$. But although controllability (3) does indeed imply generalized left factor primeness over the Laurent polynomial ring (see Lemma 1.4.2 below), the converse is not true in general:

Example 1.4.2. Consider the 2D behavior

$$
\begin{aligned}
\mathcal{B} & =\left\{w \in \mathbb{R}^{\mathbb{N}^{2}}, w\left(t_{1}+1, t_{2}\right)=0, w\left(t_{1}, t_{2}+1\right)=w\left(t_{1}, t_{2}\right) \quad \forall t_{1}, t_{2} \in \mathbb{N}\right\} \\
& =\operatorname{ker} R\left(\sigma_{1}, \sigma_{2}\right), \quad R=\left[\begin{array}{c}
z_{1} \\
z_{2}-1
\end{array}\right]
\end{aligned}
$$

Its trajectories are constant along the $t_{2}$-axis, and zero everywhere else. Thus $\mathcal{B}$ is not controllable(3) although $R$ exhibits the property of being GFLP over

$$
\mathbb{R}\left[z_{1}, z_{2}, z_{1}^{-1}, z_{2}^{-1}\right]
$$

but not over $\mathbb{R}\left[z_{1}, z_{2}\right]$.
Thus controllability(3) of a behavior with signal domain $T=\mathbb{N}^{r}$ corresponds to a property of its kernel representation matrices that is weaker than "GFLP over $\mathbb{F}[\boldsymbol{z}]$ " and stronger than "GFLP over $\mathbb{F}\left[\boldsymbol{z}, \boldsymbol{z}^{-1}\right]$ ". This supports our suggestion that controllability(3) is not appropriate for systems defined on $\mathbb{N}^{r}$ at all.

Lemma 1.4.2. Let $\mathcal{B}$ be an $r D$ behavior with signal domain $T=\mathbb{Z}^{r_{1}} \times \mathbb{N}^{r_{2}}$. If $\mathcal{B}=\operatorname{ker} R(\sigma)$ is controllable(3), then $R$ is GFLP with respect to $\mathbb{F}\left[\boldsymbol{z}, \boldsymbol{z}^{-1}\right]$.

Proof. Let $R^{c}$ be a kernel representation matrix of $\mathcal{B}^{c}$. Then $R^{c}$ is GFLP over $\mathbb{F}[\boldsymbol{z}]$ (and thus over $\mathbb{F}\left[\boldsymbol{z}, \boldsymbol{z}^{-1}\right]$ ). Let $g$ and $g^{\prime}$ denote the number of rows of
$R$ and $R^{c}$, respectively. A variant of the proof " $1 \Rightarrow 2$ " in Theorem 7 shows that if $\mathcal{B}$ is controllable(3), then there exists $b \in \mathbb{N}^{r}$ such that $\boldsymbol{\sigma}^{b} \mathcal{B} \subseteq \mathcal{B}^{c}$, that is, $w \in \mathcal{B} \Rightarrow \sigma^{b} w \in \mathcal{B}^{c} \subseteq \mathcal{B}$. It follows that $\operatorname{ker} R^{c}(\sigma) \subseteq \operatorname{ker} R(\sigma) \subseteq$ $\operatorname{ker} \sigma^{b} R^{c}(\sigma)$, or

$$
\mathbb{F}[z]^{1 \times g^{\prime}} z^{b} R^{c} \subseteq \mathbb{F}[z]^{1 \times g} R \subseteq \mathbb{F}[z]^{1 \times g^{\prime}} R^{c}
$$

This implies that the rows of $R$ and $R^{c}$ generate the same module over $\mathbb{F}\left[z, z^{-1}\right]$, and so the behaviors on $\mathbb{Z}^{r}$ represented by $R$ and $R^{c}$ coincide. Since $R^{c}$ is GFLP over $\mathbb{F}\left[z, z^{-1}\right], R$ must also be.

In the proof of Theorem 7, we used controllability(4) only with $b_{1}=0$ in order to prove that $\mathcal{B}$ had an image representation. Thus controllability (4) is equivalent to the same property but with the restriction $b_{1}=0$. For the signal domain $T=\mathbb{Z}^{r}$, we can take $b_{2}=0$ as well, returning us to controllability(3). This is of course not possible for $T=\mathbb{N}^{r}$, though in this case a different choice of $b_{2}$ or of $b_{1}$ characterizing controllability(4) is possible, as we see following the next definition.

Definition 12 For $\emptyset \neq T_{1} \subseteq \mathbb{N}^{r}$, let the cw-infimum of $T_{1}$, denoted by $\kappa\left(T_{1}\right)$, be defined as the minimal element of the smallest (possibly infinite) interval of $\mathbb{N}^{r}$ containing $T_{1}$.

Corollary 4 Let $T=\mathbb{N}^{r}$. The behavior $\mathcal{B}$ is controllable(4) iff the following two equivalent conditions are satisfied:
(a) There exists $\rho \geq 0$ such that for all $T_{1}, T_{2} \subset \mathbb{N}^{r}$ with $d\left(T_{1}, T_{2}\right)>\rho$ and for all $w^{(1)}, w^{(2)} \in \mathcal{B}$, there exists $w \in \mathcal{B}$ such that

$$
\begin{gathered}
\sigma^{\kappa\left(T_{1}\right)} w=w^{(1)} \text { on } \sigma^{\kappa\left(T_{1}\right)} T_{1} \quad \text { and } \quad \sigma^{\kappa\left(T_{2}\right)} w=w^{(2)} \text { on } \sigma^{\kappa\left(T_{2}\right)} T_{2}, \\
\text { i.e., } \quad w(t)= \begin{cases}w^{(1)}\left(t-\kappa\left(T_{1}\right)\right) & \text { if } t \in T_{1} \\
w^{(2)}\left(t-\kappa\left(T_{2}\right)\right) & \text { if } t \in T_{2} .\end{cases}
\end{gathered}
$$

(b) There exists $\rho \geq 0$ such that for all $T_{1}, T_{2} \subset \mathbb{N}^{r}$ with $d\left(T_{1}, T_{2}\right)>\rho$ and for all $w^{(1)}, w^{(2)} \in \mathcal{B}$, there exists $w \in \mathcal{B}$ such that

$$
\begin{aligned}
& w=w^{(1)} \text { on } T_{1} \quad \text { and } \sigma^{\kappa\left(T_{2}\right)} w=w^{(2)} \text { on } \sigma^{\kappa\left(T_{2}\right)} T_{2} \\
& \text { i.e., } \quad w(t)=\left\{\begin{array}{cc}
w^{(1)}(t) & \text { if } t \in T_{1} \\
w^{(2)}\left(t-\kappa\left(T_{2}\right)\right) & \text { if } t \in T_{2}
\end{array}\right.
\end{aligned}
$$

Proof. Both conditions are special cases of the condition controllability(4). Conversely, if a behavior $\mathcal{B}$ is controllable(4), then by Theorem 7 it has an image representation. By applying a variant of the proof " $2 \Rightarrow 1$ " of Theorem 7, we can easily establish that $\mathcal{B}$ satisfies (a) or (b). Note that for $T_{1}, T_{2}$ defined according to (1.26), (1.27), we have $\kappa\left(T_{1}\right)=b_{1}=0$ and $\kappa\left(T_{2}\right)=b_{2}$.

Note how condition (b) coincides with controllability(2) in the 1D case ( $T=\mathbb{N}$ ) when we consider "past" $T_{1}=\left\{0, \ldots, t_{0}-1\right\}$ and "future" $T_{2}=$ $\left\{t_{0}+\rho, \ldots\right\}$. Clearly, $d\left(T_{1}, T_{2}\right)>\rho$ and $\kappa\left(T_{2}\right)=t_{0}+\rho$.

### 1.4.3 Behavioral and Classical Definitions

Following Willems [81], we now describe the relationship between behavioral controllability and "state-point controllability", i.e., classical controllability (or reachability) in terms of the state space.

Let $\mathcal{B}_{s, i}$ denote the state-input behavior of a 1D classical state-space representation, i.e.,

$$
\mathcal{B}_{s, i}=\operatorname{ker} R(\sigma) \quad \text { with } \quad R=\left[\begin{array}{ll}
z I-A, & -B
\end{array}\right],
$$

where $A$ and $B$ are matrices over $\mathbb{F}$. In other words, $\mathcal{B}_{s, 2}$ contains all pairs $(x, u)$ that satisfy $x(t+1)=A x(t)+B u(t)$ for all $t \in T$. The behavior $\mathcal{B}_{s, i}$ is said to be state trim if any state $x_{0}$ occurs as an initial state in the sense that there exists $(x, u) \in \mathcal{B}_{s, i}$ such that $x(0)=x_{0}$. For $T=\mathbb{N}, \mathcal{B}_{s, i}$ is always state trim, since for any state $x_{0}$ we can simply set $x(0):=x_{0}$ and allow the trajectory $w=(x, u)$ to evolve according to the system equations.

## Lemma 1.4.3.

1. For $T=\mathbb{Z},(A, B)$ is state-point controllable iff $\mathcal{B}_{s, i}$ is controllable(4) and state trim.
2. For $T=\mathbb{N},(A, B)$ is state-point controllable iff $\mathcal{B}_{s, 2}$ is controllable(4).

Proof. The proof is essentially due to Willems [81]. For ease of exposition we consider only the cases $\mathbb{F}=\mathbb{R}, \mathbb{C}$. Other fields can be dealt with in a similar way, or by using an alternative trajectory proof.

In view of Theorem 7, we only need that - in the 1D case $-\mathcal{B}_{s, i}$ has an image representation iff $R$ is left prime. In the case $T=\mathbb{N}$, this signifies that

$$
R(\lambda)=\left[\begin{array}{ll}
\lambda I-A, & -B
\end{array}\right]
$$

has full row rank for all $\lambda \in \mathbb{C}$, which is the classical Hautus condition for controllability of the matrix pair $(A, B)$. For $T=\mathbb{Z}$, left primeness of $R$ is equivalent to $R(\lambda)$ having full row rank for all $0 \neq \lambda \in \mathbb{C}$. So we need the additional requirement " $[A, B]$ has full row rank," corresponding to $\lambda=0$. But this is precisely the condition for $\mathcal{B}_{s, i}$ to be state trim [81].

For the case $T=\mathbb{N}$, it is easy to see that Lemma 1.4.3 does not apply to controllability (3). We can take the simple earlier example $\mathcal{B}=\{w, w(t+1)=$ $0, t \geq 0\}$, treated as a state-space representation with no inputs and $A=0$; this behavior is controllable(3) but certainly not state-point controllable.

### 1.5 Controllability as Parameterizability

The problem of characterizing the linear shift-invariant multidimensional behaviors that possess an image representation, is equivalent to giving an algebraic criterion for a system of linear, constant-coefficient partial differential equations to be "parameterizable," that is, derivable from a potential, as in

$$
\operatorname{curl}(w)=0 \quad \Leftrightarrow \quad w=\operatorname{grad}(\phi)
$$

The aim of this section is to provide some interesting examples of systems of partial differential equations that admit such parameterizations, e.g., the Maxwell equations, and to investigate the homogeneous systems of linearized Ricci, Einstein, and Riemann equations with regard to parameterizability in that sense.

### 1.5.1 The Parameterizability Criterion

Consider the solution space of a linear system of partial differential equations with constant coefficients,

$$
\begin{equation*}
\mathcal{B}=\left\{w \in \mathcal{A}^{q}, R\left(\partial_{1}, \ldots, \partial_{r}\right) w=0\right\} \tag{1.28}
\end{equation*}
$$

where $\mathcal{A}=C^{\infty}\left(\mathbb{R}^{r}\right)$, the space of infinitely often differentiable functions $\mathbb{R}^{r} \rightarrow \mathbb{C}$, or $\mathcal{A}=\mathcal{D}^{\prime}\left(\mathbb{R}^{r}\right)$, the space of distributions on $\mathbb{R}^{r}$. In both cases, our signal domain is the continuous set $\mathbb{R}^{r}$, and the signal space is the complex vector space $\mathcal{A}^{q}$, thus $\mathbb{F}=\mathbb{C}$. As usual, the kernel representation matrix $R$ is a polynomial in $r$ indeterminates $s_{i}$ corresponding to the partial differential operators $\partial_{i}$,

$$
R \in \mathbb{C}[s]^{g \times q}, \quad \mathbb{C}[s]:=\mathbb{C}\left[s_{1}, \ldots, s_{r}\right]
$$

We know that $\mathcal{B}$ admits a kernel representation (1.28) with a GFLP matrix $R$ iff there exists $k \geq 1$ and $M \in \mathbb{C}[s]^{a \times k}$ such that the sequence

$$
\begin{equation*}
\mathbb{C}[s]^{g} \xrightarrow{R^{T}} \mathbb{C}[s]^{q} \xrightarrow{M^{\mathrm{T}}} \mathbb{C}[s]^{k} \tag{1.29}
\end{equation*}
$$

is exact. In other words, $R$ is a minimal left annihilator (MLA) of $M$, that is, its rows generate $\left\{\eta \in \mathbb{C}[s]^{1 \times q}, \eta M=0\right\}$. But then, by a variant of Palamodov's fundamental theorem [51, pp. 289-303], the inhomogeneous system of equations $M\left(\partial_{1}, \ldots, \partial_{r}\right) l=w$ is solvable iff $R\left(\partial_{1}, \ldots, \partial_{r}\right) w=0$. Thus we can write

$$
\begin{equation*}
\mathcal{B}=\left\{w \in \mathcal{A}^{q}, \exists l: w=M\left(\partial_{1}, \ldots, \partial_{r}\right) l\right\} . \tag{1.30}
\end{equation*}
$$

Conversely, (1.28) and (1.30) imply exactness of (1.29) due to Oberst's duality theorem [48], which applies also to the continuous signal spaces considered here. For convenience, we restate the test for the GFLP property:

1. Compute a minimal right annihilator (MRA) of $R$, call it $M$. In other words, construct an exact sequence

$$
\mathbb{C}[s]^{k} \xrightarrow{M} \mathbb{C}[s]^{q} \xrightarrow{R} \mathbb{C}[s]^{g} .
$$

2. Compute an MLA of $M$, call it $R^{c}$. We have

$$
\left.\begin{array}{l}
\mathbb{C}[s]^{g} \xrightarrow{R^{T}} \\
\mathbb{C}[s]^{g^{c}} \xrightarrow{R^{c} T} \\
C
\end{array} s\right]^{q} \xrightarrow{M^{T}} \mathbb{C}[s]^{k}
$$

where the lower sequence is exact.
3. Check whether the rows of $R$ and $R^{c}$ generate the same module. If yes, $R$ is GFLP; moreover, it is an MLA of $M$ and $\mathcal{B}$ has an image representation.

Recall that this algorithm also constructs the desired parameterization (1.30) of $\mathcal{B}$ (if it exists).

Using different techniques, Pommaret and Quadrat [55] also derived tests for a system of linear PDEs to be parameterizable. Their method applies also to the variable coefficient case.

### 1.5.2 Examples

Divergence, Curl, and Gradient. Consider the set of divergence-less fields

$$
\mathcal{B}=\left\{w=\left(w_{1}, w_{2}, w_{3}\right)^{T}, \operatorname{div}(w)=\nabla \cdot w=0\right\}
$$

Its kernel representation is

$$
R=\left[\begin{array}{lll}
s_{1} & s_{2} & s_{3}
\end{array}\right]
$$

An MRA is given by

$$
M=\left[\begin{array}{rrr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right]
$$

Computing the first syzygy of the module generated by the rows of $M$ yields

$$
R^{c}=\left[\begin{array}{lll}
s_{1} & s_{2} & s_{3}
\end{array}\right]
$$

Obviously, $R$ and $R^{c}$ coincide. We obtain the desired parameterization of $\mathcal{B}$ :

$$
\operatorname{div}(w)=0 \quad \Leftrightarrow \quad \exists l: w=\operatorname{curl}(l)
$$

The dual result concerns the set of conservative vector fields

$$
\mathcal{B}=\left\{w=\left(w_{1}, w_{2}, w_{3}\right)^{T}, \operatorname{curl}(w)=\nabla \times w=0\right\}
$$

Here,

$$
R=\left[\begin{array}{rrr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right]
$$

and an MRA is

$$
M=\left[\begin{array}{l}
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right]
$$

But $R$ is also an MLA of $M$, thus we obtain, as expected,

$$
\operatorname{curl}(w)=0 \quad \Leftrightarrow \quad \exists \phi: w=\operatorname{grad}(\phi)=\nabla \phi .
$$

It should be noted that whenever one of the equations in $\operatorname{curl}(w)=0$ is dropped, the resulting system of PDEs is not parameterizable, although we know from a previous example that the corresponding kernel representation matrix, say

$$
\tilde{R}=\left[\begin{array}{rrr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1}
\end{array}\right]
$$

is even factor left prime in the classical sense (that is, in any factorization $\tilde{R}=D \tilde{R}_{1}$, the square matrix $D$ is necessarily unimodular).
Maxwell Equations. The first set of Maxwell equations is given by

$$
\begin{align*}
\frac{\partial \boldsymbol{B}}{\partial t}+\nabla \times \boldsymbol{E} & =0  \tag{1.31}\\
\nabla \cdot \boldsymbol{B} & =0 . \tag{1.32}
\end{align*}
$$

Let $w=\left(B_{1}, B_{2}, B_{3}, E_{1}, E_{2}, E_{3}\right)^{T}$ be the vector of unknowns, and let

$$
\mathcal{B}=\{w, w \text { satisfies }(1.31),(1.32)\}
$$

Identifying $s_{4}=\partial_{t}$, a kernel representation is

$$
R=\left[\begin{array}{cccrrr}
s_{4} & 0 & 0 & 0 & -s_{3} & s_{2} \\
0 & s_{4} & 0 & s_{3} & 0 & -s_{1} \\
0 & 0 & s_{4} & -s_{2} & s_{1} & 0 \\
s_{1} & s_{2} & s_{3} & 0 & 0 & 0
\end{array}\right]
$$

Note that $\operatorname{rank}(R)=3$. First we compute a MRA of $R$,

$$
M=\left[\begin{array}{rrrr}
0 & -s_{3} & s_{2} & 0 \\
s_{3} & 0 & -s_{1} & 0 \\
-s_{2} & s_{1} & 0 & 0 \\
-s_{4} & 0 & 0 & -s_{1} \\
0 & -s_{4} & 0 & -s_{2} \\
0 & 0 & -s_{4} & -s_{3}
\end{array}\right]
$$

and then we compute an MLA of $M$, which again turns out to be an identical copy of $R$ itself. Thus, (1.31), (1.32) are parametrized by $M$, reproducing the well-known parameterization of $E$ and $B$ in terms of the magnetic vector potential $\boldsymbol{A}$ and the scalar electric potential $\phi$

$$
\begin{aligned}
\boldsymbol{B} & =\nabla \times \boldsymbol{A} \\
\boldsymbol{E} & =-\frac{\partial \boldsymbol{A}}{\partial t}-\nabla \phi .
\end{aligned}
$$

For the second set of Maxwell equations,

$$
\begin{align*}
\nabla \times \boldsymbol{H} & =\boldsymbol{J}+\frac{\partial \boldsymbol{D}}{\partial t}  \tag{1.33}\\
\nabla \cdot \boldsymbol{D} & =\rho \tag{1.34}
\end{align*}
$$

let $w=\left(D_{1}, D_{2}, D_{3}, H_{1}, H_{2}, H_{3}, J_{1}, J_{2}, J_{3}, \rho\right)^{T}$, and a kernel representation is given by

$$
R=\left[\begin{array}{rccrrrrrrr}
s_{4} & 0 & 0 & 0 & s_{3} & -s_{2} & 1 & 0 & 0 & 0 \\
0 & s_{4} & 0 & -s_{3} & 0 & s_{1} & 0 & 1 & 0 & 0 \\
0 & 0 & s_{4} & s_{2} & -s_{1} & 0 & 0 & 0 & 1 & 0 \\
s_{1} & s_{2} & s_{3} & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{array}\right]
$$

Unlike the first set of Maxwell equations, this system of equations has full rank, in fact, it even possesses a polynomial right inverse, in other words, the matrix $R$ is zero left prime. We compute its module of syzygies and obtain

$$
M=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
-s_{4} & 0 & 0 & 0 & -s_{3} & s_{2} \\
0 & -s_{4} & 0 & s_{3} & 0 & -s_{1} \\
0 & 0 & -s_{4} & -s_{2} & s_{1} & 0 \\
s_{1} & s_{2} & s_{3} & 0 & 0 & 0
\end{array}\right]
$$

Here, the parameterization yields nothing new, it just implies that $\boldsymbol{D}$ and $\boldsymbol{H}$ are free, and reproduces the parameterization of $J$ and $\rho$ in terms of $D, H$ that is already contained in the equations (1.33), (1.34) themselves.

Ricci, Einstein, and Riemann Equations. The following problem was posed by Wheeler in 1970, and it was solved by Pommaret [56, 54] in 1995. Here we reproduce his result using our criterion. Wheeler's challenge was to find out whether or not the linearized Ricci equations in vacuum [8]

$$
\begin{align*}
0= & \partial_{i j}\left(\Omega_{11}+\Omega_{22}+\Omega_{33}-\Omega_{44}\right) \\
& +\left(\partial_{11}+\partial_{22}+\partial_{33}-\partial_{44}\right) \Omega_{i j}  \tag{1.35}\\
& -\left(\partial_{1 i} \Omega_{1 j}+\partial_{2 i} \Omega_{2 j}+\partial_{3 i} \Omega_{3 j}-\partial_{4 i} \Omega_{4 j}\right) \\
& -\left(\partial_{1 j} \Omega_{1 i}+\partial_{2 j} \Omega_{2 i}+\partial_{3 j} \Omega_{3 i}-\partial_{4 j} \Omega_{4 i}\right)
\end{align*}
$$

where $1 \leq i \leq j \leq 4$, admit a potential in the sense of the previous examples. Here, $\Omega$ denotes a symmetric tensor describing a small perturbation of the flat Minkowski metric $\operatorname{diag}(1,1,1,-1)$. In fact, the sign pattern in (1.35) is due to certain contractions with this metric.

The answer to Wheeler's question is negative, which can be seen setting

$$
w=\left(\Omega_{11}, \Omega_{22}, \Omega_{33}, \Omega_{44}, \Omega_{12}, \Omega_{23}, \Omega_{34}, \Omega_{13}, \Omega_{24}, \Omega_{14}\right)^{T}
$$

and rewriting (1.35) with the kernel representation matrix

$$
\begin{aligned}
& R=\left[\begin{array}{cccc}
s_{2}^{2}+s_{3}^{2}-s_{4}^{2} & s_{1}^{2} & s_{1}^{2} & -s_{1}^{2} \\
s_{2}^{2} & s_{1}^{2}+s_{3}^{2}-s_{4}^{2} & s_{2}^{2} & -s_{2}^{2} \\
s_{3}^{2} & s_{3}^{2} & s_{1}^{2}+s_{2}^{2}-s_{4}^{2} & -s_{3}^{2} \\
s_{4}^{2} & s_{4}^{2} & s_{4}^{2} & s_{1}^{2}+s_{2}^{2}+s_{3}^{2} \\
0 & 0 & s_{1} s_{2} & -s_{1} s_{2} \\
s_{2} s_{3} & 0 & 0 & -s_{2} s_{3} \\
s_{3} s_{4} & s_{3} s_{4} & 0 & 0 \\
0 & s_{1} s_{3} & 0 & -s_{1} s_{3} \\
s_{2} s_{4} & 0 & s_{2} s_{4} & 0 \\
0 & s_{1} s_{4} & s_{1} s_{4} & 0
\end{array}\right. \\
& \left.\begin{array}{cccccc}
-2 s_{1} s_{2} & 0 & 0 & -2 s_{1} s_{3} & 0 & 2 s_{1} s_{4} \\
-2 s_{1} s_{2} & -2 s_{2} s_{3} & 0 & 0 & 2 s_{2} s_{4} & 0 \\
0 & -2 s_{2} s_{3} & 2 s_{3} s_{4} & -2 s_{1} s_{3} & 0 & 0 \\
0 & 0 & -2 s_{3} s_{4} & 0 & -2 s_{2} s_{4} & -2 s_{1} s_{4} \\
s_{3}^{2}-s_{4}^{2} & -s_{1} s_{3} & 0 & -s_{2} s_{3} & s_{1} s_{4} & s_{2} s_{4} \\
-s_{1} s_{3} & s_{1}^{2}-s_{4}^{2} & s_{2} s_{4} & -s_{1} s_{2} & s_{3} s_{4} & 0 \\
0 & -s_{2} s_{4} & s_{1}^{2}+s_{2}^{2} & -s_{1} s_{4} & -s_{2} s_{3} & -s_{1} s_{3} \\
-s_{2} s_{3} & -s_{1} s_{2} & s_{1} s_{4} & s_{2}^{2}-s_{4}^{2} & 0 & s_{3} s_{4} \\
-s_{1} s_{4} & -s_{3} s_{4} & -s_{2} s_{3} & 0 & s_{1}^{2}+s_{3}^{2} & -s_{1} s_{2} \\
-s_{2} s_{4} & 0 & -s_{1} s_{3} & -s_{3} s_{4} & -s_{1} s_{2} & s_{2}^{2}+s_{3}^{2}
\end{array}\right]
\end{aligned}
$$

An MRA of $R$ is given by

$$
M=\left[\begin{array}{cccc}
2 s_{1} & 0 & 0 & 0  \tag{1.36}\\
0 & 2 s_{2} & 0 & 0 \\
0 & 0 & 2 s_{3} & 0 \\
0 & 0 & 0 & -2 s_{4} \\
s_{2} & s_{1} & 0 & 0 \\
0 & s_{3} & s_{2} & 0 \\
0 & 0 & s_{4} & -s_{3} \\
s_{3} & 0 & s_{1} & 0 \\
0 & s_{4} & 0 & -s_{2} \\
s_{4} & 0 & 0 & -s_{1}
\end{array}\right]
$$

Note that $w=M\left(\partial_{1}, \ldots, \partial_{4}\right) l$ iff $\Omega_{i j}=\partial_{i} l_{j}+\partial_{j} l_{2}$, that is, iff $\Omega$ is the Lie derivative of the flat Minkowski metric along the vector field $l=$ $\left(l_{1}, l_{2}, l_{3},-l_{4}\right)$. It turns out that the syzygy of the module generated by the rows of $M$ is strictly greater than the row module of $R$ (in fact, the $20 \times 10$ matrix $R^{c}$ corresponds precisely to the linearized Riemann operator, which is given in an appendix at the end of this section). This implies that equations (1.35) cannot be parametrized in the sense discussed above. For instance,

$$
\left[\begin{array}{llllllllll}
s_{2}^{2} & s_{1}^{2} & 0 & 0 & -2 s_{1} s_{2} & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

is in the syzygy of $M$, but the corresponding PDE

$$
\partial_{22} \Omega_{11}+\partial_{11} \Omega_{22}-2 \partial_{12} \Omega_{12}=0
$$

cannot be deduced from (1.35) alone.
Finally, the Einstein tensor is the trace-reversed Ricci tensor. For the linearized Einstein equations, the first four rows of the matrix $R$ from above have to be replaced by:

$$
\left[\begin{array}{cccccc}
0 & -s_{3}^{2}+s_{4}^{2} & -s_{2}^{2}+s_{4}^{2} & s_{2}^{2}+s_{3}^{2} & & \\
-s_{3}^{2}+s_{4}^{2} & 0 & -s_{1}^{2}+s_{4}^{2} & s_{1}^{2}+s_{3}^{2} & & \\
-s_{2}^{2}+s_{4}^{2} & -s_{1}^{2}+s_{4}^{2} & 0 & s_{1}^{2}+s_{2}^{2} & & \\
s_{2}^{2}+s_{3}^{2} & s_{1}^{2}+s_{3}^{2} & s_{1}^{2}+s_{2}^{2} & 0 & & \\
& & & & & \\
0 & 2 s_{2} s_{3} & -2 s_{3} s_{4} & 0 & -2 s_{2} s_{4} & 0 \\
0 & 0 & -2 s_{3} s_{4} & 2 s_{1} s_{3} & 0 & -2 s_{1} s_{4} \\
2 s_{1} s_{2} & 0 & 0 & 0 & -2 s_{2} s_{4} & -2 s_{1} s_{4} \\
-2 s_{1} s_{2} & -2 s_{2} s_{3} & 0 & -2 s_{1} s_{3} & 0 & 0
\end{array}\right]
$$

Pre-multiplying the remaining six rows by the unimodular matrix

$$
U=\operatorname{diag}(2,2,-2,2,-2,-2)
$$

yields a symmetric kernel representation $R_{1}$ of rank 6. The matrices $R$ and $R_{1}$ have the same module of syzygies, that is, the matrix $M$ from (1.36) above is
an MRA also of $R_{1}$. It turns out that the linearized Einstein equations are not parameterizable for the same reasons as with the linearized Ricci equations. Therefore these systems of linear constant-coefficient PDEs do not admit a generic potential like the Maxwell equations.

As a by-product however, we get that the linearized Riemann equations (characterizing metrics that are constant in some coordinate system) can be parametrized by $M$ from (1.36), that is, $\Omega$ is in the kernel of the linearized Riemann operator iff it is the Lie derivative of the flat Minkowski metric along some vector field.

## Appendix

## Linearized Riemann operator.

## 2. Co-prime Factorizations of Multivariate Rational Matrices

Co-prime factorization is a well-known issue in one-dimensional systems theory, having many applications in realization theory, balancing, controller synthesis, etc. Generalization to systems in more than one independent variable is a delicate matter: First of all, there are several non-equivalent co-primeness notions for multivariate polynomial matrices: zero, minor, and factor coprimeness. Here, we adopt the generalized version of factor primeness discussed in the previous chapter: A matrix is prime iff it is a minimal annihilator. After reformulating the sheer concept of a factorization, it is shown that every rational matrix possesses left and right co-prime factorizations that can be found by means of computer algebraic methods. Several properties of co-prime factorizations are given in terms of certain determinantal ideals.

Matrix fraction descriptions of rational matrices are prominent in algebraic systems theory, see for instance Kailath [35]. The idea is to express a rational matrix, usually interpreted as the transfer operator of a linear timeinvariant system, as the "ratio" of two relatively prime polynomial matrices, just like in the scalar case, where any rational function can be represented as the quotient of two co-prime polynomials ("pole-zero cancellation" in systems theory's folklore).

Of course, commutativity is lost when passing from the scalar to the multi-variable case. Thus, for a rational transfer matrix $H$, left and right factorizations have to be distinguished:

$$
H=D^{-1} N \quad \text { and } \quad H=\bar{N} \bar{D}^{-1}
$$

the former corresponding to an input-output relation $D y=N u$, the latter to a driving-variable description $u=\bar{D} v, y=\bar{N} v$.

An irreducible matrix fraction description, or a co-prime factorization, is such that the numerator matrix $N(\bar{N})$ and the denominator matrix $D$ $(\bar{D})$ are devoid of non-trivial common left (right) factors. The determinantal degree of such a (left or right) co-prime factorization is minimal among the determinantal degrees of all possible factorizations of a rational matrix. This fact is crucial for realization theory.

The transfer matrices of multidimensional systems do not depend on one single variable (usually interpreted as frequency), but on several independent variables. The theory is far less developed. This is partially due to the annoying (or: fascinating) diversity of multivariate primeness notions. Here, we
stick to the notion of generalized factor primeness which has proven to be adequate for multidimensional systems (we tacitly mean the case when $r>2$, the 2D case has its own distinctive features, see Section 2.6).

The chapter is organized as follows: After presenting the required concepts of multivariate factorizations in Section 2.1, co-primeness is characterized in Section 2.2, and a computational primeness test is given. The short but crucial Section 2.3 shows how to construct co-prime factorizations of arbitrary multivariate rational matrices. Section 2.4 discusses some of the most important properties of co-prime factorizations. Finally, Section 2.5 provides further insight into the structure of co-prime factorizations, based on the theory of factorization ideals. The final section treats the bivariate case.

### 2.1 Notions

As usual, let $\mathbb{F}$ be a field, and let $\mathcal{A}$ be one of the following signal spaces: $\mathcal{A}=C^{\infty}\left(\mathbb{R}^{r}\right)$ or $\mathcal{A}=\mathcal{D}^{\prime}\left(\mathbb{R}^{r}\right)$ (with $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$ ) in the continuous case, or $\mathcal{A}=\mathbb{F}^{\mathbb{N}^{r}}$ in the discrete case. Let $\mathcal{D}=\mathbb{F}\left[s_{1}, \ldots, s_{r}\right]$ and $R \in \mathcal{D}^{g \times q}$.

Now consider the behavior

$$
\mathcal{B}=\left\{w \in \mathcal{A}^{q}, R w=0\right\}
$$

the action of $R$ on $w$ being given by partial derivation or shifts, respectively. A special feature of the one-dimensional (1D) case is that $R$ can be chosen to be a full row rank matrix (essentially, this is due to the fact that if $r=1$, then $\mathcal{D}$ is a principal ideal domain). This is not true when $r>1$, and representations with rank deficiencies have to be considered. Now let

$$
R=\left[\begin{array}{ll}
N & -D
\end{array}\right] \quad \text { and } \quad w=\left[\begin{array}{l}
u \\
y
\end{array}\right]
$$

be partitioned such that $D$ has $p:=\operatorname{rank}(R)$ columns, $N$ has $m=q-p$ columns, and $\operatorname{rank}(R)=\operatorname{rank}(D)=p$. Note that such a partition can always be obtained if $p<q$, by a suitable permutation of the columns of $R$ and correspondingly, of the components of $w$. Then the columns of $N$ are rational combinations of the columns of $D$, hence

$$
D H=N
$$

for some rational matrix $H$. Thus every left annihilator of $D$ also annihilates $N$. In view of the fundamental principle, this implies that $u$ is free in the sense that for all $u \in \mathcal{A}^{m}$, there exists $y \in \mathcal{A}^{p}$ such that $D y=N u$; moreover, none of the components of $y$ is free due to the rank condition on $D$ (compare with Lemma 1.3.2). In this situation, we call

$$
\mathcal{B}=\left\{\left[\begin{array}{l}
u \\
y
\end{array}\right] \in \mathcal{A}^{m+p}, D y=N u\right\}
$$

a behavior with input-output structure, and it can be interpreted as the set of admissible input-output pairs corresponding to ( $D, N$ ), where $D H=N$ and $D$ has full column rank.

Now let a rational $p \times m$ matrix of $r$ variables,

$$
H=H\left(s_{1}, \ldots, s_{r}\right) \in \mathbb{F}\left(s_{1}, \ldots, s_{r}\right)^{p \times m}
$$

be given. We will consider the problem of constructing a co-prime factorization of $H$, and our notion of a factorization is motivated by the considerations described above.

Definition 13 A pair ( $D, N$ ) of polynomial matrices with the same number of rows is said to be a left factorization of $H$ iff

1. $D H=N$, and
2. $D$ has full column rank.

Similarly, a pair ( $\bar{D}, \bar{N}$ ) of polynomial matrices with the same number of columns is called a right factorization of $H$ iff $\left(\bar{D}^{T}, \bar{N}^{T}\right)$ is a left factorization of $H^{T}$, where $(\cdot)^{T}$ denotes transposition.

Note that we do not restrict to square matrices $D$. For square matrices, we recover the familiar factorizations

$$
H=D^{-1} N \quad \text { and } \quad H=\bar{N} \bar{D}^{-1}
$$

Definition 14 Let $(D, N)$ be a left factorization of $H$. The system of equations

$$
\begin{equation*}
D y=N u \tag{2.1}
\end{equation*}
$$

is called an input-output (IO) realization of $H$. The pair $(u, y) \in \mathcal{A}^{m} \times \mathcal{A}^{p}$ is said to be an input-output (IO) pair with respect to ( $D, N$ ) iff (2.1) is satisfied.

For a right factorization $(\bar{D}, \bar{N})$ of $H$,

$$
\begin{equation*}
u=\bar{D} v, \quad y=\bar{N} v \tag{2.2}
\end{equation*}
$$

is called a driving-variable (DV) realization of $H$. If there exists a $v \in \mathcal{A}^{n}$ such that (2.2) is satisfied, then $(u, y)$ is said to be an IO pair with respect to $(\bar{D}, \bar{N})$.

Equation (2.1) corresponds to a kernel representation of the set of inputoutput pairs with respect to $(D, N)$ :

$$
(u, y) \text { IO pair } \Leftrightarrow\left[\begin{array}{ll}
N & -D
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]=0
$$

Equation (2.2) yields an image representation of the set of IO pairs with respect to $(\bar{D}, \bar{N})$ :

$$
(u, y) \text { IO pair } \Leftrightarrow \exists v:\left[\begin{array}{l}
u \\
y
\end{array}\right]=\left[\begin{array}{c}
\bar{D} \\
\bar{N}
\end{array}\right] v .
$$

It will turn out later on that all right factorizations of $H$ generate the same set of IO pairs. This is not true for left factorizations, however. Next, we introduce the co-primeness concept that is suitable for factorizations according to Definition 13.

### 2.2 Characterizations of Primeness

Definition 15 Two polynomial matrices $D, N$ with the same number of rows are said to be left co-prime if the block matrix $R=\left[\begin{array}{ll}N & -D\end{array}\right]$ is left prime in the sense of Definition 3 (GFLP). A left co-prime factorization of a rational matrix $H$ is a left factorization $(D, N)$ of $H$ with left co-prime matrices $D, N$. Right co-primeness and right co-prime factorizations are defined by transposition.

The following is implicit in the previous discussions of generalized factor primeness. We explicitly restate the observation as it will become crucial later on.

Theorem 8 [83, 90] Two polynomial matrices $D$ and $N$ are left co-prime in the sense of Definition 15 iff the block matrix $R=\left[\begin{array}{ll}N & -D\end{array}\right]$ is a minimal left annihilator, that is, iff there exist polynomial matrices $\bar{D}$ and $\bar{N}$ such that

1. $N \bar{D}-D \bar{N}=0$, and
2. if $N_{1} \bar{D}-D_{1} \bar{N}=0$, we must have $D_{1}=X D$ and $N_{1}=X N$ for some polynomial matrix $X$.

In other words, $R$ is a minimal left annihilator of

$$
M=\left[\begin{array}{c}
\bar{D} \\
\bar{N}
\end{array}\right]
$$

Proof. We show that $R$ is left prime iff it is a minimal left annihilator.
"if": Let $R$ be a minimal left annihilator, say of $M$, and let $R=X R_{1}$ with $\operatorname{rank}(R)=\operatorname{rank}\left(R_{1}\right)$. Then there exists a rational matrix $\tilde{Y}$ such that $R_{1}=\tilde{Y} R$, and hence $R_{1} M=\tilde{Y} R M=0$. But this implies $R_{1}=Y R$ for some polynomial matrix $Y$.
"only if": Let $R$ be left prime and let $M$ be a matrix with $R M=0$ and $\operatorname{rank}(R)+\operatorname{rank}(M)=q$, where $q$ denotes the number of columns of $R$. Let $R^{c}$ be a minimal left annihilator of $M$. In particular, this implies that $\operatorname{rank}\left(R^{c}\right)+\operatorname{rank}(M)=q$. Moreover, we have $\operatorname{im}(R) \subseteq \operatorname{ker}(M)=\operatorname{im}\left(R^{c}\right)$, where image and kernel are defined for the operations from the left, e.g., $M$ is interpreted as a mapping $\eta \mapsto \eta M$. This implies that there exists a
polynomial matrix $X$ such that $R=X R^{c}$. Note that $\operatorname{rank}(R)=\operatorname{rank}\left(R^{c}\right)$, hence the left primeness of $R$ implies that $R^{c}=Y R$ for some polynomial matrix $Y$. But then $\operatorname{im}(R)=\operatorname{im}\left(R^{c}\right)=\operatorname{ker}(M)$, and thus $R$ is a minimal left annihilator of $M$.

In general ( $D$ and $N$ not necessarily left co-prime), the row module of $R^{c}$ contains the row module of $R$, that is, $R=X R^{c}$ for some polynomial matrix $X$. Partitioning $R^{c}=\left[\begin{array}{ll}N^{c} & -D^{c}\end{array}\right]$, we have

$$
D=X D^{c} \quad \text { and } \quad N=X N^{c}
$$

with $D^{\boldsymbol{c}}, N^{c}$ left co-prime. The matrix $X$ is a maximal common left factor of $D$ and $N$ in this sense, but note that $X$ is non-unique (even if $R^{c}$ is fixed). This is due to possible rank deficiencies of $R^{c}$. Again, we think of the case $r>2$. In the 2D case, it is justified to speak of greatest common divisors, as these are unique up to unimodularity.

### 2.3 Constructing Co-prime Factorizations

The preceding sections provide all the necessary prerequisites for constructing a co-prime factorization of a given rational matrix $H \in \mathcal{K}^{p \times m}$, where $\mathcal{K}=$ $\mathbb{F}\left(s_{1}, \ldots, s_{r}\right)$. Here, we restrict to left co-prime factorizations, without loss of generality. We start with the following important observation.

Theorem 9 Let $(\bar{D}, \bar{N})$ be an arbitrary right factorization of $H$. Then $(D, N)$ is a left co-prime factorization of $H$ iff $R=\left[\begin{array}{ll}N & -D\end{array}\right]$ is a minimal left annihilator of

$$
M=\left[\begin{array}{l}
\bar{D} \\
\bar{N}
\end{array}\right]
$$

Proof. "if": Left co-primeness of $(D, N)$ is a direct consequence of Theorem 8. It remains to be shown that $(D, N)$ is indeed a left factorization of $H$. As

$$
N \bar{D}-D \bar{N}=0
$$

and $H \bar{D}=\bar{N}$, we have $(N-D H) \bar{D}=0$. As $\bar{D}$ has full row rank, $D H=N$ follows. To see that $D$ has full column rank, note that $M$ has $m+p$ rows and

$$
\operatorname{rank}(M)=\operatorname{rank}\left[\begin{array}{c}
\bar{D} \\
\bar{N}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{c}
\bar{D} \\
H \bar{D}
\end{array}\right]=\operatorname{rank}(\bar{D})=m
$$

This implies that the rank of its minimal left annihilator equals $p$. Thus

$$
p=\operatorname{rank}\left[\begin{array}{ll}
N & -D
\end{array}\right]=\operatorname{rank}\left[\begin{array}{ll}
D H & -D
\end{array}\right]=\operatorname{rank}(D)
$$

"only if": Let $(D, N)$ be a left co-prime factorization of $H$, then

$$
\left[\begin{array}{cc}
N & -D
\end{array}\right] M=0
$$

As rank $\left[\begin{array}{ll}N & -D\end{array}\right]+\operatorname{rank}(M)=p+m$, the matrix $\left[\begin{array}{cc}N & -D\end{array}\right]$ is already a minimal left annihilator of $M$ according to Lemma 2.3 .1 below.

Lemma 2.3.1. Let $R \in \mathcal{D}^{g \times q}$ be a minimal left annihilator. If $R M=0$ and

$$
\operatorname{rank}(R)+\operatorname{rank}(M)=q
$$

then $R$ is a minimal left annihilator of $M$.
Proof. Let $R$ be a minimal left annihilator of $M_{1}$. Let $\eta M_{1}=0$ for some rational row vector $\eta$. There exists a polynomial $d \neq 0$ such that $d \eta$ is polynomial, and $d \eta M_{1}=0$. Thus $d \eta=\xi R$ for some polynomial row vector $\xi$ and hence $d \eta M=0$ and $\eta M=0$. Thus $\eta M_{1}=0$ implies $\eta M=0$. As $\operatorname{rank}(M)=\operatorname{rank}\left(M_{1}\right)$, we conclude that

$$
\eta M=0 \quad \Leftrightarrow \quad \eta M_{1}=0 \quad \text { for } \eta \in \mathcal{K}^{1 \times q} \supset \mathcal{D}^{1 \times q}
$$

Thus the left kernels of $M$ and $M_{1}$ coincide, and $R$ is a minimal left annihilator also of $M$.

In order to obtain a left co-prime factorization of $H$, we proceed as follows:
Algorithm 2 Let a rational matrix $H \in \mathcal{K}^{p \times m}$ be given.

1. Construct a right factorization of $H$. This can be achieved by taking a common multiple of all denominators appearing in $H$, i.e., write

$$
H=\frac{\bar{N}_{0}}{d} \quad \text { for some } \bar{N}_{0} \in \mathcal{D}^{p \times m}, \quad 0 \neq d \in \mathcal{D}
$$

Setting $\bar{D}_{0}:=d I_{m}$, we have found a right factorization $\left(\bar{D}_{0}, \bar{N}_{0}\right)$ of $H$ (even in the classical sense, that is, $H=\bar{N}_{0} \bar{D}_{0}^{-1}$ ).
2. Now compute a minimal left annihilator of

$$
M_{0}:=\left[\begin{array}{l}
\bar{D}_{0} \\
\bar{N}_{0}
\end{array}\right]
$$

and partition it conformably as $\left[\begin{array}{ll}N & -D\end{array}\right]$.

The following corollary is an immediate consequence of Theorem 9.
Corollary 5 The matrix pair $(D, N)$ as constructed above is a left co-prime factorization of $H$.

### 2.4 Properties of Co-prime Factorizations

First, we collect some facts on determinantal ideals [47, p. 6] that will be needed in the following sections. For a polynomial matrix $R$, and an integer $\nu \geq 0$, let

$$
\mathcal{I}_{\nu}(R) \subseteq \mathcal{D}=\mathbb{F}\left[s_{1}, \ldots, s_{r}\right]
$$

denote the polynomial ideal generated by the $\nu \times \nu$ minors of $R$. By convention, $\mathcal{I}_{0}(R)=\mathcal{D}$, and $\mathcal{I}_{\nu}(R)=0$ if $\nu$ exceeds the number of rows or columns of $R$. Hence

$$
\mathcal{I}_{0}(R) \supseteq \mathcal{I}_{1}(R) \supseteq \mathcal{I}_{2}(R) \supseteq \ldots
$$

The largest $\nu$ such that $\mathcal{I}_{\nu}(R) \neq 0$ is equal to the rank of $R$. Define

$$
\mathcal{I}(R):=\mathcal{I}_{\mathrm{rank}(R)}(R)
$$

Recall that for a polynomial ideal $\mathcal{I} \neq \mathcal{D}$, its co-dimension (height) coincides with its grade (depth) [39, p. 187]. The co-dimension is an integer between zero and $r$, measuring the "size" of a polynomial ideal in the sense that $\operatorname{codim}(0)=0$ and

$$
\mathcal{I}_{1} \subseteq \mathcal{I}_{2} \quad \Rightarrow \quad \operatorname{codim}\left(\mathcal{I}_{1}\right) \leq \operatorname{codim}\left(\mathcal{I}_{2}\right)
$$

In the case when $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$, one can think of $\operatorname{codim}(\mathcal{I})$ as the usual co-dimension in $\mathbb{C}^{r}$ of the associated variety

$$
\mathcal{V}(\mathcal{I})=\left\{\xi \in \mathbb{C}^{r}, f(\xi)=0 \text { for all } f \in \mathcal{I}\right\}
$$

We set $\operatorname{codim}(\mathcal{D})=\infty$ and hence we have

$$
\infty=\operatorname{codim}\left(\mathcal{I}_{0}(R)\right) \geq \operatorname{codim}\left(\mathcal{I}_{1}(R)\right) \geq \ldots \geq \operatorname{codim}(\mathcal{I}(R)) \geq 1
$$

and $\operatorname{codim}\left(\mathcal{I}_{\nu}(R)\right)=0$ for all $\nu>\operatorname{rank}(R)$.
Theorem 10 Let $(D, N)$ be a left co-prime factorization of $H$, and let $\left(D_{1}, N_{1}\right)$ be an arbitrary left factorization of $H$. Then there exists a polynomial matrix $X$ such that

$$
D_{1}=X D \quad \text { and } \quad N_{1}=X N
$$

In particular, $\mathcal{I}_{\nu}\left(D_{1}\right) \subseteq \mathcal{I}_{\nu}(D)$ for all $\nu \geq 0$, and $\mathcal{I}\left(D_{1}\right) \subseteq \mathcal{I}(D)$.
Proof. According to Theorem 9, $\left[\begin{array}{ll}N-D\end{array}\right]$ is a minimal left annihilator of $M_{0}$, which is defined as in Algorithm 2. In view of Theorem 8, all we need to show is, $N_{1} \bar{D}_{0}-D_{1} \bar{N}_{0}=0$. But this follows directly from $D_{1} H=$ $D_{1} \bar{N}_{0} \bar{D}_{0}^{-1}=N_{1}$. The statement on the determinantal ideals follows from [47, p. 7]

$$
\mathcal{I}_{\nu}\left(D_{1}\right)=\mathcal{I}_{\nu}(X D) \subseteq \mathcal{I}_{\nu}(D) \quad \text { for all } \nu \geq 0
$$

and the fact that $\operatorname{rank}(D)=\operatorname{rank}\left(D_{1}\right)$.

Thus the determinantal ideal of $D$ in a left co-prime factorization is maximal among the determinantal ideals of denominator matrices in left factorizations. This should be compared with the following classical result from 1D theory: If $H=D^{-1} N$ is a left co-prime factorization, and $H=D_{1}^{-1} N_{1}$ an arbitrary left factorization, then $\operatorname{det}(D)$ divides $\operatorname{det}\left(D_{1}\right)$. In other words, the principal ideal $\mathcal{I}(D)=\langle\operatorname{det}(D)\rangle$ contains $\mathcal{I}\left(D_{1}\right)=\left\langle\operatorname{det}\left(D_{1}\right)\right\rangle$.

Due to Theorem 10, we can characterize the relation between two left co-prime factorizations of one and the same rational matrix as follows.
Corollary 6 Let $(D, N)$ and $\left(D_{1}, N_{1}\right)$ be two left co-prime factorizations of $H$. Then there exist polynomial matrices $X$ and $Y$ such that

$$
D_{1}=X D \quad \text { and } \quad N_{1}=X N, \quad D=Y D_{1} \quad \text { and } \quad N=Y N_{1} .
$$

In other words, the rows of $\left[\begin{array}{ll}N & -D]\end{array}\right]$ and $\left[\begin{array}{ll}N_{1} & \left.-D_{1}\right] \text { generate the same }\end{array}\right.$ polynomial module. In particular, $\mathcal{I}_{\nu}(D)=\mathcal{I}_{\nu}\left(D_{1}\right)$ for all $\nu \geq 0$ and $\mathcal{I}(D)=$ $\mathcal{I}\left(D_{1}\right)$.

Next, we turn to the sets of input-output pairs associated with left and right factorizations according to Definition 14.

Lemma 2.4.1. The set of $I O$ pairs with respect to a left co-prime factorization of $H$ equals the set of $I O$ pairs with respect to any right factorization of $H$.
Proof. Let $(D, N)$ be a left co-prime factorization of $H$, and let $(\bar{D}, \bar{N})$ be an arbitrary right factorization of $H$. Then $R=\left[\begin{array}{ll}N-D\end{array}\right]$ is a minimal left annihilator of $M=\left[\begin{array}{ll}\bar{D}^{T} & \bar{N}^{T}\end{array}\right]^{T}$, hence

$$
D y=N u \quad \Leftrightarrow \quad \exists v: u=\bar{D} v, y=\bar{N} v
$$

according to the fundamental principle.
Corollary 7 Let $(D, N)$ be a left co-prime factorization of $H$, and let $\left(D_{1}, N_{1}\right)$ be an arbitrary left factorization of $H$. Then

$$
\begin{equation*}
D y=N u \quad \Rightarrow \quad D_{1} y=N_{1} u \tag{2.3}
\end{equation*}
$$

that is, an IO pair with respect to $(D, N)$ is also an IO pair with respect to ( $D_{1}, N_{1}$ ). Thus a left co-prime factorization generates the smallest set of IO pairs associated with any left factorization of $H$. Moreover, ( $D_{1}, N_{1}$ ) is left co-prime iff the converse of (2.3) holds.
Proof. In view of Theorem 10, we only need to prove that if equivalence holds in (2.3), then also ( $D_{1}, N_{1}$ ) is left co-prime. In view of the preceding lemma, let $(\bar{D}, \bar{N})$ be an arbitrary right factorization of $H$, then

$$
D_{1} y=N_{1} u \quad \Leftrightarrow \quad D y=N u \quad \Leftrightarrow \quad \exists v: u=\bar{D} v, y=\bar{N} v .
$$

Oberst's duality theorem (i.e., the converse of the fundamental principle) implies that $\left[\begin{array}{ll}N_{1} & -D_{1}\end{array}\right]$ is a minimal left annihilator, hence left co-prime.

The co-prime factorization is illustrated by the following example.
Example 2.4.1. Consider

$$
H=\left[\begin{array}{l}
s_{2} / s_{1} \\
s_{3} / s_{1}
\end{array}\right] \in \mathbb{R}\left(s_{1}, s_{2}, s_{3}\right)^{2 \times 1}, \quad \bar{N}_{0}=\left[\begin{array}{l}
s_{2} \\
s_{3}
\end{array}\right], \quad \bar{D}_{0}=\left[s_{1}\right]
$$

Computing a minimal left annihilator of

$$
M_{0}=\left[\begin{array}{l}
s_{1} \\
\hline s_{2} \\
s_{3}
\end{array}\right]
$$

yields the left co-prime factorization

$$
[N \mid-D]=\left[\begin{array}{r|rr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right]
$$

We have $\mathcal{I}(D)=\left\langle s_{1}^{2}, s_{1} s_{2}, s_{1} s_{3}\right\rangle$. Note that $\left(\bar{D}_{0}, \bar{N}_{0}\right)$ is already a right coprime factorization of $H$ and that $\mathcal{I}\left(\bar{D}_{0}\right)=\left\langle s_{1}\right\rangle \neq \mathcal{I}(D)$.

This phenomenon was already observed by Lin [41] for classical factorizations of rational matrices in $r>2$ indeterminates. It signifies that another classical result fails to generalize to the multidimensional setting: For 1D systems, we have $\operatorname{det}(D)=\operatorname{det}(\bar{D})$ (up to non-zero constant factors) for a right co-prime factorization ( $\bar{D}, \bar{N}$ ) and a left co-prime factorization ( $D, N$ ) of $H=D^{-1} N=\bar{N} \bar{D}^{-1}$. It is known however [46] that the result still holds for 2D systems, and we will shortly recover this fact using different methods. It will turn out that even for dimensions $r>2$, there are some interesting connections between the determinantal ideals associated to right and left co-prime factorizations.

### 2.5 Factorization Ideals

We start by quoting a fundamental result from the theory of factorization ideals as developed by Buchsbaum and Eisenbud [14]; see also Northcott [47, Ch. 7].

Theorem 11 [14, 47] Let $(D, N)$ be a left co-prime factorization of $H$, and let $(\bar{D}, \bar{N})$ be an arbitrary right factorization of $H$. As usual, let

$$
R=\left[\begin{array}{ll}
N & -D
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{c}
\bar{D} \\
\bar{N}
\end{array}\right]
$$

Then there exist ideals $\mathcal{J}_{0}, \mathcal{J}_{1}, \mathcal{J}_{2} \subseteq \mathcal{D}$ such that

1. $\mathcal{I}(M)=\mathcal{J}_{1} \mathcal{J}_{0}$;
2. $\mathcal{I}(R)=\mathcal{J}_{2} \mathcal{J}_{1}$;
3. $\operatorname{codim}\left(\mathcal{J}_{i}\right) \geq i+1$ for $i=0,1,2$.

Furthermore, if $M$ has $n$ columns and rank $m$, then $\mathcal{J}_{0}$ can be generated by $\binom{n}{m}$ elements. A particularly interesting situation arises when $M$ has full column rank (e.g., if $M=M_{0}$ as in Algorithm 2). Then $\mathcal{J}_{0}$ is a principal ideal, moreover, it is the smallest principal ideal containing $\mathcal{I}(M)$.

We only present a small ingredient of the proof of Theorem 11 that is crucial for our derived results below: Let $R$ be a minimal left annihilator of $M$, then there exists a finite free resolution
$0 \rightarrow F_{l} \rightarrow \ldots \rightarrow F_{2}:=\mathcal{D}^{1 \times g} \xrightarrow{R} F_{1}:=\mathcal{D}^{1 \times q} \xrightarrow{M} F_{0}:=\mathcal{D}^{1 \times n} \rightarrow \operatorname{cok}(M) \rightarrow 0$
of $\operatorname{cok}(M)=\mathcal{D}^{1 \times n} / \mathcal{D}^{1 \times q} M$. Let $M^{(m)}$ denote the $m$-th exterior power [47, p. 4] of $M \in \mathcal{D}^{q \times n}$, that is a $\binom{q}{m} \times\binom{ n}{m}$ matrix whose entries are the $m \times m$ minors of $M$. Each row of $M^{(m)}$ corresponds to a particular choice of $m$ rows of $M$, say those with row indices

$$
\begin{equation*}
1 \leq i_{1}<\ldots<i_{m} \leq q . \tag{2.4}
\end{equation*}
$$

For the sake of uniqueness, we assume that these $m$-tuples are ordered lexicographically; and analogously for the columns of $M^{(m)}$. As $\operatorname{rank}(M)=m$,

$$
\mathcal{I}(M)=\mathcal{I}_{m}(M)=\mathcal{I}_{1}\left(M^{(m)}\right)
$$

Similarly for $R \in \mathcal{D}^{g \times q}$ with $\operatorname{rank}(R)=p=q-m$, we have $\mathcal{I}(R)=\mathcal{I}_{p}(R)=$ $\mathcal{I}_{1}\left(R^{(p)}\right)$, and $R^{(p)}$ has $\binom{g}{p}$ rows and $\binom{q}{p}=\binom{q}{m}$ columns. Now, in the situation of Theorem 11, there exist column vectors $U$ and $W$, and row vectors $V, Z$ such that

$$
\begin{equation*}
R^{(p)}=U V \quad \text { and } \quad M^{(m)}=W Z \tag{2.5}
\end{equation*}
$$

Moreover, the entries of $W$ and $V$ are the same (up to non-zero constant factors), indeed the entry of $W$ that corresponds to the rows of $M$ with row indices (2.4) equals (up to a non-zero constant factor) the entry of $V$ that corresponds to the $p$ columns of $R$ with column indices

$$
\{1, \ldots, q\} \backslash\left\{i_{1}, \ldots, i_{m}\right\}
$$

In particular, $\mathcal{I}_{1}(W)=\mathcal{I}_{1}(V)=: \mathcal{J}_{1}$. With $\mathcal{J}_{0}:=\mathcal{I}_{1}(Z), \mathcal{J}_{2}:=\mathcal{I}_{1}(U)$, we have

$$
\mathcal{I}(M)=\mathcal{I}_{1}(W Z)=\mathcal{I}_{1}(W) \mathcal{I}_{1}(Z)=\mathcal{J}_{1} \mathcal{J}_{0}
$$

and similarly, $\mathcal{I}(R)=\mathcal{J}_{2} \mathcal{J}_{1}$.

Example 2.5.1. Consider once more

$$
R=\left[\begin{array}{rrr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{l}
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right]
$$

Factorizations according to (2.5) are given by

$$
R^{(2)}=\left[\begin{array}{rrr}
s_{3}^{2} & -s_{2} s_{3} & s_{1} s_{3} \\
-s_{2} s_{3} & s_{2}^{2} & -s_{1} s_{2} \\
s_{1} s_{3} & -s_{1} s_{2} & s_{1}^{2}
\end{array}\right]=\left[\begin{array}{r}
s_{3} \\
-s_{2} \\
s_{1}
\end{array}\right]\left[\begin{array}{lll}
s_{3} & -s_{2} & s_{1}
\end{array}\right]
$$

and $M^{(1)}=M$ has the trivial factorization $W=M, Z=1$. Then $\mathcal{J}_{0}=$ $\mathcal{D}=\mathbb{R}\left[s_{1}, s_{2}, s_{3}\right]$ and $\mathcal{J}_{1}=\mathcal{J}_{2}=\left\langle s_{1}, s_{2}, s_{3}\right\rangle$. Alternatively, one could find these ideals by looking at $\mathcal{I}(R)=\left\langle s_{1}^{2}, s_{1} s_{2}, s_{1} s_{3}, s_{2}^{2}, s_{2} s_{3}, s_{3}^{2}\right\rangle$ and $\mathcal{I}(M)=$ $\left\langle s_{1}, s_{2}, s_{3}\right\rangle$, and using the characterizations given in Theorem 11. The smallest principal ideal that contains the zero-dimensional ideal $\mathcal{I}(M)$ is the whole of $\mathcal{D}$. Thus $\mathcal{J}_{0}=\langle 1\rangle=\mathcal{D}$, and $\mathcal{J}_{1}=\mathcal{J}_{2}=\mathcal{I}(M)$.

Corollary 8 Let $(D, N),(\bar{D}, \bar{N}), R, M$, and $\mathcal{J}_{0}, \mathcal{J}_{1}, \mathcal{J}_{2}$ be as in Theorem 11. Then there exists a principal ideal $\mathcal{J}_{1}^{\prime} \subseteq \mathcal{J}_{1}$ such that

1. $\mathcal{I}(\bar{D})=\mathcal{J}_{1}{ }^{\prime} \mathcal{J}_{0}$;
2. $\mathcal{I}(D)=\mathcal{J}_{2} \mathcal{J}_{1}{ }^{\prime}$.

Moreover, $\mathcal{J}_{1}{ }^{\prime}$ is generated by the greatest common divisor of the $p \times p$ minors of $D$, that is, $\mathcal{J}_{1}^{\prime}$ is the smallest principal ideal containing $\mathcal{I}(D)$.

Proof. The $p$-th exterior power of $D$ is the last column of $R^{(p)}$. Similarly, $\bar{D}^{(m)}$ is the first row of $M^{(m)}$. In view of (2.5),

$$
\tilde{D}^{(m)}=w_{1} Z
$$

where $w_{1}$ denotes the first component of $W$. Up to a non-zero constant factor, $w_{1}$ is also the last component of $V$, hence

$$
\begin{equation*}
D^{(p)}=U w_{1} \tag{2.6}
\end{equation*}
$$

(up to non-zero constant factors). Hence with $\mathcal{J}_{1}{ }^{\prime}:=\left\langle w_{1}\right\rangle \subseteq \mathcal{I}_{1}(W)=\mathcal{J}_{1}$, we obtain

$$
\mathcal{I}(\bar{D})=\mathcal{I}_{m}(\bar{D})=\mathcal{I}_{1}\left(\bar{D}^{(m)}\right)=\left\langle w_{1}\right\rangle \mathcal{I}_{1}(Z)=\mathcal{J}_{1}{ }^{\prime} \mathcal{J}_{0}
$$

Similarly, $\mathcal{I}(D)=\mathcal{J}_{2} \mathcal{J}_{1}{ }^{\prime}$. Finally from (2.6), $w_{1}$ is certainly a common divisor of the entries of $D^{(p)}$. Suppose that the entries of $U$ possess a non-constant common factor, say $h$. Then $\mathcal{I}_{1}(U) \subseteq\langle h\rangle$, and hence $\operatorname{codim}\left(\mathcal{I}_{1}(U)\right) \leq$ $\operatorname{codim}(\langle h\rangle)=1$. But we know that $\operatorname{codim}\left(\mathcal{J}_{2}\right)=\operatorname{codim}\left(\mathcal{I}_{1}(U)\right) \geq 3$, and hence we conclude that the entries of $U$ are devoid of a non-constant common factor. Thus $w_{1}$ is the greatest common divisor of the $p \times p$ minors of $D$.

Example 2.5.2. In Example 2.4.1, we have $\mathcal{I}(D)=\left\langle s_{1}^{2}, s_{1} s_{2}, s_{1} s_{3}\right\rangle$, hence $\mathcal{J}_{1}{ }^{\prime}=\left\langle s_{1}\right\rangle$. Note that $\operatorname{codim}\left(\mathcal{J}_{1}{ }^{\prime}\right)=1$ (compare this with Statement 3 in Theorem 11).

It is worth noting that in the situation of Theorem 11 and Corollary 8, the ideals $\mathcal{I}(R), \mathcal{I}(D)$, and thus also $\mathcal{J}_{1}^{\prime}$ are uniquely determined by $H$.

### 2.6 The Bivariate Case

Hilbert's syzygy theorem [39, p. 208] implies that for $\mathcal{D}=\mathbb{F}\left[s_{1}, s_{2}\right], \mathbb{F}$ a field, any finitely generated $\mathcal{D}$-module $\mathcal{M}$ possesses a finite free resolution of length $l \leq 2$. The following fact is implicit in [48, p. 148]. As it is crucial for the considerations below, we shortly restate it.

Theorem 12 [48] A minimal left (right) annihilator of a bivariate polynomial matrix is either zero or can be chosen to be a matrix with full row (column) rank.

Proof. Let $M \in \mathcal{D}^{q \times n}$ be given. Let

$$
\operatorname{ker}(M)=\left\{\eta \in \mathcal{D}^{1 \times q}, \eta M=0\right\} \quad \text { and } \quad \operatorname{cok}(M)=\mathcal{D}^{1 \times n} / \mathcal{D}^{1 \times q} M
$$

A polynomial matrix is a minimal left annihilator of $M$ iff its rows generate $\operatorname{ker}(M)$. The sequence

$$
0 \rightarrow \operatorname{ker}(M) \hookrightarrow \mathcal{D}^{1 \times q} \xrightarrow{M} \mathcal{D}^{1 \times n} \rightarrow \operatorname{cok}(M) \rightarrow 0
$$

is exact. As $\operatorname{cok}(M)$ is a finitely generated $\mathcal{D}$-module, there exists a finite free resolution of $\operatorname{cok}(M)$ of length $\leq 2$. We conclude that $\operatorname{ker}(M)$ is free, which yields the desired result: Either $\operatorname{ker}(M)=0$, which corresponds to a full row rank matrix $M$, whose left annihilators are necessarily zero, or $\operatorname{ker}(M) \neq 0$, in which case it can be spanned by a set of linearly independent row vectors. The assertion on minimal right annihilators follows by transposition.

It is important to note that in spite of Theorem 12, it does not suffice to solve the linear system of equations $\eta M=0$ over the field $\mathcal{K}=\mathbb{F}\left(s_{1}, s_{2}\right)$ when searching a minimal left annihilator of $M$. This is true although we can choose every generator $\eta$ of $\operatorname{ker}(M)$ such that the polynomials $\eta_{1}, \ldots, \eta_{q}$ are co-prime.

Example 2.6.1. The left kernel of

$$
M=\left[\begin{array}{c}
s_{1}+1 \\
s_{2} \\
s_{1} s_{2}
\end{array}\right]
$$

is generated (over $\mathcal{K}$ ) by

$$
\tilde{R}=\left[\begin{array}{ccc}
-s_{2} & s_{1}+1 & 0 \\
-s_{1} s_{2} & 0 & s_{1}+1
\end{array}\right]
$$

A minimal left annihilator of $M$ is given by

$$
R=\left[\begin{array}{ccc}
-s_{2} & s_{1}+1 & 0 \\
-s_{2} & 1 & 1
\end{array}\right]
$$

Its row module is strictly greater than that of $\tilde{R}$. This is of course due to the fact that $R$ is minor left prime, whereas $\tilde{R}$ is not.

Recall that any polynomial matrix $R$ can be factored as $R=X R^{c}$ with $R^{c}$ left prime. In view of Theorem 12, the matrix $R^{c}$ can be assumed to have full row rank in the bivariate situation. Then $X$ is unique up to postmultiplication by a unimodular matrix. Thus it is justified to speak of the greatest left factor of a bivariate matrix. Similarly, two bivariate polynomial matrices $D$ and $N$ with the same number of rows possess a well-defined greatest common left factor (GCLF).

Another consequence of Theorem 12 is that the minimal left annihilator of $M_{0}$ in Algorithm 2 can be chosen to be a full row rank matrix. Then $D$ is a square matrix, and the left factorization is $H=D^{-1} N$. This is the fundamental reason why it is justified to restrict to classical factorizations (with square denominator matrix), in the 2D just like in the 1D case. Many authors, including Morf et al. [46], have used classical matrix fraction descriptions for 2D transfer functions. This section aims at pointing out why this approach works nicely for 2D systems, but is bound to become inadequate in dimensions greater than two.

The co-prime factorization is illustrated by the following example.
Example 2.6.2. Consider

$$
H=\frac{1}{s_{1}-s_{2}-1}\left[\begin{array}{cc}
s_{1}-s_{1} s_{2}-1+s_{2}-s_{2}^{2} & -2 s_{2} \\
-s_{1}+s_{1} s_{2}+s_{2}^{2}+s_{2} & s_{1}+s_{2}+1
\end{array}\right]
$$

and let

$$
\bar{N}_{0}=\left[\begin{array}{cc}
s_{1}-s_{1} s_{2}-1+s_{2}-s_{2}^{2} & -2 s_{2} \\
-s_{1}+s_{1} s_{2}+s_{2}^{2}+s_{2} & s_{1}+s_{2}+1
\end{array}\right], \quad \bar{D}_{0}=\left(s_{1}-s_{2}-1\right) I_{2}
$$

Computing a minimal left annihilator of

$$
M_{0}=\left[\begin{array}{c}
\bar{D}_{0} \\
\bar{N}_{0}
\end{array}\right]
$$

yields the left co-prime factorization

$$
R=[N \mid-D]=\left[\begin{array}{cc|cc}
-s_{2}+1 & s_{2} & -s_{2}-1 & -s_{2} \\
s_{2} & s_{1}+1 & -s_{1} & -s_{1}+1
\end{array}\right] .
$$

As the $2 \times 2$ minors of $R$ generate the whole of $\mathcal{D}=\mathbb{R}\left[s_{1}, s_{2}\right]$, we have $\mathcal{I}(R)=\mathcal{D}$. Note that

$$
\mathcal{I}(D)=\left\langle s_{1}-s_{2}-1\right\rangle
$$

Furthermore $\left(\bar{D}_{0}, \bar{N}_{0}\right)$ is not right co-prime and $\mathcal{I}\left(\bar{D}_{0}\right)=\left\langle\left(s_{1}-s_{2}-1\right)^{2}\right\rangle \neq$ $\mathcal{I}(D)$. The relation between these determinantal ideals will be discussed below.

This example is closely related to the one given in [4]. In fact, $H=A^{-1} B$, where

$$
A=\left[\begin{array}{cc}
s_{1}^{2}+2 s_{1} s_{2}+s_{1} & s_{1}^{2}-s_{1}+2 s_{1} s_{2}-s_{2} \\
2 s_{1} s_{2}+s_{1}+s_{2}+1 & 2 s_{1} s_{2}
\end{array}\right]
$$

and

$$
B=\left[\begin{array}{cc}
s_{1}+s_{2}^{2} & s_{1}^{2}+s_{1}+2 s_{1} s_{2}+s_{2} \\
s_{2}^{2}-s_{1} s_{2}+s_{1}-s_{2}+1 & 2 s_{2}\left(s_{1}+1\right)
\end{array}\right]
$$

Thus $N$ and $D$ can be seen as factors of $A$ and $B$ after extraction of their greatest common left factor, in fact

$$
A=\left[\begin{array}{cc}
s_{1} & s_{1}+s_{2} \\
s_{1}+1 & s_{2}
\end{array}\right] D \quad \text { and } \quad B=\left[\begin{array}{cc}
s_{1} & s_{1}+s_{2} \\
s_{1}+1 & s_{2}
\end{array}\right] N .
$$

Comparing with the result given in [4], we find that the GCLF given there, namely

$$
\left[\begin{array}{cc}
s_{2} & s_{1} \\
s_{2}-s_{1}-1 & s_{1}+1
\end{array}\right]=\left[\begin{array}{cc}
s_{1} & s_{1}+s_{2} \\
s_{1}+1 & s_{2}
\end{array}\right]\left[\begin{array}{rl}
-1 & 1 \\
1 & 0
\end{array}\right]
$$

differs from the one computed above only by a post-multiplication by a unimodular matrix.

The characterizations of co-prime factorizations in terms of determinantal ideals that were derived in the preceding sections have nice special versions in the bivariate situation.

The co-dimension of an ideal $\mathcal{I} \subset \mathcal{D}=\mathbb{F}\left[s_{1}, s_{2}\right]$ is either zero (corresponds to $\mathcal{I}=0$ ), or one, or two (corresponds to a zero-dimensional $\mathcal{I}$, i.e., one for which $\mathcal{D} / \mathcal{I}$ is finite-dimensional as an $\mathbb{F}$-vector space). The co-dimension of $\mathcal{D}$ itself is set to be $\infty$ as usual. Obviously, $\operatorname{codim}(\mathcal{I}) \geq 3$ already implies that $\mathcal{I}=\mathcal{D}$.

If $R$ has full row rank, the condition $\operatorname{codim}(\mathcal{I}(R)) \geq 2$ is equivalent to minor (and thus classical factor [46]) left primeness of $R$. As mentioned in Chapter 1, Wood et al. [83] showed that then the claim of Theorem 2 is actually an equivalence. This implies that generalized factor left primeness coincides with minor and classical factor left primeness in the case of full row rank bivariate matrices.

Corollary 9 [14, 47] Let $(D, N)$ be a left co-prime factorization of $H$, and let $(\bar{D}, \bar{N})$ be an arbitrary right factorization of $H$. As usual, let

$$
R=\left[\begin{array}{ll}
N & -D
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{c}
\bar{D} \\
\bar{N}
\end{array}\right]
$$

Then there exists an ideal $\mathcal{J}_{0} \subseteq \mathcal{D}$ such that

$$
\mathcal{I}(M)=\mathcal{I}(R) \mathcal{J}_{0}
$$

Furthermore, if $M$ has $n$ columns and rank $m$, then $\mathcal{J}_{0}$ can be generated by $\binom{n}{m}$ elements. A particularly interesting situation arises when $M$ has full column rank (e.g., if $M=M_{0}$ as in Algorithm 2). Then $\mathcal{J}_{0}$ is a principal ideal, moreover, it is the smallest principal ideal containing $\mathcal{I}(M)$.

Example 2.6.3. Consider once more

$$
R=\left[\begin{array}{cccc}
-s_{2}+1 & s_{2} & -s_{2}-1 & -s_{2} \\
s_{2} & s_{1}+1 & -s_{1} & -s_{1}+1
\end{array}\right]
$$

and

$$
M_{0}=\left[\begin{array}{cc}
s_{1}-s_{2}-1 & 0 \\
0 & s_{1}-s_{2}-1 \\
s_{1}-s_{1} s_{2}-1+s_{2}-s_{2}^{2} & -2 s_{2} \\
-s_{1}+s_{1} s_{2}+s_{2}^{2}+s_{2} & s_{1}+s_{2}+1
\end{array}\right]
$$

from the previous example. Factorizations according to (2.5) are given by

$$
M_{0}^{(2)}=\left[\begin{array}{c}
s_{1}-s_{2}-1 \\
-2 s_{2} \\
s_{1}+s_{2}+1 \\
s_{2}^{2}+s_{1} s_{2}-s_{2}-s_{1}+1 \\
s_{1}-s_{2}-s_{1} s_{2}-s_{2}^{2} \\
s_{1}+1-s_{2}-s_{1} s_{2}-s_{2}^{2}
\end{array}\right]\left(s_{1}-s_{2}-1\right)
$$

and

$$
\begin{aligned}
R^{(2)}= & {\left[s_{1}+1-s_{2}-s_{1} s_{2}-s_{2}^{2},-\left(s_{1}-s_{2}-s_{1} s_{2}-s_{2}^{2}\right)\right.} \\
& \left.s_{2}^{2}+s_{1} s_{2}-s_{2}-s_{1}+1, s_{1}+s_{2}+1,2 s_{2}, s_{1}-s_{2}-1\right]
\end{aligned}
$$

which has the trivial factorization $U=1, V=R^{(2)}$. Recall that $\mathcal{I}(R)=\mathcal{D}$. Now $\mathcal{I}\left(M_{0}\right)=\mathcal{J}_{0}=\left\langle s_{1}-s_{2}-1\right\rangle$.
Corollary $10 \operatorname{Let}(D, N),(\bar{D}, \bar{N}), R, M$, and $\mathcal{J}_{0}$ be as in Corollary 9. Then $\mathcal{I}(D)$ is a principal ideal and

$$
\mathcal{I}(\bar{D})=\mathcal{I}(D) \mathcal{J}_{0}
$$

Proof. The $p$-th exterior power of $D$ is the last column of $R^{(p)}$ (up to the sign). Similarly, $\bar{D}^{(m)}$ is the first row of $M^{(m)}$. In view of (2.5),

$$
\tilde{D}^{(m)}=w_{1} Z
$$

where $w_{1}$ denotes the first component of $W$. Up to a constant factor, $w_{1}$ is also the last component of $V$, hence

$$
D^{(p)}=U w_{1}
$$

(up to constant factors). On the other hand, as $\operatorname{codim}\left(\mathcal{J}_{2}\right)=\operatorname{codim}\left(\mathcal{I}_{1}(U)\right) \geq$ 3, the entries of $U$ generate the whole of $\mathcal{D}$, thus $\mathcal{I}(D)=\mathcal{I}_{p}(D)=\mathcal{I}_{1}\left(D^{(p)}\right)=$ $\left\langle w_{1}\right\rangle$. Hence

$$
\mathcal{I}(\bar{D})=\mathcal{I}_{m}(\bar{D})=\mathcal{I}_{1}\left(\bar{D}^{(m)}\right)=\left\langle w_{1}\right\rangle \mathcal{I}_{1}(Z)=\mathcal{I}(D) \mathcal{J}_{0}
$$

It remains to be noted that $\mathcal{I}(D)$ is generated by $w_{1}$, which is the greatest common divisor of the $p \times p$ minors of $D$.
Example 2.6.4. In the example discussed above, we have $\mathcal{I}(D)=\mathcal{J}_{0}=\left\langle s_{1}-\right.$ $\left.s_{2}-1\right\rangle$, and accordingly, $\mathcal{I}(\tilde{D})=\left\langle\left(s_{1}-s_{2}-1\right)^{2}\right\rangle$.

Finally we turn to doubly co-prime factorizations and recover a result that is well-known in the 1D setting, and has been proven to hold for classical factorizations in the 2D case [46].
Corollary 11 Let $(D, N)$ be a left co-prime factorization of $H$, and let $(\bar{D}, \bar{N})$ be a right co-prime factorization of $H$. Let $R$ and $M$ be defined as usual. Then

$$
\mathcal{I}(R)=\mathcal{I}(M) \quad \text { and } \quad \mathcal{I}(D)=\mathcal{I}(\bar{D})
$$

Proof. Double co-primeness means: $R$ is a minimal left annihilator of $M$, and $M$ is a minimal right annihilator of $R$. Thus the sequences

$$
\mathcal{D}^{1 \times g} \xrightarrow{R} \mathcal{D}^{1 \times q} \xrightarrow{M} \mathcal{D}^{1 \times n} \quad \text { and } \quad \mathcal{D}^{1 \times n} \xrightarrow{M^{T}} \mathcal{D}^{1 \times q} \xrightarrow{R^{T}} \mathcal{D}^{1 \times g}
$$

are exact and they can be extended as finite free resolutions of $\operatorname{cok}(M)$ and $\operatorname{cok}\left(R^{T}\right)$, respectively. Consider the factorizations according to (2.5), let $R^{(p)}=U V, M^{(m)}=W Z$ and, $\left(M^{T}\right)^{(m)}=\tilde{U} \tilde{V},\left(R^{T}\right)^{(p)}=\tilde{W} \tilde{Z}$ with

$$
\mathcal{I}_{1}(W)=\mathcal{I}_{1}(V) \quad \text { and } \quad \mathcal{I}_{1}(\tilde{W})=\mathcal{I}_{1}(\tilde{V})
$$

Recall that we must have $\mathcal{I}_{1}(U)=\mathcal{I}_{1}(\tilde{U})=\mathcal{D}$. Now taking into account that $\left(R^{T}\right)^{(p)}=\left(R^{(p)}\right)^{T}$,

$$
\mathcal{I}(R)=\mathcal{I}_{1}(U) \mathcal{I}_{1}(V)=\mathcal{I}_{1}(V)=\mathcal{I}_{1}(W)=\mathcal{I}_{1}(\tilde{W}) \mathcal{I}_{1}(\tilde{Z})
$$

and

$$
\mathcal{I}(M)=\mathcal{I}_{1}(\tilde{U}) \mathcal{I}_{1}(\tilde{V})=\mathcal{I}_{1}(\tilde{V})=\mathcal{I}_{1}(\tilde{W})=\mathcal{I}_{1}(W) \mathcal{I}_{1}(Z)
$$

hence $\mathcal{I}(R)=\mathcal{I}(M) \mathcal{I}_{1}(\tilde{Z})$ and $\mathcal{I}(M)=\mathcal{I}(R) \mathcal{I}_{1}(Z)$. We conclude that $\mathcal{I}(R)=$ $\mathcal{I}(M)$ and the statement for the denominator matrices $D$ and $\bar{D}$ follows.

## 3. Stabilizability

A variety of design problems can be solved using the well-known parameterization of all stabilizing controllers of a plant. This parameterization, first introduced by Youla et al. [87] in 1976, is now a fundamental ingredient of almost every textbook on robust or optimal control. It is based on co-prime factorizations of the plant, which is represented by a rational transfer matrix, over the ring of stable rational functions.

For one-dimensional (1D) systems, i.e., univariate rational functions, coprimeness admits a characterization in terms of Bézout relations, and these are essential for deriving the desired parameterization. In the presence of more than one independent variable, there are several notions of co-primeness: Zero co-primeness is a strong form which admits a "1D-like" Bézout relation. Minor co-primeness is a weaker form which gives rise to a generalized type of Bézout relation. However, the concept is still restrictive as there are rational matrices that do not possess a minor co-prime factorization (an example is given below). Therefore, we will use the alternative notion of a co-prime factorization developed in the previous chapter. It guarantees the existence of co-prime factorizations for arbitrary rational matrices.

Within this framework, we give necessary and sufficient conditions for stabilizability. Analogously to the 1D case, the existence of a zero co-prime factorization of the plant is sufficient for stabilizability. This has been noted by various authors [82, 86]. In the one- and two-dimensional case, the condition is also necessary. For 2D systems, this result was established by Guiver and Bose [30]. For rational matrices of more than two variables, however, we shall only be able to show that stabilizability is a property that lies "between" freeness and projectivity of certain modules associated to the plant. This result is due to Sule [73] who obtains it within the very comprehensive setting of systems over commutative rings. Using different methods, Lin [41] derived another necessary and sufficient condition for stabilizability of $n$-dimensional systems.

### 3.1 Co-primeness over Rings of Fractions

Let $\mathbb{F}$ be a field, and let $\mathcal{P}:=\mathbb{F}[z]$ denote the polynomial ring in the indeterminates $\boldsymbol{z}=\left(z_{1}, \ldots, z_{n}\right)$. Let $\mathcal{Q}$ denote a multiplicatively closed subset of
$\mathcal{P}$, in particular, $1 \in \mathcal{Q}$. For simplicity, we assume $0 \notin \mathcal{Q}$. Define the ring of fractions of $\mathcal{P}$ with denominator set $\mathcal{Q}$ by

$$
\mathcal{P}_{\mathcal{Q}}=\left\{\left.\frac{p}{q} \right\rvert\, p \in \mathcal{P}, q \in \mathcal{Q}\right\} .
$$

By means of the canonical injection $\mathcal{P} \rightarrow \mathcal{P}_{\mathcal{Q}}, p \mapsto \frac{p}{1}$, we identify $\mathcal{P}$ as a sub-ring of $\mathcal{P}_{\mathcal{Q}}$. Naturally, $\mathcal{P}_{\mathcal{Q}}$ is in turn a sub-ring of $\mathcal{R}:=\mathbb{F}(\boldsymbol{z})$, the field of rational functions of $\boldsymbol{z}$.

Example 3.1.1.

1. Let $\mathcal{Q}$ denote the set of polynomials with a non-zero constant term. Then $\mathcal{C}:=\mathcal{P}_{\mathcal{Q}}$ is the ring of causal rational functions.
2. Suppose that $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$. Take $\mathcal{Q}$ to be

$$
\mathcal{Q}=\left\{p \in \mathcal{P} \mid p(\zeta) \neq 0 \forall \zeta \in \bar{U}^{n}\right\}
$$

where

$$
\bar{U}=\{\zeta \in \mathbb{C}| | \zeta \mid \leq 1\}
$$

Then $\mathcal{P}_{\mathcal{Q}}$ is the set of structurally (or internally) stable [30] functions. A weaker stability concept is obtained when

$$
\mathcal{Q}=\left\{p \in \mathcal{P} \mid p\left(0, \ldots, 0, \zeta_{j}, 0, \ldots, 0\right) \neq 0 \forall 1 \leq j \leq n, \zeta_{j} \in \bar{U}\right\}
$$

The elements of $\mathcal{P}_{\mathcal{Q}}$ are called practically BIBO (bounded input, bounded output) stable [1].

In the following, let $\mathcal{S}$ denote a ring of fractions of $\mathcal{P}$, with denominator set $\mathcal{Q}$. Clearly, the set of units of $\mathcal{S}$ is

$$
U(\mathcal{S})=\left\{\left.\frac{p}{q} \right\rvert\, p, q \in \mathcal{Q}\right\}
$$

Note that $\mathcal{S}$ is a factorial ring [39, p. 81], in fact, the irreducible factors of $s={ }_{q}^{p} \in \mathcal{S}$ are precisely the irreducible factors of $p$ over $\mathcal{P}$. This is due to the fact that $s$ and $p$ are associated, that is, they differ only by a factor in $U(\mathcal{S})$. Thus any two elements of $\mathcal{S}$ possess a well-defined greatest common divisor (gcd). Two elements of $\mathcal{S}$ are said to be co-prime if their gcd is in $U(\mathcal{S})$. The greatest common divisor of two polynomials over $\mathcal{P}$ is denoted by $\operatorname{gcd}_{\mathcal{P}}$. The following lemma summarizes these considerations.

Lemma 3.1.1. For $i=1,2$, let $s_{i}=\frac{p_{i}}{q_{i}} \in \mathcal{S}$. Then

$$
\operatorname{gcd}\left(s_{1}, s_{2}\right)=\operatorname{gcd}_{\mathcal{P}}\left(p_{1}, p_{2}\right)
$$

In particular, $s_{1}$ and $s_{2}$ are co-prime iff $\operatorname{gcd}_{\mathcal{P}}\left(p_{1}, p_{2}\right) \in \mathcal{Q}$.

As usual, the concept of gcd can easily be extended to any finite number of elements of $\mathcal{S}$, and we write $\operatorname{gcd}\left(s_{1}, \ldots, s_{k}\right)$ for $k \geq 1$. Co-primeness can also be characterized in terms of generalized Bézout relations.

Lemma 3.1.2. Two elements $s_{1}, s_{2} \in \mathcal{S}$ are co-prime iff for all $1 \leq j \leq n$, there exist $t_{1}^{(j)}, t_{2}^{(J)} \in \mathcal{S}$ such that

$$
\begin{equation*}
t_{1}^{(j)} s_{1}+t_{2}^{(j)} s_{2}=p^{(j)} \tag{3.1}
\end{equation*}
$$

where $0 \neq p^{(j)} \in \mathcal{P}$ is independent of $z_{j}$.
We write $\boldsymbol{z}^{(\jmath)}:=\left(z_{1}, \ldots, z_{\jmath-1}, z_{\jmath+1}, \ldots, z_{n}\right)$. The ring $\mathbb{F}\left(\boldsymbol{z}^{(\jmath)}\right)\left[z_{\jmath}\right]$ of polynomials in the single indeterminate $z_{j}$, with coefficients that are rational functions of the remaining variables, is again a ring of fractions of $\mathcal{P}$, with denominator set $\mathbb{F}\left[\boldsymbol{z}^{(j)}\right] \backslash\{0\}$.

Proof. "only if": Let $s_{i}=\frac{p_{i}}{q_{\mathrm{t}}}$ and $q:=\operatorname{gcd}_{\mathcal{P}}\left(p_{1}, p_{2}\right) \in \mathcal{Q}$. As $\mathbb{F}\left(\boldsymbol{z}^{(\jmath)}\right)\left[z_{j}\right]$ is a principal ideal domain, there exist $a_{i}^{(j)} \in \mathcal{P}$ and $b_{i}^{(j)} \in \mathbb{F}\left[\boldsymbol{z}^{(j)}\right] \backslash\{0\}$ such that

$$
\frac{a_{1}^{(\jmath)}}{b_{1}^{(\jmath)}} \cdot p_{1}+\frac{a_{2}^{(j)}}{b_{2}^{(\jmath)}} \cdot p_{2}=q
$$

Hence

$$
\frac{a_{1}^{(j)} b_{2}^{(\rho)} q_{1}}{q} \cdot \frac{p_{1}}{q_{1}}+\frac{a_{2}^{(\rho)} b_{1}^{(\jmath)} q_{2}}{q} \cdot \frac{p_{2}}{q_{2}}=b_{1}^{(j)} b_{2}^{(\rho)}
$$

which yields the desired representation.
"if": By (3.1), $\operatorname{gcd}\left(s_{1}, s_{2}\right)$ divides $p^{(\jmath)}$ for all $j$. Then it also divides $\operatorname{gcd}\left(p^{(1)}, \ldots, p^{(n)}\right)$. However, $\operatorname{gcd}_{\mathcal{P}}\left(p^{(1)}, \ldots, p^{(n)}\right)=1$.

The generalization of Lemma 3.1.2 to an arbitrary finite number of elements of $\mathcal{S}$ is obvious. Next, we consider co-primeness of matrices over $\mathcal{S}$. For convenience, we sometimes suppress the matrix dimensions and simply write $M(S)$ for the set of matrices with entries in $\mathcal{S}$ (analogously for $\mathcal{R}$ ). By the rank of such a matrix, we mean its rank when considering it as an element of $M(\mathcal{R})$.

Definition 16 A full column rank matrix $M \in \mathcal{S}^{l \times k}$ are said to be minor right prime if its minors of order $k$ are co-prime. Two matrices $D, N \in$ $M(\mathcal{S})$ with the same number of columns are called minor right co-prime if the block matrix $\left[N^{T}, D^{T}\right]^{T}$ is minor right prime. Left minor (co-)primeness is defined by transposition.

We derive a generalized matrix Bézout equation for co-prime matrices over $\mathcal{S}$. The transition from the scalar to the matrix case is analogous to the case of co-primeness over $\mathcal{P}$ (see [88]), however, we give the proof for the sake of completeness.

Theorem 13 A full column rank matrix $M \in \mathcal{S}^{l \times k}$ is minor right prime iff there exists, for $1 \leq j \leq n$, a matrix $T^{(j)} \in \mathcal{S}^{k \times l}$ such that

$$
T^{(j)} M=p^{(j)} I_{k}
$$

where $0 \neq p^{(j)} \in \mathcal{P}$ is independent of $z_{j}$.
Proof. "if": It follows from the Cauchy-Binet theorem [27] that

$$
\operatorname{det}\left(T^{(\jmath)} M\right)=\sum_{i} t_{i}^{(j)} m_{i}
$$

where $m_{i}$ are the $k \times k$ minors of $M$, and $t_{i}^{(j)}$ are those of $T^{(j)}$. On the other hand, $\operatorname{det}\left(T^{(j)} M\right)=p^{(j) k}$. It follows from Lemma 3.1.2 that the minors of $M$ must be co-prime.
"only if": For each minor $m_{i}$ of $M$, there exists a permutation matrix $\Pi_{2}$ such that $\Pi_{i} M=\left[M_{1 i}^{T}, M_{2 i}^{T}\right]^{T}$ with $\operatorname{det}\left(M_{1 i}\right)=m_{i}$. Then $\left[\operatorname{adj}\left(M_{1 i}\right), 0\right] \Pi_{i} M=$ $m_{i} I$, where adj $(\cdot)$ denotes the adjoint of a matrix. We conclude that, for each minor $m_{i}$, there exists $N_{i} \in \mathcal{S}^{k \times l}$ such that $N_{i} M=m_{i} I$. Hence, if there exist $t_{i}^{(j)} \in \mathcal{S}$ such that $\sum_{i} t_{i}^{(j)} m_{i}=p^{(j)}$, then $\left(\sum_{i} t_{i}^{(j)} N_{i}\right) M=p^{(j)} I$.

Similarly, we have the following stronger co-primeness concept.
Definition 17 Two elements $s_{1}, s_{2} \in \mathcal{S}$ are called zero co-prime if there exist $t_{1}, t_{2} \in \mathcal{S}$ such that

$$
t_{1} s_{1}+t_{2} s_{2}=1
$$

that is, if the ideal generated by $s_{1}$ and $s_{2}$ is all of $\mathcal{S}$. A matrix $M \in \mathcal{S}^{l \times k}$ is said to be zero right prime if its minors of order $k$ are zero co-prime, that is, if

$$
\mathcal{I}_{k}(M)=\mathcal{S}
$$

where $\mathcal{I}_{k}(M)$ denotes the ideal generated by the minors of $M$ of order $k$. Two matrices $D, N \in M(\mathcal{S})$ with the same number of columns are called zero right co-prime if the block matrix $\left[N^{T}, D^{T}\right]^{T}$ is zero right prime. Zero left (co-) primeness is defined by transposition.

We give the following result without proof, as it is completely analogous to Theorem 13 above.

Corollary 12 A matrix $M \in \mathcal{S}^{l \times k}$ is zero right prime iff it possesses a left inverse over $\mathcal{S}$, that is, if there exists a matrix $T \in \mathcal{S}^{k \times l}$ such that

$$
T M=I_{k}
$$

Definition 18 We say that a rational matrix $H \in \mathcal{R}^{p \times m}$ has a minor (zero) right co-prime factorization if there exists $N \in \mathcal{S}^{p \times m}$, and a non-singular $D \in \mathcal{S}^{m \times m}$ such that

$$
H=N D^{-1}
$$

and $D, N$ are minor (zero) right co-prime.
It turns out that these notions are restrictive in the sense that there are rational matrices that do not even permit a minor co-prime factorization over $\mathcal{S}$.

Example 3.1.2. Let $\mathcal{C}$ be the ring of causal rational functions, and let

$$
H=\left[\begin{array}{cc}
\frac{z_{1}}{z_{3}} & \frac{z_{2}}{z_{3}}
\end{array}\right] \in \mathbb{R}\left(z_{1}, z_{2}, z_{3}\right)^{1 \times 2} .
$$

Suppose that $H=N D^{-1}$ with $N \in \mathcal{C}^{1 \times 2}$ and $D \in \mathcal{C}^{2 \times 2}$. Then we must have

$$
\left[\begin{array}{ll}
z_{1} & z_{2}
\end{array}\right] D=z_{3} N
$$

This implies that all the entries of $D$ must be multiples of $z_{3}$. But then the minors of $\left[N^{T}, D^{T}\right]^{T}$ of order 2 have $z_{3} \notin U(\mathcal{C})$ as a common factor.

Our next goal is to get rid of the full rank requirement in Definition 16. We use the generalized notion of co-primeness from the previous chapter, which is such that any rational matrix possesses right and left co-prime factorizations in this sense.

Definition 19 A matrix $M \in M(\mathcal{S})$ is said to be right prime if, for any factorization $M=M_{1} X$, where $M_{1}, X \in M(\mathcal{S})$, and $\operatorname{rank}(M)=\operatorname{rank}\left(M_{1}\right)$, we must have $M_{1}=M Y$ for some $Y \in M(\mathcal{S})$. Two matrices $N, D \in M(\mathcal{S})$ with the same number of columns are called right co-prime if the block matrix $\left[N^{T}, D^{T}\right]^{T}$ is right prime. Left (co-)primeness is defined by transposition.

Definition 20 A right factorization of $H \in M(\mathcal{R})$ is a pair of matrices $D, N \in M(\mathcal{S})$ such that $H D=N$ and $D$ has full row rank. A right co-prime factorization is one in which $D$ and $N$ are right co-prime. Left (co-prime) factorizations are defined by transposition.

The following facts are known to hold for factorizations over $\mathcal{P}$ (see Theorem 8). Again, they translate straightforwardly to factorizations over $\mathcal{S}$, and we give proofs only for the sake of completeness.

Lemma 3.1.3. A matrix $M \in M(\mathcal{S})$ is right prime iff it is a minimal right annihilator, that is, if there exists an $R \in M(\mathcal{S})$ whose kernel is generated by the columns of $M$.

Proof. "only if": Let $M \in \mathcal{S}^{l \times k}$ be right prime, and let $R \in M(\mathcal{S})$ be a matrix such that $R M=0$ and $\operatorname{rank}(R)+\operatorname{rank}(M)=l$. Such a matrix results, for instance, from computing a basis of the kernel of $M^{T}$ over $\mathcal{R}$ (without loss of generality, such a basis can be chosen with entries in $\mathcal{S}$ only). Now let $M_{1}$ be minimal right annihilator of $R$, then $\operatorname{rank}(M)=\operatorname{rank}\left(M_{1}\right)$ and

$$
\begin{equation*}
\operatorname{ker}(R)=\operatorname{im}\left(M_{1}\right) \supseteq \operatorname{im}(M) . \tag{3.2}
\end{equation*}
$$

But then there exists $X \in M(\mathcal{S})$ with $M=M_{1} X$ and, due to the right primeness of $M, M_{1}=M Y$ for some $Y \in M(\mathcal{S})$. But then the three $\mathcal{S}$-modules in (3.2) are all equal, implying that also $M$ is a minimal right annihilator (of $R$ ).
"if": Let $M$ be a minimal right annihilator, say of $R$, and suppose that $M=M_{1} X$ for some $X \in M(S)$ with $\operatorname{rank}(M)=\operatorname{rank}\left(M_{1}\right)$. Then

$$
\operatorname{ker}(R)=\operatorname{im}(M) \subseteq \operatorname{im}\left(M_{1}\right)
$$

Certainly, $M_{1}=M \tilde{Y}$ for some $\tilde{Y} \in M(\mathcal{R})$. Thus $R M_{1}=0$, showing that the three modules are again equal. Hence we must have $M_{1}=M Y$ for some $Y \in M(S)$.

Theorem 14 Any rational matrix possesses right and left co-prime factorizations.

Proof. Let $H \in \mathcal{R}^{p \times m}$ be given. There exists a natural representation $H=$ $\bar{N} / d$ with $\bar{N} \in \mathcal{S}^{p \times m}$ and $0 \neq d \in \mathcal{S}$. Thus, with $\bar{D}:=d I_{p}$ we have $H=$ $\bar{D}^{-1} \bar{N}$. Now define the block matrix $R:=[-\bar{D}, \bar{N}]$ and compute a minimal right annihilator of $R$, say $M=\left[N^{T}, D^{T}\right]^{T}$ with the suitable partition. Then $D, N$ provides a right co-prime factorization of $H$, because $N=\bar{D}^{-1} \bar{N} D=$ $H D$ and
$\operatorname{rank}(D)=\operatorname{rank}\left[\begin{array}{c}H D \\ D\end{array}\right]=\operatorname{rank}\left[\begin{array}{c}N \\ D\end{array}\right]=p+m-\operatorname{rank}\left[\begin{array}{cc}-\bar{D} & \bar{N}\end{array}\right]=m$.

Note that if $D, N$ and $D_{1}, N_{1}$ are two right co-prime factorizations of $H$, then

$$
\mathcal{M}:=\operatorname{im}\left[\begin{array}{l}
N \\
D
\end{array}\right]=\operatorname{im}\left[\begin{array}{l}
N_{1} \\
D_{1}
\end{array}\right]
$$

Thus, the matrix $H \in \mathcal{R}^{p \times m}$ determines a finitely generated module $\mathcal{M} \subset$ $\mathcal{S}^{p+m}$. Conversely, any generating system $M$ of $\mathcal{M}=\operatorname{im}(M)$ gives rise to right co-prime factorizations (by selecting $m$ rows that are linearly independent over $\mathcal{R}$ and collecting them, possibly after a permutation of rows, in the "denominator" matrix $D$ ). Consider the module $\mathcal{W}:=\mathcal{S}^{p+m} / \mathcal{M}$ and its dual counterpart $\mathcal{T}$ (constructed from left rather than right co-prime factorizations).

Lemma 3.1.4. [73] A rational matrix possesses a zero right and a zero left co-prime factorization iff the associated modules $\mathcal{W}$ and $\mathcal{T}$ as constructed above are free.

Proof. Let $D, N$ be a right co-prime factorization of $H \in \mathcal{R}^{p \times m}$ and let

$$
M=\left[\begin{array}{l}
N \\
D
\end{array}\right] \in \mathcal{S}^{(p+m) \times k}
$$

Suppose that $\mathcal{W}=\operatorname{cok}(M)$ is free. Noting that $\operatorname{rank}(M)=m$, this implies that

$$
\operatorname{cok}(M)=\mathcal{S}^{p+m} / \operatorname{im}(M) \cong \mathcal{S}^{p}
$$

Then there exists $K \in \mathcal{S}^{p \times(p+m)}$ such that

$$
\mathcal{S}^{k} \xrightarrow{M} \mathcal{S}^{p+m} \xrightarrow{K} \mathcal{S}^{p} \rightarrow 0
$$

is an exact sequence. This means that $M$ is a minimal right annihilator of $K$, which is surjective, that is, zero left prime. With the partition $K=[-\bar{D}, \bar{N}]$, where $\bar{D} \in \mathcal{S}^{p \times p}, \bar{N} \in \mathcal{S}^{p \times m}$, we have $(\bar{D} P-\bar{N}) D_{P}=0$, and since $D_{P}$ has full row rank, $\bar{D} P=\bar{N}$. Finally, as $\operatorname{rank}(K)=p=\operatorname{rank}(\bar{D})$, we have $P=$ $\bar{D}^{-1} \bar{N}$, which constitutes a zero left co-prime factorization of $P$. Similarly, one shows that $H$ has a zero right co-prime factorization if $\mathcal{T}$ is free.

For the converse, let $H=\bar{N} / d$ be any factorization of $H$ over $\mathcal{S}$, with a scalar $d$. Let $D, N$ be a right co-prime factorization of $H$, then

$$
M=\left[\begin{array}{l}
N \\
D
\end{array}\right]
$$

is a minimal right annihilator of

$$
W=\left[\begin{array}{ll}
d I_{p} & -\bar{N}
\end{array}\right]
$$

that is, $\operatorname{ker}(W)=\operatorname{im}(M)$. Consider the mapping

$$
W: \quad \mathcal{S}^{p+m} \rightarrow \mathcal{S}^{p}, \quad x \mapsto W x
$$

Then

$$
\mathcal{W}=\mathcal{S}^{p+m} / \operatorname{im}(M)=\mathcal{S}^{p+m} / \operatorname{ker}(W) \cong \operatorname{im}(W)
$$

by the homomorphism theorem. Now if $H$ has zero left and right factorizations, say $H=A B^{-1}=\bar{B}^{-1} \bar{A}$ with Bézout equations $X A+Y B=I$ and $\bar{A} \bar{X}+\bar{B} \bar{Y}=I$, we have

$$
\left[\begin{array}{cc}
X & Y \\
-\bar{B} & \bar{A}
\end{array}\right]\left[\begin{array}{rr}
A & -\bar{Y} \\
B & \bar{X}
\end{array}\right]=\left[\begin{array}{ll}
I & * \\
0 & I
\end{array}\right]
$$

The matrix on the right hand side is unimodular (i.e., it possesses an inverse in $M(\mathcal{S})$ ), and thus the matrices on the left hand side must also be unimodular. Thus

$$
\left[\begin{array}{ll}
d I_{p} & -\bar{N}
\end{array}\right]\left[\begin{array}{rr}
A & -\bar{Y} \\
B & \bar{X}
\end{array}\right]=\left[\begin{array}{ll}
0 & -Z
\end{array}\right]
$$

where $Z=d \bar{Y}+\bar{N} \bar{X}$ is a non-singular $p \times p$ matrix with $\operatorname{im}(W)=\operatorname{im}(Z)$. This shows that $\mathcal{W}$ is free. A similar argument applies to $\mathcal{T}$.

The subsequent section gives sufficient and necessary conditions for stabilizability of a rational matrix in terms of the associated modules $\mathcal{W}$ and $\mathcal{T}$.

### 3.2 Feedback Stabilization

As signals, we consider $n$-fold indexed sequences with values in $\mathbb{F}$, that is, our signal space is $\mathcal{A}=\mathbb{F}^{\mathbb{N}^{n}}$. A causal plant $H \in \mathcal{C}^{p \times m}$ has a formal power series representation

$$
H=\sum_{l_{1}=0}^{\infty} \cdots \sum_{l_{n}=0}^{\infty} h\left(l_{1}, \ldots, l_{n}\right) z_{1}^{l_{1}} \cdots z_{n}^{l_{n}}
$$

where $h\left(l_{1}, \ldots, l_{n}\right) \in \mathbb{F}^{p \times m}$. Hence, given an input signal $u \in \mathcal{A}^{m}$, we define the corresponding output $y=H u$ by

$$
y\left(k_{1}, \ldots, k_{n}\right)=\sum_{l_{1}=0}^{k_{1}} \ldots \sum_{l_{n}=0}^{k_{n}} h\left(l_{1}, \ldots, l_{n}\right) u\left(k_{1}-l_{1}, \ldots, k_{n}-l_{n}\right)
$$

where $k_{j} \in \mathbb{N}$. Consider the following standard feedback configuration:


Fig. 3.1. Feedback Loop.

The system equations are

$$
\left[\begin{array}{cc}
I & P  \tag{3.3}\\
C & I
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

Definition 21 We call the feedback system well-posed if the rational matrix appearing in (3.3) is non-singular, which is true iff $P \in \mathcal{R}^{p \times m}$ and $C \in \mathcal{R}^{m \times p}$ are such that $\operatorname{det}(I-P C) \neq 0$. We say that $C$ is a stabilizing controller for $P$ (or, for short, $C$ stabilizes $P$ ) if

$$
H(P, C):=\left[\begin{array}{cc}
I & P  \tag{3.4}\\
C & I
\end{array}\right]^{-1} \in M(\mathcal{S})
$$

A plant $P$ is called stabilizable if it possesses a stabilizing controller $C$.
Although an action of non-causal rational functions on signals has not been defined, we consider the stabilization problem for arbitrary rational matrices $P$ and $C$. Of course, we might just as well restrict to the ring $\mathcal{C}$ of causal rational functions, requiring that $\mathcal{P} \subseteq \mathcal{S} \subseteq \mathcal{C} \subseteq \mathcal{R}$.

Our next goal is to characterize the stabilization property (3.4) in terms of right co-prime factorizations of plant and controller, in a well-posed loop. For this, let $P D_{P}=N_{P}$ and $C D_{C}=N_{C}$ be right co-prime factorizations of $P$ and $C$, respectively. Then we have

$$
\left[\begin{array}{cc}
I & P \\
C & I
\end{array}\right]\left[\begin{array}{cc}
D_{C} & 0 \\
0 & D_{P}
\end{array}\right]=\left[\begin{array}{ll}
D_{C} & N_{P} \\
N_{C} & D_{P}
\end{array}\right]
$$

Since $D_{C}$ and $D_{P}$ have full row rank, and since the leftmost matrix is nonsingular, the matrix on the right hand side has full row rank. Hence

$$
\left[\begin{array}{cc}
D_{C} & 0  \tag{3.5}\\
0 & D_{P}
\end{array}\right]=H(P, C)\left[\begin{array}{ll}
D_{C} & N_{P} \\
N_{C} & D_{P}
\end{array}\right]
$$

is a right factorization of $H(P, C)$.
Lemma 3.2.1. The factorization (3.5) is right co-prime.
Proof. We need to show that

$$
\left[\begin{array}{cc}
D_{C} & 0 \\
0 & D_{P} \\
D_{C} & N_{P} \\
N_{C} & D_{P}
\end{array}\right]=\left[\begin{array}{llll}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
I & 0 & I & 0 \\
0 & I & 0 & I
\end{array}\right]\left[\begin{array}{cc}
D_{C} & 0 \\
0 & D_{P} \\
0 & N_{P} \\
N_{C} & 0
\end{array}\right]
$$

is right prime. However, this follows directly from the right co-primeness of $D_{C}, N_{C}$ and $D_{P}, N_{P}$, respectively.

Theorem 15 Let $D, N \in M(\mathcal{S})$ be a right co-prime factorization of $H \in$ $M(\mathcal{R})$. We have $H \in M(\mathcal{S})$ iff there exists a right inverse $D^{b} \in M(\mathcal{S})$ of $D$.

Proof. "if": We have $H D=N$. If $D D^{b}=I$ for some $D^{b} \in M(\mathcal{S})$, then $H=N D^{b} \in M(\mathcal{S})$.
"only if": Suppose that $H \in \mathcal{S}^{p \times m}$, then $\operatorname{rank}(D)=m$ and

$$
\left[\begin{array}{l}
N \\
D
\end{array}\right]=\left[\begin{array}{c}
H \\
I_{m}
\end{array}\right] D
$$

is a factorization of $\left[N^{T}, D^{T}\right]^{T}$ over $\mathcal{S}$. We have

$$
\operatorname{rank}\left[\begin{array}{c}
N \\
D
\end{array}\right]=\operatorname{rank}\left[\begin{array}{c}
H D \\
D
\end{array}\right]=\operatorname{rank}(D)=m=\operatorname{rank}\left[\begin{array}{c}
H \\
I_{m}
\end{array}\right]
$$

The right co-primeness of $D$ and $N$ implies that there exists $D^{b} \in M(\mathcal{S})$ such that

$$
\left[\begin{array}{c}
H \\
I_{m}
\end{array}\right]=\left[\begin{array}{l}
N \\
D
\end{array}\right] D^{b} .
$$

Corollary 13 Let $P$ and $C$ be such that $I-P C$ is non-singular. Let $P D_{P}=$ $N_{P}$ and $C D_{C}=N_{C}$ be right co-prime factorizations of $P$ and $C$, respectively. Then $C$ stabilizes $P$ iff

$$
R:=\left[\begin{array}{ll}
D_{C} & N_{P}  \tag{3.6}\\
N_{C} & D_{P}
\end{array}\right]
$$

possesses a right inverse over $\mathcal{S}$, that is, iff $R$ is zero left prime.
A necessary condition for the existence of a stabilizing controller is now easily obtained: Suppose that $R$ from (3.6) is zero left prime, that is,

$$
\begin{equation*}
\mathcal{I}_{p+m}(R)=\mathcal{S} . \tag{3.7}
\end{equation*}
$$

Consider the minors of $R$ of order $p+m$, each corresponding to a selection of $p+m$ columns of $R=\left[M_{C}, M_{P}\right]$. As $\operatorname{rank}\left(M_{C}\right)=p$ and $\operatorname{rank}\left(M_{P}\right)=m$, we must take precisely $p$ columns of $M_{C}$ and $m$ columns of $M_{P}$, in order to obtain a non-zero element of $\mathcal{I}_{p+m}(R)$. Using determinant expansion by minors, this implies

$$
\mathcal{I}_{p+m}(R) \subseteq \mathcal{I}_{p}\left(M_{C}\right) \cap \mathcal{I}_{m}\left(M_{P}\right)
$$

Combining this with (3.7) we get $\mathcal{I}_{p}\left(M_{C}\right)=\mathcal{S}=\mathcal{I}_{m}\left(M_{P}\right)$ as a necessary condition for $R=\left[M_{C}, M_{P}\right]$ to be zero left prime.

## Theorem 16

1. If $P$ admits zero right and left co-prime factorizations, that is, if the modules $\mathcal{W}$ and $\mathcal{T}$ are free, then $P$ is stabilizable.
2. If $P$ is stabilizable, then $\mathcal{W}$ and $\mathcal{T}$ are projective.

Proof. 1. If $P$ admits zero right and left co-prime factorizations, the set of stabilizing controllers for $P$ can be parameterized like in the 1D case [87]; see also [76], and for the multidimensional case [82]. To see that the set is indeed non-empty, one may employ an argument given by Vidyasagar in [76, p. 96].
2. Let $D_{P}, N_{P}$ be a right co-prime factorization of $P$, that is,

$$
M=\left[\begin{array}{l}
N_{P} \\
D_{P}
\end{array}\right] \in \mathcal{S}^{(p+m) \times k}
$$

is a right prime matrix with $\operatorname{rank}(M)=m$ and $P D_{P}=N_{P}$. If there exists a stabilizing controller for $P$, we must have $\mathcal{I}_{m}(M)=S$ according to the remark following Corollary 13. Then $\mathcal{W}=\operatorname{cok}(M)$ is projective [13] and a similar argument applies to $\mathcal{T}$.

The preceding theorem characterizes stabilizability as a property that is weaker than freeness, and stronger than projectivity, of certain $\mathcal{S}$-modules associated to a given plant, where $\mathcal{S}$ denotes a ring of stable transfer functions. The question over which rings projective modules are already free, is one of the fundamental problems of algebra, see for instance Lam's monograph [40] on Serre's conjecture.

## 4. Strict System Equivalence

The notion of strict system equivalence was introduced by Rosenbrock [63] and was subsequently refined by Fuhrmann [25]. It describes the connection between all least order realizations of a transfer matrix in terms of a polynomial system

$$
\begin{align*}
T x & =U u  \tag{4.1}\\
y & =V x+W u \tag{4.2}
\end{align*}
$$

Pugh et al. [57] generalized the notion to two-dimensional systems. The aim of this chapter is to give an account of the general $r$-dimensional situation. As pointed out in the previous chapter, the main difficulty is that the usual concept of a right co-prime factorization of a rational matrix, which is of the form $G=N D^{-1}$ with a polynomial matrix $N$, and a square non-singular matrix $D$, is restrictive for systems of dimension $r>2$. Non-square "denominator" matrices $D$ have to be admitted, and consequently, rectangular $T$-matrices have to be considered in (4.1).

Let $\mathbb{F}$ be an arbitrary field, and let $G$ be a rational $p \times m$ matrix in $r$ indeterminates, with coefficients in $\mathbb{F}$, that is,

$$
G \in \mathbb{F}\left(s_{1}, \ldots, s_{r}\right)^{p \times m}
$$

As usual, the term "polynomial matrix" will refer to matrices with entries in the polynomial ring $\mathbb{F}\left[s_{1}, \ldots, s_{r}\right]$, and $\mathcal{A}$ denotes one of the usual continuous or discrete signal spaces.

Let $D, N$ be a right factorization of $G$, that is, $D$ and $N$ are polynomial matrices with $G D=N$, and $D$ has full row rank. Then the system of linear constant-coefficient partial differential or difference equations, for $u \in \mathcal{A}^{m}$, $x \in \mathcal{A}^{n}, y \in \mathcal{A}^{p}$,

$$
\begin{align*}
D x & =u  \tag{4.3}\\
y & =N x \tag{4.4}
\end{align*}
$$

is called a realization of $G$. These are precisely the driving-variable realizations discussed in Chapter 2. A more general version of (4.3), (4.4) is given by

$$
\begin{aligned}
T x & =U u \\
y & =V x+W u
\end{aligned}
$$

where $T, U, V, W$ are polynomial matrices of dimensions $\rho \times n, \rho \times m, p \times n$, $p \times m$, respectively, $T$ has full row rank, and $V=H T$ for some rational matrix $H$. The transfer function is $G=H U+W$ as

$$
G u=(H U+W) u=H T x+W u=V x+W u=y
$$

This constitutes the class of systems we are going to consider.
Definition 22 An admissible system

$$
\Sigma=(T, U, V, W)
$$

is given by polynomial matrices $T, U, V, W$ of size $\rho \times n, \rho \times m, p \times n, p \times m$, respectively, with the following properties:

1. T has full row rank;
2. there exists a rational matrix $H$ such that $V=H T$.

The rational matrix $G=H U+W$ is called the transfer function of $\Sigma$, and $\Sigma$ is said to be a realization of $G$.

We will also use the associated system matrix

$$
P=\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]=\left[\begin{array}{rr}
T & U \\
-H T & W
\end{array}\right]
$$

As $T$ has full row rank, there exists a rational matrix $X$ such that $T X=I_{\rho}$. Hence $V X=H T X=H$ and $G=H U+W=V X U+W$. Note that the existence of $H$ with $V=H T$ has to be postulated in our definition of an admissible system ( $H=V T^{-1}$ in the familiar case when $T$ is square and non-singular), whereas the dual property, $U=T K$ for some rational matrix $K$, is already implied by the rank requirement on $T$ (take $K=X U$ ).

Example 4.0.1. Consider once more the second set of Maxwell equations (1.33), (1.34)

$$
\begin{aligned}
\frac{\partial \boldsymbol{D}}{\partial t} & =\nabla \times \boldsymbol{H}-\boldsymbol{J} \\
\rho & =\nabla \cdot \boldsymbol{D} .
\end{aligned}
$$

Recall that this is a full row rank system of four equations for ten unknown functions. Thus there are six free variables, e.g., the pairs $(\boldsymbol{D}, \boldsymbol{H})$ or $(\boldsymbol{H}, \boldsymbol{J})$ can be considered as free variables of the system (but not ( $D, J)$ ). Although this cause-effect interpretation may be counter-intuitive from a physicist's point of view, it is mathematically justified, by the nature of this set of
equations. We take $u=(\boldsymbol{H}, \boldsymbol{J}), x=\boldsymbol{D}$, and $y=\rho$, that is, $T=s_{4} I_{3}$, $U=\left[\operatorname{curl},-I_{3}\right], V=\operatorname{div}, W=0$, where

$$
\operatorname{curl}=\left[\begin{array}{rrr}
0 & -s_{3} & s_{2} \\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right] \quad \text { and } \quad \operatorname{div}=\left[\begin{array}{lll}
s_{1} & s_{2} & s_{3}
\end{array}\right] .
$$

It is easy to see that this system is admissible with $H=\frac{1}{s_{4}}$ div and transfer function

$$
G=H U=-\frac{1}{s_{4}}\left[\begin{array}{ll}
0, & \operatorname{div}
\end{array}\right] \in \mathbb{R}\left(s_{1}, s_{2}, s_{3}, s_{4}\right)^{1 \times 6} .
$$

Another interpretation, which is even of type (4.3), (4.4), is indicated by

$$
\begin{aligned}
\nabla \times \boldsymbol{H}-\frac{\partial \boldsymbol{D}}{\partial t} & =\boldsymbol{J} \\
\rho & =\nabla \cdot \boldsymbol{D}
\end{aligned}
$$

that is, $T=\left[\begin{array}{ll}\text { curl, } & -s_{4} I_{3}\end{array}\right], U=I, V=\left[\begin{array}{ll}0, & \text { div }\end{array}\right], W=0$. Its transfer matrix is

$$
G=-\frac{1}{s_{4}} \mathrm{div}
$$

and $T, V$ are even a right co-prime factorization of $G$, that is, the system is canonical in a sense to be defined below.

### 4.1 System Equivalence

Definition 23 Two admissible systems ( $T_{i}, U_{i}, V_{i}, W_{i}$ ) are said to be system equivalent if there exist rational matrices $Q_{l}, R_{l}, Q_{r}, R_{r}$ of dimensions $\rho_{2} \times \rho_{1}, p \times \rho_{1}, n_{2} \times n_{1}, n_{2} \times m$, respectively, such that

$$
\left[\begin{array}{cc}
Q_{l} & 0  \tag{4.5}\\
R_{l} & I_{p}
\end{array}\right]\left[\begin{array}{rc}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]=\left[\begin{array}{cc}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{cc}
Q_{r} & R_{r} \\
0 & I_{m}
\end{array}\right] .
$$

Theorem 17 Two admissible systems ( $T_{i}, U_{i}, V_{i}=H_{i} T_{i}, W_{i}$ ) are realizations of the same transfer function iff they are system equivalent.

Proof. "if": The constituent equations of (4.5) are

$$
\begin{align*}
Q_{l} T_{1} & =T_{2} Q_{r}  \tag{4.6}\\
Q_{l} U_{1} & =T_{2} R_{r}+U_{2}  \tag{4.7}\\
R_{l} T_{1}-V_{1} & =-V_{2} Q_{r}  \tag{4.8}\\
R_{l} U_{1}+W_{1} & =-V_{2} R_{r}+W_{2} \tag{4.9}
\end{align*}
$$

Using (4.7),

$$
G_{2}=H_{2} U_{2}+W_{2}=H_{2}\left(Q_{l} U_{1}-T_{2} R_{r}\right)+W_{2}=H_{2} Q_{l} U_{1}-V_{2} R_{r}+W_{2}
$$

With (4.9), it follows that

$$
G_{2}=H_{2} Q_{l} U_{1}+R_{l} U_{1}+W_{1}=\left(H_{2} Q_{l}+R_{l}\right) U_{1}+W_{1} .
$$

It remains to be shown that $H_{2} Q_{l}+R_{l}=H_{1}$. To see this, consider

$$
\begin{equation*}
V_{2} Q_{r}=H_{2} T_{2} Q_{r}=H_{2} Q_{l} T_{1} \tag{4.10}
\end{equation*}
$$

where the second equality holds due to (4.6). Finally, we use (4.8) to obtain

$$
\begin{equation*}
V_{2} Q_{r}=-R_{l} T_{1}+V_{1}=-R_{l} T_{1}+H_{1} T_{1} . \tag{4.11}
\end{equation*}
$$

Comparing (4.10) and (4.11) yields $\left(H_{2} Q_{l}+R_{l}\right) T_{1}=H_{1} T_{1}$. Using that $T_{1}$ has full row rank, we conclude that $H_{2} Q_{l}+R_{l}=H_{1}$ as desired.
"only if": Suppose that $G_{1}=H_{1} U_{1}+W_{1}=H_{2} U_{2}+W_{2}=G_{2}$. Let $X_{i}$ be such that $T_{i} X_{i}=I_{\rho_{i}}$. Then $V_{i} X_{i}=H_{i}$ and

$$
\begin{gathered}
{\left[\begin{array}{cc}
F H_{1} & 0 \\
H_{1}-H_{2} F H_{1} & I_{p}
\end{array}\right]\left[\begin{array}{rr}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]=} \\
=\left[\begin{array}{cc}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{cc}
X_{2} F V_{1} & X_{2}\left(F H_{1} U_{1}-U_{2}\right) \\
0 & I_{m}
\end{array}\right]
\end{gathered}
$$

holds for any rational $\rho_{2} \times p$ matrix $F$. We prove the claimed equality componentwise. For the first row, we use $T_{2} X_{2}=I$, hence

$$
T_{2} X_{2} F V_{1}=F V_{1}=F H_{1} T_{1}
$$

and

$$
T_{2} X_{2}\left(F H_{1} U_{1}-U_{2}\right)+U_{2}=F H_{1} U_{1}-U_{2}+U_{2}=F H_{1} U_{1}
$$

For the $(2,1)$-entry, we have

$$
\left(H_{1}-H_{2} F H_{1}\right) T_{1}-V_{1}=-H_{2} F H_{1} T_{1}=-H_{2} F V_{1}=-V_{2} X_{2} F V_{1} .
$$

Finally, we use the equality of the transfer functions in

$$
\begin{aligned}
\left(H_{1}-H_{2} F H_{1}\right) U_{1}+W_{1} & =H_{1} U_{1}-H_{2} F H_{1} U_{1}+W_{1} \\
& =H_{2} U_{2}-H_{2} F H_{1} U_{1}+W_{2} \\
& =-H_{2}\left(F H_{1} U_{1}-U_{2}\right)+W_{2} \\
& =-V_{2} X_{2}\left(F H_{1} U_{1}-U_{2}\right)+W_{2} .
\end{aligned}
$$

In particular, Theorem 17 implies that system equivalence is indeed an equivalence relation on the set of admissible systems. Equation (4.5) with polynomial intertwining matrices defines a relation between the system matrices $P_{1}$ and $P_{2}$ which is reflexive and transitive. Additional constraints have to be imposed to make the relation symmetric. Rosenbrock [63] proposed unimodularity of $Q_{l}$ and $Q_{r}$, but this requires the system matrices to be of the same size ( $\rho_{1}=\rho_{2}$ and $n_{1}=n_{2}$ ). Fuhrmann [25] demanded that $Q_{l}, T_{2}$ be left co-prime and $T_{1}, Q_{r}$ right co-prime. Even if we use the strongest multivariate co-primeness notion, zero co-primeness, when adapting Fuhrmann's notion to the multivariate case, we still need that $\rho_{1}+n_{2}=\rho_{2}+n_{1}$ to have symmetry of the relation.

Example 4.1.1. Consider

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
t_{1}+t_{2} & u \\
-v_{1}-v_{2} & w
\end{array}\right]=\left[\begin{array}{rrr}
t_{1} & t_{2} & u \\
-v_{1} & -v_{2} & w
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]
$$

where $t_{1}, t_{2}, u, v_{1}, v_{2}, w$ are scalar polynomials. The converse relation takes the form

$$
\left[\begin{array}{cc}
q_{l} & 0 \\
r_{l} & 1
\end{array}\right]\left[\begin{array}{rrr}
t_{1} & t_{2} & u \\
-v_{1} & -v_{2} & w
\end{array}\right]=\left[\begin{array}{rr}
t_{1}+t_{2} & u \\
-v_{1}-v_{2} & w
\end{array}\right]\left[\begin{array}{ccc}
q_{r 1} & q_{r 2} & r_{r} \\
0 & 0 & 1
\end{array}\right] .
$$

As $q_{l}\left[t_{1}, t_{2}\right]=\left(t_{1}+t_{2}\right)\left[q_{r 1}, q_{r 2}\right]$, it follows that the zero righ ${ }_{4}$ coprimeness requirement on $T_{1}=\left[t_{1}, t_{2}\right]$ and $Q_{r}=\left[\begin{array}{ll}q_{r 1} & q_{r 2}\end{array}\right]$ cannot be satisfied, as the two row vectors are rationally linearly dependent.

Section 4.3 will yield an interpretation of the requirement $\rho_{1}+n_{2}=$ $\rho_{2}+n_{1}$. The trivial way to obtain an equivalence relation $\approx$ from a reflexive and transitive relation $\sim$ is to define

$$
P_{1} \approx P_{2} \quad: \Leftrightarrow \quad P_{1} \sim P_{2} \text { and } P_{2} \sim P_{1}
$$

and we will use this in our definition of strict system equivalence below.

### 4.2 Strict System Equivalence

Definition 24 We say that two admissible systems $\Sigma_{i}=\left(T_{i}, U_{i}, V_{i}=\right.$ $H_{i} T_{i}, W_{i}$ ) of the same size ( $\rho_{1}=\rho_{2}, n_{1}=n_{2}$ ) are strictly system equivalent in the Rosenbrock sense (RSSE) if (4.5) is true with polynomial intertwining matrices and $Q_{l}, Q_{r}$ being unimodular.

For admissible systems with $\rho_{1}+n_{2}=\rho_{2}+n_{1}$, we define strict system equivalence in the Fuhrmann sense (FSSE) by equation (4.5) with polynomial matrices such that $Q_{l}, T_{2}$ are zero left co-prime and $T_{1}, Q_{r}$ are zero right co-prime.

Two admissible systems of arbitrary size are said to be strictly system equivalent (SSE) if there are polynomial matrices $Q_{l}, Q_{r}, \widetilde{Q}_{l}, \widetilde{Q}_{r}$ and $R_{l}, R_{r}, \widetilde{R}_{l}, \widetilde{R}_{r}$ such that

$$
\left[\begin{array}{cc}
Q_{l} & 0 \\
R_{l} & I_{p}
\end{array}\right]\left[\begin{array}{rr}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]=\left[\begin{array}{rr}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{cc}
Q_{r} & R_{r} \\
0 & I_{m}
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
\tilde{Q}_{l} & 0 \\
\widetilde{R}_{l} & I_{p}
\end{array}\right]\left[\begin{array}{rr}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]=\left[\begin{array}{cc}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]\left[\begin{array}{cc}
\tilde{Q}_{r} & \tilde{R}_{r} \\
0 & I_{m}
\end{array}\right] .
$$

The following facts can be proven analogously to the one-dimensional case. The first one also follows from Theorem 20 below. A special case of the second can be found in [57], and the proof given there translates straightforwardly to the present situation. For the sake of completeness, we give it in an appendix at the end of this chapter.

1. FSSE is an equivalence relation. Thus clearly, $\mathrm{RSSE} \Rightarrow \mathrm{FSSE} \Rightarrow$ SSE.
2. Two admissible systems with $\rho_{1}+n_{2}=\rho_{2}+n_{1}$ are FSSE iff a trivial expansion of one system is RSSE to a trivial expansion of the other. By a trivial expansion of $(T, U, V, W)$, we mean a system with system matrix

$$
\left[\begin{array}{rr|r}
I & 0 & 0 \\
0 & T & U \\
\hline 0 & -V & W
\end{array}\right] .
$$

The size of the identity blocks is chosen such that the expanded systems have $T$-matrices of the same size (note that this is only possible if $\rho_{1}+$ $n_{2}=\rho_{2}+n_{1}$ holds).
3. As an immediate consequence, we have that FSSE preserves left (zero) co-primeness of the $T$-, $U$-matrices and right (zero) co-primeness of the $T$-, $V$-matrices.

Definition 25 By the determinantal ideal of an admissible system

$$
\Sigma=(T, U, V, W)
$$

we mean the determinantal ideal of $T$, that is, the ideal generated by the minors of $T$ of maximal order (i.e., of order $\rho \times \rho$, recalling that $T$ has full row rank).

The following fact on determinantal ideals is fundamental [47, p. 7]: If two $\rho \times n$ matrices $T_{1}$ and $T_{2}$ are equivalent, i.e., if there exist unimodular matrices $Q_{l}, Q_{r}$ such that $Q_{l} T_{1}=T_{2} Q_{r}$, then we have $\mathcal{I}\left(T_{1}\right)=\mathcal{I}\left(T_{2}\right)$. Moreover, a trivial expansion does not change the determinantal ideal. The following theorem is an immediate consequence.

Theorem 18 Two systems that are FSSE give rise to the same transfer matrix and have the same determinantal ideal.

This generalizes a theorem of Rosenbrock [63, p. 52]. For a square nonsingular matrix $T$,

$$
\mathcal{I}(T)=\langle\operatorname{det}(T)\rangle
$$

the principal ideal generated by the determinant of $T$. Then equality of the determinantal ideals means nothing but equality of determinants (up to a non-zero constant factor).

Definition 26 An admissible system $\Sigma=(T, U, V, W)$ is said to be strongly controllable (SC) if $T, U$ are zero left co-prime. An $S C$ system is called canonical if $T$ and $V$ are generalized factor right co-prime.

For $\mathbb{F}=\mathbb{R}$ or $\mathbb{F}=\mathbb{C}$, strong controllability is closely related to Rosenbrock's input-decoupling zeros [63, p. 64]. In fact, zero left co-primeness of $T, U$ is equivalent to

$$
\operatorname{rank}\left[\begin{array}{cc}
T(\beta) & U(\beta)
\end{array}\right]=\operatorname{rank}\left[\begin{array}{ll}
T & U
\end{array}\right]=\rho \quad \text { for all } \beta \in \mathbb{C}^{r}
$$

At first sight, the notion of a canonical system may seem restrictive, but recall from (4.3), (4.4) that any transfer function possesses canonical realizations, since any rational matrix admits right co-prime factorizations. Canonical systems are "minimal" in the following sense (see Corollary 14 below): If an SC system ( $T_{1}, U_{1}, V_{1}, W_{1}$ ) and a canonical system ( $T, U, V, W$ ) give rise to the same transfer function, then

$$
\mathcal{I}\left(T_{1}\right) \subseteq \mathcal{I}(T)
$$

The corresponding relation for square non-singular $T$-matrices is that $\operatorname{det}(T)$ divides $\operatorname{det}\left(T_{1}\right)$. Hence a canonical system is a system of least order [63] in that sense (among the set of all SC realizations of a transfer function).

Theorem 19 An SC system $\Sigma=(T, U, V=H T, W)$ is $F S S E$ to an admissible system of the form $\widetilde{\Sigma}=(\widetilde{T}, I, \widetilde{V}=G \widetilde{T}, 0)$, where $G=H U+W$.

Proof. Let the size of $T$ and $U$ be $\rho \times n$ and $\rho \times m$, respectively. As $T, U$ are zero left co-prime, they can be incorporated into the first $\rho$ rows of a unimodular matrix [89], that is, there exist polynomial matrices $Q_{r}, R_{r}$ such that

$$
\left[\begin{array}{cc}
T & U \\
Q_{r} & R_{r}
\end{array}\right]
$$

is unimodular. Thus there exist polynomial matrices $Y, Z, Q_{l}, \tilde{T}$ of dimensions $n \times \rho, n \times \tilde{n}, m \times \rho, m \times \tilde{n}$, respectively, where $\tilde{n}:=n+m-\rho$, such that

$$
\left[\begin{array}{cc}
Y & Z  \tag{4.12}\\
Q_{l} & -\widetilde{T}
\end{array}\right]=\left[\begin{array}{cc}
T & U \\
Q_{r} & R_{r}
\end{array}\right]^{-1}
$$

Hence

$$
\left[\begin{array}{rr}
0 & I \\
V & -W
\end{array}\right]\left[\begin{array}{rr}
Y & Z \\
Q_{l} & -\widetilde{T}
\end{array}\right]\left[\begin{array}{cc}
T & U \\
Q_{r} & R_{r}
\end{array}\right]=\left[\begin{array}{rr}
0 & I \\
V & -W
\end{array}\right]
$$

which yields, with $R_{l}:=V Y-W Q_{l}$ and $\tilde{V}:=V Z+W \tilde{T}$,

$$
\left[\begin{array}{cc}
Q_{l} & -\tilde{T} \\
R_{l} & \tilde{V}
\end{array}\right]\left[\begin{array}{cc}
T & U \\
Q_{r} & R_{r}
\end{array}\right]=\left[\begin{array}{rr}
0 & I \\
V & -W
\end{array}\right] .
$$

This can be rewritten as

$$
\left[\begin{array}{ll}
Q_{l} & 0 \\
R_{l} & I
\end{array}\right]\left[\begin{array}{rr}
T & U \\
-V & W
\end{array}\right]=\left[\begin{array}{rr}
\tilde{T} & I \\
-\widetilde{V} & 0
\end{array}\right]\left[\begin{array}{cc}
Q_{r} & R_{r} \\
0 & I
\end{array}\right]
$$

Noting that the sizes of $T$ and $\widetilde{T}$ are compatible for FSSE, this establishes the desired relation, since the left zero co-primeness of $Q_{l}, \widetilde{T}$ and the right zero co-primeness of $T, Q_{r}$ are direct consequences of (4.12). It remains to be shown that $\widetilde{\Sigma}=(\widetilde{T}, I, \widetilde{V}, 0)$ is an admissible system. From (4.12), $T Z=U \widetilde{T}$, hence

$$
\widetilde{V}=V Z+W \widetilde{T}=H T Z+W \widetilde{T}=(H U+W) \widetilde{T}=G \widetilde{T}
$$

with $G=H U+W$ as desired. Finally, assume that the first $\rho$ columns of $T$ are linearly independent (otherwise, perform a suitable permutation). In view of (4.12), a Schur complement argument (see the appendix at the end of this chapter) shows that

$$
\left[\begin{array}{r}
Z_{2} \\
-\widetilde{T}
\end{array}\right]
$$

must be invertible, where $Z_{2}$ denotes the last $n-\rho$ rows of $Z$. In particular, $\widetilde{T}$ has full row rank.

Corollary 14 If an SC system $\Sigma_{1}=\left(T_{1}, U_{1}, V_{1}, W_{1}\right)$ and a canonical system $\Sigma=(T, U, V, W)$ give rise to the same transfer function, then

$$
\mathcal{I}\left(T_{1}\right) \subseteq \mathcal{I}(T)
$$

In particular, two canonical realizations of a transfer matrix have the same determinantal ideal.

Proof. By Theorem 19, the systems can be reduced by FSSE to the respective forms $\widetilde{\Sigma}_{1}=\left(\widetilde{T}_{1}, I, \widetilde{V}_{1}=G \widetilde{T}_{1}, 0\right)$ and $\widetilde{\Sigma}=(\widetilde{T}, I, \widetilde{V}=G \widetilde{T}, 0)$. As FSSE
preserves the co-primeness of $T, V$, it follows that $\widetilde{T}_{1}, \widetilde{V}_{1}$ and $\widetilde{T}, \widetilde{V}$ are two right factorizations of $G$ with $\widetilde{T}, \tilde{V}$ being even right co-prime. But this implies that there exists a polynomial matrix $Y$ such that

$$
\left[\begin{array}{c}
\widetilde{T}_{1} \\
\widetilde{V}_{1}
\end{array}\right]=\left[\begin{array}{c}
\tilde{T} \\
\tilde{V}
\end{array}\right] Y
$$

As $\operatorname{rank}(\widetilde{T})=\operatorname{rank}\left(\widetilde{T}_{1}\right)=m$, we conclude $[47$, p. 7$]$ that $\mathcal{I}\left(\widetilde{T}_{1}\right)=\mathcal{I}(\widetilde{T} Y) \subseteq$ $\mathcal{I}(\widetilde{T})$. According to Theorem 18 , we have $\mathcal{I}(T)=\mathcal{I}(\widetilde{T})$ and $\mathcal{I}\left(T_{1}\right)=\mathcal{I}\left(\widetilde{T}_{1}\right)$. This yields the desired result.

The following corollary should be compared to the corresponding result of Rosenbrock [63, p. 106].

Corollary 15 Two canonical systems are SSE iff they are realizations of the same transfer function.

Proof. Necessity follows directly from Theorem 17. For sufficiency, let

$$
\Sigma_{i}=\left(T_{i}, U_{i}, V_{i}=H_{i} T_{i}, W_{i}\right)
$$

be canonical systems with $G:=H_{1} U_{1}+W_{1}=H_{2} U_{2}+W_{2}$. By Theorem 19 , they can be reduced by FSSE to the respective forms $\widetilde{\Sigma}_{i}=\left(\widetilde{T}_{i}, I, \widetilde{V}_{i}=\right.$ $\left.G \tilde{T}_{i}, 0\right)$. As FSSE preserves the co-primeness of $T_{i}, V_{i}$, it follows that $\tilde{T}_{1}$, $\widetilde{V}_{1}$ and $\widetilde{T}_{2}, \widetilde{V}_{2}$ are two right co-prime factorizations of $G$. Hence there exist polynomial matrices $Y$ and $Z$ such that

$$
\left[\begin{array}{rr}
\widetilde{T}_{1} & I \\
-\widetilde{V}_{1} & 0
\end{array}\right]=\left[\begin{array}{rr}
\widetilde{T}_{2} & I \\
-\widetilde{V}_{2} & 0
\end{array}\right]\left[\begin{array}{ll}
Y & 0 \\
0 & I
\end{array}\right]
$$

and

$$
\left[\begin{array}{rr}
\widetilde{T}_{2} & I \\
-\widetilde{V}_{2} & 0
\end{array}\right]=\left[\begin{array}{rr}
\widetilde{T}_{1} & I \\
-\widetilde{V}_{1} & 0
\end{array}\right]\left[\begin{array}{ll}
Z & 0 \\
0 & I
\end{array}\right] .
$$

This establishes the SSE of $\widetilde{\Sigma}_{1}$ and $\tilde{\Sigma}_{2}$, and consequently, of $\Sigma_{1}$ and $\Sigma_{2}$.

### 4.3 System Isomorphisms

Let $\Sigma_{i}=\left(T_{i}, U_{i}, V_{i}=H_{i} T_{i}, W_{i}\right)$ be two admissible systems. The sizes of the matrices are supposed to be $\rho_{i} \times n_{i}, \rho_{i} \times m, p \times n_{i}, p \times m$, respectively. Define the behaviors

$$
\mathcal{B}_{i}=\left\{\left[\begin{array}{c}
x_{i} \\
u
\end{array}\right] \in \mathcal{A}^{n_{i}+m}, T_{i} x_{i}=U_{i} u\right\}
$$

Definition 27 An admissible system homomorphism from $\Sigma_{1}$ to $\Sigma_{2}$ is a mapping

$$
f: \quad \mathcal{B}_{1} \longrightarrow \mathcal{B}_{2}, \quad\left[\begin{array}{c}
x_{1}  \tag{4.13}\\
u
\end{array}\right] \longmapsto\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right]:=\left[\begin{array}{c}
Q_{r} x_{1}-R_{r} u \\
u
\end{array}\right]
$$

such that

$$
V_{1} x_{1}+W_{1} u=V_{2} x_{2}+W_{2} u \quad \text { for all }\left(x_{1}, u\right):=\left[\begin{array}{c}
x_{1}  \tag{4.14}\\
u
\end{array}\right] \in \mathcal{B}_{1}
$$

where $Q_{r}$ and $R_{r}$ are polynomial matrices of dimensions $n_{2} \times n_{1}, n_{2} \times m$, respectively.

Lemma 4.3.1. There exists an admissible system homomorphism from $\Sigma_{1}$ to $\Sigma_{2}$ iff (4.5) holds with polynomial intertwining matrices.

Proof. The map (4.13) is well-defined iff $\left(x_{2}, u\right) \in \mathcal{B}_{2}$ for all $\left(x_{1}, u\right) \in \mathcal{B}_{1}$. But this is equivalent to

$$
T_{1} x_{1}=U_{1} u \quad \Rightarrow \quad T_{2} x_{2}=T_{2}\left(Q_{r} x_{1}-R_{r} u\right)=U_{2} u
$$

or

$$
\left[\begin{array}{lll}
T_{1} & , & -U_{1}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
u
\end{array}\right]=0 \Rightarrow\left[\begin{array}{lll}
T_{2} Q_{r} & , & -T_{2} R_{r}-U_{2}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
u
\end{array}\right]=0
$$

This is true iff there exists a polynomial matrix $Q_{l}$ such that

$$
\left[\begin{array}{lll}
T_{2} Q_{r} & \left.,-T_{2} R_{r}-U_{2}\right]=Q_{l}\left[\begin{array}{lll}
T_{1} & , & -U_{1}
\end{array}\right] . . ~
\end{array}\right.
$$

This establishes (4.6) and (4.7). Furthermore, from (4.14),

$$
T_{1} x_{1}=U_{1} u \quad \Rightarrow \quad V_{1} x_{1}+W_{1} u=V_{2}\left(Q_{r} x_{1}-R_{r} u\right)+W_{2} u
$$

This is equivalent to the existence of a polynomial matrix $R_{l}$ with

$$
\left[\begin{array}{lll}
V_{1}-V_{2} Q_{r} & , \quad V_{2} R_{r}+W_{1}-W_{2}
\end{array}\right]=R_{l}\left[\begin{array}{lll}
T_{1} & ,-U_{1}
\end{array}\right]
$$

hence (4.8) and (4.9).
We will shortly be able to characterize admissible system isomorphisms in terms of strict system equivalence in the Fuhrmann sense. First, we find conditions for an admissible system homomorphism to be injective and surjective. The following lemma should be compared to the corresponding result for one-dimensional systems [32, p. 793].

Lemma 4.3.2. Let $f$ be an admissible system homomorphism from $\Sigma_{1}$ to $\Sigma_{2}$. Then

1. $f$ is injective iff $T_{1}, Q_{r}$ are zero right co-prime;
2. $f$ is surjective iff $\left[-Q_{l}, \quad T_{2}\right]$ is a minimal left annihilator of

$$
M:=\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right]
$$

In particular, this implies that $Q_{1}, T_{2}$ are generalized factor left co-prime and that $\rho_{1}+n_{2}=\rho_{2}+\operatorname{rank}(M)$.
3. If $f$ is bijective, its inverse is again of the form (4.13), i.e.,

$$
f^{-1}: \quad \mathcal{B}_{2} \longrightarrow \mathcal{B}_{1}, \quad\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right] \longmapsto\left[\begin{array}{c}
x_{1} \\
u
\end{array}\right]:=\left[\begin{array}{c}
\widetilde{Q}_{r} x_{2}-\widetilde{R}_{r} u \\
u
\end{array}\right]
$$

for some polynomial matrices $\widetilde{Q}_{r}$ and $\widetilde{R}_{r}$.

## Proof.

1. The homomorphism $f$ is injective iff $f\left(x_{1}, u\right)=\left(Q_{r} x_{1}-R_{r} u, u\right)=(0,0)$ for some $\left(x_{1}, u\right) \in \mathcal{B}_{1}$ implies that $\left(x_{1}, u\right)=(0,0)$. This amounts to

$$
\left[\begin{array}{l}
T_{1} \\
Q_{r}
\end{array}\right] x_{1}=0 \quad \Rightarrow \quad x_{1}=0
$$

which holds iff $T_{1}, Q_{r}$ are zero right co-prime.
2. First note that $u$ is a vector of free variables in $\mathcal{B}_{i}$, that is, for every $u \in \mathcal{A}^{m}$, there exists $x_{i} \in \mathcal{A}^{n_{i}}$ such that $T_{i} x_{i}=U_{i} u$, or equivalently, $\left(x_{i}, u\right) \in \mathcal{B}_{i}$. We have

$$
\operatorname{im}(f)=\left\{\left[\begin{array}{c}
x_{2}  \tag{4.15}\\
u
\end{array}\right], \exists x_{1} \text { such that }\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right] x_{1}=\left[\begin{array}{cc}
0 & U_{1} \\
I & R_{r}
\end{array}\right]\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right]\right\}
$$

Let $[-E, \quad F]$ be a minimal left annihilator of $M$, then

$$
\operatorname{im}(f)=\left\{\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right],\left[\begin{array}{ll}
F & , F R_{r}-E U_{1}
\end{array}\right]\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right]=0\right\}
$$

Now $\operatorname{im}(f)=\mathcal{B}_{2}$ iff the row modules of $\left[F, F R_{r}-E U_{1}\right]$ and $\left[\begin{array}{ll}T_{2}, & -U_{2}\end{array}\right]$ coincide. If $\left[-Q_{l}, T_{2}\right]$ is a minimal left annihilator of $M$, we may choose $E=Q_{l}, F=T_{2}$, hence $F R_{r}-E U_{1}=T_{2} R_{r}-Q_{l} U_{1}=$ $-U_{2}$, hence $f$ is surjective. Conversely, suppose that there exists a polynomial matrix $Z$ such that

$$
\left[F \quad, \quad F R_{r}-E U_{1}\right]=Z\left[T_{2} \quad, \quad-U_{2}\right]
$$

From $\left(E-Z Q_{l}\right) T_{1}=E T_{1}-Z T_{2} Q_{r}=E T_{1}-F Q_{r}=0$ and the fact that $T_{1}$ has full row rank, it follows that $E=Z Q_{l}$. Together with $F=Z T_{2}$
from above, this implies that $\left[-Q_{l}, T_{2}\right]$ is a minimal left annihilator of $M$.
Recall from Theorem 8 that a minimal left annihilator is generalized factor left prime. If $R$ is a minimal annihilator of $M$, we have that $\operatorname{rank}(R)+$ $\operatorname{rank}(M)$ equals the number of rows of $M$, which is $\rho_{1}+n_{2}$ in the present situation. Finally, note that rank $\left[-Q_{l}, T_{2}\right]=\operatorname{rank}\left(T_{2}\right)=\rho_{2}$.
3. If $f$ is injective, there exist polynomial matrices $A$ and $B$ that satisfy the Bézout equation

$$
A T_{1}+B Q_{r}=I
$$

If $f$ is surjective, then for any $\left(x_{2}, u\right) \in \mathcal{B}_{2}$ there exists $x_{1}$ such that

$$
\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right] x_{1}=\left[\begin{array}{cc}
0 & U_{1} \\
I & R_{r}
\end{array}\right]\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right] .
$$

Thus

$$
x_{1}=B x_{2}+\left(A U_{1}+B R_{r}\right) u
$$

and the result follows with $\widetilde{Q}_{r}=B$ and $\widetilde{R}_{r}:=-\left(A U_{1}+B R_{r}\right)$.

Theorem 20 There exists an admissible system isomorphism between $\Sigma_{1}$ and $\Sigma_{2}$ iff $\Sigma_{1}$ and $\Sigma_{2}$ are FSSE.

Proof. Let $f$ be a bijective admissible system homomorphism from $\Sigma_{1}$ to $\Sigma_{2}$. By Lemma 4.3.1, there exists a relation (4.5) with polynomial intertwining matrices. By Lemma 4.3.2, the injectivity of $f$ implies that $T_{1}, Q_{r}$ are zero right co-prime, in particular, $\operatorname{rank}(M)=n_{1}$. Then surjectivity of $f$ implies that $\rho_{1}+n_{2}=\rho_{2}+n_{1}$. It remains to be shown that $Q_{l}, T_{2}$ are zero left co-prime. But according to Lemma 4.3 .3 below, the minimal left annihilators of a zero right prime matrix are zero left prime provided that they have full row rank.

Conversely, let $\Sigma_{1}$ and $\Sigma_{2}$ be FSSE with (4.5) and define $f$ via (4.13). By Lemma 4.3.2, the homomorphism $f$ is injective and the second part of Lemma 4.3.3 implies surjectivity.

## Lemma 4.3.3.

1. Let $T_{1}, Q_{r}$ be zero right co-prime. Then there exist polynomial matrices $C$ and $D$ such that

$$
\left[\begin{array}{rr}
T_{1} & -C \\
Q_{r} & D
\end{array}\right]
$$

is unimodular. Let $A, B, Q_{l}$, and $T_{2}$ be defined by

$$
\left[\begin{array}{rr}
A & B  \tag{4.16}\\
-Q_{l} & T_{2}
\end{array}\right]=\left[\begin{array}{rr}
T_{1} & -C \\
Q_{r} & D
\end{array}\right]^{-1}
$$

with the obvious partition (i.e., $A T_{1}$ a square matrix). Then $\left[-Q_{l}, T_{2}\right]$ is a minimal left annihilator (MLA) of

$$
M=\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right]
$$

and any full row rank $M L A$ of $M$ is zero left prime.
2. Let $Q_{1}, T_{1}, T_{2}, Q_{r}$ be polynomial matrices of dimensions $\rho_{2} \times \rho_{1}, \rho_{1} \times n_{1}$, $\rho_{2} \times n_{2}, n_{2} \times n_{1}$ respectively, where $\rho_{1}+n_{2}=\rho_{2}+n_{1}$. Suppose that $Q_{l} T_{1}=T_{2} Q_{r}$ with $Q_{l}, T_{2}$ zero left co-prime and $T_{1}, Q_{r}$ zero right coprime. Then $\left[-Q_{l}, T_{2}\right]$ is a $M L A$ of $M$.

## Proof.

1. It follows from Lemma 1.3 .4 that $\left[-Q_{l}, T_{2}\right]$ is a MLA of $M$. As it can be incorporated row-wise into a unimodular matrix (4.16), it is zero left prime. But two full row rank MLAs of $M$ differ only by a unimodular left factor, hence they are all ZLP.
2. Let $A T_{1}+B Q_{r}=I$ and $Q_{l} \widetilde{C}+T_{2} \widetilde{D}=I$ be corresponding Bézout equations. Then

$$
\left[\begin{array}{cc}
A & B \\
-Q_{l} & T_{2}
\end{array}\right]\left[\begin{array}{cc}
T_{1} & -\widetilde{C} \\
Q_{r} & \widetilde{D}
\end{array}\right]=\left[\begin{array}{cc}
I_{n_{1}} & J \\
0 & I_{\rho_{2}}
\end{array}\right]
$$

where $J=B \tilde{D}-A \widetilde{C}$. The matrices on the left are square, and hence unimodular, due to the compatibility constraint $\rho_{1}+n_{2}=\rho_{2}+n_{1}$. Thus we have

$$
\left[\begin{array}{cc}
A & B \\
-Q_{l} & T_{2}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
T_{1} & -\widetilde{C} \\
Q_{r} & \widetilde{D}
\end{array}\right]\left[\begin{array}{cc}
I & -J \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
T_{1} & -C \\
Q_{r} & D
\end{array}\right]
$$

where $C=T_{1} J+\widetilde{C}$ and $D=\widetilde{D}-Q_{r} J$, and the result follows from the first part.

Finally, we turn to a generalization of a theorem of Pernebo [52, p. 34].
Theorem 21 Let $\Sigma_{1}=\left(T_{1}, U_{1}, V_{1}=H_{1} T_{1}, W_{1}\right)$ be an admissible system and

$$
\mathcal{B}_{1}=\left\{\left(x_{1}, u\right) \in \mathcal{A}^{n_{1}} \times \mathcal{A}^{m}, T_{1} x_{1}=U_{1} u\right\}
$$

Let $Q_{r}$ and $R_{r}$ be two polynomial matrices of appropriate size such that $T_{1}, Q_{r}$ are zero right co-prime. Define a mapping

$$
f: \quad \mathcal{B}_{1} \longrightarrow \operatorname{im}(f), \quad\left[\begin{array}{c}
x_{1} \\
u
\end{array}\right] \longmapsto\left[\begin{array}{c}
Q_{r} x_{1}-R_{r} u \\
u
\end{array}\right] .
$$

Then there exists an admissible system $\Sigma_{2}=\left(T_{2}, U_{2}, V_{2}, W_{2}\right)$ such that

$$
\operatorname{im}(f)=\mathcal{B}_{2}=\left\{\left(x_{2}, u\right) \in \mathcal{A}^{n_{2}} \times \mathcal{A}^{m}, T_{2} x_{2}=U_{2} u\right\}
$$

and $f$ is a admissible system isomorphism, i.e., $\Sigma_{1}$ and $\Sigma_{2}$ are FSSE.
Proof. As in Lemma 4.3.3, let

$$
\left[\begin{array}{cc}
A & B  \tag{4.17}\\
-Q_{l} & T_{2}
\end{array}\right]=\left[\begin{array}{cc}
T_{1} & -C \\
Q_{r} & D
\end{array}\right]^{-1}
$$

In particular,

$$
\begin{equation*}
Q_{l} T_{1}=T_{2} Q_{r} \tag{4.18}
\end{equation*}
$$

in fact, we have seen in Lemma 4.3 .3 that $\left[-Q_{l}, T_{2}\right]$ is even a minimal left annihilator of

$$
M=\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right]
$$

As in (4.15), we have

$$
\operatorname{im}(f)=\left\{\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right], \quad \exists x_{1} \text { such that }\left[\begin{array}{c}
T_{1} \\
Q_{r}
\end{array}\right] x_{1}=\left[\begin{array}{cc}
0 & U_{1} \\
I & R_{r}
\end{array}\right]\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right]\right\}
$$

As $\left[-Q_{l}, \quad T_{2}\right]$ is a minimal left annihilator of $M$, we obtain

$$
\operatorname{im}(f)=\left\{\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right], \quad\left[\begin{array}{lll}
T_{2} & , & -Q_{l} U_{1}+T_{2} R_{r}
\end{array}\right]\left[\begin{array}{c}
x_{2} \\
u
\end{array}\right]=0\right\}
$$

Define

$$
\begin{equation*}
U_{2}:=Q_{l} U_{1}-T_{2} R_{r} \tag{4.19}
\end{equation*}
$$

$R_{l}:=V_{1} A, V_{2}:=V_{1} B$ and

$$
\begin{equation*}
W_{2}:=R_{l} U_{1}+V_{2} R_{r}+W_{1} . \tag{4.20}
\end{equation*}
$$

Then according to (4.17),

$$
\begin{equation*}
R_{l} T_{1}+V_{2} Q_{r}=V_{1}\left(A T_{1}+B Q_{r}\right)=V_{1} . \tag{4.21}
\end{equation*}
$$

Equations (4.18) to (4.21) are precisely the constituent equations of (4.5) with polynomial intertwining matrices. It remains to be shown that $\Sigma_{2}=$ ( $T_{2}, U_{2}, V_{2}, W_{2}$ ) is admissible, then $f$ is an admissible system homomorphism.

As injectivity and surjectivity of $f$ follow directly from the assumptions, this yields the desired result.

Considering (4.17) and taking Schur complements, it follows that $T_{2}$ has full row rank, similarly as in the proof of Theorem 19. Finally, from (4.17), we have $T_{1} B=C T_{2}$, and hence

$$
V_{2}=V_{1} B=H_{1} T_{1} B=H_{1} C T_{2}=H_{2} T_{2}
$$

where $H_{2}:=H_{1} C$.

## Appendix

Schur complements. Let

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]^{-1}
$$

where $A_{i v}$ and $B_{i i}$ are square. Then $B_{11}$ is invertible iff $A_{22}$ is invertible, indeed, we have

$$
\operatorname{det}(A) \operatorname{det}\left(B_{11}\right)=\operatorname{det}\left(A_{22}\right)
$$

Relation between FSSE and RSSE. Two admissible systems with $\rho_{1}+n_{2}=$ $\rho_{2}+n_{1}$ are FSSE iff a trivial expansion of one system is RSSE to a trivial expansion of the other. The proof is given along the lines of that in [57].
"if": Suppose that

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
Q_{11} & Q_{12} & 0 \\
Q_{13} & Q_{14} & 0 \\
R_{11} & R_{12} & I
\end{array}\right]\left[\begin{array}{rrr}
I & 0 & 0 \\
0 & T_{1} & U_{1} \\
0 & -V_{1} & W_{1}
\end{array}\right]=} \\
= & {\left[\begin{array}{rrr}
I & 0 & 0 \\
0 & T_{2} & U_{2} \\
0 & -V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{rrr}
Q_{21} & Q_{22} & R_{21} \\
Q_{23} & Q_{24} & R_{22} \\
0 & 0 & I
\end{array}\right] }
\end{aligned}
$$

with unimodular matrices

$$
Q_{l}=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{13} & Q_{14}
\end{array}\right] \quad \text { and } \quad Q_{r}=\left[\begin{array}{ll}
Q_{21} & Q_{22} \\
Q_{23} & Q_{24}
\end{array}\right]
$$

Then

$$
\left[\begin{array}{cc}
Q_{14} & 0 \\
R_{12} & I
\end{array}\right]\left[\begin{array}{rr}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]=\left[\begin{array}{rr}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{cc}
Q_{24} & R_{22} \\
0 & I
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
Q_{11} & Q_{12} \\
Q_{13} & Q_{14}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & T_{1}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
0 & T_{2}
\end{array}\right]\left[\begin{array}{ll}
Q_{21} & Q_{22} \\
Q_{23} & Q_{24}
\end{array}\right]
$$

As $Q$ is unimodular, $Q_{13}=T_{2} Q_{23}$ and $Q_{14}$ are zero left co-prime, hence $T_{2}$ and $Q_{14}$ are zero left co-prime. Similarly, it follows that $T_{1}$ and $Q_{24}$ are zero right co-prime.
"only if": Suppose that

$$
\left[\begin{array}{cc}
Q_{l} & 0 \\
R_{l} & I
\end{array}\right]\left[\begin{array}{rr}
T_{1} & U_{1} \\
-V_{1} & W_{1}
\end{array}\right]=\left[\begin{array}{rr}
T_{2} & U_{2} \\
-V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{cc}
Q_{r} & R_{r} \\
0 & I
\end{array}\right]
$$

where $Q_{l}, T_{2}$ are zero left co-prime and $T_{1}, Q_{r}$ are zero right co-prime. Let the corresponding Bézout relations be $Q_{l} A+T_{2} B=I$ and $C T_{1}+D Q_{r}=I$. Then

$$
\left[\begin{array}{rc}
-D & C \\
T_{2} & Q_{l}
\end{array}\right]\left[\begin{array}{rr}
-Q_{r} & B \\
T_{1} & A
\end{array}\right]=\left[\begin{array}{cc}
I & C A-D B \\
0 & I
\end{array}\right]
$$

where the matrices on the left hand side are square, and hence unimodular, due to the compatibility constraint $\rho_{1}+n_{2}=\rho_{2}+n_{1}$. Now

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
-D & C & 0 \\
T_{2} & Q_{l} & 0 \\
-V_{2} & R_{l} & I
\end{array}\right]\left[\begin{array}{ccc}
I_{n_{2}} & 0 & 0 \\
0 & T_{1} & U_{1} \\
0 & -V_{1} & W_{1}
\end{array}\right]=} \\
= & {\left[\begin{array}{crc}
I_{n_{1}} & 0 & 0 \\
0 & T_{2} & U_{2} \\
0 & -V_{2} & W_{2}
\end{array}\right]\left[\begin{array}{rcc}
-D & C T_{1} & C U_{1} \\
I & Q_{r} & R_{r} \\
0 & 0 & I
\end{array}\right] }
\end{aligned}
$$

It remains to be shown that

$$
\left[\begin{array}{rc}
-D & C T_{1} \\
I & Q_{r}
\end{array}\right]
$$

is unimodular. But this follows from

$$
\left[\begin{array}{rr}
-D & C T_{1} \\
I & Q_{r}
\end{array}\right]=\left[\begin{array}{rc}
-D & I-D Q_{r} \\
I & Q_{r}
\end{array}\right]=\left[\begin{array}{rc}
-D & I \\
I & 0
\end{array}\right]\left[\begin{array}{cc}
I & Q_{r} \\
0 & I
\end{array}\right] .
$$

## 5. First Order Representations of Multidimensional Systems

Several first order representations for multidimensional systems have been proposed in the literature, mostly in the two-dimensional case. The bestknown model is probably the one introduced by Roesser [62]:

$$
\begin{aligned}
{\left[\begin{array}{c}
x^{h}(i+1, j) \\
x^{v}(i, j+1)
\end{array}\right] } & =\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right]\left[\begin{array}{l}
x^{h}(i, j) \\
x^{v}(i, j)
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] u(i, j) \\
y(i, j) & =\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{l}
x^{h}(i, j) \\
x^{v}(i, j)
\end{array}\right]+D u(i, j)
\end{aligned}
$$

Here, $x^{h}$ denotes the horizontal, and $x^{v}$ the vertical local state vector. Input and output are denoted by $u$ and $y$, respectively. All signals are defined on the two-dimensional lattice $\mathbb{N}^{2}$. Another famous model is the FornasiniMarchesini model [22]

$$
\begin{aligned}
x(i+1, j+1)= & A_{1} x(i+1, j)+A_{2} x(i, j+1)+ \\
& B_{1} u(i+1, j)+B_{2} u(i, j+1) \\
y(i, j)= & C x(i, j)+D u(i, j),
\end{aligned}
$$

which is usually defined over $\mathbb{Z}^{2}$. These models and variants of them have been studied by several authors; for a survey see [33]. A serious drawback of these local state-space models is that they require quarter-plane causality, i.e., the corresponding input-output relation (assuming zero "initial" conditions) can be formally written as

$$
y(i, j)=\sum_{k=-\infty}^{i} \sum_{l=-\infty}^{j} h(i-k, j-l) u(k, l),
$$

where $h$ is a suitably defined impulse response. One way to get rid of the causality requirement is to admit singular systems: As is well-known for onedimensional systems, only proper rational matrices admit a representation $C(s I-A)^{-1} B+D$, but every rational matrix can be written in the form $C(s E-A)^{-1} B+D$. An analogous fact holds for singular multidimensional Roesser models, which have been studied by Kaczorek [34] and Gałkowski [26].

Here, we adopt another approach to first order representations, which is based on Willems' "state-space behaviors" [81, 58] in "dual pencil representation" [36]. A vector $w$ of manifest system variables (e.g., "inputs and outputs") and a vector $x$ of latent system variables (e.g., generalized "states" that arise in modeling or with the reduction to first order) are supposed to be related via a first order dynamic equation and a static equation. In the 1D case, this amounts to the model

$$
\begin{align*}
x(i+1) & =A x(i)+B w(i)  \tag{5.1}\\
0 & =C x(i)+D w(i) \tag{5.2}
\end{align*}
$$

Note that even if we take $w=\left[\begin{array}{ll}u^{T} & y^{T}\end{array}\right]^{T}$, this is more general than the usual input-state-output model, as the static equations need not be solvable for $y$. The continuous counterpart of these "output-nulling representations" has been studied by Weiland [78].

In the multidimensional setting, a generalization of state-space behaviors in dual pencil representation has been introduced by Miri and Aplevich [45]. Our model can be embedded into theirs, but the model class we consider is interesting by itself as it is large enough to comprise all "autoregressive" models, i.e., systems given by linear partial difference equations with constant coefficients.

Moreover, the dynamic equation (5.1) of an ON representation is regular in the sense that it is explicit for the updated "state" $x(i+1)$, and this advantage carries over to multidimensional systems. This makes it possible to evade several difficulties that are inherent in singular (i.e., implicit) models.

### 5.1 Preliminaries and Notation

We will consider the discrete signal domain $\mathbb{Z}^{r}$. For finite subsets $T \subset \mathbb{Z}^{r}$, let $V(T) \in \mathbb{Z}^{r}$ denote the component-wise (cw-) supremum of $T$, defined by

$$
\vee(T)_{i}=\max \pi_{i}(T) \quad \text { for } 1 \leq i \leq r
$$

where $\pi_{i}: \mathbb{Z}^{r} \rightarrow \mathbb{Z},\left(t_{1}, \ldots, t_{r}\right) \mapsto t_{i}$, denotes the projection onto the $i$-th component. Similarly, the cw-infimum is defined by

$$
\wedge(T)_{i}=\min \pi_{i}(T) \quad \text { for } 1 \leq i \leq r
$$

The action of the shift operators $\sigma^{t}=\sigma_{1}^{t_{1}} \cdots \sigma_{r}^{t_{r}}$, where $t=\left(t_{1}, \ldots, t_{r}\right) \in$ $\mathbb{Z}^{r}$, is defined by

$$
\begin{equation*}
\left(\boldsymbol{\sigma}^{t} w\right)\left(t^{\prime}\right)=w\left(t+t^{\prime}\right) \quad \text { for all } t^{\prime} \in \mathbb{Z}^{r} \tag{5.3}
\end{equation*}
$$

and for all sequences $w: \mathbb{Z}^{\boldsymbol{r}} \rightarrow \mathbb{F}^{q}$, where $\mathbb{F}$ is an arbitrary field. A linear shift-invariant difference behavior in kernel representation is given by

$$
\begin{equation*}
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, R\left(\sigma, \sigma^{-1}\right) w=0\right\}, \quad R \in \mathbb{F}\left[s, s^{-1}\right]^{g \times q} . \tag{5.4}
\end{equation*}
$$

The Laurent polynomial matrix $R$ is called a kernel representation of $\mathcal{B}$. We may write

$$
R=\sum_{t \in \operatorname{supp}(R)} R_{t} s^{t},
$$

where $\operatorname{supp}(R) \subset \mathbb{Z}^{r}$ denotes the finite set of multi-indices $t$ which appear in the sum above with a non-zero coefficient matrix $R_{t} \in \mathbb{F}^{g \times q}$.

A behavior has infinitely many different kernel representations, indeed, let $\mathcal{B}$ be represented by $R$ according to (5.4). Then a matrix $R^{\prime}$ with $g^{\prime}$ rows represents the same behavior iff its rows generate the same module over $\mathbb{F}\left[\boldsymbol{s}, \boldsymbol{s}^{-1}\right]$, that is, iff

$$
\mathbb{F}\left[s, s^{-1}\right]^{1 \times g} R=\mathbb{F}\left[s, s^{-1}\right]^{1 \times g^{\prime}} R^{\prime}
$$

This is true iff there exist Laurent polynomial matrices $X$ and $Y$ such that $R=X R^{\prime}$ and $R^{\prime}=Y R$. In particular, all matrices in the class

$$
\{U R ; U \text { unimodular }\}
$$

represent the same behavior. Here, the term unimodular refers to invertibility in $\mathbb{F}\left[s, s^{-1}\right]^{g \times g}$, that is, a square Laurent polynomial matrix $U$ is unimodular iff

$$
\operatorname{det}(U)=f s^{t} \text { for some } f \in \mathbb{F} \backslash\{0\}, t \in \mathbb{Z}^{r} .
$$

For instance, we can pre-multiply $R$ by

$$
\begin{equation*}
\operatorname{diag}\left(s^{-k_{1}}, \ldots, s^{-k_{g}}\right) \tag{5.5}
\end{equation*}
$$

where each $k_{\imath}$ denotes the cw -supremum of the support of the $i$-th row of $R$,

$$
\begin{equation*}
k_{i}=\vee\left(\operatorname{supp}\left(R_{i-}\right)\right) \tag{5.6}
\end{equation*}
$$

Thus, the representing matrix $R$ can be chosen such that it contains only non-positive powers of the indeterminates $s_{1}, \ldots, s_{r}$, that is, without loss of generality, we can assume that

$$
R=R\left(s^{-1}\right) \in \mathbb{F}\left[s^{-1}\right]^{g \times q}=\mathbb{F}\left[s_{1}^{-1}, \ldots, s_{r}^{-1}\right]^{g \times q} .
$$

Similarly, the exponents of the entries of $R$ can be shifted into any of the $2^{r}$ hyper-quadrants of $\mathbb{Z}^{r}$ defined by a subset $I \subseteq\{1, \ldots, r\}$ and

$$
t_{i} \geq 0 \text { for } i \in I \quad \text { and } \quad t_{i} \leq 0 \text { for } i \notin I .
$$

Chapter 6 shows that $R\left(s^{-1}\right) \in \mathbb{F}\left[s^{-1}\right]^{g \times q}$ can be written in terms of a linear fractional transformation (LFT)

$$
\begin{aligned}
R\left(s^{-1}\right) & =\mathcal{F}\left(\Delta\left(s^{-1}\right), M\right) \\
& =C \Delta\left(s^{-1}\right)\left(I-A \Delta\left(s^{-1}\right)\right)^{-1} B+D \\
& =C(\Delta(s)-A)^{-1} B+D
\end{aligned}
$$

where for some suitable integers $n_{1}, \ldots, n_{r} \geq 0$ and $n:=\sum_{i=1}^{r} n_{i}$,

$$
\begin{gather*}
\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right), \quad \Delta\left(s^{-1}\right)=\Delta(s)^{-1}, \quad \text { and } \\
M=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right] \in \mathbb{F}^{(n+g) \times(n+q)} \tag{5.7}
\end{gather*}
$$

Since $R$ is given in terms of $n=\left(n_{1}, \ldots, n_{r}\right)$ and $A, B, C, D$, the following notation will be convenient:

$$
R=\mathcal{F}(\boldsymbol{n} ; A, B, C, D)
$$

Moreover, the LFT construction of Chapter 6 will yield that the matrix $A$ is such that

$$
\operatorname{det}\left(I-A \Delta\left(s^{-1}\right)\right)=1
$$

This implies that $\operatorname{det}(\Delta(s)-A)=\operatorname{det}\left(I-A \Delta\left(s^{-1}\right)\right) \operatorname{det}(\Delta(s))=s_{1}^{n_{1}} \cdots s_{r}^{n_{r}}$, i.e., $\Delta(s)-A$ is invertible over the Laurent polynomial ring.

Theorem 22 Let $r \geq 1$ and $n=\left(n_{1}, \ldots, n_{r}\right) \in \mathbb{N}^{r}$ be given. Define $n:=$ $\sum_{r=1}^{r} n_{i}$ and $\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right)$. Let $A \in \mathbb{F}^{n \times n}$ be such that $\Delta(s)-A$ is invertible over the Laurent polynomial ring, i.e.,

$$
\operatorname{det}(\Delta(s)-A)=s^{n}:=s_{1}^{n_{1}} \cdots s_{r}^{n_{r}} .
$$

Then, with the partition corresponding to $n$, that is

$$
A=\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1 r} \\
\vdots & & \vdots \\
A_{r 1} & \ldots & A_{r r}
\end{array}\right], \quad A_{i j} \in \mathbb{F}^{n_{1} \times n_{j}}
$$

the matrices $A_{i i}$ are nilpotent for $1 \leq i \leq r$.
Proof. The proof is by induction on $r$. For $r=1, \operatorname{det}\left(s I_{n}-A_{11}\right)=s^{n}$ implies that $A_{11}$ is nilpotent. Suppose that the statement is true for $r-1$. Let $\Delta\left(s^{\prime}\right)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r-1} I_{n_{r-1}}\right)$. With the corresponding partition of $A$,

$$
\Delta(s)-A=\left[\begin{array}{cc}
\Delta\left(s^{\prime}\right)-A^{\prime} & -A_{(1,2)} \\
-A_{(2,1)} & s_{r} I_{n_{r}}-A_{r r}
\end{array}\right]
$$

and hence, assuming that $\operatorname{det}(\Delta(s)-A)=s^{n}$,

$$
\begin{equation*}
s_{1}^{n_{1}} \cdots s_{r}^{n_{r}}=\operatorname{det}\left(\Delta\left(s^{\prime}\right)-A^{\prime}\right) \operatorname{det}\left(s_{r} I_{n_{r}}-A_{r r}-A_{(2,1)}\left(\Delta\left(s^{\prime}\right)-A^{\prime}\right)^{-1} A_{(1,2)}\right) . \tag{5.8}
\end{equation*}
$$

Viewing (5.8) as an identity over $\mathbb{F}\left(s_{1}, \ldots, s_{r-1}\right)\left[s_{r}\right]$, we may compare the coefficients of $s_{r}^{n_{r}}$ on both sides of the equation to get

$$
s_{1}^{n_{1}} \cdots s_{r-1}^{n_{r-1}}=\operatorname{det}\left(\Delta\left(s^{\prime}\right)-A^{\prime}\right) .
$$

The inductive hypothesis implies that $A_{i i}$ are nilpotent for $1 \leq i \leq r-1$. Similarly,

$$
s_{1}^{n_{1}} \cdots s_{r}^{n_{r}}=\operatorname{det}\left(s_{r} I_{n_{r}}-A_{r r}\right) \operatorname{det}\left(\Delta\left(s^{\prime}\right)-A^{\prime}-A_{(1,2)}\left(s_{r} I_{n_{r}}-A_{r r}\right)^{-1} A_{(2,1)}\right)
$$

implies that $\operatorname{det}\left(s_{r} I_{n_{r}}-A_{r r}\right)=s_{r}^{n_{r}}$, hence $A_{r r}$ is nilpotent.

### 5.2 Output-nulling Representations

A linear fractional representation of $R\left(s^{-1}\right) \in \mathbb{F}\left[s^{-1}\right]^{g \times q}$,

$$
R\left(s^{-1}\right)=C(\Delta(s)-A)^{-1} B+D
$$

gives rise to first order representations of

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, R\left(\boldsymbol{\sigma}^{-1}\right) w=0\right\}
$$

in the following way: For a trajectory $w \in \mathcal{B}$, let $x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n}$ be a solution of

$$
\begin{equation*}
\Delta(\sigma) x=A x+B w . \tag{5.9}
\end{equation*}
$$

With a partition of $x$ that corresponds to $n=\left(n_{1}, \ldots, n_{r}\right)$, that is, $x=$ $\left(x_{1}, \ldots, x_{r}\right)^{T}$ with $x_{i}$ having $n_{i}$ components, $x$ solves the following system of first order partial difference equations:

$$
\left[\begin{array}{c}
x_{1}\left(t_{1}+1, t_{2}, \ldots, t_{r}\right) \\
\vdots \\
x_{i}\left(t_{1}, \ldots, t_{i}+1, \ldots, t_{r}\right) \\
\vdots \\
x_{r}\left(t_{1}, \ldots, t_{r-1}, t_{r}+1\right)
\end{array}\right]=A\left[\begin{array}{c}
x_{1}\left(t_{1}, \ldots, t_{r}\right) \\
\vdots \\
x_{i}\left(t_{1}, \ldots, t_{r}\right) \\
\vdots \\
x_{r}\left(t_{1}, \ldots, t_{r}\right)
\end{array}\right]+B w\left(t_{1}, \ldots, t_{r}\right)
$$

for all $t=\left(t_{1}, \ldots, t_{r}\right) \in \mathbb{Z}^{r}$. Then

$$
w \in \mathcal{B} \Leftrightarrow \exists x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \text { with }\left\{\begin{align*}
\Delta(\sigma) x & =A x+B w  \tag{5.10}\\
0 & =C x+D w .
\end{align*}\right.
$$

Using that $(\Delta(s)-A)^{-1}$ is a Laurent polynomial (rather than only a rational) matrix, one can rewrite (5.9) as

$$
\begin{equation*}
x=(\Delta(\sigma)-A)^{-1} B w \tag{5.11}
\end{equation*}
$$

Thus $R\left(\sigma^{-1}\right) w=C x+D w$, which proves the equivalence. Note that by (5.11), the solution $x$ of (5.9) is uniquely determined by $w$, and that (5.9) constitutes a finite-memory system [20].

The right hand side of (5.10) provides an output-nulling (ON) representation of $\mathcal{B}$ according to the subsequent definition. The following notation will be used: For $n \in \mathbb{Z}^{r}$, let $|n|:=\sum_{i=1}^{r}\left|n_{i}\right|$. Define a set of matrix quadruples ( $A, B, C, D$ ) of appropriate dimensions (according to (5.7)) by

$$
\mathbb{F}(n, g, q):=\mathbb{F}^{n \times n} \times \mathbb{F}^{n \times q} \times \mathbb{F}^{g \times n} \times \mathbb{F}^{g \times q}
$$

Definition 28 Let $(A, B, C, D) \in \mathbb{F}(n, g, q)$ be given and let $\boldsymbol{n}=\left(n_{1}, \ldots, n_{r}\right)$ in $\mathbb{N}^{r}$ be such that $|\boldsymbol{n}|=n$. Define $\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right)$. The equations

$$
\begin{align*}
\Delta(\sigma) x & =A x+B w  \tag{5.12}\\
0 & =C x+D w \tag{5.13}
\end{align*}
$$

are called an output-nulling (ON) representation of $\mathcal{B}$ if

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, \exists x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \text { such that }(5.12),(5.13) \text { hold }\right\} .
$$

For simplicity, the data quintuple ( $n ; A, B, C, D$ ) itself is referred to as an $O N$ representation. The full behavior associated with the ON representation is

$$
\mathcal{B}_{O N}(\boldsymbol{n} ; A, B, C, D)=\left\{(x, w): \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \times \mathbb{F}^{q}, x, w \text { satisfy }(5.12),(5.13)\right\}
$$

The notation $\mathcal{B}=\pi_{w} \mathcal{B}_{O N}(n ; A, B, C, D)$ will be used, where $\pi_{w}$ denotes the projection onto the second component.

If ( $\boldsymbol{n} ; A, B, C, D$ ) is an ON representation of $\mathcal{B}$, then so is

$$
\begin{equation*}
\left(n ; T^{-1}(A+L C) T, T^{-1}(B+L D), P C T, P D\right) \tag{5.14}
\end{equation*}
$$

there $T=\operatorname{diag}\left(T_{1}, \ldots, T_{r}\right), T_{i} \in \mathbb{F}^{n_{i} \times n_{i}}$ and $P \in \mathbb{F}^{g \times g}$ are non-singular, and $L$ is an arbitrary $n \times g$ matrix over $\mathbb{F}$.

Next, we introduce a notion of minimality for ON representations. As usual in multidimensional systems theory, it is hard to give necessary and sufficient conditions for minimality (in the "minimum number of equations" sense, which must not be confused with minimality in the transfer class). We have already encountered this problem when discussing kernel representations of a behavior $\mathcal{B}=\operatorname{ker}(R)$ with a minimum number of equations (rows of $R$ ). Recall that the behavior $\mathcal{B}$ and the module generated by the rows of its
representation matrix $R$ are equivalent data. Thus, the question of finding $g_{\text {ker }}(\mathcal{B})$, the smallest possible number of autoregressive equations defining $\mathcal{B}$, is equivalent to finding the minimal number of generators for the module $\mathbb{F}\left[s, s^{-1}\right]^{1 \times g} R$. The problem of efficient generation of modules over (Laurent) polynomial rings has been addressed by many authors (e.g., Mandal [44] or Kumar [37], who proved a famous conjecture of Eisenbud and Evans on an upper bound for $g_{\text {ker }}(\mathcal{B})$ ).

On the other hand, it is clear that $g_{\text {ker }}(\mathcal{B}) \geq \operatorname{rank}(R)$, where $\operatorname{rank}(R)$ is an invariant of the behavior $\mathcal{B}$ (i.e., independent of the particular choice of the representation), usually referred to as the output-dimension of $\mathcal{B}$ [48]. In the case $r=1$, there is no loss of generality in assuming that $g_{\text {ker }}(\mathcal{B})=\operatorname{rank}(R)$, and for $r=2$, we have the desired result at least for behaviors that are minimal in their transfer class, i.e., controllable. This is not true for $r>2$ however, as can be seen from the example in Section 1.2.2. Concerning the minimality problem (in the "minimum number of equations" sense) with multidimensional systems, one is usually content with easily testable necessary conditions that lead to constructive reduction techniques.

An ON representation is said to be minimal iff the pair $(n, g) \in \mathbb{N}^{2}$, where $n$ denotes the dimension of the state space, and $g$ denotes the number of output-nulling equations, is minimal with respect to the component-wise order on $\mathbb{N}^{2}$. In other words:

Definition 29 An ON representation ( $n ; A, B, C, D$ ) of $\mathcal{B}$ is called minimal if

$$
\left.\begin{array}{l}
\mathcal{B}=\pi_{w} \mathcal{B}_{O N}\left(n^{\prime}, A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right) \text { for some } n^{\prime} \in \mathbb{N}^{r}  \tag{5.15}\\
\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right) \in \mathbb{F}\left(n^{\prime}, g^{\prime}, q\right), \quad n^{\prime}=\left|n^{\prime}\right|
\end{array}\right\}
$$

implies that $n<n^{\prime}$ or $g<g^{\prime}$ or $(n, g)=\left(n^{\prime}, g^{\prime}\right)$. If the implication of (5.15) is even $n \leq n^{\prime}$ and $g \leq g^{\prime}$, we say that the ON representation has least order.

It is clear that every behavior possesses minimal ON representations, but a behavior does not necessarily have a least order representation, i.e., one in which $n$ and $g$ both attain their respective minimum. Take for instance, $\mathcal{B}=\mathbb{F}^{\mathbf{Z}}$, which can be represented by the trivial equation $0 w=0(n=0$, $g=1)$, but also by $\exists x: \sigma_{1} x=w(n=1, g=0)$.

When comparing two ON representation with the same number of outputnulling equations, state-minimality becomes the crucial concept:

Definition 30 An ON representation ( $n ; A, B, C, D$ ) of $\mathcal{B}$ is called stateminimal if (5.15) implies $n \leq n^{\prime}$. We call $n=|n|$ the dimension of the ON representation.

We first give necessary conditions for state-minimality of an ON representation. In 1D systems theory, an ON representation over $\mathbb{Z}$ is state-minimal
iff $(C, A)$ is observable,

$$
\operatorname{im}\left[\begin{array}{l}
I \\
0
\end{array}\right] \subseteq \operatorname{im}\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

and $\operatorname{im}(C) \subseteq \operatorname{im}(D)$ [81, p. 270]. Since we may assume, without loss of generality, that $[C, D]$ has full row rank, these conditions are equivalent to: $(C, A)$ is observable, and the matrices

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

and $D$ both have full row rank.
Lemma 5.2.1. Let ( $\boldsymbol{n} ; A, B, C, D$ ) be a state-minimal $O N$ representation. Without loss of generality, assume that $[C, D]$ has full row rank. With the partition induced by $n$, we write

$$
A=\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1 r} \\
\vdots & & \vdots \\
A_{r 1} & \ldots & A_{r r}
\end{array}\right], \quad B=\left[\begin{array}{c}
B_{1} \\
\vdots \\
B_{r}
\end{array}\right], \quad C=\left[\begin{array}{lll}
C_{1} & \ldots & C_{r}
\end{array}\right] .
$$

Then we have, for $1 \leq i \leq r$,

1. $\left[\begin{array}{cccc}A_{i 1} & \ldots & A_{i r} & B_{i} \\ C_{1} & \ldots & C_{r} & D\end{array}\right]$ has full row rank;
2. $\left.\left(\begin{array}{lllllll}A_{1 i}^{T} & \ldots & A_{i-1, i}^{T} & A_{i+1, i}^{T} & \ldots & A_{r i}^{T} & C_{i}^{T}\end{array}\right]^{T}, A_{i i}\right)$ is observable.

Proof. Without loss of generality, let $i=1$. Suppose that there exist a row vector $[\xi, \eta] \neq 0$ with

$$
\left[\begin{array}{cc}
\xi & \eta
\end{array}\right]\left[\begin{array}{cccc}
A_{11} & \ldots & A_{1 r} & B_{1} \\
C_{1} & \ldots & C_{r} & D
\end{array}\right]=0
$$

If we pre-multiply the system equations

$$
\begin{aligned}
\sigma_{1} x_{1} & =A_{11} x_{1}+\ldots+A_{1 r} x_{r}+B_{1} w \\
0 & =C_{1} x_{1}+\ldots+C_{r} x_{r}+D w
\end{aligned}
$$

by $[\xi, \eta]$, we obtain that $\xi \sigma_{1} x_{1}=0$. Then $\xi x_{1}=0$. Since $[C, D]$ is assumed to have full row rank, $\xi \neq 0$. Thus $x_{1} \in V:=\left\{v \in \mathbb{F}^{n_{1}}, \xi v=0\right\}$, and $d:=$ $\operatorname{dim} V<n_{1}$. Let $\left\{e_{1}, \ldots, e_{d}\right\}$ be a basis of $V$, then there is an isomorphism

$$
\mathbb{F}^{d} \rightarrow V, \quad \lambda_{1} \mapsto E \lambda_{1}, \quad E=\left[\begin{array}{lll}
e_{1} & \ldots & e_{d}
\end{array}\right] \in \mathbb{F}^{n_{1} \times d} .
$$

Any $x_{1} \in V$ has the form $x_{1}=E \lambda_{1}$, and $E$, being a full column rank matrix, possesses a left inverse $E^{\#}$, that is, $E^{\#} E=I$. Then

$$
\begin{aligned}
\sigma_{1} \lambda_{1} & =E^{\#} A_{11} E \lambda_{1}+E^{\#} A_{12} x_{2}+\ldots+E^{\#} A_{1 r} x_{r}+E^{\#} B_{1} w \\
\sigma_{2} x_{2} & =A_{21} E \lambda_{1}+A_{22} x_{2}+\ldots+A_{2 r} x_{r}+B_{2} w \\
& \vdots \\
\sigma_{r} x_{r} & =A_{r 1} E \lambda_{1}+A_{r 2} x_{2}+\ldots+A_{r r} x_{r}+B_{r} w \\
0 & =C_{1} E \lambda_{1}+C_{2} x_{2}+\ldots+C_{r} x_{r}+D_{w}
\end{aligned}
$$

represents the same behavior as the original ON representation, but has a strictly smaller state dimension. The second statement follows from a Kalman observability decomposition.

The condition $\operatorname{im}(C) \subseteq \operatorname{im}(D)$ fails to generalize to the multidimensional setting. As we may assume $\left[\begin{array}{ll}C & D\end{array}\right]$ to be a full row rank matrix, the condition $\operatorname{im}(C) \subseteq \operatorname{im}(D)$ amounts to $D$ being a full row rank matrix. Unlike the 1D situation, this assumption is restrictive for multidimensional systems; see the definition of proper ON representations below. In fact, there even are least order ON representations in which $D=0$.
Example 5.2.1. Consider

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{2} \rightarrow \mathbb{R},\left(\sigma_{1}+\sigma_{2}-1\right) w=0\right\}
$$

An equivalent kernel representation is $R=\sigma_{1}^{-1} \sigma_{2}^{-1}-\sigma_{1}^{-1}-\sigma_{2}^{-1}$. Constructing an LFT representation according to Chapter 6 and reducing it according to Section 6.2 yields the ON representation

$$
\begin{aligned}
{\left[\begin{array}{cc}
\sigma_{1} & 0 \\
0 & \sigma_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] } & =\left[\begin{array}{rr}
0 & 0 \\
-1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
1 \\
1
\end{array}\right] w \\
0 & =\left[\begin{array}{ll}
1 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
\end{aligned}
$$

This representation of dimension two is state-minimal (any ON representation of dimension one depends either on $\sigma_{1}$ or on $\sigma_{2}$ alone, and thus is certainly incapable of representing $\mathcal{B}$ ) and even a least order representation, as there is one output-nulling equation (the only behavior that possesses ON representations without output-nulling equations is the whole of $\mathbb{R}^{\mathbb{Z}^{2}}$ ).

Definition 31 An ON representation is called observable if knowledge of the external signal $w$ yields knowledge of the internal signal $x$, i.e., iff $w=0$ implies $x=0$.

Lemma 5.2.2. Let $(\boldsymbol{n} ; A, B, C, D)$ be an $O N$ representation. Define the Hautus matrix

$$
H:=\left[\begin{array}{c}
\Delta(s)-A \\
C
\end{array}\right] \in \mathbb{F}\left[s, s^{-1}\right]^{(n+g) \times n}
$$

The $n \times n$ minors (sub-determinants) of $H$ are denoted by $h_{1}, \ldots, h_{k}$. The ON representation is observable iff the following equivalent conditions are satisfied:

1. $\mathcal{B}_{\text {unobs }}:=\left\{x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n}, H(\sigma) x=0\right\}=\{0\}$;
2. $H$ is zero right prime, i.e., there exists a Laurent polynomial matrix $L$ such that $L H=I_{n}$;
3. There exist Laurent polynomials $l_{1}, \ldots, l_{k}$ such that $\sum_{i=1}^{k} l_{i} h_{i}=1$.

The proof is analogous to the known case over $\mathbb{F}[s]$, and can be found in [24].
Note that observability is neither sufficient nor necessary for stateminimality. The ON representations constructed in Chapter 6 are always observable due to (5.11), but they are usually not state-minimal. On the other hand, an example below shows that even least order ON representations need not be observable.

For discussing minimality with respect to the number of ON equations, we need the following prerequisite: We have seen how to derive an ON representation with $g$ ON equations from a given kernel representation with $g$ autoregressive equations. Conversely, let

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, \exists x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n}:\left[\begin{array}{c}
\Delta(\sigma)-A \\
C
\end{array}\right] x=\left[\begin{array}{r}
B \\
-D
\end{array}\right] w\right\}
$$

be given. In order to eliminate the latent variables $x$, we have to compute a minimal left annihilator $X=\left[\begin{array}{ll}X_{1} & X_{2}\end{array}\right]$ of

$$
H=\left[\begin{array}{c}
\Delta(s)-A \\
C
\end{array}\right]
$$

(over $\mathbb{F}\left[s, s^{-1}\right]$ ) to obtain, by means of the fundamental principle, the kernel representation

$$
\begin{equation*}
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q},\left(X_{1} B-X_{2} D\right)\left(\sigma, \sigma^{-1}\right) w=0\right\} \tag{5.16}
\end{equation*}
$$

Observe that $X$, being a MLA of a full column rank $(n+g) \times n$ matrix, must have rank $g$. In particular, it has at least $g$ rows. The case that $X$ can be chosen with precisely $g$ rows can be characterized as follows.

Lemma 5.2.3. Let $(\boldsymbol{n} ; A, B, C, D)$ be an $O N$ representation of $\mathcal{B} \neq\left(\mathbb{F}^{q}\right)^{\mathbb{Z}^{r}}$. The matrix $H$ as defined above possesses a MLA of full row rank iff the projective dimension ( $p d$ ) of

$$
\operatorname{cok}(H)=\mathbb{F}\left[s, s^{-1}\right]^{1 \times n} / \mathbb{F}\left[s, s^{-1}\right]^{1 \times(n+g)} H
$$

does not exceed two. In particular, this is true for any ON representation of dimension $r \leq 2$, and for observable ON representations of arbitrary dimension $r$. This implies that

$$
g_{o}(\mathcal{B})=g_{\mathrm{ker}}(\mathcal{B})
$$

where $g_{o}(\mathcal{B})$ denotes the minimal number of $O N$ equations in any observable ON representation of $\mathcal{B}$, and $g_{\mathrm{ker}}(\mathcal{B})$ is as discussed above.

Proof. Consider the exact sequence

$$
0 \rightarrow \operatorname{ker}(H) \hookrightarrow \mathbb{F}\left[s, s^{-1}\right]^{1 \times(n+g)} \xrightarrow{H} \mathbb{F}\left[s, s^{-1}\right]^{1 \times n} \rightarrow \operatorname{cok}(H) \rightarrow 0 .
$$

The module $\operatorname{ker}(H)$ is free iff $\operatorname{pd}(\operatorname{cok}(H)) \leq 2$. The case $\operatorname{ker}(H)=0$ corresponds to $\mathcal{B}=\left(\mathbb{F}^{q}\right)^{\mathbb{Z}^{r}}$. This being excluded, $\operatorname{ker}(H)$ can be spanned by linearly independent row vectors.

If $r \leq 2$, we get $\operatorname{pd}(\operatorname{cok}(H)) \leq 2$ from Hilbert's syzygy theorem. If $H$ is zero right prime, then $\operatorname{cok}(H)=0$, and hence its projective dimension is zero. Finally, as kernel representations yield observable ON representations with the same number of equations,

$$
g_{\mathrm{ker}}(\mathcal{B}) \geq g_{o}(\mathcal{B})
$$

Conversely, from an observable ON representation with $g$ ON equations, we compute a full row rank MLA of the associated Hautus matrix and obtain a kernel representation (5.16) with $g$ autoregressive equations. Hence $g_{\mathrm{ker}}(\mathcal{B}) \leq$ $g_{o}(\mathcal{B})$.

The first part of the above lemma should be compared with Theorem 12, where a similar argument has been used. In the case of a non-observable ON representation, we have the following inequality (combine [18, p. 455] with [47, p. 59/60])

$$
\operatorname{pd}(\operatorname{cok}(H)) \geq \operatorname{codim}(\mathcal{I}(H)),
$$

where $\mathcal{I}(H)$ denotes the ideal generated by the $n \times n$ minors of $H$. Nonobservability amounts to $\operatorname{codim}(\mathcal{I}(H))<\infty$.

Example 5.2.2. Consider

$$
H=\left[\begin{array}{ccc}
s_{1}-1 & 0 & 0  \tag{5.17}\\
0 & s_{2}-1 & 0 \\
0 & 0 & s_{3}-1 \\
1 & 1 & 1 \\
1 & 2 & 3
\end{array}\right]
$$

whose determinantal ideal $\mathcal{I}(H)=\left\langle s_{1}-1, s_{2}-1, s_{3}-1\right\rangle$ has co-dimension three. Hence $H$ does not possess a minimal left annihilator of full row rank.

Now we turn to the announced example of a minimal ON representation that is not observable.

Example 5.2.3. Consider

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{2} \rightarrow \mathbb{R},\left(\sigma_{1}-1\right)\left(\sigma_{2}-1\right) w=0\right\}
$$

An ON representation of dimension two is given by

$$
\begin{align*}
{\left[\begin{array}{cc}
\sigma_{1} & 0 \\
0 & \sigma_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] } & =\left[\begin{array}{rr}
1 & -1 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]  \tag{5.18}\\
0 & =x_{1}+x_{2}-w . \tag{5.19}
\end{align*}
$$

This can be seen as follows: A minimal left annihilator of

$$
H=\left[\begin{array}{cc}
s_{1}-1 & 1 \\
0 & s_{2}-1 \\
1 & 1
\end{array}\right]
$$

is given by $X=\left[-\left(s_{2}-1\right), \quad-\left(s_{1}-2\right), \quad\left(s_{1}-1\right)\left(s_{2}-1\right)\right]$, hence

$$
\exists x: \mathbb{Z}^{2} \rightarrow \mathbb{R}^{2}: H\left(\sigma_{1}, \sigma_{2}\right) x=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] w \quad \Leftrightarrow \quad\left(\sigma_{1}-1\right)\left(\sigma_{2}-1\right) w=0 .
$$

The ON representation (5.18), (5.19) is certainly state-minimal and even of least order. On the other hand, $H$ is not zero right prime as its rank drops at $\boldsymbol{\lambda}=(2,1)$, and thus the $2 \times 2$ minors of $H$ have a common zero there, contradicting condition 3 in Lemma 5.2.2.

Next, we turn to the question of reducibility of ON representations to standard Roesser-type input-state-output models. First, we introduce a suitable notion of inputs and outputs.

Definition 32 [48] For a behavior $\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, R\left(\sigma, \sigma^{-1}\right) w=0\right\}$, with $R \in \mathbb{F}\left[s, s^{-1}\right]^{g \times q}$, an input-output structure is a partition

$$
R \Pi=\left[\begin{array}{ll}
-Q & P
\end{array}\right] \quad \text { with } P \in \mathbb{F}\left[s, s^{-1}\right]^{g \times p} \text { and } \operatorname{rank}(P)=\operatorname{rank}(R)=p
$$

where $\Pi$ is a permutation matrix. Then there exists a uniquely determined rational matrix $G \in \mathbb{F}(s)^{p \times(q-p)}$ such that $Q=P G$. It is called the transfer matrix of $\mathcal{B}$ with respect to the partition

$$
w=\Pi\left[\begin{array}{l}
u \\
y
\end{array}\right]
$$

Setting $m:=q-p$, one can rewrite the behavior as

$$
\mathcal{B}=\Pi\left\{\left[\begin{array}{l}
u  \tag{5.20}\\
y
\end{array}\right]: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m} \times \mathbb{F}^{p}, P\left(\sigma, \sigma^{-1}\right) y=Q\left(\sigma, \sigma^{-1}\right) u\right\}
$$

Note that every behavior possesses an input-output structure, since it is always possible to select $p=\operatorname{rank}(R)$ linearly independent (over $\mathbb{F}(s)$ ) columns of $R$. The notion "input" is justified by the fact that $u$ is a vector of free variables in the sense that for all $u: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m}$, there exists $y: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{p}$ such that [48]

$$
w=\Pi\left[\begin{array}{l}
u \\
y
\end{array}\right] \in \mathcal{B}
$$

Once $u$ is chosen, none of the components of $y$ is free (more precisely, the zero-input behavior is autonomous).

Let $R=X_{1} B-X_{2} D$ be a kernel representation derived from an ON representation according to (5.16). Let

$$
R \Pi=\left[\begin{array}{ll}
X_{1} & X_{2}
\end{array}\right]\left[\begin{array}{r}
B \\
-D
\end{array}\right] \Pi=\left[\begin{array}{ll}
X_{1} & X_{2}
\end{array}\right]\left[\begin{array}{rr}
B_{u} & B_{y} \\
-D_{u} & -D_{y}
\end{array}\right]
$$

be an input-output structure of $\mathcal{B}=\operatorname{ker}(R)$. Then with the corresponding partition

$$
\Pi^{-1} w=:\left[\begin{array}{l}
u \\
y
\end{array}\right]
$$

the ON representation takes the form

$$
\begin{aligned}
\Delta(\sigma) x & =A x+B_{u} u+B_{y} y \\
0 & =C x+D_{u} u+D_{y} y .
\end{aligned}
$$

In particular, any behavior with an input-output structure (5.20) can be represented by $O N$ equations of this type. If the second equation can be solved for $y$, this gives rise to an input-state-output (ISO) representation of $\mathcal{B}$, that is,

$$
\left[\begin{array}{l}
u \\
y
\end{array}\right] \in \mathcal{B} \Leftrightarrow \exists x \text { with }\left\{\begin{aligned}
\Delta(\sigma) x & =\tilde{A} x+\tilde{B} u \\
y & =\tilde{C} x+\tilde{D} u
\end{aligned}\right.
$$

Definition 33 Let $(A, B, C, D) \in \mathbb{F}(n, p, m)$ be given and let $\boldsymbol{n} \in \mathbb{N}^{r}$ be such that $|n|=n$. Define $\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right)$.The data $(n ; A, B, C, D)$ or the equations

$$
\begin{align*}
\Delta(\boldsymbol{\sigma}) x & =A x+B u  \tag{5.21}\\
y & =C x+D u \tag{5.22}
\end{align*}
$$

are called an input-state-output (ISO) representation of $\mathcal{B}$ if there exists a permutation matrix $\Pi$ such that

$$
\mathcal{B}=\Pi\left\{\left[\begin{array}{l}
u \\
y
\end{array}\right]: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m+p}, \exists x: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \text { such that (5.21), (5.22) hold }\right\}
$$

In analogy to the two-dimensional situation, the representation given by (5.21), (5.22) is called a Roesser model [62]. The property of leading to such an ISO representation motivates the subsequent definition:

Definition $34 A n$ ON representation $(\boldsymbol{n} ; A, B, C, D)$ is said to be proper if

$$
\operatorname{im}(C) \subseteq \operatorname{im}(D)
$$

Lemma 5.2.4. $\mathcal{B}$ admits a proper $O N$ representation iff $\mathcal{B}$ admits an ISO representation.

Proof. An ISO representation ( $n ; A, B, C, D$ ) can be rewritten as

$$
\begin{aligned}
\Delta(\sigma) x & =A x+\left[\begin{array}{ll}
B & 0
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right] \\
0 & =C x+\left[\begin{array}{ll}
D & -I
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]
\end{aligned}
$$

which is a proper ON representation (without loss of generality, let $\Pi=I$ ).
Conversely, let ( $n ; A, B, C, D$ ) be a proper ON representation. Without loss of generality, let $\left[\begin{array}{cc}C & D\end{array}\right]$ be a full row rank matrix. Hence properness of the ON representation amounts to $D$ having full row rank. Then there exists a permutation matrix $\Pi$ such that

$$
D \Pi=\left[\begin{array}{ll}
D_{u} & D_{y}
\end{array}\right] \quad \text { with } D_{y} \in \mathbb{F}^{g \times g}, \quad \operatorname{det}\left(D_{y}\right) \neq 0
$$

Define

$$
\left[\begin{array}{l}
u \\
y
\end{array}\right]:=\Pi^{-1} w \quad \text { and } \quad\left[\begin{array}{cc}
B_{u} & B_{y}
\end{array}\right]:=B \Pi
$$

where the partitions correspond to that of $D \Pi$. Then

$$
0=C x+D w=C x+D_{u} u+D_{y} y
$$

can be solved for $y$ and thus

$$
\begin{aligned}
\Delta(\sigma) x & =A x+B_{u} u+B_{y} y=\left(A-B_{y} D_{y}^{-1} C\right) x+\left(B_{u}-B_{y} D_{y}^{-1} D_{u}\right) u \\
y & =-D_{y}^{-1} C x-D_{y}^{-1} D_{u} u
\end{aligned}
$$

is an ISO representation of $\mathcal{B}$.
As should be expected, an ISO representation of $\mathcal{B}$ gives rise to an inputoutput structure. Suppose (letting $\Pi=I$ )

$$
\left[\begin{array}{l}
u \\
y
\end{array}\right] \in \mathcal{B} \quad \Leftrightarrow \quad \exists x \text { with } H(\sigma) x:=\left[\begin{array}{c}
\Delta(\sigma)-A \\
C
\end{array}\right] x=\left[\begin{array}{rr}
B & 0 \\
-D & I
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]
$$

Let $X=\left[\begin{array}{ll}X_{1} & X_{2}\end{array}\right]$ be a minimal left annihilator (over $\mathbb{F}\left[s, s^{-1}\right]$ ) of $H$, then

$$
\left[\begin{array}{l}
u  \tag{5.23}\\
y
\end{array}\right] \in \mathcal{B} \quad \Leftrightarrow \quad\left[X_{1} B-X_{2} D, \quad X_{2}\right]\left(\sigma, \sigma^{-1}\right)\left[\begin{array}{l}
u \\
y
\end{array}\right]=0
$$

Set $P:=X_{2}$, and $Q:=-X_{1} B+X_{2} D$. From $X_{1}+X_{2} C(\Delta-A)^{-1}=0$, we conclude that the columns of $X_{1}$ can be written as a linear combination (with rational coefficients) of the columns of $X_{2}$, hence

$$
p=\operatorname{rank}(X)=\operatorname{rank}\left(X_{2}\right)=\operatorname{rank}\left[X_{1} B-X_{2} D, X_{2}\right]
$$

As expected, the transfer matrix is

$$
G=C(\Delta-A)^{-1} B+D
$$

The following definition should be compared with the corresponding onedimensional notion [35, p. 384].

Definition 35 Any Laurent polynomial matrix $R \in \mathbb{F}\left[s, s^{-1}\right]^{g \times q}$ can be uniquely written as

$$
R\left(s, s^{-1}\right)=S\left(s, s^{-1}\right) R_{h r}+L\left(s, s^{-1}\right)
$$

where
$S\left(s, s^{-1}\right)=\operatorname{diag}\left(s^{k_{1}}, \ldots, s^{k_{s}}\right) \in \mathbb{F}\left[s, s^{-1}\right]^{g \times g}, \quad k_{i}=\vee\left(\operatorname{supp}\left(R_{i-}\right)\right) \in \mathbb{Z}^{r}$,
and $R_{h r} \in \mathbb{F}^{g \times q}$. The matrix $L$ contains the "lower order" terms, that is, for every $t_{i} \in \operatorname{supp}\left(L_{i-}\right) \subset \mathbb{Z}^{r}$, we have

$$
\left(t_{i}\right)_{j} \leq\left(k_{i}\right)_{j} \text { for } 1 \leq j \leq r \quad \text { and } \quad t_{i} \neq k_{i}
$$

The matrix $R$ is said to be row-proper (or row-reduced) if $R_{h r}$, the highest-row-degree coefficient matrix of $R$, is a full row rank matrix. Note that then also $\operatorname{rank}(R)=\operatorname{rank}\left(R_{h r}\right)=g$.

We say that $R$ is weakly row-proper if

1. $\operatorname{rank}(R)=\operatorname{rank}\left(R_{h r}\right)$;
2. $R_{h r}$ contains no zero row, that is, each row of $R$ is $\mathbf{c w}$-unital [48], or

$$
V\left(\operatorname{supp}\left(R_{i-}\right)\right) \in \operatorname{supp}\left(R_{\imath-}\right)
$$

In this notion of row-properness, as well as in the type of ON representations considered here, the hyper-quadrant $\mathbb{N}^{r}$ of $\mathbb{Z}^{r}$ plays a special role. It should be kept in mind that one can proceed like this with any of the $2^{r}$ hyperquadrants of $\mathbb{Z}^{r}$.

Comparing with (5.5), (5.6), it is easy to see that a row-reduced matrix $R=S R_{h r}+L$ and

$$
\tilde{R}:=S^{-1} R=R_{h r}+S^{-1} L
$$

generate the same behavior, and $\tilde{R} \in \mathbb{F}\left[\boldsymbol{s}^{-1}\right]^{g \times q}$ with $\vee\left(\operatorname{supp}\left(\tilde{R}_{i-}\right)\right)=0$ for all $i$. Moreover, $\tilde{R}$ admits a representation

$$
\tilde{R}=R_{h r}+\sum_{0 \neq t \in \mathbb{N}^{r}} R(-t) s^{-t}, \quad R(-t) \in \mathbb{F}^{g \times q}
$$

with a full row rank "highest coefficient matrix" $R_{h r}=: \tilde{R}(0)$. Then we may write

$$
\tilde{R}\left(s^{-1}\right)=C \Delta\left(s^{-1}\right)\left(I-A \Delta\left(s^{-1}\right)\right)^{-1} B+R_{h r} .
$$

The following is an immediate consequence.
Corollary 16 If a behavior admits a kernel representation $\mathcal{B}=\operatorname{ker}(R)$ with a row-proper matrix $R$, then it possesses a proper ON and hence an ISO representation.

The converse is not true: A row-proper matrix has full row rank, but a behavior with an ISO representation does not necessarily admit a full row rank representation.

Example 5.2.4. Take $\boldsymbol{n}=(1,1,1)$,

$$
A=I_{3}, \quad B=I_{3}, \quad C=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 2 & 3
\end{array}\right], \quad D=0 .
$$

In view of (5.23), the kernel representations of the associated behavior are precisely the minimal left annihilators of $H$ from (5.17). We have already noted that although $p=2$, there is no MLA of $H$ with only two rows.

However, we have the following weaker result.
Theorem 23 If $\mathcal{B}$ possesses an ISO representation, then it admits an autoregressive representation with a weakly row-proper kernel representation matrix.

Proof. It is easy to check that

$$
\tilde{X}:=\left[-C \Delta^{-1} \operatorname{adj}\left(I-A \Delta^{-1}\right), \quad \operatorname{det}\left(I-A \Delta^{-1}\right) I_{p}\right] \in \mathbb{F}\left[s^{-1}\right]^{p \times(n+p)}
$$

is a left annihilator of

$$
\tilde{H}:=H \Delta^{-1}=\left[\begin{array}{c}
I-A \Delta^{-1} \\
C \Delta^{-1}
\end{array}\right] \in \mathbb{F}\left[s^{-1}\right]^{(n+p) \times n} .
$$

Let $X\left(s^{-1}\right)=\left[\begin{array}{ll}X_{1}\left(s^{-1}\right), & X_{2}\left(s^{-1}\right)\end{array}\right]$ be a MLA of $\tilde{H}$ over $\mathbb{F}\left[s^{-1}\right]$. Note that then it is also a MLA of $\tilde{H}$ (and thus of $H$ ) over $\mathbb{F}\left[s, s^{-1}\right]$. There exists a polynomial matrix $Z$, with entries in $\mathbb{F}\left[s^{-1}\right]$, such that $\tilde{X}=Z X$. In particular,

$$
\operatorname{det}\left(I-A \Delta\left(s^{-1}\right)\right) I_{p}=Z\left(s^{-1}\right) X_{2}\left(s^{-1}\right)
$$

Thus $I_{p}=Z(0) X_{2}(0)$. We conclude that $\operatorname{rank}\left(X_{2}(0)\right)=p$. In view of (5.23),

$$
R=\left[X_{1}\left(s^{-1}\right) B-X_{2}\left(s^{-1}\right) D, \quad X_{2}\left(s^{-1}\right)\right]
$$

is a kernel representation of $\mathcal{B}$. Without loss of generality, $X_{2}(0)$ contains no zero row (this can be achieved by pre-multiplication of $R$ by a suitable non-singular constant matrix) and thus $V\left(\operatorname{supp}\left(R_{i-}\right)\right)=0$ for all $i$. Hence $R_{h r}=R(0)$ and $R$ is weakly row-proper.

If $X$ in the proof above can be chosen to be a full-row-rank matrix (this is always true for systems of dimension less than three), we even obtain a row-proper kernel representation.

### 5.3 Driving-variable Representations

Let $\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, \exists v: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m}: w=M\left(\sigma, \sigma^{-1}\right) v\right\}$ be a behavior in image representation. Recall that such a behavior is necessarily controllable. We proceed with the matrix $M \in \mathbb{F}\left[s, s^{-1}\right]^{q \times m}$ as with $R$ before: first, we shift its support into the non-positive hyper-quadrant by post-multiplying it by $\operatorname{diag}\left(s^{-k_{1}}, \ldots, s^{-k_{m}}\right)$, where $k_{i}=\vee\left(\operatorname{supp}\left(M_{-i}\right)\right)$. Then we can write, without loss of generality,

$$
M=M\left(s^{-1}\right)=C(\Delta(s)-A)^{-1} B+D
$$

where $A, B, C, D$ are constant matrices, $\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right)$ and $\Delta(s)-A$ is invertible over the Laurent polynomial ring. We define, for each $v$,

$$
x=(\Delta(\sigma)-A)^{-1} B v
$$

then $w=C x+D v$ and hence

$$
w \in \mathcal{B} \Leftrightarrow \exists x, v \text { with }\left\{\begin{aligned}
\Delta(\sigma) x & =A x+B v \\
w & =C x+D v
\end{aligned}\right.
$$

Definition 36 For $n \in \mathbb{N}, n=|n|$, define $\Delta(s)=\operatorname{diag}\left(s_{1} I_{n_{1}}, \ldots, s_{r} I_{n_{r}}\right)$. Let $(A, B, C, D) \in \mathbb{F}(n, q, m)$ be given. The equations

$$
\begin{align*}
\Delta(\sigma) x & =A x+B v  \tag{5.24}\\
w & =C x+D v \tag{5.25}
\end{align*}
$$

or equivalently, the data ( $n ; A, B, C, D$ ), are called a driving-variable (DV) representation of $\mathcal{B}$ if $\mathcal{B}=\pi_{w} \mathcal{B}_{D V}(\boldsymbol{n} ; A, B, C, D)$, where

$$
\begin{aligned}
& \mathcal{B}_{D V}(n ; A, B, C, D)= \\
& \quad\left\{(x, w): \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \times \mathbb{F}^{q}, \exists v: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m} \text { such that }(5.24),(5.25) \text { hold }\right\} .
\end{aligned}
$$

$A D V$ representation ( $n ; A, B, C, D$ ) of $\mathcal{B}$ as above is minimal if

$$
\left.\begin{array}{l}
\mathcal{B}=\pi_{\boldsymbol{w}} \mathcal{B}_{D V}\left(\boldsymbol{n}^{\prime}, A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right) \text { for some } \boldsymbol{n}^{\prime} \in \mathbb{N},  \tag{5.26}\\
\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right) \in \mathbb{F}\left(n^{\prime}, q, m^{\prime}\right), \quad n^{\prime}=\left|\boldsymbol{n}^{\prime}\right|
\end{array}\right\}
$$

implies that $n<n^{\prime}$ or $m<m^{\prime}$ or ( $n, m$ ) $=\left(n^{\prime}, m^{\prime}\right)$. If the implication of (5.26) is even $n \leq n^{\prime}$ and $m \leq m^{\prime}$, then the DV representation is said to have least order. We say that a $D V$ representation is state-minimal if the implication of (5.26) is only $n \leq n^{\prime}$.

If ( $n ; A, B, C, D$ ) is an DV representation of $\mathcal{B}$, then so is

$$
\left(n ; T^{-1}(A+B F) T, T^{-1} B Q,(C+D F) T, D Q\right)
$$

there $T=\operatorname{diag}\left(T_{1}, \ldots, T_{r}\right), T_{i} \in \mathbb{F}^{n_{\mathrm{x}} \times n_{\mathrm{r}}}$ and $Q \in \mathbb{F}^{m \times m}$ are non-singular, and $F$ is an arbitrary $m \times n$ matrix over $\mathbb{F}$.

Definition $37 A D V$ representation $(\boldsymbol{n} ; A, B, C, D)$ is called proper if

$$
\operatorname{ker}(D) \subseteq \operatorname{ker}(B)
$$

Theorem 24 The following are equivalent: $\mathcal{B}$ possesses

1. a proper DV representation;
2. a proper $O N$ representation;
3. an ISO representation.

Proof. In view of Lemma 5.2.4, it remains to show the equivalence of Assertions 1 and 3. An ISO representation ( $n ; A, B, C, D$ ) can be written as

$$
\begin{aligned}
\Delta(\sigma) x & =A x+B v \\
{\left[\begin{array}{l}
u \\
y
\end{array}\right] } & =\left[\begin{array}{l}
0 \\
C
\end{array}\right] x+\left[\begin{array}{c}
I \\
D
\end{array}\right] v
\end{aligned}
$$

which is a proper DV representation.
Conversely, let ( $n ; A, B, C, D$ ) be a proper DV representation of $\mathcal{B}$. Without loss of generality, $\left[\begin{array}{cc}B^{T} & D^{T}\end{array}\right]^{T}$ has full column rank. Then $D$ itself has full column rank, i.e., there exists a permutation matrix $\Pi$ such that

$$
\Pi D=\left[\begin{array}{l}
D_{u} \\
D_{y}
\end{array}\right] \quad \text { with } D_{u} \in \mathbb{F}^{m \times m}, \quad \operatorname{det}\left(D_{u}\right) \neq 0
$$

Define

$$
\left[\begin{array}{l}
u \\
y
\end{array}\right]:=\Pi w \quad \text { and } \quad\left[\begin{array}{l}
C_{u} \\
C_{y}
\end{array}\right]:=\Pi C
$$

where the partitions correspond to that of $\Pi D$. Pre-multiply $w=C x+D v$ by $\Pi$ to obtain

$$
\begin{aligned}
u & =C_{u} x+D_{u} v \\
y & =C_{y} x+D_{y} v
\end{aligned}
$$

Hence $v=D_{u}^{-1}\left(u-C_{u} x\right)$. Plugging in yields the desired ISO representation of $\mathcal{B}$ :

$$
\begin{aligned}
\Delta(\sigma) x & =\left(A-B D_{u}^{-1} C_{u}\right) x+B D_{u}^{-1} u \\
y & =\left(C_{y}-D_{y} D_{u}^{-1} C_{u}\right) x+D_{y} D_{u}^{-1} u
\end{aligned}
$$

It is sometimes convenient to pass from a proper ON to a proper DV representation without making the detour to ISO representations. This is accomplished as follows:

Let ( $n ; A, B, C, D$ ) be a proper ON representation. Then there exists $C^{\prime} \in$ $\mathbb{F}^{q \times n}$ such that $C=D C^{\prime}$. Then the output-nulling equations take the form $0=D\left(C^{\prime} x+w\right)$. Setting $v^{\prime}:=C^{\prime} x+w$, the ON representation is equivalent to

$$
\Delta(\sigma) x=\left(A-B C^{\prime}\right) x+B v^{\prime}, \quad w=-C^{\prime} x+v^{\prime}, \quad v^{\prime} \in \operatorname{ker}(D)
$$

Let $m:=q-\operatorname{rank}(D)$ and let $\operatorname{ker}(D) \subseteq \mathbb{F}^{q}$ be generated by the columns of $D^{\prime} \in \mathbb{F}^{q \times m}$, i.e., $\operatorname{ker}(D)=\operatorname{im}\left(D^{\prime}\right)$ for $D^{\prime}: \mathbb{F}^{m} \rightarrow \mathbb{F}^{q}$. In other words, $D^{\prime}$ is a minimal right annihilator of $D$. We obtain the following proper DV representation of $\mathcal{B}$ :

$$
\begin{aligned}
\Delta(\sigma) x & =\left(A-B C^{\prime}\right) x+B D^{\prime} v \\
w & =-C^{\prime} x+D^{\prime} v
\end{aligned}
$$

Conversely, in a proper DV representation, there exists $B^{\prime}$ such that $B=$ $B^{\prime} D$. Let $D^{\prime}$ be a minimal left annihilator (MLA) of $D$, then

$$
\left[\begin{array}{rr}
I & -B^{\prime} \\
0 & D^{\prime}
\end{array}\right] \text { is a MLA of }\left[\begin{array}{c}
B \\
D
\end{array}\right]
$$

Thus a necessary and sufficient condition for the existence of $v: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{m}$ with

$$
\left[\begin{array}{cc}
\Delta(\sigma)-A & 0 \\
-C & I
\end{array}\right]\left[\begin{array}{l}
x \\
w
\end{array}\right]=\left[\begin{array}{l}
B \\
D
\end{array}\right] v
$$

is

$$
\left[\begin{array}{cc}
\Delta(\sigma)-A+B^{\prime} C & -B^{\prime} \\
-D^{\prime} C & D^{\prime}
\end{array}\right]\left[\begin{array}{l}
x \\
w
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which constitutes a proper $O N$ representation.

Definition 38 A $D V$ representation is called controllable if

$$
\mathcal{B}_{x v}=\left\{(x, v): \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n} \times \mathbb{F}^{m}, \Delta(\sigma) x=A x+B v\right\}
$$

is controllable, i.e., if $\mathcal{B}_{x v}$ possesses an image representation.

## Corollary 17

1. Let ( $n ; A, B, C, D$ ) be a $D V$ representation. Define the Hautus matrix

$$
H:=[\Delta(s)-A, \quad B] \in \mathbb{F}\left[s, s^{-1}\right]^{n \times(n+m)}
$$

The DV representation is controllable iff $H$ is GFLP over $\mathbb{F}\left[s, s^{-1}\right]$.
2. $\mathcal{B}$ is controllable iff it possesses a controllable DV representation.

Proof. Assertion 1 follows from Chapter 1. If $\mathcal{B}$ possesses an image representation, then the construction of a DV representation described above yields a matrix $H$ that is zero left prime, hence GFLP. Conversely, let ( $n ; A, B, C, D$ ) be a controllable DV representation. Then for some integer $k \geq 1$, and some Laurent polynomial matrices $N_{1}, N_{2}$ of appropriate size,

$$
\mathcal{B}_{x v}=\left\{\left[\begin{array}{l}
x \\
v
\end{array}\right]: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{n+m}, \exists l: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{k}:\left[\begin{array}{l}
x \\
v
\end{array}\right]=\left[\begin{array}{l}
N_{1} \\
N_{2}
\end{array}\right]\left(\sigma, \sigma^{-1}\right) l\right\}
$$

and

$$
\mathcal{B}=\left\{w: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{q}, \exists l: \mathbb{Z}^{r} \rightarrow \mathbb{F}^{k}, w=\left(C N_{1}+D N_{2}\right)\left(\sigma, \sigma^{-1}\right) l\right\}
$$

i.e., $\mathcal{B}$ possesses an image representation.

In this chapter, a new class of first order representations of linear constantcoefficient systems of partial difference equations has been proposed: It resembles the Roesser model, but it does not require causality, which is an unnecessary restriction in the multivariate situation. Still, it features regular (i.e., explicit) updating equations, which are convenient for practical implementation. Minimality issues have been addressed, but are still far from being fully understood. The question of reducibility to a standard input-stateoutput setting has been discussed; necessary and sufficient conditions have been given. For the class of controllable systems, an alternative first order scheme is available, which is the dual counterpart of the above-mentioned representations.

## 6. Linear Fractional Transformations

A mapping of the form

$$
F: \mathbb{C} \backslash\{s, \alpha s+\beta=0\} \longrightarrow \mathbb{C}, \quad s \longmapsto \frac{\gamma s+\delta}{\alpha s+\beta}
$$

where $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ and $(\alpha, \beta) \neq(0,0)$, is called a linear fractional transformation (LFT). If $\beta \neq 0$, it can be rewritten as

$$
\begin{equation*}
F: \mathbb{C} \backslash\{s, 1-a s=0\} \longrightarrow \mathbb{C}, \quad s \longmapsto d+c s(1-a s)^{-1} \tag{6.1}
\end{equation*}
$$

where

$$
a=-\frac{\alpha}{\beta}, \quad c=\frac{\beta \gamma-\alpha \delta}{\beta^{2}}, \quad d=\frac{\delta}{\beta} .
$$

Equation (6.1) motivates the following generalization to the matrix case:

$$
F: \mathbb{C}^{n \times n} \backslash\{\Delta, \operatorname{det}(I-A \Delta)=0\} \rightarrow \mathbb{C}^{g \times q}, \quad \Delta \mapsto D+C \Delta(I-A \Delta)^{-1} B
$$

where $A, B, C, D$ are complex matrices of dimensions $n \times n, n \times q, g \times n, g \times q$, respectively. Taking explicit account of the coefficient matrices, one writes

$$
F(\Delta)=\mathcal{F}(\Delta ; A, B, C, D)=D+C \Delta(I-A \Delta)^{-1} B
$$

The following interpretation in terms of a feedback loop is often useful.


Fig. 6.1. Feedback Interpretation of Linear Fractional Transformation.

The constituent equations of the loop are

$$
\left[\begin{array}{l}
z \\
y
\end{array}\right]=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
w \\
u
\end{array}\right] \quad \text { and } \quad w=\Delta z .
$$

Hence $(I-A \Delta) z=B u$. Assuming well-posedness of the loop, i.e., invertibility of $I-A \Delta$, we can solve for $z$ and hence

$$
y=\left(D+C \Delta(I-A \Delta)^{-1} B\right) u
$$

that is, the LFT can be seen as the "closed loop transfer function from $u$ to $y$."

Linear fractional transformations are prominent in $H_{\infty}$ and robust control [12, 97]. Let $M$ be a proper real-rational and stable (1D) transfer matrix, i.e., the entries of $M$ are of the form $\frac{n}{d}$ with polynomials $n, d$ and $\operatorname{deg}(n) \leq \operatorname{deg}(d)$, moreover, $M$ has no poles in the closed right half of the complex plane. Then the $H_{\infty}$ norm of $M$ is defined as

$$
\|M\|_{\infty}:=\sup _{\omega \in \mathbb{R}}\|M(i \omega)\|_{2} .
$$

The Small Gain Theorem [97, p. 217] says that, for a given proper and stable

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right],
$$

the condition $\left\|M_{11}\right\|_{\infty}<\gamma$ is necessary and sufficient for the linear fractional transformation

$$
\begin{equation*}
F(\Delta)=M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12} \tag{6.2}
\end{equation*}
$$

to exist and to be proper and stable for all complex matrices $\Delta$ with $\|\Delta\|_{2} \leq$ $\gamma^{-1}$. This robust stability result has been refined by Packard and Doyle [11, $50]$ in order to take account of additional information on the structure of $\Delta$. Note that

$$
\|M(i \omega)\|_{2}=\max \left\{\|\Delta\|_{2}^{-1}, \Delta \in \mathbb{C}^{n \times n}, \operatorname{det}(I-M(i \omega) \Delta)=0\right\} .
$$

Now this characterization can easily be translated to the situation where the uncertainty $\Delta$ is restricted to a certain subset of $\mathbb{C}^{n \times n}$. Indeed, let

$$
\Delta=\left\{\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right), \delta_{i} \in \mathbb{C}\right\}
$$

The structured singular value of $M(i \omega)$ with respect to the structured set $\boldsymbol{\Delta}$ is

$$
\mu_{\Delta}(M(i \omega))=\max \left\{\|\Delta\|_{2}^{-1}, \Delta \in \Delta, \operatorname{det}(I-M(i \omega) \Delta)=0\right\}
$$

unless there is no such $\Delta \in \Delta$, in which case we set $\mu_{\Delta}(M(i \omega))=0$. Then (6.2) exists and is proper and stable for all $\Delta \in \Delta$ with $\|\Delta\|_{2} \leq \gamma^{-1}$ iff $\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(M(i \omega))<\gamma$.

For robust stability issues, it is therefore desirable to represent an uncertain transfer matrix in terms of an LFT.

Extraction of parametric uncertainty: Consider a transfer matrix $P$ that depends rationally on $s$ and on several parametric uncertainties $\delta_{i}$,

$$
P \in \mathbb{R}\left(s, \delta_{1}, \ldots, \delta_{r}\right)^{p \times m}
$$

Suppose that $P$ is causal [30] with respect to $\delta=\left(\delta_{1}, \ldots, \delta_{r}\right)$, that is, each entry takes the form

$$
\frac{\sum_{n \in \mathbb{N}^{r}} a(s, n) \delta^{n}}{\sum_{n \in \mathbb{N}^{r}} b(s, n) \delta^{n}}
$$

with $b(s, 0, \ldots, 0) \neq 0$. As the $\delta_{i}$ usually model a variation of some parameter

$$
p_{i}=v_{i}+m_{i} \delta_{i}
$$

around a nominal value $v_{i}$, there is no loss of generality in this causality requirement, because a reasonably chosen nominal point will guarantee that $P(s, 0, \ldots, 0)$ is well-defined. Then $P$ has a representation in terms of an LFT

$$
P=M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12}
$$

where $\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)$ for some suitably chosen integers $n_{1}, \ldots, n_{r}$. The matrices $M_{i j}$ are rational functions of $s$ alone. The dependencies of $P$ on $s$ and $\delta$ are thus separated from each other; the uncertainty ( $\Delta$ ) enters a nominal system ( $M$ ) in terms of feedback loop as above. One says that the uncertainty has been extracted.

An important feature of linear fractional transformations is that "the LFT of an LFT is again an LFT." This implies that for parametrized realizations

$$
\begin{aligned}
s x & =A(\boldsymbol{\delta}) x+B(\boldsymbol{\delta}) \mathbf{u} \\
y & =C(\boldsymbol{\delta}) x+D(\boldsymbol{\delta}) u
\end{aligned}
$$

it suffices to write the coefficient matrix

$$
\left[\begin{array}{ll}
A(\delta) & B(\delta) \\
C(\delta) & D(\delta)
\end{array}\right]
$$

as an LFT, from which an LFT representation of $D+C(s I-A)^{-1} B=$ $F\left(s^{-1} I\right)$ is easily available. A similar argument holds for descriptor systems [72, 93]

$$
\begin{aligned}
E(\boldsymbol{\delta}) s x & =A(\boldsymbol{\delta}) x+B(\boldsymbol{\delta}) u \\
y & =C(\boldsymbol{\delta}) x+D(\boldsymbol{\delta}) u
\end{aligned}
$$

and general polynomial systems (Rosenbrock systems) [92]

$$
\begin{aligned}
T(s, \delta) x & =U(s, \delta) u \\
y & =V(s, \delta) x+W(s, \delta) u .
\end{aligned}
$$

For details, see Section 6.4.

### 6.1 LFT Construction

We consider the problem of constructing an LFT representation of a polynomial matrix $M(\delta) \in R[\delta]^{g \times q}$, where $\delta=\left(\delta_{1}, \ldots, \delta_{r}\right)$ and $R$ denotes an arbitrary commutative coefficient ring with unity. The main cases that should be thought of are $R=\mathbb{R}, \mathbb{R}[s], \mathbb{R}\left[s, s^{-1}\right]$ and $\mathbb{R}(s)$.

Given $M(\delta) \in R[\delta]^{g \times q}$, we wish to construct integers $n_{1}, \ldots, n_{r} \geq 0$, $n=\sum n_{i}$, and matrices $M, \Delta$ with

$$
\begin{gathered}
\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right), \\
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \in R^{(n+g) \times(n+q)}
\end{gathered}
$$

such that

$$
M(\delta)=\mathcal{F}(\Delta ; M):=M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12}
$$

First, consider the case $q=1$. Then $M(\delta)$ is merely a column vector of polynomials,

$$
M(\delta)=\left[\begin{array}{c}
M(\delta)_{1} \\
\vdots \\
M(\delta)_{g}
\end{array}\right]=\sum_{i=1}^{g} \sum_{n \in \mathbb{N}^{\mathbf{n}}} c_{i}(n) \delta^{n} e_{i}
$$

where $e_{i}$ denotes the $i$-th natural basis vector of $R^{g}$ and $c_{i}(n) \in R$. Define the support of this polynomial column vector by

$$
N:=\operatorname{supp}(M(\delta))=\left\{\boldsymbol{n} \in \mathbb{N}^{r}, \exists i \text { with } c_{i}(n) \neq 0\right\}
$$

which is a finite subset of $\mathbb{N}^{r}$, and let $\delta^{N}=\left\{\delta^{n}, n \in N\right\}$. It is assumed that $M(\delta) \not \equiv 0$, i.e., $N \neq \emptyset$. As usual, let $|n|=\sum_{i=1}^{r} n_{i}$ for $n \in \mathbb{N}^{r}$. Define a directed graph $\Gamma$ with vertices in the set of monic monomials $\left\{\boldsymbol{\delta}^{\boldsymbol{n}}, n \in \mathbb{N}^{r}\right\}$ in the following fashion: For each $n \in N$, choose a directed path from $1=\delta^{0}$ to $\boldsymbol{\delta}^{\boldsymbol{n}}$,

$$
\begin{equation*}
1=v_{0}^{(n)} \rightarrow v_{1}^{(n)} \rightarrow v_{2}^{(n)} \rightarrow \ldots \rightarrow v_{|n|}^{(n)}=\delta^{n} \tag{6.3}
\end{equation*}
$$

such that for all $0 \leq i \leq|n|$, there exists $j_{i} \in[r]:=\{1, \ldots, r\}$ with

$$
\begin{equation*}
v_{i}^{(n)}=\delta_{j_{i}} v_{i-1}^{(n)} \tag{6.4}
\end{equation*}
$$

The vertex set of $\Gamma$ is

$$
V=\bigcup_{n \in N}\left\{v_{0}^{(n)}, \ldots, v_{|n|}^{(n)}\right\}
$$

and each pair $(z, v):=\left(v_{i-1}^{(n)}, v_{i}^{(n)}\right) \in V^{2}$ according to (6.3), (6.4) above constitutes an edge of $\Gamma$ with initial vertex $z$ and terminal vertex $v$. The edge set is denoted by $E$.

By construction, $u:=\boldsymbol{\delta}^{\mathbf{0}}=1 \in V$ is a root of the graph $\Gamma$, i.e., there exist directed paths from $u$ to all the remaining vertices of $\Gamma$. In particular, $\Gamma$ is quasi-strongly connected, which implies that it possesses a directed spanning tree [74, p. 106]. Without loss of generality, assume that $\Gamma$ itself is a directed tree (otherwise, one can remove successively all the edges from $\Gamma$ whose removal does not destroy the property of $u$ being a root of $\Gamma$ ).

A systematic method for the direct construction of such a tree is the following: For each $v=\delta^{\boldsymbol{n}}$ with $\boldsymbol{n} \in N$, if $\boldsymbol{m} \in \mathbb{N}^{r}$ is such that

$$
\exists j \in[r] \quad \text { with } \quad m_{j} \leq n_{j} \quad \text { and } \quad m_{i}=\left\{\begin{array}{cl}
n_{i} & \text { for } i<j \\
0 & \text { for } i>j
\end{array}\right.
$$

then $\delta^{m} \in V$. For a given $n=\left(n_{1}, \ldots, n_{r}\right) \in N$, this means that the following predecessors of $n$ (with respect to the lexicographic order) are exponents of elements in $V$ :

$$
\begin{aligned}
& (0,0, \ldots, 0),(1,0, \ldots, 0), \ldots,\left(n_{1}, 0, \ldots, 0\right) \\
& \left(n_{1}, 1,0, \ldots, 0\right), \ldots,\left(n_{1}, n_{2}, 0, \ldots, 0\right), \ldots \\
& \left(n_{1}, n_{2}, \ldots, n_{r-1}, 1\right), \ldots,\left(n_{1}, n_{2}, \ldots, n_{r}\right)
\end{aligned}
$$

In a directed tree with root $u$, there exists, for every $v \in V \backslash\{u\}$, one and only one vertex $z(v) \in V$ such that $(z(v), v) \in E$. In other words, with $W:=V \backslash\{u\}$, the map

$$
W \rightarrow V, \quad w \mapsto z(w)
$$

which assigns to each $w \in W$ its unique direct predecessor $z(w)$ is welldefined. It gives rise to a decomposition of $W$ into a disjoint union

$$
W=\bigcup_{i=1}^{r} W_{i} \quad \text { with } \quad W_{i}=\left\{w \in W, w=\delta_{i} z(w)\right\}
$$

The elements of $W$ are labeled with integers from the set $\{1, \ldots, n\}, n:=$ $|W|$, such that

$$
w_{i} \in W_{j} \text { and } w_{k} \in W_{l} \text { with } j<l \Rightarrow i<k
$$

Then by defining vectors $\boldsymbol{w}=\left(w_{1}, \ldots, w_{n}\right)^{T}$ and, correspondingly, $z=$ $\left(z_{1}, \ldots, z_{n}\right)^{T}$ with $z_{i}=z\left(w_{i}\right)$, one obtains $w=\Delta z$ with

$$
\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right),
$$

where $n_{i}=\left|W_{i}\right|$. Moreover, since each $z_{i} \in V=W \cup\{u\}$, there exist matrices $M_{11} \in\{0,1\}^{n \times n}$ and $M_{12} \in\{0,1\}^{n \times 1}$ such that

$$
z=M_{11} w+M_{12} u
$$

Since $\delta^{N} \subseteq V$, where $N=\operatorname{supp}(M(\delta))$, there exist matrices $M_{21} \in R^{g \times n}$ and $M_{22} \in R^{g \times 1}$ with

$$
M(\delta)=M_{21} w+M_{22} u
$$

Altogether,

$$
\boldsymbol{w}=\Delta z \quad \text { and } \quad\left[\begin{array}{c}
z \\
M(\delta)
\end{array}\right]=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{w} \\
u
\end{array}\right] .
$$

Thus, $z=M_{11} w+M_{12} u=M_{11} \Delta z+M_{12} u$. Using the fact that $I-M_{11} \Delta$ is invertible (see below), this yields $z=\left(I-M_{11} \Delta\right)^{-1} M_{12} u$ and

$$
\begin{aligned}
M(\delta) & =M_{22} u+M_{21} w \\
& =M_{22} u+M_{21} \Delta z \\
& =M_{22} u+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12} u
\end{aligned}
$$

Taking into account that $u=1$, this yields the desired representation of $M(\delta)$ in terms of an LFT, namely

$$
M(\delta)=\mathcal{F}(\Delta ; M), \quad M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \in R^{(n+g) \times(n+q)}
$$

The case $q>1$ can be reduced to the preceding construction method for $q=1$ by an idealization technique: Given $M(\delta) \in R[\delta]^{9 \times q}$, introduce a vector of $q$ new indeterminates $u=\left(u_{1}, \ldots, u_{q}\right)^{T}$ and consider the polynomial vector

$$
M(\delta) u \in\left(R[\delta] u_{1} \oplus \cdots \oplus R[\delta] u_{q}\right)^{g} \subset R[\delta, u]^{g}
$$

Write

$$
M(\delta) u=\sum_{n \in \mathbf{N}^{r}} \sum_{j=1}^{q} \sum_{i=1}^{g} c_{i}(n ; j) \delta^{n} u_{j} e_{i}
$$

with coefficients $c_{i}(n ; j) \in R$, and define

$$
N:=\operatorname{supp}(M(\delta) u)=\left\{(n ; j) \in \mathbb{N}^{r} \times[q], \exists i \text { with } c_{i}(\boldsymbol{n} ; \boldsymbol{j}) \neq 0\right\}
$$

Define a directed graph $\Gamma$ with vertex set $V \subset\left\{\boldsymbol{\delta}^{n} u_{j},(n ; j) \in \mathbb{N}^{\top} \dot{x}[q]\right\}$ by choosing paths

$$
\begin{equation*}
u_{j}=v_{0}^{(n)} \rightarrow v_{1}^{(n)} \rightarrow v_{2}^{(n)} \rightarrow \ldots \rightarrow v_{|n|}^{(n)}=\delta^{n} u_{j} \tag{6.5}
\end{equation*}
$$

from $u_{j}$ to $\delta^{n} u_{j}$ for each $(\boldsymbol{n} ; j) \in N$ such that for all $i$,

$$
\begin{equation*}
v_{i}^{(n)}=\delta_{j_{i}} v_{i-1}^{(n)} \tag{6.6}
\end{equation*}
$$

The vertex set $V$ of $\Gamma$ consists of all $v_{i}^{(n)}$ according to (6.5), (6.6), and each pair $\left(v_{i-1}^{(n)}, v_{i}^{(n)}\right) \in V^{2}$ constitutes an edge of the graph. After possible removal of redundant edges, $\Gamma$ becomes a directed forest with roots $u_{1}, \ldots, u_{q}$ (assuming that $M(\delta)$ contains no zero column). Each component of the graph corresponds to a column of the matrix. Let $U \subseteq V$ be the set of roots of $\Gamma$. The predecessor map

$$
W:=V \backslash U \rightarrow V, \quad w \mapsto z(w)
$$

gives rise to a representation $\boldsymbol{w}=\Delta \boldsymbol{z}$ with

$$
\Delta=\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)
$$

where

$$
n_{i}=\left|\left\{w \in W, w=\delta_{i} z(w)\right\}\right|
$$

$n=|W|$. The vectors $w:=\left(w_{1}, \ldots, w_{n}\right)^{T}$ and $z=\left(z_{1}, \ldots, z_{n}\right)^{T}$ with $z_{i}:=$ $z\left(w_{i}\right)$ are supposed to be suitably sorted. Then

$$
z=M_{11} w+M_{12} u
$$

for some matrices $M_{11} \in\{0,1\}^{n \times n}, M_{12} \in\{0,1\}^{n \times q}$, and

$$
M(\delta) \boldsymbol{u}=M_{21} \boldsymbol{w}+M_{22} u
$$

for some matrices $M_{21} \in R^{9 \times n}$ and $M_{22} \in R^{9 \times q}$. Altogether, since $I-M_{11} \Delta$ is invertible according to the subsequent lemma,

$$
M(\delta) u=\left(M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12}\right) u=\mathcal{F}(\Delta ; M) u
$$

where

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \in R^{(n+g) \times(n+q)}
$$

This implies that $M(\delta)=\mathcal{F}(\Delta ; M)$. The LFT construction is illustrated by the following example.

Example 6.1.1. (compare [72]): Consider

$$
M(\delta)=\left[\begin{array}{cc}
\delta_{1}^{2} & \delta_{1} \delta_{2} \\
\delta_{2} \delta_{3}^{2} & \delta_{2}+\delta_{3}^{2}
\end{array}\right] \in \mathbb{R}\left[\delta_{1}, \delta_{2}, \delta_{3}\right]^{\times 2}
$$

Introducing $u=\left(u_{1}, u_{2}\right)^{T}$, the support of $M(\delta) u$ is

$$
N=\{(2,0,0 ; 1),(0,1,2 ; 1),(1,1,0 ; 2),(0,1,0 ; 2),(0,0,2 ; 2)\}
$$

corresponding to the vertices $\delta_{1}^{2} u_{1}, \delta_{2} \delta_{3}^{2} u_{1}, \delta_{1} \delta_{2} u_{2}, \delta_{2} u_{2}, \delta_{3}^{2} u_{2}$ of the graph to be constructed.

A graph which satisfies the requirements above is represented in the following figure. Lattice points which correspond to elements of $V$ are marked by circles, the big disks indicate the elements of the support of $M(\delta) u$.


Fig. 6.2. The Two Components of the Graph.

The vertex set $V$ consists of $w_{1}, \ldots, w_{9}$ and the two roots $u_{1}, u_{2}$. The vertices $w_{i}$ and their corresponding direct predecessors $z_{i}$ are given by

| $w_{1}$ | $:=$ | $\delta_{1} u_{1}$ |
| :--- | :--- | :--- |
| $w_{2}$ | $:=z_{1}=u_{1}$ |  |
| $w_{3}$ | $:=\delta_{1} \delta_{2} u_{2}=\delta_{1} w_{1}$ | $z_{2}=w_{1}$ |
| $w_{4} w_{5}$ | $z_{3}=w_{5}$ |  |
| $w_{5}:=$ | $\delta_{2} u_{1}$ | $z_{4}=u_{1}$ |
| $w_{6}:=\delta_{2} \delta_{3} u_{1}=\delta_{3} w_{4}$ | $z_{5}=u_{2}$ |  |
| $w_{7}:=\delta_{2} \delta_{3}^{2} u_{1}=\delta_{3} w_{6}$ | $z_{6}=w_{4}$ |  |
| $w_{8}:=$ | $z_{7}=w_{6}$ |  |
| $w_{9}:=\delta_{3} u_{2}$ | $z_{8}=u_{2}$ |  |
| $\delta_{3} w_{8}$ | $z_{9}=w_{8}$. |  |

The vertices have been labeled such that

$$
W_{1}=\left\{w_{1}, w_{2}, w_{3}\right\}, \quad W_{2}=\left\{w_{4}, w_{5}\right\}, \quad W_{3}=\left\{w_{6}, w_{7}, w_{8}, w_{9}\right\}
$$

which gives rise to a partition of $\Delta$ as

$$
\Delta=\operatorname{diag}\left(\delta_{1} I_{3}, \delta_{2} I_{2}, \delta_{3} I_{4}\right)
$$

The following equations yield the coefficient matrix $M$ :

$$
\left[\begin{array}{c}
z_{1} \\
z_{2} \\
z_{3} \\
z_{4} \\
z_{5} \\
z_{6} \\
z_{7} \\
z_{8} \\
z_{9} \\
\delta_{1}^{2} u_{1}+\delta_{1} \delta_{2} u_{2} \\
\delta_{2} \delta_{3}^{2} u_{1}+\left(\delta_{2}+\delta_{3}^{2}\right) u_{2}
\end{array}\right]=\left[\begin{array}{lll|ll|llll||cc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\hline \hline 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
w_{3} \\
w_{4} \\
w_{5} \\
w_{6} \\
w_{7} \\
w_{8} \\
w_{9} \\
u_{1} \\
u_{2}
\end{array}\right]
$$

Single lines denote the partition that corresponds to the block structure of $\Delta$, double lines separate the sub-matrices $M_{i j}$.

The graph-theoretic LFT construction above also yields a simple proof for the well-posedness of the resulting linear fractional transformations; compare [19].
Theorem 25 In an LFT constructed as above, we have $\operatorname{det}\left(I-M_{11} \Delta\right)=1$.
Proof. In an acyclic directed graph with $\rho$ vertices, there exists a topological sorting [74, p. 117], that is, the vertices can be labeled with integers from the set $\{1, \ldots, \rho\}$ such that

$$
v_{i} \text { predecessor of } v_{j} \Rightarrow i<j
$$

The vertex set of $\Gamma$ is $V=U \dot{U} W$ with $U \subseteq\left\{u_{1}, \ldots, u_{q}\right\}\left(U=\left\{u_{1}, \ldots u_{q}\right\}\right.$ whenever $M(\delta)$ contains no zero column). Let $n=|W|$ and let $\Pi$ be a permutation matrix which transforms the given vertex vector $v=\left[\begin{array}{l}w \\ u\end{array}\right]$, $w_{i} \in W, u_{j} \in U$, into a topologically sorted one by

$$
\tilde{v}=\Pi \boldsymbol{v}
$$

with $\tilde{v}$ being topologically sorted. Note that since $u_{1}, \ldots, u_{q}$ are vertices with zero in-degree (i.e., no edge ends in one of the $u_{i}$ ), $\Pi$ can, without loss of generality, be assumed to be of the form

$$
\Pi=\left[\begin{array}{cc}
0 & I \\
\Pi_{1} & 0
\end{array}\right]
$$

with an $n \times n$ permutation matrix $\Pi_{1}$, i.e.,

$$
\tilde{v}=\left[\begin{array}{cc}
0 & I \\
\Pi_{1} & 0
\end{array}\right]\left[\begin{array}{c}
w \\
\boldsymbol{u}
\end{array}\right]=\left[\begin{array}{c}
u \\
\Pi_{1} w
\end{array}\right]=:\left[\begin{array}{c}
\boldsymbol{u} \\
\tilde{\boldsymbol{w}}
\end{array}\right] .
$$

Then with $\tilde{\boldsymbol{z}}=\Pi_{1} \boldsymbol{z}, \tilde{\boldsymbol{w}}=\Pi_{1} \boldsymbol{w}=\Pi_{1} \Delta \boldsymbol{z}=\Pi_{1} \Delta \Pi_{1}^{-1} \tilde{\boldsymbol{z}}$ and

$$
\begin{aligned}
& \tilde{z}=\Pi_{1}\left[\begin{array}{ll}
M_{11} & M_{12}
\end{array}\right] \boldsymbol{v} \\
& =\Pi_{1}\left[\begin{array}{ll}
M_{11} & M_{12}
\end{array}\right] \Pi^{-1} \tilde{v} \\
& =\Pi_{1}\left[\begin{array}{ll}
M_{11} & M_{12}
\end{array}\right]\left[\begin{array}{cc}
0 & \Pi_{1}^{-1} \\
I & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{u} \\
\tilde{\boldsymbol{w}}
\end{array}\right] \\
& =\Pi_{1} M_{12} \boldsymbol{u}+\Pi_{1} M_{11} \Pi_{1}^{-1} \tilde{\boldsymbol{w}} .
\end{aligned}
$$

If $\tilde{z}_{i}=\tilde{w}_{j}$, i.e, if vertex $\tilde{w}_{j}$ is the predecessor of vertex $\tilde{w}_{i}$, then $j<i$ because of the topological sorting. Hence

$$
\tilde{M}_{11}:=\Pi_{1} M_{11} \Pi_{1}^{-1}=\left[\begin{array}{lll}
0 & & 0 \\
& \ddots & \\
* & & 0
\end{array}\right]
$$

that is, $\left(\tilde{M}_{11}\right)_{i j}=0$ for $j \geq i$. This implies that

$$
\Pi_{1}\left(I-M_{11} \Delta\right) \Pi_{1}^{-1}=I-\tilde{M}_{11}\left(\Pi_{1} \Delta \Pi_{1}^{-1}\right)=\left[\begin{array}{lll}
1 & & 0 \\
& \ddots & \\
* & & 1
\end{array}\right]
$$

and hence $\operatorname{det}\left(I-M_{11} \Delta\right)=1$.

### 6.2 Reduction to Trim Form

Definition 39 Let $n=\left(n_{1}, \ldots, n_{r}\right), n=|n|$, and

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right] \in \mathbb{F}^{(n+g) \times(n+q)}
$$

be given, where $\mathbb{F}$ is an arbitrary field, and consider the LFT defined by $(n ; A, B, C, D)$, that is,

$$
\mathcal{F}(n ; A, B, C, D):=D+C \Delta(I-A \Delta)^{-1} B
$$

where $\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)$. The number $n$ is called state-dimension of the LFT representation and ( $n ; A, B, C, D$ ) is said to be minimal if its state-dimension is minimal among all the LFT representations of a matrix, i.e., if

$$
\mathcal{F}(\boldsymbol{n} ; A, B, C, D)=\mathcal{F}\left(\boldsymbol{n}^{\prime} ; A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right) \quad \Rightarrow \quad|\boldsymbol{n}| \leq\left|\boldsymbol{n}^{\prime}\right| .
$$

An LFT is called trim if, with the partitions

$$
A=\left[\begin{array}{c}
A_{1-} \\
\vdots \\
A_{r-}
\end{array}\right], \quad A_{i-} \in \mathbb{F}^{n_{1} \times n}, \quad B=\left[\begin{array}{c}
B_{1} \\
\vdots \\
B_{r}
\end{array}\right], \quad B_{i} \in \mathbb{F}^{n_{i} \times m}
$$

we have that for $1 \leq i \leq r$, each matrix $\left[A_{i-} B_{i}\right]$ has full row rank. Dually, ( $n ; A, B, C, D$ ) is said to be co-trim iff, with

$$
\begin{aligned}
& A=\left[\begin{array}{lll}
A_{-1} & \ldots & A_{-r}
\end{array}\right], \quad A_{-i} \in \mathbb{F}^{n \times n_{1}}, \\
& C=\left[\begin{array}{lll}
C_{1} & \ldots & C_{r}
\end{array}\right], \quad C_{i} \in \mathbb{F}^{g \times n_{i}}
\end{aligned}
$$

each $\left[\begin{array}{c}A_{-i} \\ C_{i}\end{array}\right]$ has full column rank.
Theorem 26 A minimal LFT is both trim and co-trim. Conversely, trimness and co-trimness are not sufficient for minimality.

Proof. A procedure for reducing the state dimension of non-trim LFTs is given below. The result for co-trimness is dual. An example of an LFT that is both trim and co-trim, but not state-minimal will be given in Section 6.2.1.

An obvious necessary condition for minimality of $(\boldsymbol{n} ; A, B, C, D)$ is that the matrix pairs

$$
\left.\left(\begin{array}{lllllll}
A_{i i},\left[\begin{array}{lllll}
A_{i 1} & \ldots & A_{i, i-1} & A_{i, i+1} & \ldots
\end{array} A_{i r}\right. & B_{i} \tag{6.7}
\end{array}\right]\right), \quad 1 \leq i \leq r,
$$

are controllable. Otherwise, the LFT can be reduced via a Kalman decomposition. This should be compared with Lemma 5.2.1. The minimality discussed there is based on a different equivalence concept, namely: $(\boldsymbol{n} ; A, B, C, D) \sim\left(\boldsymbol{n}^{\prime} ; A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)$ iff they are ON representations of the same behavior. This corresponds to Kuijper's notion of "strong external equivalence" [36]. Note that this equivalence does not imply that

$$
\mathcal{F}:=\mathcal{F}(\boldsymbol{n} ; A, B, C, D)=\mathcal{F}\left(\boldsymbol{n}^{\prime} ; A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)=: \mathcal{F}^{\prime}
$$

which is the relevant equivalence definition in the present context. (However, it does imply that the rational matrices $\mathcal{F}$ and $\mathcal{F}^{\prime}$ have the same row span; this amounts to "weak external equivalence" [36].)

Via the Hautus test, one can see that trimness, that is

$$
\operatorname{rank}\left[\begin{array}{ll}
A_{i-} & B_{i}
\end{array}\right]=n_{i} \quad \text { for all } i
$$

is in turn necessary for controllability of (6.7).

If $\Delta-A$ is invertible over the Laurent polynomial ring, the matrices $A_{i i}$ are nilpotent according to Theorem 22. This implies that controllability of (6.7) is even equivalent to trimness of ( $n ; A, B, C, D$ ). A dual argument applies to co-trimness and observability.

For $1 \leq i \leq r$, let

$$
M_{i}:=\left[\begin{array}{ll}
A_{i-} & B_{i}
\end{array}\right]=\left[\begin{array}{llll}
A_{i 1} & \ldots & A_{i r} & B_{i} \tag{6.8}
\end{array}\right], \quad \rho_{i}:=\operatorname{rank}\left(M_{i}\right)
$$

and define $\rho:=\left(\rho_{1}, \ldots, \rho_{r}\right), \rho:=|\rho|$. We will construct matrices $\left[\begin{array}{cc}\tilde{A} & \tilde{B} \\ \tilde{C} & \tilde{D}\end{array}\right] \in$ $\mathbb{F}^{(\rho+g) \times(\rho+q)}$ such that

$$
\begin{equation*}
\mathcal{F}(\boldsymbol{n} ; A, B, C, D)=\mathcal{F}(\boldsymbol{\rho} ; \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}) \tag{6.9}
\end{equation*}
$$

The new LFT ( $\rho ; A, B, C, D$ ) is not necessarily trim, but by successively reapplying the reduction technique above, one obtains a sequence of representations of decreasing state-dimension which eventually must become stationary.

Reduction technique: Compute a column-echelon form (cef) of each $M_{i}$, that is (up to a permutation of rows) a matrix of the form

$$
\left[\begin{array}{ll}
I_{\rho_{i}} & 0 \\
X_{i} & 0
\end{array}\right]
$$

that can be obtained from $M_{i}$ by elementary column operations. In other words,

$$
\operatorname{cef}\left(M_{i}\right)=M_{i} P_{i}=\Pi_{i}\left[\begin{array}{cc}
I_{\rho_{i}} & 0 \\
X_{i} & 0
\end{array}\right]
$$

with a permutation matrix $\Pi_{i}$ and an invertible matrix $P_{i}$. Define

$$
T_{i}:=\left[\begin{array}{ll}
I_{\rho_{i}} & 0
\end{array}\right] \Pi^{-1} \in \mathbb{F}^{\rho_{i} \times n_{i}} \quad \text { and } \quad \hat{T}_{i}:=\Pi_{i}\left[\begin{array}{c}
I_{\rho_{i}} \\
X_{i}
\end{array}\right] \in \mathbb{F}^{n_{i} \times \rho_{i}}
$$

Then

$$
\begin{equation*}
\hat{T}_{i} T_{i} M_{i}=M_{i} \tag{6.10}
\end{equation*}
$$

Note that although $T_{i}$ and $\hat{T}_{i}$ are defined in terms of the permutation $\Pi_{i}$, they can be read off directly from the column-echelon form (e.g., $\hat{T}_{i}$ consists of the first $\rho_{i}$ columns of $\operatorname{cef}\left(M_{i}\right)$ ). Finally, define $T:=\operatorname{diag}\left(T_{1}, \ldots, T_{r}\right)$, $\hat{T}=\operatorname{diag}\left(\hat{T}_{1}, \ldots, \hat{T}_{r}\right)$ and

$$
\begin{aligned}
\tilde{A} & :=T A \hat{T} \\
\tilde{B} & :=T B \\
\tilde{C} & :=C \hat{T} \\
\tilde{D} & :=D .
\end{aligned}
$$

Lemma 6.2.1. The matrices $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ defined above satisfy (6.9).
Proof. Let $\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)$ and $\tilde{\Delta}=T \Delta \hat{T}=\operatorname{diag}\left(\delta_{1} I_{\rho_{1}}, \ldots, \delta_{r} I_{\rho_{r}}\right)$. Note that

$$
\hat{T} \tilde{\Delta}=\Delta \hat{T}
$$

hence

$$
\hat{T}(\tilde{\Delta}-T A \hat{T})=(\Delta-\hat{T} T A) \hat{T}
$$

or

$$
(\Delta-\hat{T} T A)^{-1} \hat{T}=\hat{T}(\tilde{\Delta}-T A \hat{T})^{-1}
$$

By (6.10),

$$
\hat{T} T\left[\begin{array}{ll}
A & B
\end{array}\right]=\left[\begin{array}{ll}
A & B
\end{array}\right]
$$

and thus

$$
\begin{aligned}
C(\Delta-A)^{-1} B & =C(\Delta-\hat{T} T A)^{-1} \hat{T} T B \\
& =C \hat{T}(\tilde{\Delta}-T A \hat{T})^{-1} T B \\
& =\tilde{C}(\tilde{\Delta}-\tilde{A})^{-1} \tilde{B}
\end{aligned}
$$

which proves $\mathcal{F}(\boldsymbol{n} ; A, B, C, D)=\mathcal{F}(\boldsymbol{\rho} ; \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ as required.
The effectiveness of the reduction algorithm is illustrated by the following two examples.

Example 6.2.1. Consider $R\left(\delta_{1}, \delta_{2}\right)=a \delta_{1} \delta_{2}^{2}+b \delta_{1}+c \delta_{2}^{2}+d$, where $a, b, c, d \in \mathbb{R}$ and $a \neq 0$. A direct representation is given by $R=\mathcal{F}((2,2) ; A, B, C, D)$ with

$$
\left[\begin{array}{c||c}
A & B \\
\hline \hline C & D
\end{array}\right]=\left[\begin{array}{ll|ll||l}
0 & 0 & 0 & 0 & a \\
0 & 0 & 0 & 0 & b \\
\hline 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & c \\
\hline \hline 0 & 1 & 1 & 0 & d
\end{array}\right] .
$$

We have $\rho=(1,2)$ and

$$
T=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad \hat{T}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
b / a & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Thus the reduction step yields $R=\mathcal{F}((1,2) ; \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ with

$$
\left[\begin{array}{c||c}
\tilde{A} & \tilde{B} \\
\hline \hline \tilde{C} & D
\end{array}\right]=\left[\begin{array}{c|cc||c}
0 & 0 & 0 & a \\
\hline 0 & 0 & 1 & 0 \\
1 & 0 & 0 & c \\
\hline \hline b / a & 1 & 0 & d
\end{array}\right]
$$

which is in trim form. This example is considered by Cockburn and Morton [17] with $a=15, b=6, c=5, d=2$. Despite appearances, the possibility of reducing the order to 3 is not due to the fact that $R$ factors as $R=$ $\left(1+3 \delta_{1}\right)\left(2+5 \delta_{2}^{2}\right)$.

Example 6.2.2. In [16], Cheng and DeMoor give an LFT representation of

$$
R\left(\delta_{1}, \delta_{2}\right)=\left[\begin{array}{cc}
1+\frac{\delta_{2}}{1+2 \delta_{1}} & \frac{5 \delta_{1} \delta_{2}}{1+6 \delta_{1} \delta_{2}} \\
\frac{5 \delta_{1} \delta_{2}}{1+6 \delta_{1} \delta_{2}} & 1+\frac{3 \delta_{1}}{1+4 \delta_{2}}
\end{array}\right]
$$

of order 12 with $\boldsymbol{n}=(6,6)$. Reducing the given representation by the method described above, we obtain an LFT of order 8, namely

$$
R=\mathcal{F}((4,4) ; A, B, C, D)
$$

with

$$
\left[\begin{array}{l|l|}
A & B \\
\hline \hline C & \| \\
\hline
\end{array}\right]=\left[\begin{array}{rrrr|rrrr|rr}
-2 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -6 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -6 & 0 & 1 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 3 & 0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline \hline-2 & 0 & 0 & 0 & 1 & 0 & 0 & 5 & 1 & 0 \\
0 & 3 & 0 & 0 & 0 & -4 & 5 & 0 & 0 & 1
\end{array}\right]
$$

that is, the number of states can be reduced by one third.

### 6.2.1 Further Transformations

Sugie [72] suggests another transformation of the representing matrices of an LFT, by swapping certain rows and columns that belong to different blocks. Although such a permutation does not change the state space dimension, it may nevertheless yield a further possibility of reduction, as it may destroy the original representation's property of being both trim and co-trim (and then the reduction technique of the previous section can be re-applied). In other words, the given representation is first reduced to trim and co-trim form, say
$(\boldsymbol{n} ; A, B, C, D)$. Then one searches for an appropriate pair of indices $(\xi, \eta)$ such that

$$
\begin{equation*}
\mathcal{F}(\boldsymbol{n} ; A, B, C, D)=\mathcal{F}\left(\boldsymbol{n} ; \Pi_{\xi \eta} A \Pi_{\xi \eta}, \Pi_{\xi \eta} B, C \Pi_{\xi \eta}, D\right) \tag{6.11}
\end{equation*}
$$

and the representation on the right hand side is either not trim or not cotrim, that is, it is again reducible according to Section 6.2. Here, $\Pi_{\xi \eta}$ denotes the permutation matrix that interchanges the $\xi$-th and $\eta$-th row (or column, respectively). The crucial point is that the $\xi$-th and $\eta$-th row of $A$ and $B$ belong to different blocks $M_{i}$ with respect to (6.8). Otherwise, $\Pi_{\xi \eta}$ is just a transformation that respects the block partition of $\Delta$, in particular, it does not affect trimness. Note that the $\Delta$-matrices that are tacitly involved in (6.11) are the same, that is, with $\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)$, the claim of (6.11) is

$$
\begin{equation*}
C(\Delta-A)^{-1} B \equiv C \Pi_{\xi \eta}\left(\Delta-\Pi_{\xi \eta} A \Pi_{\xi \eta}\right)^{-1} \Pi_{\xi \eta} B \tag{6.12}
\end{equation*}
$$

under suitable conditions on the index pair $(\xi, \eta)$ and the matrices $A, B, C$. If $\xi, \eta$ belong to the same block, we have $\Pi_{\xi \eta} \Delta \Pi_{\xi \eta}=\Delta$ and then (6.12) is trivially true.

Theorem 27 [72] Let $(\boldsymbol{n} ; A, B, C, D)$ be given, and let $n=|n|$. Suppose that $1 \leq \xi, \eta \leq n$ are such that

$$
A_{\xi j}=0 \quad \text { for all } j \neq \eta \quad \text { and } \quad A_{i \eta}=0 \quad \text { for all } i \neq \xi
$$

and

$$
B_{\xi j}=0 \quad \text { for all } j \quad \text { and } \quad C_{i \eta}=0 \quad \text { for all } i .
$$

Then equality (6.12) holds.
Proof. We use the feedback interpretation of the LFT. Let

$$
\left[\begin{array}{l}
z \\
y
\end{array}\right]=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
w \\
u
\end{array}\right], \quad w=\Delta z
$$

Then $y=\left(C \Delta(I-A \Delta)^{-1} B+D\right) u$. By the assumption on $A$ and $B$, we have $z_{\xi}=A_{\xi \eta} w_{\eta}$. We define vectors $z_{1}$ and $w_{1}$ such that with $\Pi:=\Pi_{\xi \eta}$,

$$
\left[\begin{array}{c}
z_{1} \\
y
\end{array}\right]=\left[\begin{array}{cc}
\Pi A \Pi & \Pi B \\
C \Pi & D
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
u
\end{array}\right], \quad w_{1}=\Delta z_{1}
$$

i.e., $y=\left(C \Pi \Delta(I-\Pi A \Pi \Delta)^{-1} \Pi B+D\right) u$, which yields the desired result as $u$ is arbitrary. Define

$$
\left(z_{1}\right)_{i}=\left\{\begin{array}{cl}
z_{i} & \text { if } i \neq \xi, \eta \\
z_{\eta} & \text { if } i=\xi \\
\Delta_{\xi \xi} A_{\xi \eta} z_{\eta} & \text { if } i=\eta
\end{array}\right.
$$

and set

$$
\left(w_{1}\right)_{\imath}:=\Delta_{i i}\left(z_{1}\right)_{\imath}=\left\{\begin{array}{cl}
w_{\imath} & \text { if } i \neq \xi, \eta \\
\Delta_{\xi \xi} z_{\eta} & \text { if } i=\xi \\
w_{\xi} & \text { if } i=\eta
\end{array}\right.
$$

where the last equality follows from $\Delta_{\eta \eta} \Delta_{\xi \xi} A_{\xi \eta} z_{\eta}=\Delta_{\xi \xi} A_{\xi \eta} w_{\eta}=\Delta_{\xi \xi} z_{\xi}=$ $w_{\xi}$. Then $\left(w-\Pi w_{1}\right)_{2}=0$ for all $i \neq \eta$ and hence $C\left(w-\Pi w_{1}\right)=0$ due to the assumption on $C$. As $\Pi^{-1}=\Pi$, it remains to be shown that

$$
\Pi z_{1}=A \Pi w_{1}+B u
$$

In case that $i \neq \xi$, we have $\left(\Pi z_{1}\right)_{i}=z_{i}$ and $\left(A \Pi w_{1}\right)_{i}=(A w)_{i}$. Finally,

$$
\left(\Pi z_{1}\right)_{\xi}=\left(z_{1}\right)_{\eta}=\Delta_{\xi \xi} A_{\xi \eta} z_{\eta}=A_{\xi \eta}\left(w_{1}\right)_{\xi}=A_{\xi \eta}\left(\Pi w_{1}\right)_{\eta}=\left(A \Pi w_{1}\right)_{\xi}
$$

concludes the proof.
Example 6.2.3. Consider the LFT with $n=(3,1)$ given by
$\left[\begin{array}{lll|l||ll}0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 1 & 0 & 0 & 0 & 0 \\ \hline \hline 0 & 0 & 1 & 1 & 0 & 0\end{array}\right]$.

It is both trim and co-trim, but $(\xi, \eta)=(4,2)$ is a pair according to Theorem 27 . Swapping yields
$\left[\begin{array}{lll|l||ll}0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 1 \\ \hline \hline 0 & 1 & 1 & 0 & 0 & 0\end{array}\right]$,
which is not co-trim. This implies that the LFT can be reduced to $\rho=(2,1)$. The result is
$\left[\begin{array}{cc|c||cc}0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 1 \\ \hline \hline 0 & 1 & 0 & 0 & 0\end{array}\right]$.

This example also demonstrates that an LFT that is trim and co-trim need not be minimal.

### 6.3 Balancing

Let $\mathbb{K}$ denote either the field of real or the field of complex numbers, and let $A, P$ in $\mathbb{K}^{n \times n}$ be given. As usual, $\rho(A)$ denotes the spectral radius of $A$, and $\bar{\sigma}(A)=\|A\|_{2}$ is its largest singular value. The notation $P>0(P \geq 0)$ indicates that $P$ is Hermitian and positive definite (semi-definite). The set of non-singular $n \times n$ matrices over $\mathbb{K}$ is denoted by $G l_{n}(\mathbb{K})$.

The equivalence of the following assertions is well-known from 1D systems theory.

1. $A$ is discrete-time asymptotically stable, that is, $\rho(A)<1$;
2. There exists an invertible matrix $T$ such that $\bar{\sigma}\left(T^{-1} A T\right)<1$;
3. There exists $P>0$ such that $A P A^{*}-P<0$;
4. For every $Q \geq 0$, there exists $P>0$ such that $A P A^{*}-P+Q<0$.

In view of Condition 2 above, we recall the well-known fact that similarity transforms

$$
(A, B, C) \mapsto\left(T^{-1} A T, T^{-1} B, C T\right)
$$

do not change the transfer function $H(s)=C(s I-A)^{-1} B$ of a linear 1D system. For LFT systems

$$
\mathcal{F}(\Delta ; A, B, C):=C\left(\Delta^{-1}-A\right)^{-1} B=C \Delta(I-A \Delta)^{-1} B
$$

however, we only have

$$
\mathcal{F}(\Delta ; A, B, C)=\mathcal{F}\left(T^{-1} \Delta T ; T^{-1} A T, T^{-1} B, C T\right)
$$

since $T^{-1} \Delta T \neq \Delta$ in general (unlike the 1D case, where $\Delta=s^{-1} I$ ). Hence the admissible similarity transforms $T \in G l_{n}(\mathbb{K})$ that leave the LFT invariant are those for which $\Delta T=T \Delta$. Let $\mathcal{C}$ denote the centralizer of $\Delta$ in $G l_{n}(\mathbb{K})$, that is, the set of all non-singular matrices that commute with $\Delta$. It consists of the matrices that share the block structure of $\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right)$, i.e.,

$$
\mathcal{C}=\left\{T \in G l_{n}(\mathbb{K}), \Delta T=T \Delta\right\}=\left\{T=\operatorname{diag}\left(T_{1}, \ldots, T_{r}\right), T_{i} \in G l_{n_{i}}(\mathbb{K})\right\}
$$

This observation gives rise to the following definition of stability in the LFT setting:

Definition 40 Let $n \in \mathbb{N}^{r}, n=|n|$, and $A \in \mathbb{K}^{n \times n}$ be given. The matrix $A$ is said to be $n$-stable (i.e., stable with respect to the partition induced by $n$, or "Q-stable" in the nomenclature of [77]) if there exists an invertible $n$-block matrix $T$, that is,

$$
T=\operatorname{diag}\left(T_{1}, \ldots, T_{r}\right) \quad \text { with } T_{i} \in G l_{n_{i}}(\mathbb{K}) \text { for } 1 \leq i \leq r
$$

such that $\bar{\sigma}\left(T^{-1} A T\right)<1$.

An $n$-stable matrix is discrete-time asymptotically stable. For Hermitian matrices $A=A^{*}$, we have $\bar{\sigma}(A)=\rho(A)$, and hence the converse is also true. The set of non-negative matrices constitutes another interesting class of matrices for which $\rho(A)<1$ already implies $n$-stability of $A$ (for arbitrary block structures $\boldsymbol{n}$ ).

Definition 41 A real matrix is said to be positive (non-negative) if all its entries are positive (non-negative).

Stoer and Witzgall [71] considered the problem of minimizing the norm of a positive matrix by scaling. They showed that, for a positive matrix $A$,

$$
\min _{D \in D}\left\|D A D^{-1}\right\|=\rho(A)
$$

where $D$ denotes the set of non-singular diagonal matrices. This result holds for a class of matrix norms including the Hölder norms $\|\cdot\|_{p}$ for $1 \leq p \leq \infty$. Here we consider the case $p=2$. The minimizing $D$ is unique (up to a non-zero factor). Indeed, if $\pi(A)=\rho(A)$ denotes the Perron eigenvalue [27, Chapter 13] of $A$, let $x$ and $y$ be left and right Perron eigenvectors, i.e.,

$$
x^{T} A=\pi(A) x^{T} \quad \text { and } \quad A y=\pi(A) y
$$

then [66]

$$
D=\operatorname{diag}\left(\frac{\sqrt{x_{1}}}{\sqrt{y_{1}}}, \ldots, \frac{\sqrt{x_{n}}}{\sqrt{y_{n}}}\right)
$$

minimizes $\left\|D A D^{-1}\right\|_{2}$.
Any non-negative matrix can be written as the limit of a sequence of positive matrices, and hence a continuity argument implies

$$
\begin{equation*}
\inf _{D \in D}\left\|D A D^{-1}\right\|=\rho(A) \tag{6.13}
\end{equation*}
$$

for non-negative matrices $A$. Note that the infimum may not be achieved, as can be seen from the following example.

Example 6.3.1. Consider

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

with $\rho(A)=0$ and $\|A\|_{2}=1$. Let $D=\operatorname{diag}\left(d_{1}, d_{2}\right) \in D$ be an arbitrary scaling matrix, then

$$
D A D^{-1}=\left[\begin{array}{cc}
0 & \frac{d_{1}}{d_{2}} \\
0 & 0
\end{array}\right]
$$

and $\left.\left\|D A D^{-1}\right\|_{2}=\frac{\left|d_{1}\right|}{\mid d_{2}} \right\rvert\, \neq 0$ for all $D \in D$. However, $\left\|D A D^{-1}\right\|_{2}$ can obviously be made arbitrarily small by choice of $d_{1}, d_{2}$.

Still, we conclude from (6.13) that for non-negative matrices $A$ with $\rho(A)<1$, we can find a $D \in D$ such that

$$
\left\|D A D^{-1}\right\|_{2}=\bar{\sigma}\left(D A D^{-1}\right)<1
$$

thus implying $\boldsymbol{n}$-stability for arbitrary block structures $\boldsymbol{n}$.
Equation (6.13) does not hold in the general case of matrices with arbitrary sign patterns. In fact, the value of $\inf _{D}\left\|D A D^{-1}\right\|_{2}$ can be arbitrarily far away from $\rho(A)$.

Example 6.3.2. Consider

$$
A=\frac{\beta}{2}\left[\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right]
$$

with $\rho(A)=0$ and $\|A\|_{2}=\beta>0$. The scaled versions of $A$ can be parametrized as

$$
A(\alpha)=\frac{\beta}{2}\left[\begin{array}{cc}
1 & -\alpha \\
\alpha^{-1} & -1
\end{array}\right], \quad \text { where } \alpha \neq 0
$$

As $\|A(\alpha)\|_{2}=\frac{\beta}{2} \sqrt{2+\alpha^{2}+\alpha^{-2}}$ takes its minimum at $\alpha=1$, it turns out that $A$ is already optimally scaled, and $\inf _{D}\left\|D A D^{-1}\right\|_{2}=\beta$, whereas $\rho(A)=0$.

In the general case ( $A$ not necessarily Hermitian or non-negative), we can compute

$$
\begin{equation*}
\mu(A):=\inf _{D \in D}\left\|D A D^{-1}\right\|_{2} \tag{6.14}
\end{equation*}
$$

only approximatively. In fact, the MATLAB $\mu$-Analysis and Synthesis Toolbox does precisely this job, it yields an estimate for $\mu(A)$ as well as a diagonal scaling matrix $D$ for which this estimate is achieved.

For an arbitrary block structure $n$, we are interested in

$$
\mu(A, \boldsymbol{n})=\inf \left\{\left\|T^{-1} A T\right\|_{2}, T \text { has } n \text {-block structure }\right\} \leq \mu(A)
$$

The computation of $\mu(A, n)$ and hence the decision problem "Is $A \boldsymbol{n}$-stable?" can be reformulated in terms of a linear matrix inequality (LMI) using the subsequent lemma, which generalizes the equivalences given at the beginning of this section.

Lemma 6.3.1. Let $n \in \mathbb{N}^{r}, n=|n|$, and $A \in \mathbb{K}^{n \times n}$ be given. The following are equivalent:

1. $A$ is n-stable;
2. There exists an invertible $n$-block matrix $T$ such that $\bar{\sigma}\left(T^{-1} A T\right)<1$;
3. There exists an $n$-block matrix $P>0$ such that $A P A^{*}-P<0$;
4. For every $Q \geq 0$, there exists an $n$-block matrix $P>0$ such that

$$
A P A^{*}-P+Q<0
$$

Proof. Conditions 1 and 2 are equivalent by definition, Condition 3 is an obvious special case of $4(Q=0)$. An equivalent formulation of Condition 2 is

$$
\left(T^{-1} A T\right)\left(T^{-1} A T\right)^{*}-I<0
$$

This shows the equivalence of 2 and 3 by putting $P=T T^{*}$ or $T=P^{\frac{1}{2}}$, respectively. Then the block structure of $T$ implies the block structure of $P$ and vice versa. Finally, suppose that there exists an $n$-block matrix $P>0$ such that $A P A^{*}-P=: Q_{1}<0$, and let $Q \geq 0$ be given. Choose

$$
\begin{equation*}
\lambda>\rho\left(Q Q_{1}^{-1}\right)=\max _{x \neq 0} \frac{x^{*} Q x}{x^{*}\left(-Q_{1}\right) x} \tag{6.15}
\end{equation*}
$$

and define $P_{1}:=\lambda P>0$. Then $A P_{1} A^{*}-P_{1}+Q=\lambda Q_{1}+Q<0$ by the choice of $\lambda$, and $P_{1}$ inherits the $n$-block structure of $P$.

Corollary 18 Let $A$ be non-negative and let $\rho(A)<1$. Then there exists, for any $Q \geq 0$, a diagonal matrix $D>0$ such that

$$
A D A^{*}-D+Q<0
$$

Using the above lemma, we can reformulate the decision problem "Is $A$ $n$-stable?" as follows: Let $P_{1}, \ldots, P_{N} \in \mathbb{K}^{n \times n}$ be an $\mathbb{R}$-basis of the space of Hermitian $n$-block matrices. For instance, for a $2 \times 2$ block and $\mathbb{K}=\mathbb{R}$, we might take

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], \quad\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],
$$

and if $\mathbb{K}=\mathbb{C}$, we admit the additional generator

$$
\left[\begin{array}{rr}
0 & \mathrm{i} \\
-\mathrm{i} & 0
\end{array}\right]
$$

In general, $N=\frac{1}{2} \sum_{i=1}^{r} n_{i}\left(n_{i}+1\right)$ for $\mathbb{K}=\mathbb{R}$, and $N=\sum_{i=1}^{r} n_{i}^{2}$ for $\mathbb{K}=\mathbb{C}$. Define

$$
F_{i}=\left[\begin{array}{cc}
P_{i} & 0 \\
0 & P_{i}-A P_{i} A^{*}
\end{array}\right]
$$

and consider the following standard form of an LMI [5]

$$
\begin{equation*}
F(x)=F\left(x_{1}, \ldots, x_{N}\right)=\sum_{i=1}^{N} x_{i} F_{i}>0 \tag{6.16}
\end{equation*}
$$

This problem is feasible if the convex set $\left\{x \in \mathbb{R}^{N}, F(x)>0\right\}$ is non-empty. If $x_{0}$ is a solution (that is, if $F\left(x_{0}\right)>0$ ), then $P:=\sum_{i} x_{i} P_{i}>0$ has $n$-block structure and $A P A^{*}-P<0$ as desired. Infeasibility of (6.16) is equivalent to the existence of $G \geq 0, G \neq 0$ such that [5]

$$
\operatorname{trace}\left(G F_{i}\right)=0 \quad \text { for } i=1, \ldots, N
$$

Definition 42 Let $A \in \mathbb{K}^{n \times n}, B \in \mathbb{K}^{n \times q}$, and $C \in \mathbb{K}^{g \times n}$ be given. The matrix triple $(A, B, C)$ is said to be balanced if there exists a real diagonal matrix $\Sigma>0$ such that

$$
A \Sigma A^{*}-\Sigma+B B^{*}<0 \quad \text { and } \quad A^{*} \Sigma A-\Sigma+C^{*} C<0
$$

It is a common fact that if $A$ is discrete-time asymptotically stable, every matrix triple ( $A, B, C$ ) possesses an equivalent triple ( $T^{-1} A T, T^{-1} B, C T$ ) that is balanced. Indeed, let $P>0$ and $Q>0$ be such that $A P A^{*}-P+B B^{*}<$ 0 and $A^{*} Q A-Q+C^{*} C<0$, and define $R:=P^{\frac{1}{2}} Q P^{\frac{1}{2}}>0$. Let $U$ be the unitary matrix that transforms $R$ into diagonal form, that is, $U^{*} R U=$ $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Being the eigenvalues of the Hermitian matrix $R$, the diagonal entries of $\Lambda$ have to be real. Then $T=P^{\frac{1}{2}} U \Lambda^{-\frac{1}{4}}$ has the desired property with $\Sigma=\Lambda^{\frac{1}{2}}$. Note that neither $T$ nor $\Sigma$ are unique. The following result on $n$-stable matrices is an immediate consequence:

Lemma 6.3.2. Let $A$ be $n$-stable. Then there exists an invertible $n$-block matrix $T$ such that $\left(T^{-1} A T, T^{-1} B, C T\right)$ is balanced.

Corollary 19 Let $A$ be non-negative and let $\rho(A)<1$. Then there exits a non-singular diagonal matrix $D$ such that $\left(D A D^{-1}, D B, C D^{-1}\right)$ is balanced.

### 6.3.1 Balanced Truncation

Let $(A, B, C)$ be balanced with Gramian $\Sigma$. Let $n \in \mathbb{N}^{r}$ be a given block structure with $|n|=n$, and let $\Sigma=\operatorname{diag}\left(\Sigma_{1}, \ldots, \Sigma_{r}\right)$ be the corresponding partition of $\Sigma$ with

$$
\mathbb{R}^{n_{i} \times n_{1}} \ni \Sigma_{i}=\operatorname{diag}\left(\sigma_{i 1} I_{n_{i 1}}, \ldots, \sigma_{i l(i)} I_{n_{i(1)}}\right)
$$

where $\sigma_{i 1}>\ldots>\sigma_{i l(i)}$. The integers $n_{i j}$ with $\sum_{j=1}^{l(i)} n_{i j}=n_{i}$ are defined by the number of diagonal entries of $\Sigma_{i}$ equal to $\sigma_{i j}$. Now partition each $\Sigma_{i}=\operatorname{diag}\left(\Sigma_{i}^{(1)}, \Sigma_{i}^{(2)}\right)$ such that

$$
\begin{aligned}
\Sigma_{i}^{(1)} & =\operatorname{diag}\left(\sigma_{i 1} I_{n_{i 1}}, \ldots, \sigma_{i k(i)} I_{n_{\mathrm{ik}}(1)}\right) \\
\Sigma_{i}^{(2)} & =\operatorname{diag}\left(\sigma_{i k(i)+1} I_{n_{i k(i)+1}}, \ldots, \sigma_{i l(i)} I_{n_{i l(1)}}\right)
\end{aligned}
$$

for some $0 \leq k(i) \leq l(i)$. Let $\nu_{i}$ denote the size of $\Sigma_{i}^{(1)}$ and $\nu=\left(\nu_{1}, \ldots, \nu_{r}\right)$.

Consider the corresponding partitions of $A, B$, and $C$ :

$$
\begin{gathered}
A=\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 r} \\
\vdots & & \vdots \\
A_{r 1} & \cdots & A_{r r}
\end{array}\right], \mathbb{K}^{n_{i} \times n_{j}} \ni A_{i j}=\left[\begin{array}{cc}
A_{i j}^{(1)} & A_{i j}^{(2)} \\
A_{i j}^{(3)} & A_{i j}^{(4)}
\end{array}\right], A_{i j}^{(1)} \in \mathbb{K}^{\nu_{i} \times \nu_{j}}, \\
B=\left[\begin{array}{c}
B_{1} \\
\vdots \\
B_{r}
\end{array}\right], \mathbb{K}^{n_{i} \times q} \ni B_{i}=\left[\begin{array}{c}
B_{i}^{(1)} \\
B_{i}^{(2)}
\end{array}\right], B_{i}^{(1)} \in \mathbb{K}^{\nu_{i} \times q}, \\
C=\left[\begin{array}{lll}
C_{1} & \cdots & C_{r}
\end{array}\right], \mathbb{K}^{g \times n_{i}} \ni C_{i}=\left[\begin{array}{ll}
C_{i}^{(1)} & C_{i}^{(2)}
\end{array}\right], C_{i}^{(1)} \in \mathbb{K}^{g \times \nu_{i}} .
\end{gathered}
$$

Finally, let $\hat{\Delta}=\operatorname{diag}\left(\delta_{1} I_{\nu_{1}}, \ldots, \delta_{r} I_{\nu_{r}}\right)$ and

$$
\hat{A}=\left[\begin{array}{ccc}
A_{11}^{(1)} & \cdots & A_{1 r}^{(1)} \\
\vdots & & \vdots \\
A_{r 1}^{(1)} & \cdots & A_{r r}^{(1)}
\end{array}\right], \quad \hat{B}=\left[\begin{array}{c}
B_{1}^{(1)} \\
\vdots \\
B_{r}^{(1)}
\end{array}\right], \quad \hat{C}=\left[\begin{array}{lll}
C_{1}^{(1)} & \cdots & C_{r}^{(1)}
\end{array}\right] .
$$

Then the balanced truncation

$$
\hat{Q}:=\mathcal{F}(\hat{\Delta} ; \hat{A}, \hat{B}, \hat{C})
$$

is an approximation of $Q=\mathcal{F}(\Delta ; A, B, C)$ in the sense that $\hat{A}$ is $\nu$-stable and [77]

$$
\|Q-\hat{Q}\|_{\infty} \leq 2 \sum_{i=1}^{r} \sum_{j=k(i)+1}^{l(i)} \sigma_{i j}
$$

where

$$
\|Q\|_{\infty}=\sup _{\left|\delta_{i}\right| \leq 1}\left\|Q\left(\delta_{1}, \ldots, \delta_{r}\right)\right\|_{2} .
$$

Note that the existence of $\|Q\|_{\infty}$, that is, the boundedness of $\left\|Q\left(\delta_{1}, \ldots, \delta_{r}\right)\right\|_{2}$ on the closed multi-disk

$$
\mathbb{D}^{r}=\left\{\delta=\left(\delta_{1}, \ldots, \delta_{r}\right) \in \mathbb{C}^{r},\left|\delta_{i}\right| \leq 1 \text { for } 1 \leq i \leq r\right\}
$$

is a consequence of the $n$-stability of $A$. This is proven in the following theorem.

Theorem 28 Let $A$ be $n$-stable. Then for all $\delta \in \mathbb{D}^{r}$, we have $\operatorname{det}(I-$ $A \Delta(\delta)) \neq 0$, where $\Delta(\delta)=\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right) \in \mathbb{C}^{n \times n}$.

Proof. First consider the case when $\Delta(\delta)$ is non-singular and suppose that

$$
\operatorname{det}\left(\Delta(\delta)^{-1}-A\right)=0
$$

We need to prove that $\delta \notin \mathbb{D}^{r}$. There exists a complex vector $z \neq 0$ such that $z^{*} \Delta(\delta)^{-1}=z^{*} A$. On the other hand, there exists an $n$-block matrix $P>0$ such that $A P A^{*}-P<0$. Hence $z^{*}\left(A P A^{*}-P\right) z=z^{*}\left(\Delta(\delta)^{-1} P \Delta(\delta)^{-*}-\right.$ $P) z<0$. Now

$$
\Delta(\delta)^{-1} P \Delta(\delta)^{-*}=\left[\begin{array}{lll}
\frac{1}{\left|\delta_{1}\right|^{2}} P_{1} & & \\
& \ddots & \\
& & \frac{1}{\left|\delta_{r}\right|^{2}} P_{r}
\end{array}\right]
$$

and we obtain, with the $n$-partitioning of $z=\left(z_{1}^{T}, \ldots, z_{r}^{T}\right)^{T}$,

$$
\sum_{i=1}^{r}\left(\frac{1}{\left|\delta_{i}\right|^{2}}-1\right) z_{i}^{*} P_{i} z_{i}<0
$$

Since $z_{i}^{*} P_{i} z_{i} \geq 0$, we must have $\left|\delta_{i}\right|>1$ for at least one $i$.
Now assume that $\Delta(\delta)$ is singular. The case $\Delta(\delta)=0$ is trivial, so without loss of generality, we have

$$
\Delta(\delta)=\left[\begin{array}{cc}
\Delta_{1}\left(\delta_{1}\right) & 0 \\
0 & 0
\end{array}\right]
$$

with a non-singular matrix $\Delta_{1}\left(\delta_{1}\right)=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{\rho} I_{n_{\rho}}\right)$. Let

$$
A=\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right]
$$

be the corresponding partition of $A$ and suppose that $\operatorname{det}(I-A \Delta(\delta))=0$. Then $\operatorname{det}\left(I-A_{1} \Delta_{1}\left(\delta_{1}\right)\right)=0$ and we are in the situation discussed above, if we can show that $A_{1}$ is $\nu$-stable, where $\nu=\left(n_{1}, \ldots, n_{\rho}\right)$. We have $A P A^{*}-P<0$ for some $P=\operatorname{diag}\left(P_{1}, P_{2}\right)>0$. Plugging in the conforming partitions of $A$ and $P$,

$$
\left[\begin{array}{cc}
A_{1} P_{1} A_{1}^{*}+A_{2} P_{2} A_{2}^{*}-P_{1} & A_{1} P_{1} A_{3}^{*}+A_{2} P_{2} A_{4}^{*} \\
A_{3} P_{1} A_{1}^{*}+A_{4} P_{2} A_{2}^{*} & A_{3} P_{1} A_{3}^{*}+A_{4} P_{2} A_{4}^{*}-P_{2}
\end{array}\right]<0
$$

In particular, $A_{1} P_{1} A_{1}^{*}-P_{1} \leq A_{1} P_{1} A_{1}^{*}+A_{2} P_{2} A_{2}^{*}-P_{1}<0$.

### 6.4 LFTs and Robust Stability

This section focuses on (1D) general linear constant differential systems in which the coefficients depend polynomially on several parameters. We will
see that the system matrix can be written in terms of a linear fractional transformation (LFT), which is a representation that extracts the parametric uncertainty. The LFT form yields lower bounds for the robust stability radius of the system via $\mu$-analysis tools. The method is applied to the linearized model of a transistor amplifier.

One of the major problems with the robustness analysis of linear electrical circuits is the complexity of the symbolic transfer functions in the presence of several uncertain network parameters. The only compact description of such a circuit is usually a general linear constant differential system in the frequency domain

$$
\begin{aligned}
T(s ; \boldsymbol{p}) \xi(s) & =U(s ; \boldsymbol{p}) u(s) \\
y(s) & =V(s ; \boldsymbol{p}) \xi(s)+W(s ; \boldsymbol{p}) u(s)
\end{aligned}
$$

where $u, \xi$ and $y$ denote the Laplace transforms of input, state and output, respectively. The system matrices $T, U, V, W$ depend polynomially on $s$ and on the parameter vector $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ which contains the network elements such as resistances, capacitances etc. The system equations are generated from the topological structure underlying the circuit (the associated network graph) and the current-voltage relations corresponding to the individual network elements. Chapter 7 gives a brief overview on how to set up these equations. The main goal here consists in investigating the induced rational transfer function

$$
G(s ; \boldsymbol{p})=V(s ; \boldsymbol{p}) T(s ; \boldsymbol{p})^{-1} U(s ; \boldsymbol{p})+W(s ; \boldsymbol{p})
$$

without directly computing it, i.e., symbolic inversion of $T(s ; p)$ is avoided. This is due to the fact that even for small circuits (see Section 6.4.2 for an example), the complexity of the symbolic expression makes an evaluation virtually impossible.

Chapter 6 provides a representation of $G(s ; \boldsymbol{p})$ in terms of a linear fractional transformation, that is,

$$
G(s ; p)=G_{22}(s)+G_{21}(s) \Delta(\boldsymbol{p})\left(I-G_{11}(s) \Delta(\boldsymbol{p})\right)^{-1} G_{12}(s) .
$$

The parameters $\boldsymbol{p}$ are thus "extracted," that is, they enter the system in a simple feedback form. The corresponding coefficient matrices $G_{i j}(s)$ are rational functions of $s$. Their determination involves only the inversion of $T(s ; \boldsymbol{v})$, where $\boldsymbol{v} \in \mathbb{R}^{r}$ is a given numerical design point, a vector of nominal parameter values.

The open right half of the complex plane will be denoted by $\mathbb{C}_{+}=\{s \in$ $\mathbb{C}, \operatorname{Re}(s)>0\}$, its closure by $\overline{\mathbb{C}}_{+}=\{s \in \mathbb{C}, \operatorname{Re}(s) \geq 0\}$. A rational matrix is said to be stable iff it has no poles in $\overline{\mathbb{C}}_{+}$.

Let $\mathbb{F}$ denote the field of meromorphic functions on $\mathbb{C}_{+}$. Consider a parametrized linear system in polynomial form [63]

$$
\begin{align*}
T(s ; \boldsymbol{p}) \xi(s) & =U(s ; \boldsymbol{p}) u(s)  \tag{6.17}\\
y(s) & =V(s ; \boldsymbol{p}) \xi(s)+W(s ; \boldsymbol{p}) u(s) \tag{6.18}
\end{align*}
$$

where $u \in \mathbb{F}^{m}, \xi \in \mathbb{F}^{\nu}, y \in \mathbb{F}^{p}$, and $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ is a parameter vector. Assume that the entries of $T, U, V, W$ depend on $p$ polynomially, that is, e.g., for an entry $T_{i j}$ of $T(s ; p)$,

$$
\begin{aligned}
T_{i j} & =\sum_{n \in \mathbb{N}^{r}} t_{i j}(s ; n) \boldsymbol{p}^{n} \\
& =\sum_{n_{1}, \ldots, n_{r} \in \mathbb{N}} t_{i j}\left(s ; n_{1}, \ldots, n_{r}\right) p_{1}^{n_{1}} \cdots p_{r}^{n_{r}}
\end{aligned}
$$

with coefficients $t_{i j}(s ; n) \in \mathbb{R}[s]$ and a finite support

$$
\operatorname{supp}\left(T_{i j}\right)=\left\{n \in \mathbb{N}^{\top}, t_{i j}(s ; n) \not \equiv 0\right\}
$$

Thus, with $\mathcal{P}:=\mathbb{R}[s][p]=\mathbb{R}[s, p]$, the polynomial ring over $\mathbb{R}$ in $r+1$ indeterminates $s$ and $p_{1}, \ldots, p_{r}$, the matrix $T$ is in $\mathcal{P}^{\nu \times \nu}, U \in \mathcal{P}^{\nu \times m}, V \in$ $\mathcal{P}^{p \times \nu}, W \in \mathcal{P}^{p \times m}$.

Let the nominal value of each parameter $p_{i}$ be given by $v_{i} \in \mathbb{R}$, and let the uncertainty, scaled via $m_{i} \in \mathbb{R}$, be denoted by $\delta_{i}$ : One considers $p_{i}=v_{i}+m_{i} \delta_{i}$ ( $m_{i}=1$ corresponds to additive uncertainty, and $m_{i}=v_{i}$ models a multiplicative uncertainty). Define

$$
\boldsymbol{v}=\left(v_{1}, \ldots, v_{r}\right) \quad \text { and } \quad \boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{r}\right)
$$

 can be interpreted as polynomials in $\mathcal{D}:=\mathbb{R}[s][\delta]$ in a natural way:

For $a=\sum_{n} a(n) \boldsymbol{p}^{n}$, let $N:=\operatorname{supp}(a) \subset \mathbb{N}^{r}$ denote the support of $a$, then

$$
\begin{aligned}
a & =\sum_{n \in N} a(n) \prod_{i=1}^{r}\left(v_{i}+m_{i} \delta_{i}\right)^{n_{i}} \\
& =\sum_{n \in N} a(n) \prod_{i=1}^{r} \sum_{j_{i}=0}^{n_{i}}\binom{n_{i}}{j_{i}} v_{i}^{n_{i}-j_{i}} m_{i}^{j_{i}} \delta_{i}^{j_{i}} \\
& =\sum_{j \in J} \sum_{n \in N} a(n) \prod_{i=1}^{r}\binom{n_{i}}{j_{i}} v_{i}^{n_{i}-j_{i}} m_{i}^{j_{i}} \delta_{i}^{j_{i}} \\
& =\sum_{j \in J} \tilde{a}(j) \delta^{j}
\end{aligned}
$$

where

$$
J:=\left\{j \in \mathbb{N}^{r}, \exists n \in N \text { with } j_{i} \leq n_{i} \text { for } i=1, \ldots, r\right\}
$$

This shows that $a=\sum a(n) p^{n}=\sum \tilde{a}(j) \delta^{j}$ is a polynomial in the indeterminates $\delta_{1}, \ldots, \delta_{r}$, where the coefficients are related via

$$
\tilde{a}(j):=\sum_{n \in N} a(n) \prod_{i=1}^{r}\binom{n_{2}}{j_{i}} v_{i}^{n_{i}-j_{2}} m_{i}^{j_{4}}
$$

In the following, it will be assumed that the entries of $T, U, V, W$ are in $\mathcal{D}$, i.e., one considers the polynomial system

$$
\begin{align*}
T(s ; \delta) \xi(s) & =U(s ; \delta) u(s)  \tag{6.19}\\
y(s) & =V(s ; \delta) \xi(s)+W(s ; \delta) u(s) \tag{6.20}
\end{align*}
$$

with nominal parameter point $\delta=0$.
The following will be assumed throughout this section: The nominal system is stable in the sense that $\operatorname{det}(T(s ; 0))$ is a Hurwitz polynomial, i.e., it has no zeros in $\overline{\mathbb{C}}_{+}$. The notation

$$
G=\left[\begin{array}{r|r}
T & U \\
\hline-V & W
\end{array}\right]
$$

will be used for the rational transfer function given by the corresponding polynomial system, i.e.,

$$
G=V T^{-1} U+W
$$

The problem of analyzing robust stability in the situation described above will be attacked in the following way:

1. Define the coefficient matrix

$$
M(s ; \boldsymbol{\delta})=\left[\begin{array}{rc}
T(s ; \boldsymbol{\delta}) & U(s ; \boldsymbol{\delta}) \\
-V(s ; \boldsymbol{\delta}) & W(s ; \boldsymbol{\delta})
\end{array}\right] \in \mathcal{D}^{g \times q}
$$

where $g=\nu+p$ and $q=\nu+m$.
2. Write $M(s ; \delta)$ in terms of a linear fractional transformation (LFT)

$$
\begin{align*}
M(s ; \delta) & =\mathcal{F}(\Delta ; M(s))  \tag{6.21}\\
& =M_{22}(s)+M_{21}(s) \Delta\left(I-M_{11}(s) \Delta\right)^{-1} M_{12}(s)
\end{align*}
$$

where for some suitable non-negative integers $n_{1}, \ldots, n_{r}$ and $n:=\sum n_{i}$,

$$
\begin{gathered}
\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right) \quad \text { and } \\
M(s)=\left[\begin{array}{ll}
M_{11}(s) & M_{12}(s) \\
M_{21}(s) & M_{22}(s)
\end{array}\right] \in \mathbb{R}[s]^{(n+g) \times(n+q)} .
\end{gathered}
$$

In this representation, $M_{22}(s)=M(s ; 0)$ is the nominal coefficient matrix, i.e., writing $T_{0}(s):=T(s ; 0)$ and so on, (6.21) takes the form

$$
\begin{align*}
& M(s ; \delta)=\left[\begin{array}{rr}
T_{0}(s) & U_{0}(s) \\
-V_{0}(s) & W_{0}(s)
\end{array}\right]+ \\
& \quad\left[\begin{array}{l}
M_{21}^{a}(s) \\
M_{21}^{b}(s)
\end{array}\right] \Delta\left(I-M_{11}(s) \Delta\right)^{-1}\left[\begin{array}{ll}
M_{12}^{a}(s) & M_{12}^{b}(s)
\end{array}\right] \tag{6.22}
\end{align*}
$$

where

$$
M_{21}(s)=\left[\begin{array}{l}
M_{21}^{a}(s) \\
M_{21}^{b}(s)
\end{array}\right] \text { and } M_{12}(s)=\left[\begin{array}{ll}
M_{12}^{a}(s) & M_{12}^{b}(s)
\end{array}\right]
$$

are partitions that match the corresponding partitions of $M(s ; \delta)$.
3. Define

$$
\begin{equation*}
G_{11}(s):=M_{11}(s)-M_{12}^{a}(s) T_{0}(s)^{-1} M_{21}^{a}(s) \in \mathbb{R}(s)^{n \times n} \tag{6.23}
\end{equation*}
$$

and

$$
\Delta=\left\{\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right), \delta_{i} \in \mathbb{C}\right\} \subset \mathbb{C}^{n \times n}
$$

For $s \in i \mathbb{R}$, determine $\mu_{\Delta}\left(G_{11}(s)\right)$, which is defined by

$$
\mu_{\Delta}\left(G_{11}(s)\right):=\max \left\{\|\Delta\|^{-1}, \operatorname{det}\left(I-G_{11}(s) \Delta\right)=0, \Delta \in \Delta\right\}
$$

unless there is no $\Delta \in \Delta$ that makes $I-G_{11}(s) \Delta$ singular, in which case $\mu_{\Delta}\left(G_{11}(s)\right):=0$. Finally, let

$$
\rho:=\sup _{\omega \in \mathbb{R}} \mu_{\Delta}\left(G_{11}(i \omega)\right)
$$

Theorem 29 In the situation described above, the system given by (6.1g), (6.20) is robustly stable for all parameter variations with $\max _{i}\left|\delta_{i}\right|<\rho^{-1}$.

Proof. Plugging the expressions for $T(s ; \delta)$ and $U(s ; \delta)$ from (6.22) into (6.19), one obtains

$$
\begin{gather*}
T_{0}(s) \xi(s)=\quad U_{0}(s) u(s)+M_{21}^{a}(s) \Delta\left(I-M_{11}(s) \Delta\right)^{-1} \\
\cdot\left(M_{12}^{b}(s) u(s)-M_{12}^{a}(s) \xi(s)\right) \tag{6.24}
\end{gather*}
$$

Define

$$
\begin{aligned}
z(s) & :=\left(I-M_{11}(s) \Delta\right)^{-1}\left(M_{12}^{b}(s) u(s)-M_{12}^{a}(s) \xi(s)\right) \\
w(s) & :=\Delta z(s)
\end{aligned}
$$

then (6.24) reads

$$
T_{0}(s) \xi(s)=M_{21}^{a}(s) w(s)+U_{0}(s) u(s)
$$

Similarly, using the LFTs for $V(s ; \delta)$ and $W(s ; \delta)$ from (6.22) in (6.20),

$$
\begin{aligned}
y(s)= & V_{0}(s) \xi(s)+M_{21}^{b} \Delta\left(I-M_{11}(s) \Delta\right)^{-1} \\
& \cdot\left(M_{12}^{b}(s) u(s)-M_{12}^{a}(s) \xi(s)\right)+W_{0}(s) u(s) \\
= & V_{0}(s) \xi(s)+M_{21}^{b}(s) w(s)+W_{0}(s) u(s)
\end{aligned}
$$

Summing up, one obtains the following relations: $w=\Delta z$, and

$$
\begin{array}{rlr}
T_{0} \xi & = & M_{21}^{a} w+U_{0} u \\
z & = & -M_{12}^{a} \xi+M_{11} w+M_{12}^{b} u \\
y & = & V_{0} \xi+M_{21}^{b} w+W_{0} u .
\end{array}
$$

The corresponding transfer function from $(w, u)^{T}$ to $(z, y)^{T}$ is

$$
G=\left[\begin{array}{c}
-M_{12}^{a} \\
V_{0}
\end{array}\right] T_{0}^{-1}\left[\begin{array}{ll}
M_{21}^{a} & U_{0}
\end{array}\right]+\left[\begin{array}{cc}
M_{11} & M_{12}^{b} \\
M_{21}^{b} & W_{0}
\end{array}\right],
$$

or,

$$
G=\left[\begin{array}{cc}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
T_{0} & M_{21}^{a} & U_{0} \\
\hline M_{12}^{a} & M_{11} & M_{12}^{b} \\
-V_{0} & M_{21}^{b} & W_{0}
\end{array}\right],
$$

i.e.,

$$
G_{11}=\left[\begin{array}{r|r}
T_{0} & M_{21}^{a} \\
\hline M_{12}^{a} & M_{11}
\end{array}\right]
$$

and so on (compare with (6.23)). The stability of $G$ follows from the assumption that $\operatorname{det}\left(T_{0}(s)\right)$ is a Hurwitz polynomial.

Thus by construction, the original transfer function from $u$ to $y$ as given by (6.19), (6.20) is also given by an LFT, namely

$$
\begin{aligned}
G(s ; \delta) & =V(s ; \delta) T(s ; \delta)^{-1} U(s ; \delta)+W(s ; \delta) \\
& =G_{22}(s)+G_{21}(s) \Delta\left(I-G_{11}(s) \Delta\right)^{-1} G_{12}(s) \\
& =\mathcal{F}(\Delta ; G(s))
\end{aligned}
$$

Finally, assume that $G(s ; \delta)$ is unstable for some $\Delta_{0} \in \Delta$ with $\left\|\Delta_{0}\right\|<$ $\rho^{-1}$. Since the transfer matrices $G_{i j}$ are all stable, this implies that ( $I-$ $\left.G_{11}(s) \Delta_{0}\right)^{-1}$ has an unstable pole. Thus, there exists an $s_{0} \in \overline{\mathbb{C}}_{+}$such that $\operatorname{det}\left(I-G_{11}\left(s_{0}\right) \Delta_{0}\right)=0$. But this implies [97]

$$
\sup _{\omega \in \mathbb{R}} \mu_{\Delta}\left(G_{11}(i \omega)\right)=\sup _{s \in \overline{\mathbb{C}}_{+}} \mu_{\Delta}\left(G_{11}(s)\right)>\rho
$$

contradicting the definition of $\rho$.
The given lower bound for the stability radius of $G(s ; \delta)$ will, in general, only be useful in case that $G_{11}$ is a proper rational function (this guarantees
that $\rho<\infty)$. Sufficient conditions for properness of $G_{11}$ have been given in special cases of (6.19), (6.20), for instance, descriptor systems [90]; see the subsequent section.

For robust stability issues, it is sufficient to consider the matrix $T(s, \delta)$ alone, rather than the whole coefficient matrix $M(s, \delta)$. For related tasks, such as investigating the influence of certain parameters on the transfer function, an LFT representation of $M(s, \delta)$ may be advantageous.

Note that this approach can be extended without difficulty to the case where $T(s ; \delta)$ is a Laurent polynomial with respect to $s$ (this will be the case in the example considered later).

Instead of replacing $p_{i}$ by $\delta_{2}$ a priori, one can, alternatively, extract first the parameters $p_{i}$ themselves, and use the fact that the scaling

$$
p_{\imath}=v_{i}+m_{i} \delta_{\imath}=\mathcal{F}\left(\delta_{i} ;\left[\begin{array}{cc}
0 & m_{i} \\
1 & v_{i}
\end{array}\right]\right)
$$

is itself an LFT. Then common results on the composition of LFTs allow an adaptation of the coefficient matrices obtained for $v=0$ to an arbitrary nominal point $\boldsymbol{v}$.

### 6.4.1 Descriptor Systems

As a special case, let $U, V, W$ be independent of $s$, and let $T$ be affine linear in $s$, that is,

$$
T(s ; \boldsymbol{\delta})=E(\boldsymbol{\delta}) s-A(\boldsymbol{\delta}) .
$$

In other words, consider a parametrized linear system in descriptor form

$$
\begin{align*}
E(\boldsymbol{p}) s x & =A(\boldsymbol{p}) x+B(\boldsymbol{p}) u  \tag{6.25}\\
y & =C(\boldsymbol{p}) x+D(\boldsymbol{p}) u \tag{6.26}
\end{align*}
$$

where with $\mathcal{P}:=\mathbb{R}[\boldsymbol{p}]$, the matrices $E$ and $A$ are in $\mathcal{P}^{\nu \times \nu}, B \in \mathcal{P}^{\nu \times m}$, $C \in \mathcal{P}^{p \times \nu}, D \in \mathcal{P}^{p \times m}$.

As usual, we consider variations around a given nominal parameter point, i.e., we consider

$$
\begin{align*}
E(\boldsymbol{\delta}) s x & =A(\boldsymbol{\delta}) x+B(\boldsymbol{\delta}) u  \tag{6.27}\\
y & =C(\boldsymbol{\delta}) x+D(\boldsymbol{\delta}) u \tag{6.28}
\end{align*}
$$

with nominal parameter point $\delta=0$. The nominal system is supposed to be stable and of index one. Equivalently, $\operatorname{det}(s E(0)-A(0))$ is assumed to be a Hurwitz polynomial whose degree equals the rank of $E(0)$. In particular, the nominal transfer function

$$
G(0)=C(0)(s E(0)-A(0))^{-1} B(0)+D(0)
$$

is a proper rational matrix. A comprehensive treatment of singular systems can be found in [9].

Exploiting the structure of $T$, the procedure described in the previous section can be adapted to the present situation as follows:

1. Define the augmented coefficient matrix

$$
M(\delta)=\left[\begin{array}{ccc}
E(\boldsymbol{\delta}) & A(\boldsymbol{\delta}) & B(\boldsymbol{\delta}) \\
0 & C(\boldsymbol{\delta}) & D(\boldsymbol{\delta})
\end{array}\right] \in \mathcal{D}^{g \times q}
$$

where $g=\nu+p$ and $q=2 \nu+m$.
2. Write $M(\delta)$ in terms of a linear fractional transformation (LFT)

$$
\begin{align*}
M(\boldsymbol{\delta}) & =\mathcal{F}(\Delta ; M)  \tag{6.29}\\
& =M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12},
\end{align*}
$$

where for some suitable non-negative integers $n_{1}, \ldots, n_{r}$ and $n:=\sum n_{i}$,

$$
\begin{gathered}
\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right), \\
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \in \mathbb{R}^{(n+g) \times(n+q)} .
\end{gathered}
$$

In this representation, $M_{22}=M(0)$ is the nominal coefficient matrix, i.e., writing $E_{0}:=E(0)$ and so on, (6.29) takes the form

$$
\begin{align*}
& M(\delta)=\left[\begin{array}{ccc}
E_{0} & A_{0} & B_{0} \\
0 & C_{0} & D_{0}
\end{array}\right]+  \tag{6.30}\\
& {\left[\begin{array}{c}
M_{21}^{a} \\
M_{21}^{b}
\end{array}\right] \Delta\left(I-M_{11} \Delta\right)^{-1}\left[\begin{array}{lll}
M_{12}^{a} & M_{12}^{b} & M_{12}^{c}
\end{array}\right]}
\end{align*}
$$

where $M_{21}=\left[\begin{array}{c}M_{21}^{a} \\ M_{21}^{b}\end{array}\right]$ and

$$
M_{12}=\left[\begin{array}{lll}
M_{12}^{a} & M_{12}^{b} & M_{12}^{c}
\end{array}\right]
$$

are partitions that match the corresponding partitions of $M(\delta)$.
3. Define the rational $n \times n$ matrix $G_{11}(s):=$

$$
\begin{equation*}
\left(M_{12}^{b}-s M_{12}^{a}\right)\left(s E_{0}-A_{0}\right)^{-1} M_{21}^{a}+M_{11} \tag{6.31}
\end{equation*}
$$

and the set of uncertainties

$$
\Delta:=\left\{\Delta=\operatorname{diag}\left(\delta_{1} I_{n_{1}}, \ldots, \delta_{r} I_{n_{r}}\right), \delta_{i} \in \mathbb{C}\right\}
$$

For $s \in i \mathbb{R}$, determine the structured singular value $\mu_{\Delta}\left(G_{11}(s)\right)$, and let

$$
\rho:=\sup _{\omega \in \mathbb{R}} \mu_{\Delta}\left(G_{11}(i \omega)\right)
$$

Corollary 20 In the situation described above, the system given by (6.27), (6.28) is robustly stable for all parameter variations with $\|\Delta\|<\rho^{-1}$.

Proof. Plugging the expressions for $E(\delta), A(\delta)$, and $B(\boldsymbol{\delta})$ from (6.30) into (6.27), one obtains

$$
\begin{align*}
& E_{0} s x=A_{0} x+M_{21}^{a} \Delta\left(I-M_{11} \Delta\right)^{-1} \\
& \quad \cdot\left(M_{12}^{b} x+M_{12}^{c} u-M_{12}^{a} s x\right)+B_{0} u . \tag{6.32}
\end{align*}
$$

Define

$$
\begin{aligned}
z & :=\left(I-M_{11} \Delta\right)^{-1}\left(M_{12}^{b} x+M_{12}^{c} u-M_{12}^{a} s x\right) \\
w & :=\Delta z
\end{aligned}
$$

then (6.32) reads

$$
E_{0} s x=A_{0} x+M_{21}^{a} w+B_{0} u
$$

Similarly, using the LFTs for $C(\boldsymbol{\delta})$ and $D(\boldsymbol{\delta})$ from (6.30) in (6.20) and taking into account that by $(6.30), M_{21}^{b} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12}^{a}=0$,

$$
\begin{aligned}
y= & C_{0} x+M_{21}^{b} \Delta\left(I-M_{11} \Delta\right)^{-1} \\
& \cdot\left(M_{12}^{b} x+M_{12}^{c} u-M_{12}^{a} s x\right)+D_{0} u \\
= & C_{0} x+M_{21}^{b} w+D_{0} u
\end{aligned}
$$

Summing up, one obtains the following relations: $w=\Delta z$, and

$$
\begin{align*}
E_{0} s x & =A_{0} x+M_{21}^{a} w+B_{0} u  \tag{6.33}\\
z & =M_{12}^{b} x+M_{11} w+M_{12}^{c} u-M_{12}^{a} s x  \tag{6.34}\\
y & =C_{0} x+M_{21}^{b} w+D_{0} u \tag{6.35}
\end{align*}
$$

The corresponding transfer function from $(w, u)^{T}$ to $(z, y)^{T}$ is

$$
\begin{aligned}
G & =\left[\begin{array}{c}
M_{12}^{b}-s M_{12}^{a} \\
C_{0}
\end{array}\right]\left(s E_{0}-A_{0}\right)^{-1}\left[\begin{array}{cc}
M_{21}^{a} & B_{0}
\end{array}\right] \\
& +\left[\begin{array}{cc}
M_{11} & M_{12}^{c} \\
M_{21}^{b} & D_{0}
\end{array}\right]
\end{aligned}
$$

i.e., $G_{11}$ as defined in (6.31) corresponds to the transfer from $w$ to $z$. Thus by construction, the original transfer function from $u$ to $y$ as given by (6.27), (6.28) is

$$
\begin{aligned}
G(\delta) & =C(\delta)(s E(\delta)-A(\delta))^{-1} B(\delta)+D(\delta) \\
& =G_{22}+G_{21} \Delta\left(I-G_{11} \Delta\right)^{-1} G_{12} \\
& =\mathcal{F}(\Delta ; G)
\end{aligned}
$$

The rest follows from Theorem 29.

As previously remarked, the given lower bound for the stability radius of $G(\delta)$ will, in general, only be useful in case that $G_{11}(s)$ is a proper rational function. This can, for instance, be guaranteed if $E(0)$ is non-singular, and only this case is considered in [72]. This requirement is unnecessarily restrictive though, as it will turn out below that we only need the nominal point to be generic in the sense that the rank of $E(\delta)$ as a polynomial matrix does not drop at $\delta=0$, that is,

$$
\operatorname{rank}(E(\delta))=\operatorname{rank}(E(0))
$$

Note that then without loss of generality, $E(\delta)$ has the following form:

$$
E(\delta)=\left[\begin{array}{ll}
E_{1}(\delta), & 0
\end{array}\right]
$$

with a full column rank matrix $E_{1}(\delta)$ and

$$
\operatorname{rank}\left(E_{1}(\delta)\right)=\operatorname{rank}\left(E_{1}(0)\right)
$$

Theorem 30 Let $E(\delta) \in \mathbb{R}[\delta]^{\nu \times \nu}$ be a matrix of the following form:

$$
E(\delta)=\left[\begin{array}{ll}
E_{1}(\boldsymbol{\delta}), & 0
\end{array}\right]
$$

with a full column rank matrix $E_{1}(\delta) \in \mathbb{R}[\delta]^{\nu \times \nu_{1}}$ whose rank does not drop at $\delta=0$, that is, $\operatorname{rank}\left(E_{1}(0)\right)=\operatorname{rank}\left(E_{1}(\delta)\right)=\nu_{1}$. Then the LFT construction according to Chapter 6 yields

$$
\exists X \in \mathbb{R}^{n \times \nu}: \quad M_{12}^{a}=X E_{0}
$$

where $E_{0}=E(0)$ as usual. Thus one can write $G_{11}(s)=$

$$
\left(M_{12}^{b}-X A_{0}\right)\left(s E_{0}-A_{0}\right)^{-1} M_{21}^{a}+M_{11}-X M_{21}^{a}
$$

from which it is clear that $G_{11}$ is proper rational due to the assumptions on the nominal system.

Proof. By the special structure of $E(\delta)$, we have that the rows of $M_{12}^{a}$ are either zero or equal to $e_{i}^{T}$ for some $1 \leq i \leq \nu_{1}$, and each of these $e_{i}^{T}$ appears at least once. Thus $M_{12}^{a}$ can be transformed to reduced echelon form by elementary row transformations, say

$$
M_{12}^{a}=P\left[\begin{array}{cc}
I_{\nu_{1}} & 0  \tag{6.36}\\
0 & 0
\end{array}\right]
$$

for some non-singular matrix $P$. On the other hand, by our assumption on $E_{0}$, there exists a permutation matrix $\Pi$ such that

$$
\Pi E_{0}=\left[\begin{array}{ll}
E_{11} & 0 \\
E_{21} & 0
\end{array}\right]
$$

with an invertible $\nu_{1} \times \nu_{1}$-matrix $E_{11}$. Thus

$$
\left[\begin{array}{cc}
E_{11}^{-1} & 0 \\
0 & 0
\end{array}\right] \Pi E_{0}=\left[\begin{array}{cc}
I_{\nu_{1}} & 0 \\
0 & 0
\end{array}\right]
$$

which, in combination with (6.36), yields the desired result.
An analogous argument can be applied to the dual case, where

$$
E(\delta)=\left[\begin{array}{c}
E_{1}(\delta) \\
0
\end{array}\right]
$$

with a full row rank matrix $E_{1}(\delta)$ and $\operatorname{rank}\left(E_{1}(\delta)\right)=\operatorname{rank}\left(E_{1}(0)\right)$.

### 6.4.2 Example

The following matrices provide a linearized description of a common-emitter transistor amplifier [69]. The $6 \times 6$ matrix $T$ is given by

$$
T=\left[\begin{array}{ccc}
\frac{p_{1}}{s}+p_{5}+p_{6} & -p_{5} & 0 \\
-p_{5} & \frac{p_{2}}{s}+p_{5}+p_{7} & -\frac{p_{2}}{s} \\
0 & -\frac{p_{2}}{s} & \frac{p_{2}}{s}+p_{8} \\
0 & -p_{7} & 0 \\
0 & 0 & p_{8} p_{10} p_{11} \\
0 & 0 & 0 \\
& & \\
0 & 0 & 0 \\
0 & 0 & 0 \\
-p_{7} & 0 & 0 \\
0 & -\frac{p_{3}}{s}-p_{9} & 0 \\
\frac{p_{3}}{s}+p_{7}+p_{9} & \frac{p_{3}}{s}+p_{9}+p_{11}+p_{12} & -p_{12} \\
-\frac{p_{3}}{s}-p_{9} & -p_{12} & \frac{p_{4}}{s}+p_{12}+p_{13}
\end{array}\right]
$$

and the other system matrices are

$$
U=[1,0,0,0,0,0]^{T}, \quad V=\left[0,0,0,0,0, p_{13}\right], \quad W=0
$$

The parameters $p_{1}, \ldots, p_{4}$ are reciprocal values of capacitances, $p_{10}$ is a conductance that appears in a voltage-controlled current source, and the remaining parameters are resistances. The nominal values of the 13 parameters are given in the subsequent table.

In spite of the low order of the system and its moderate number of parameters, the denominator of the symbolic transfer function (a polynomial of degree 4 in $s$ ) has a support of 225 elements, and it takes more than two pages to print it! Thus, it is hopeless to investigate robust stability at this level.

Table 6.1. Parameter Values.

| $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| $1.0 E 4$ | $1.8 E 10$ | $2.0 E 4$ | $1.0 E 4$ | $2.9 E 4$ |
| $v_{6}$ | $v_{7}$ | $v_{8}$ | $v_{9}$ | $v_{10}$ |
| $1.0 E 3$ | $5.0 E 1$ | $3.5 E 3$ | $1.0 E 0$ | $6.8 E-2$ |
| $v_{11}$ | $v_{12}$ | $v_{13}$ |  |  |
| $3.4 E 4$ | $7.7 E 3$ | $1.0 E 3$ |  |  |

The uncertainty is modeled in a multiplicative way, i.e., $p_{i}=v_{i}\left(1+\delta_{i}\right)$. An LFT representation of the $7 \times 7$ coefficient matrix $M(s ; \delta)$ is constructed with a $24 \times 24$ matrix $\Delta$. The sizes of the repeated blocks corresponding to the uncertainties $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{13}\right)$ are

$$
n=(1,2,2,1,2,1,2,1,2,2,5,2,1) .
$$

A reduction technique described in Section 6.2 yields an LFT of size 13 which is certainly minimal in the presence of 13 parameters. Thus

$$
\Delta=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{13}\right) .
$$

The coefficient matrices are

$$
\begin{aligned}
M_{12} & :=\left[\begin{array}{rrrrrrr}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & -\frac{1}{v_{8} v_{10}} & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0
\end{array}\right] \\
M_{21} & :=\left[\begin{array}{rrrrrrr} 
\\
& & & & & & \\
0 & 0 & 0 & 0 & -v_{5} & -v_{6} & \\
0 & -\frac{v_{1}}{s} & 0 & 0 & v_{5} & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & \\
0 & 0 & -\frac{v_{3}}{s} & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
s
\end{array}\right)
\end{aligned}
$$

$$
\left.\begin{array}{rrrrrrr}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-v_{7} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -v_{8} & 0 & 0 & 0 & 0 & 0 \\
v_{7} & 0 & -v_{9} & 0 & 0 & 0 & 0 \\
0 & -\bar{v} & v_{9} & -\bar{v} & -\bar{v} & -v_{12} & 0 \\
0 & 0 & 0 & 0 & 0 & v_{12} & -v_{13} \\
0 & 0 & 0 & 0 & 0 & 0 & v_{13}
\end{array}\right]
$$

where $\bar{v}:=v_{8} v_{10} v_{11}$. The matrix $M_{11}$ is a $13 \times 13$ matrix with only 3 non-zero entries:

$$
M_{11}(10,8)=M_{11}(11,8)=M_{11}(11,10)=1
$$



Fig. 6.3. Upper Bound for $\mu$ as a Function of Frequency.

It should be noted that the LFT is purely symbolic, i.e., there is no error involved. The figure above shows an upper bound for

$$
\mu(\omega)=\mu_{\Delta}\left(G_{11}(i \omega)\right)
$$

as a function of the frequency $\omega$ between $10^{-1}$ and $10^{5} \mathrm{rad} / \mathrm{sec}$, as computed using MATLAB.

Thus $\rho \leq 2.35$, which signifies that 0.42 is a lower bound for the stability radius, i.e., it is guaranteed that the parameters may vary by up to $\pm 42 \%$ without making the circuit unstable.

Note that we were able to find an LFT representation whose dimension coincides with the number of uncertain parameters involved, i.e., every $\delta_{i}$ appears in a $1 \times 1$ block, or $n=(1, \ldots, 1)$. This is in fact an interesting feature of many commonly used mathematical descriptions of electrical circuits. The subsequent chapter will collect some facts from network theory that are useful for understanding this phenomenon.

## 7. Electrical Networks

### 7.1 Graph Theory

This short presentation of basic facts from graph theory is essentially consistent with the nomenclature of Swamy and Thulasiraman [74].

A graph $\Gamma=(V, E, \varphi)$ consists of a vertex set $V$ and an edge set $E$, together with an incidence map

$$
\varphi: E \rightarrow V^{2}, \quad e \mapsto \varphi(e)=\left(\varphi_{1}(e), \varphi_{2}(e)\right) .
$$

If $\varphi(e)=\left(v_{1}, v_{2}\right)$, one calls $v_{1}$ the initial vertex, and $v_{2}$ the terminal vertex of $e$. Equivalently, edge $e$ is said to be directed from $v_{1}$ to $v_{2}$. Note that only such directed graphs are considered here; moreover, we restrict to finite graphs, that is, both $V$ and $E$ are supposed to be finite sets. A self-loop is an edge $e$ with $\varphi_{1}(e)=\varphi_{2}(e)$. It is useful to define the following sets of edges associated with a vertex $v \in V$ : Let

$$
\begin{aligned}
& E(v,-)=\varphi_{1}^{-1}(v)=\left\{e \in E, \varphi_{1}(e)=v\right\} \text { and } \\
& E(-, v)=\varphi_{2}^{-1}(v)=\left\{e \in E, \varphi_{2}(e)=v\right\}
\end{aligned}
$$

denote the sets of all edges with initial or terminal vertex $v$, respectively. The cardinalities of these sets,

$$
d_{o u t}(v)=|E(v,-)| \quad \text { and } \quad d_{\text {in }}(v)=|E(-, v)|
$$

are called the out-degree and in-degree of $v \in V$, respectively. Finally, $d(v)=d_{\text {in }}(v)+d_{\text {out }}(v)$ is the total number of edges incident on $v$, and it is called the degree of $v$.

For each edge $e$, define an additional edge $-e$ that is directed from the terminal to the initial vertex of $e$, that is, $\varphi(-e):=\left(\varphi_{2}(e), \varphi_{1}(e)\right)$ for $e \in E$. Define $\tilde{E}=E \dot{U}(-E)$. A path is a sequence

$$
\underline{w}=\left(w_{1}, \ldots, w_{r}\right) \in \tilde{E}^{r}
$$

of length $r \geq 0$, where for $1 \leq i \leq r-1$,

$$
\varphi_{2}\left(w_{i}\right)=\varphi_{1}\left(w_{i+1}\right)=: v_{k_{i}} .
$$

Vertex $v_{k_{0}}:=\varphi_{1}\left(w_{1}\right)$ is called the initial, vertex $v_{k_{r}}:=\varphi_{2}\left(w_{r}\right)$ is called the terminal vertex of $\underline{w}$. Equivalently, $\underline{w}$ is said to be a path from $v_{k_{0}}$ to $v_{k_{r}}$. An elementary path is one in which $v_{k_{1}}, \ldots, v_{k_{r}}$ are distinct. A circuit is an elementary path with $v_{k_{0}}=v_{k_{r}}$. Two vertices $v, v^{t}$ are said to be connected iff there exists a path from $v$ to $v^{\prime}$. The graph itself is called connected if any two vertices are connected.

A spanning subgraph of $\Gamma=(V, E, \varphi)$ is a graph $\Gamma^{\prime}=\left(V, E^{\prime},\left.\varphi\right|_{E^{\prime}}\right)$, where $E^{\prime} \subseteq E$. Usually, it is the edge set $E^{\prime}$ itself that is referred to as spanning subgraph. A proper spanning subgraph is one in which $E^{\prime} \neq E$. A tree is a minimally connected graph, i.e., it is connected without having any proper spanning subgraphs that are connected. In a tree with vertex set $V$ and edge set $E$, we must have that

$$
|E|=|V|-1
$$

A spanning subgraph $E^{\prime}$ of $\Gamma$ that is a tree is called a spanning tree of $\Gamma$. Its complement $E \backslash E^{\prime}$ is called co-tree. Every connected graph possesses a spanning tree.

### 7.2 Weight Functions

Let $R$ be an arbitrary ring with unity. Vertex or edge weight functions are mappings $V \rightarrow R$ or $E \rightarrow R$, respectively, i.e., they assign an element of $R$ to each vertex or edge of the graph. The main cases that should be thought of are $R=\mathbb{Z}$ (important for topological considerations), and $R$ being a field, e.g., $\mathbb{R}$ or $\mathbb{C}$. With electrical networks, $R$ usually denotes the field of rational or, more generally, of meromorphic functions defined on the open right half of the complex plane. The boundary operator [68]

$$
\partial: R^{E} \rightarrow R^{V}, \quad i \mapsto \partial(i)
$$

assigns a vertex weight function to each edge weight function $i: E \rightarrow R$ in the following fashion:

$$
\partial(i)(v)=\sum_{e \in E(v,-)} i(e)-\sum_{e \in E(-, v)} i(e) .
$$

In the case $R=\mathbb{R}$, one may think of $i$ as a flow, the value $i(e)$ being the amount of a material that is transported along the edge $e$, negative values corresponding to transport in reverse direction, i.e., along -e. Then $\partial(i)(v)$ is the net outflow of $i$ at vertex $v$. The dual mapping

$$
\partial^{*}: R^{V} \cong \operatorname{Hom}_{R}\left(R^{V}, R\right) \rightarrow \operatorname{Hom}_{R}\left(R^{E}, R\right) \cong R^{E}, \quad \phi \mapsto \partial^{*}(\phi)=\phi \circ \partial
$$

is given by $\partial^{*}(\phi)(e)=\phi\left(\varphi_{1}(e)\right)-\phi\left(\varphi_{2}(e)\right)$, that is, $\partial^{*}(\phi)$ assigns to each edge the weight difference between its initial and terminal vertex. The map $\partial^{*}$ is
also the adjoint of $\partial$ with respect to the standard bilinear functions defined by

$$
\begin{array}{ll}
\langle\cdot, \cdot\rangle_{E}: R^{E} \times R^{E} \rightarrow R, & (i, j) \mapsto\langle i, j\rangle_{E}:=\sum_{e \in E} i(e) j(e) \\
\langle\cdot, \cdot\rangle_{V}: R^{V} \times R^{V} \rightarrow R & (\phi, \psi) \mapsto\langle\phi, \psi\rangle_{V}:=\sum_{v \in V} \phi(v) \psi(v)
\end{array}
$$

That is, we have

$$
\begin{aligned}
\langle\partial(i), \phi\rangle_{V} & =\sum_{v \in V}\left(\sum_{e \in \varphi_{1}^{-1}(v)} i(e)-\sum_{e \in \varphi_{2}^{-1}(v)} i(e)\right) \phi(v) \\
& =\sum_{e \in E} i(e) \phi\left(\varphi_{1}(e)\right)-\sum_{e \in E} i(e) \phi\left(\varphi_{2}(e)\right)=\left\langle i, \partial^{*}(\phi)\right\rangle_{E}
\end{aligned}
$$

for all $i \in R^{E}$ and $\phi \in R^{V}$.

### 7.3 Kirchhoff's Laws

An electrical network is given by a connected graph and two edge weight functions $i$ and $u$, interpreted as currents and voltages along the edges of the network. As we are going to consider the dynamics of the network in the frequency domain, the values of these edge weight functions are Laplace transforms of the time domain signals

$$
i, u:[0, \infty) \rightarrow \mathbb{K}
$$

where $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$. A typical representative of the class of time domain signals considered here is the sinusoid

$$
a \cos (\omega t)+b \sin (\omega t)
$$

where $a, b, \omega \in \mathbb{R}$, with Laplace transform $\frac{a s+b \omega}{s^{2}+\omega^{2}}$. In particular, the frequency domain signals are analytic in $\mathbb{C}_{+}=\{s \in \mathbb{C}, \operatorname{Re}(s)>0\}$. Thus, one can think of the co-domain $R$ of the edge weight functions $i, u$ as the ring of analytic functions on $\mathbb{C}_{+}$. Later on, it will be more convenient to work with fields. It is well-known that the ring of analytic functions on $\mathbb{C}_{+}$is an integral domain. Therefore it can be embedded into its quotient field, the field of meromorphic functions on $\mathbb{C}_{+}$. If we restrict to sinusoidal time domain signals, it suffices to work with the field of rational functions. However, note that the considerations below apply to arbitrary rings $R$.

Kirchhoff's current law (KCL) says that the net current outflow vanishes at any vertex of the graph, that is, $\partial(i) \equiv 0$, or,

$$
i \in \operatorname{ker}(\partial) .
$$

According to Kirchhoff's voltage law (KVL), voltages are potential differences, i.e., $u$ can be derived from an electrical potential $\phi \in R^{V}$ via $u=\partial^{*}(\phi)$. In other words,

$$
u \in \operatorname{im}\left(\partial^{*}\right) .
$$

An immediate consequence of KCL and KVL is known as Tellegen's theorem [10, 74]: It states orthogonality of current and voltage with respect to $\langle\cdot, \cdot\rangle_{E}$. This is due to

$$
\langle i, u\rangle_{E}=\left\langle i, \partial^{*}(\phi)\right\rangle_{E}=\langle\partial(i), \phi\rangle_{V}=\langle 0, \phi\rangle_{V}=0 .
$$

Let $\Gamma$ be a connected graph. Then the following sequence is exact:

$$
\begin{equation*}
0 \rightarrow \operatorname{ker}(\partial) \hookrightarrow R^{E} \xrightarrow{\partial} R^{V} \xrightarrow{\pi} R \rightarrow 0, \tag{7.1}
\end{equation*}
$$

where $\pi: R^{V} \rightarrow R$ is defined by

$$
\pi(\phi)=\sum_{v \in V} \phi(v) .
$$

One can show that $\operatorname{ker}(\partial)$ is again a finite free $R$-module (this is clear when $R$ is a principal ideal domain or even a field, but holds over arbitrary rings as well). In particular, we have

$$
\operatorname{rank}(\partial)=\operatorname{rank}\left(R^{V}\right)-\operatorname{rank}(\pi)=|V|-1
$$

and thus

$$
\operatorname{rank} \operatorname{ker}(\partial)=\operatorname{rank}\left(R^{E}\right)-\operatorname{rank}(\partial)=|E|-|V|+1 .
$$

In the following, let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $E=\left\{e_{1}, \ldots, e_{m}\right\}$, and identify $R^{E}=R^{m}$, and $R^{V}=R^{n}$. The natural matrix representation of $\partial$ is given by $A=\left(a_{i j}\right)$ with

$$
a_{i j}=\left\{\begin{aligned}
1 & \text { if } \varphi_{1}\left(e_{j}\right)=v_{i} \text { and } \varphi_{2}\left(e_{j}\right) \neq v_{i} \\
-1 & \text { if } \varphi_{2}\left(e_{j}\right)=v_{i} \text { and } \varphi_{1}\left(e_{j}\right) \neq v_{i} \\
0 & \text { otherwise. }
\end{aligned}\right.
$$

This matrix is known as (all-vertex) incidence matrix of $\Gamma$. Due to the fact that the sum of the rows of $A$ yields zero, i.e.,

$$
\left[\begin{array}{lll}
1 & \ldots & 1
\end{array}\right] A=0,
$$

there is no loss of information in deleting an arbitrarily chosen row of $A$. In electrical engineering, it is usually the resulting reduced full row rank matrix
that is called incidence matrix, but we will not stick to this nomenclature here.

A basis of $\operatorname{ker}(\partial)$ can be found by taking a spanning tree of $\Gamma$. Then for every edge in the co-tree, say $e$ with $\varphi(e)=\left(v_{1}, v_{2}\right)$, there exists one and only one elementary path from $v_{2}$ to $v_{1}$ in the tree. Together with $e$, this constitutes a circuit. The circuits constructed like this are called fundamental circuits with respect to the chosen spanning tree. An edge weight function $b \in R^{m}$ is associated with each fundamental circuit $\underline{w}=\left(w_{1}, \ldots, w_{r}\right)$ via

$$
b_{k}=\left\{\begin{aligned}
1 & \text { if } \exists j: w_{j}=e_{k} \in E \\
-1 & \text { if } \exists j: w_{j}=-e_{k} \in-E \\
0 & \text { otherwise }
\end{aligned}\right.
$$

As the spanning tree contains $n-1$ edges, there are $l:=m-(n-1)$ fundamental circuits. It can be shown that the $l$ edge weight functions defined above span $\operatorname{ker}(\partial)$. As rank $\operatorname{ker}(\partial)=l$, they are indeed a basis of $\operatorname{ker}(\partial)$. Arranging these basis vectors column-wise in a matrix $B^{T}$, one may identify $R^{l} \cong \operatorname{ker} \partial$, $x \leftrightarrow B^{T} x$. The natural matrix representation of $\pi$ is [ $\left.\begin{array}{lll}1 & \ldots & 1\end{array}\right] \in R^{1 \times n}$. Thus the exact sequence (7.1) can be replaced by its equivalent counterpart

$$
0 \rightarrow R^{l} \xrightarrow{B^{T}} R^{m} \xrightarrow{A} R^{n} \xrightarrow{[1 \ldots 1]} R \rightarrow 0 .
$$

The incidence matrix $A \in R^{n \times m}$, the circuit matrix $B \in R^{l \times m}$, and the exactness of $A B^{T}=0$, that is, the fact that

$$
\operatorname{rank}(A)+\operatorname{rank}(B)=m
$$

give rise to the following equivalent formulations of KVL:

1. $A i=0$;
2. There exists $j \in R^{l}$ (circuit current) such that $i=B^{T} j$.

Similarly, KVL can be expressed in two equivalent ways:

1. There exists $\phi \in R^{n}$ (node potential) such that $u=A^{T} \phi$;
2. $B u=0$.

### 7.4 Linear Networks

In an electrical network, the current $i$ and the voltage $u$ are not only subject to Kirchhoff's laws, but also to additional relations, which, in the linear case, can be put in the form

$$
\begin{equation*}
P i+Q u=R i_{0}+S u_{0} \tag{7.2}
\end{equation*}
$$

for some given coefficient matrices $P, Q, R, S$ and given $i_{0}, u_{0}$. Typical relations are $R i_{k}-u_{k}=0$ (resistor), $L s i_{k}-u_{k}=0$ (inductor), $i_{k}-C s u_{k}=0$
(capacitor), $u_{k}=u_{0 j}$ or $i_{k}=i_{0 j}$ (free voltage or current source). These network elements all lead to diagonal matrices $P$ and $Q$, as they relate the current and voltage along one and the same edge of the graph. There are, however, also networks elements that destroy the diagonal structure of the coefficient matrices, for instance, voltage-controlled current sources (VCCS): $i_{k}-g u_{j}=0$ with $k \neq j$, or current-controlled current sources (CCCS): $i_{k}-\beta i_{j}=0, k \neq j$. These controlled sources arise in the linearization of non-linear network elements such as transistors. Inductors and capacitors represent memory-possessing, dynamic $i-u$-relations; they are also called reactive elements. Networks without reactive elements are said to be resistive, although they are not necessarily composed solely of resistors.

Recall that $i, u$ belong to the field $\mathcal{M}$ of meromorphic functions on $\mathbb{C}_{+}$. This applies also to the given right-hand-side signals, $i_{0}, u_{0}$. The base field of the coefficient matrices can be $\mathbb{K}=\mathbb{R}, \mathbb{C}$ (resistive network with numeric parameter values), $\mathbb{K}(s)$ (general linear network with numeric parameter values), or, in the most general situation, $\mathbb{K}\left(s ; p_{1}, \ldots, p_{r}\right)$ (symbolic parameter values), depending on the particular problem. The indeterminates $p_{1}, \ldots, p_{r}$ correspond to (a subset of) the appearing network parameters such as resistances, admittances, capacitances, inductances, and so on. All of these base fields operate in the natural way on $\mathcal{M}$ or $\mathcal{M}\left(p_{1}, \ldots, p_{r}\right)$, respectively.

Summing up, the circuit equations can be written in the following form known as the sparse tableau:

$$
\left[\begin{array}{cc}
A & 0  \tag{7.3}\\
0 & B \\
P & Q
\end{array}\right]\left[\begin{array}{c}
i \\
u
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
R & S
\end{array}\right]\left[\begin{array}{c}
i_{0} \\
u_{0}
\end{array}\right]
$$

Introducing the circuit current $j$ and the node potential $\phi$ according to Kirchhoff's laws, we obtain the following compressed version of (7.3) with $m+1$ instead of $2 m$ unknowns:

$$
\left[\begin{array}{ll}
P B^{T} & Q A^{T}
\end{array}\right]\left[\begin{array}{l}
j  \tag{7.4}\\
\phi
\end{array}\right]=\left[\begin{array}{ll}
R & S
\end{array}\right]\left[\begin{array}{c}
i_{0} \\
u_{0}
\end{array}\right]
$$

It will be assumed throughout the following discussion that these equations are sufficient for determining $i$ and $u$ uniquely. The coefficient matrices $P$ and $Q$ are supposed to be square. Recalling that a row of $A$ can be eliminated without loss of information, the assumption boils down to

$$
\operatorname{det}\left[\begin{array}{cc}
A^{\prime} & 0 \\
0 & B \\
P & Q
\end{array}\right] \neq 0, \quad \text { or } \quad \operatorname{det}\left[\begin{array}{ll}
P B^{T} & Q A^{\prime}
\end{array}\right] \neq 0
$$

respectively, where $A^{\prime}$ denotes $A$ after deletion of an arbitrarily chosen row.
For a special class of circuits, namely RCL-networks with (free or voltagecontrolled) current sources, the nodal analysis method makes it possible to reduce the system even further. For networks of this type, we have that the
matrix $P$ is invertible. (In fact, one can even assume $P=I_{m}$ without loss of generality.) Then the equations $P i+Q u=c$, where $c:=R i_{0}+S u_{0}$, can be put in the form

$$
i+Y u=d
$$

where $Y:=P^{-1} Q$ denotes the admittance matrix and $d:=P^{-1} c$. Multiply these equations by $A$ from the left to obtain, using $A i=0$ and $u=A^{T} \phi$,

$$
\begin{equation*}
A Y A^{T} \phi=A d \tag{7.5}
\end{equation*}
$$

Note that (7.5) contains the same information as the sparse tableau: Solvability of (7.5) is guaranteed by the fact that

$$
\begin{equation*}
\operatorname{rank}\left(A Y A^{T}\right)=\operatorname{rank}(A) \tag{7.6}
\end{equation*}
$$

and thus $\operatorname{im}\left(A Y A^{T}\right)=\operatorname{im}(A)$. From the nodal potential $\phi$, voltage and current can be reconstructed using $u=A^{T} \phi$ and $i=d-Y u$. To see that (7.6) is true, consider

$$
A^{\prime} P^{-1}\left[\begin{array}{ll}
P B^{T} & Q A^{\prime T}
\end{array}\right]=\left[\begin{array}{ll}
0 & A^{\prime} Y A^{\prime T}
\end{array}\right]
$$

Hence $\operatorname{rank}\left(A^{\prime} Y A^{\prime T}\right)=\operatorname{rank}\left(A^{\prime}\right)=n-1$. Thus $A Y A^{T}$ contains a nonsingular sub-matrix of dimension $n-1$. On the other hand, as all the rows and columns of $A Y A^{T}$ add up to zero, its rank can be at most $n-1$, hence $\operatorname{rank}\left(A Y A^{T}\right)=n-1$ as desired. Equation (7.5) is under-determined in the sense that $\phi$ is unique up to an additive constant. Usually, a reference node potential is set to be zero, thus replacing (7.4) or (7.5) by the regular systems

$$
\left[\begin{array}{ll}
P B^{T} & Q A^{\prime T}
\end{array}\right]\left[\begin{array}{c}
j  \tag{7.7}\\
\phi^{\prime}
\end{array}\right]=c, \quad \text { or } \quad A^{\prime} Y A^{\prime T} \phi^{\prime}=A^{\prime} d
$$

respectively. For theoretical considerations however, the full set of equations (7.5) is preferable due to the structure of its coefficient matrix $Y_{\text {IAM }}=A Y A^{T}$, which is called indefinite admittance matrix (IAM). The entries of $Y$ appear in $Y_{\text {IAM }}$ in characteristic patterns: Decompose $Y=\left(y_{i j}\right)$ as

$$
Y=\sum_{i, j=1}^{m} y_{i j} e_{i} e_{j}^{T}
$$

where $e_{i}$ denotes the $i$-th natural basis vector. Then

$$
A Y A^{T}=\sum_{i, j} y_{i j} A e_{i} e_{j}^{T} A^{T}=\sum_{i, j} y_{i j} A_{-i}\left(A_{-j}\right)^{T}
$$

where $A_{-i}$ denotes the $i$-th column of $A$, which is of the form

$$
A_{-i}=e_{\mu_{i}}-e_{\nu_{\mathrm{t}}}
$$

if the initial and terminal vertex of edge $e_{i}$ are $v_{\mu_{i}}$ and $v_{\nu_{i}}$, respectively. Assume without loss of generality $\mu_{i}<\nu_{i}$ (if $\mu_{i}=\nu_{i}$, edge $e_{i}$ is a self-loop, and the $i$-th column of $A$ is zero) and $\mu_{j}<\nu_{\jmath}$, then $y_{i \jmath} A_{-i} A_{-\jmath}^{T}$ takes the following form:

$$
\mu_{\mathrm{i}}-\left[\begin{array}{cc}
\mu_{\mathrm{j}} & \left.\right|^{\nu_{j}} \\
y_{i j} & -y_{i j} \\
-y_{i j} & y_{i j}
\end{array}\right]
$$

and $Y_{\text {IAM }}$ is a superposition of matrices with this structure.
Furthermore, $Y_{\text {IAM }}$ is an equi-cofactor matrix, i.e., all its cofactors are equal. Let $\operatorname{cof}_{i j}\left(Y_{\text {IAM }}\right)$ denote the $(i, j)$-cofactor of $Y_{\text {IAM }}$, that is $(-1)^{i+j}$ times the sub-determinant of $Y_{\text {IAM }}$ after deletion of the $i$-th row and $j$-th column. To see that the cofactors are all equal, consider the system of equations $Y_{\text {IAM }} x=b$ with given right hand side $b=e_{\mu}-e_{\nu}$. As the column sum of $b$ is zero, i.e., $b \in \operatorname{ker}[1, \ldots, 1]=\operatorname{im}(A)=\operatorname{im}\left(Y_{\text {IAM }}\right)$, this system of equations is solvable. Hence Cramer's rule

$$
\operatorname{det}\left(Y_{\mathrm{IAM}}\right) x_{j}=\sum_{i=1}^{n} b_{i} \operatorname{cof}_{i j}\left(Y_{\mathrm{IAM}}\right)
$$

is applicable, and it implies

$$
0=\operatorname{cof}_{\mu j}\left(Y_{\mathrm{IAM}}\right)-\operatorname{cof}_{\nu j}\left(Y_{\mathrm{IAM}}\right) .
$$

This holds for all indices $\mu, \nu, j$, thus showing that the cofactors are constant along the columns of $Y_{\text {IAM }}$. A similar argument can be applied to the rows. In particular, for any choice of the reference node potential, the cofactor of $Y_{\text {IAM }}$ is

$$
\operatorname{cof}\left(A Y A^{T}\right)=\operatorname{det}\left(A^{\prime} Y A^{\prime T}\right) \neq 0
$$

If $Y$ is a diagonal matrix, say $Y=\operatorname{diag}\left(Y_{1}, \ldots, Y_{m}\right)$ (this is true for RCLnetworks with free current sources), the Cauchy-Binet theorem [27] implies that $\operatorname{det}\left(A^{\prime} Y A^{\prime T}\right)=$

$$
\sum_{i_{1}<\ldots<i_{n-1} \leq m} \operatorname{det}\left(A^{\prime}\left(i_{1}, \ldots, i_{n-1}\right)\right) Y_{i_{1}} \cdots Y_{i_{n-1}} \operatorname{det}\left(A^{\prime}\left(i_{1}, \ldots, i_{n-1}\right)\right),
$$

where $A^{\prime}\left(i_{1}, \ldots, i_{n-1}\right)$ denotes the sub-matrix of $A^{\prime}$ which consists of the columns with these indices. Now these sub-determinants can only take the
values $-1,0,1$. The case $\pm 1$ corresponds to a spanning tree of the graph. Thus

$$
\operatorname{det}\left(A^{\prime} Y A^{\prime T}\right)=\sum_{i_{1}, \ldots, i_{n-1} \text { tree }} Y_{i_{1}} \cdots Y_{i_{n-1}}
$$

where the summation runs over all spanning trees $\left\{e_{2_{1}}, \ldots, e_{2_{n-1}}\right\}$ of the graph $\Gamma$. The number of spanning trees of $\Gamma$ is given by $\operatorname{det}\left(A^{\prime} A^{\prime T}\right)$.

These nice features of the indefinite admittance matrix $Y_{\text {IAM }}$ are partially lost in the case where $P$ in (7.2) is not invertible. Still one can perform the so-called modified nodal analysis (MNA), a technique that covers a broad class of electrical networks. The MNA method is implemented in several program packages for circuit analysis, such as SPICE or ANALOG INSYDES. It is based on a splitting of the circuit equations (7.2) into a part that can be solved for $i$ (as with the standard nodal analysis) and a part that can be solved for $u$. Indeed, suppose that (7.2) takes the form

$$
\left[\begin{array}{ll}
I & P_{12} \\
0 & P_{22}
\end{array}\right]\left[\begin{array}{l}
i_{1} \\
i_{2}
\end{array}\right]+\left[\begin{array}{ll}
Q_{11} & 0 \\
Q_{21} & I
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right] .
$$

With the corresponding partition, we obtain from Kirchhoff's laws,

$$
A_{1}^{\prime} i_{1}+A_{2}^{\prime} i_{2}=0 \quad \text { and } \quad\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{c}
A_{1}^{\prime T} \\
A_{2}^{\prime T}
\end{array}\right] \phi
$$

This yields the MNA equations

$$
\left[\begin{array}{cc}
A_{1}^{\prime} Q_{11} A_{1}^{\prime T} & A_{1}^{\prime} P_{12}-A_{2}^{\prime}  \tag{7.8}\\
Q_{21} A_{1}^{\prime T}+A_{2}^{\prime} & P_{22}
\end{array}\right]\left[\begin{array}{c}
\phi \\
i_{2}
\end{array}\right]=\left[\begin{array}{c}
A_{1}^{\prime} c_{1} \\
c_{2}
\end{array}\right] .
$$

Note that the system matrix takes the form

$$
\left[\begin{array}{cc}
A_{1}^{\prime} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{ll}
Q_{11} & P_{12} \\
Q_{21} & P_{22}
\end{array}\right]\left[\begin{array}{cc}
A_{1}^{\prime} & 0 \\
0 & I
\end{array}\right]^{T}+\left[\begin{array}{cc}
0 & -A_{2}^{\prime} \\
A_{2}^{\prime} & 0
\end{array}\right]
$$

or $L X L^{T}+K$ with matrices $L, K$ whose entries are in $\{-1,0,1\}$, and a mixed admittance/impedance matrix

$$
X=\left[\begin{array}{ll}
Q_{11} & P_{12} \\
Q_{21} & P_{22}
\end{array}\right]
$$

(in terms of physical units, $Q_{11}$ is an admittance, $P_{22}$ is an impedance, and $P_{12}, Q_{21}$ are dimensionless).

Reduction to first order: Consider the regular representations of the circuit equations given in (7.7) or (7.8). They can be put in the general form

$$
\begin{equation*}
T(s ; \boldsymbol{p}) \xi(s)=U(\boldsymbol{p}) \nu(s) \tag{7.9}
\end{equation*}
$$

where $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ is the vector of network parameters, $\boldsymbol{\xi}(s)$ denotes the generalized state (e.g., $\xi \equiv \phi^{\prime}$ ), and $\nu$ is the vector of inputs (free sources) that enters the right hand sides of (7.7), (7.8) via some transformation $U$ that is assumed to be independent of $s$. The matrix $T$ is invertible over $\mathbb{K}(s ; \boldsymbol{p})$. Due to the structure of the admissible current-voltage-relations, $T$ splits into three parts:

$$
T(s ; \boldsymbol{p})=T_{1}(\boldsymbol{p}) s+T_{0}(\boldsymbol{p})+T_{-1}(\boldsymbol{p}) \frac{1}{s}
$$

Equation (7.9) can be reduced to first order by introducing the enlarged state vector

$$
x(s)=\left[\begin{array}{c}
\xi(s) / s \\
\xi(s)
\end{array}\right]
$$

leading to the parametrized descriptor system [9, 72, 92]

$$
\begin{equation*}
E(\boldsymbol{p}) s x(s)=A(\boldsymbol{p}) x(s)+B(\boldsymbol{p}) \nu(s) \tag{7.10}
\end{equation*}
$$

where

$$
E(\boldsymbol{p})=\left[\begin{array}{cc}
I & 0 \\
0 & T_{1}(\boldsymbol{p})
\end{array}\right], A(\boldsymbol{p})=\left[\begin{array}{cc}
0 & I \\
-T_{-1}(\boldsymbol{p}) & -T_{0}(\boldsymbol{p})
\end{array}\right], B(\boldsymbol{p})=\left[\begin{array}{c}
0 \\
U(\boldsymbol{p})
\end{array}\right] .
$$

### 7.5 LFT Representations

Consider an electrical circuit whose system matrix - evaluated at a certain frequency $s=\mathrm{i} \omega, \omega \in \mathbb{R}$ - can be set up by a modified nodal analysis (MNA):

$$
\begin{equation*}
P=L X L^{T}+K \tag{7.11}
\end{equation*}
$$

where $L$ and $K$ take their values in $\{-1,0,1\}$. Admitting resistors, inductors, capacitors, and all types of free and controlled sources, there is no loss of generality in assuming that $X$ depends on the network parameters $p_{1}, \ldots, p_{r}$ as follows:

$$
\begin{equation*}
X=\sum_{i=1}^{r} p_{i} e_{\rho(i)} e_{\gamma(i)}^{T} \tag{7.12}
\end{equation*}
$$

Here $e_{j}$ denotes the $j$-th natural basis vector, and for each $i, \rho(i)$ and $\gamma(i)$ denote the row and column index of $p_{i}$ in $X$, respectively.

Now let each parameter $p_{i}=v_{i}+m_{i} \delta_{i}$ be subject to uncertainty. Let

$$
V=\sum_{i=1}^{r} v_{i} e_{\rho(i)} e_{\gamma(i)}^{T}, \quad \Delta=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{r}\right), \quad M=\operatorname{diag}\left(m_{1}, \ldots, m_{r}\right)
$$

Define

$$
N_{L}=\left[\begin{array}{lll}
e_{\rho(1)} & \cdots & e_{\rho(r)}
\end{array}\right] \quad \text { and } \quad N_{R}=\left[\begin{array}{c}
e_{\gamma(1)}^{T} \\
\vdots \\
e_{\gamma(r)}^{T}
\end{array}\right]
$$

Then

$$
X=V+N_{L} M \Delta N_{R}
$$

and thus

$$
P=L X L^{T}+K=L V L^{T}+L N_{L} M \Delta N_{R} L^{T}+K
$$

Thus we have written $P$ in LFT form, $P=\mathcal{F}(\Delta ; \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ with

$$
\tilde{A}=0, \tilde{B}=N_{R} L^{T}, \tilde{C}=L N_{L} M, \tilde{D}=L V L^{T}+K
$$

A well-known matrix inversion formula (the Bartlett-Sherman-MorrisonWoodbury formula, see [31] for a historic account) yields

$$
P^{-1}=\tilde{D}^{-1}-\tilde{D}^{-1} \tilde{C} \Delta\left(I-\left(\tilde{A}-\tilde{B} \tilde{D}^{-1} \tilde{C}\right) \Delta\right)^{-1} \tilde{B} \tilde{D}^{-1} .
$$

Define

$$
\begin{aligned}
A & :=\tilde{A}-\tilde{B} \tilde{D}^{-1} \tilde{C} \\
B & :=\tilde{B} \tilde{D}^{-1} \\
C & :=-\tilde{D}^{-1} \tilde{C} \\
D & :=\tilde{D}^{-1}
\end{aligned}
$$

then $P^{-1}=\mathcal{F}(\Delta ; A, B, C, D)$, that is, we have found a representation of $P^{-1}$ that involves only the inversion of the nominal matrix $\left.P\right|_{\delta=0}=\tilde{D}$. Define $A_{1}:=N_{R} L^{T}\left(L V L^{T}+K\right)^{-1} L N_{L}$, then

$$
\begin{equation*}
A=-A_{1} M=-N_{R} L^{T}\left(L V L^{T}+K\right)^{-1} L N_{L} M \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
B=N_{R} L^{T}\left(L V L^{T}+K\right)^{-1} \quad \text { and } \quad C=-\left(L V L^{T}+K\right)^{-1} L N_{L} M \tag{7.14}
\end{equation*}
$$

In particular, both $P$ and its inverse can be represented through LFTs in which the block partition of $\Delta$ is $n=(1, \ldots, 1)$. This is due to the structure of $X$ assumed in (7.12).

Next, we take a closer look at the balancing notion of Section 6.3 applied to this special case: As $A$ is a multiple of $M$ according to (7.13), it can be made ( $1, \ldots, 1$ )-stable by proper choice of $M$ : Compute $\mu \approx \mu\left(A_{1}\right)$ (compare (6.14)) and a diagonal matrix $D$ such that $\left\|D A_{1} D^{-1}\right\|_{2}=\mu$ (both can be
done using the MATLAB $\mu$-Analysis and Synthesis Toolbox). Then for any $M$ with $\|M\|_{2}<\mu^{-1}$, we have

$$
\left\|D A D^{-1}\right\|_{2}=\left\|D A_{1} M D^{-1}\right\|_{2}=\left\|D A_{1} D^{-1} M\right\|_{2} \leq\left\|D A_{1} D^{-1}\right\|_{2}\|M\|_{2}<1
$$

Then

$$
A D^{-2} A^{*}-D^{-2}<0 \quad \text { and } \quad A^{*} D^{2} A-D^{2}<0
$$

As in (6.15), let

$$
\lambda_{B}>\rho\left(B B^{*}\left(D^{-2}-A D^{-2} A^{*}\right)^{-1}\right) \quad \text { and } \quad \lambda_{C}>\rho\left(C^{*} C\left(D^{2}-A^{*} D^{2} A\right)^{-1}\right)
$$

Then the construction following Definition 42 yields $\Sigma=\sqrt{\lambda_{B} \lambda_{C}} I$. Of course, this Gramian is not very useful from the point of view of balancing. It just reflects the fact that all the $1 \times 1$ blocks, each corresponding to one parameter, are treated equally. But recall that $\Sigma$ is not unique! In fact, we can divide the parameters into two disjoint subsets of parameters "to-be-kept" and parameters "to-be-eliminated," say without loss of generality, $\left\{p_{1}, \ldots, p_{k}\right\}$ and $\left\{p_{k+1}, \ldots, p_{r}\right\}$, respectively. Then our objective will be to find a solution to $A P A^{*}-P+B B^{*}<0$ of the form

$$
P=\operatorname{diag}\left(\pi_{1}, \ldots, \pi_{k}, \pi_{k+1}, \ldots, \pi_{r}\right)
$$

such that $\pi_{k+1}+\ldots+\pi_{r} \rightarrow \min$. Similarly, we will look for a solution $Q$ to $A^{*} Q A-Q+C^{*} C<0$ with block structure

$$
Q=\operatorname{diag}\left(q_{1}, \ldots, q_{k}, q_{k+1}, \ldots, q_{r}\right)
$$

such that $q_{k+1}+\ldots+q_{r} \rightarrow \min$. Problems like that are solved by the MATLAB LMI Control Toolbox. If additionally, the first $k$ diagonal entries of $P$ and $Q$ are required to be equal, the balanced truncation is nothing but a truncation of the original system, with $p_{k+1}, \ldots, p_{r}$ set to their respective nominal values.

To get an initial guess on which parameters to eliminate, it is useful to consider the sensitivity of the nominal model with respect to each parameter: Let $P=L X L^{T}+K$ and $Q=P^{-1}$. Define $Q_{\text {nom }}:=\left.Q\right|_{p=v}=\left(L V L^{T}+K\right)^{-1}$. We define the sensitivity of $Q$ with respect to the $i$-th parameter by

$$
S_{i}:=\left.\frac{\partial Q}{\partial p_{i}}\right|_{p=v}=-\left.Q \frac{\partial P}{\partial p_{i}} Q\right|_{\boldsymbol{p}=\boldsymbol{v}}=-\left.Q_{\mathrm{nom}} L \frac{\partial X}{\partial p_{i}}\right|_{p=\boldsymbol{v}} L^{T} Q_{\mathrm{nom}}
$$

Using $X=\sum_{i=1}^{r} p_{i} e_{\rho(2)} e_{\gamma(i)}^{T}$,

$$
\begin{equation*}
S_{i}=-Q_{\mathrm{nom}} L e_{\rho(i)} e_{\gamma(i)}^{T} L^{T} Q_{\mathrm{nom}} \tag{7.15}
\end{equation*}
$$

From the representation $Q=D+C \Delta(I-A \Delta)^{-1} B$ and $p_{i}=v_{i}+m_{i} \delta_{i}$, we obtain

$$
\begin{equation*}
S_{i}=C \frac{e_{i} e_{i}^{T}}{m_{\imath}} B \tag{7.16}
\end{equation*}
$$

as an alternative expression for the sensitivity of $Q$ with respect to $p_{i}$. Using the expressions for $B$ and $C$ derived in (7.14), it is easy to see that (7.15) and (7.16) coincide, noting that $Q_{\text {nom }}=D=\left(L V L^{T}+K\right)^{-1}$.

Example 7.5.1. The network represented in the figure below consists of 4 nodes and 7 edges; a reference node potential has been chosen as indicated. The equations depend on 5 parameters, denoted by $G_{1}, \ldots, G_{4}$ and $g_{m}$, and they admit a standard nodal analysis.

We have

$$
\begin{aligned}
Y & =\left[\begin{array}{ccccccc}
G_{1} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & G_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & G_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & G_{4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & g_{m} & 0
\end{array}\right]=G_{1} e_{1} e_{1}^{T}+\ldots+G_{4} e_{4} e_{4}^{T}+g_{m} e_{7} e_{6}^{T} \\
N_{L} & =\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] \quad N_{R}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
\end{aligned}
$$

The reduced incidence matrix is

$$
J=\left[\begin{array}{rrrrrrr}
1 & 0 & 0 & 1 & -1 & 1 & 0 \\
0 & 0 & 1 & -1 & 0 & -1 & 1 \\
0 & 1 & -1 & 0 & 0 & 0 & -1
\end{array}\right]
$$

This yields the admittance matrix

$$
P=J Y J^{T}=\left[\begin{array}{ccc}
G_{1}+G_{4} & -G_{4} & 0 \\
g_{m}-G_{4} & G_{3}+G_{4}-g_{m} & -G_{3} \\
-g_{m} & g_{m}-G_{3} & G_{2}+G_{3}
\end{array}\right]
$$

As an academic example, let all nominal values be equal to one, i.e.,

$$
V=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

As $Y=V+N_{L} M \Delta N_{R}$, we have

$$
P=J Y J^{T}=J V J^{T}+J N_{L} M \Delta N_{R} J^{T}
$$

and hence $\tilde{A}=0, \widetilde{B}=N_{R} J^{T}, \widetilde{C}=J N_{L} M, \widetilde{D}=J V J^{T}$.

$$
A_{1}=N_{R} J^{T}\left(J V J^{T}\right)^{-1} J N_{L}=\frac{1}{3}\left[\begin{array}{rrrrr}
2 & 1 & 1 & 0 & 1 \\
1 & 2 & -1 & 0 & -1 \\
0 & 0 & 3 & -3 & 3 \\
1 & -1 & -1 & 3 & -1 \\
1 & -1 & -1 & 3 & -1
\end{array}\right]
$$

We have $\rho\left(A_{1}\right)=1$ and $\left\|A_{1}\right\|_{2}=\frac{7}{3}$. Using MATLAB, $\mu\left(A_{1}\right) \approx \mu=2.1547$ and $D=\operatorname{diag}(1,1.3149,0.7605,1,1)$ is such that $\left\|D A_{1} D^{-1}\right\|_{2}=\mu$. In fact, an inspired guess yields the exact expressions $\mu\left(A_{1}\right)=\frac{2}{3} \sqrt{3}+1$ and $D=$ $\operatorname{diag}\left(1,3^{\frac{1}{4}}, 3^{-\frac{1}{4}}, 1,1\right)$. Put $M=\frac{1}{10} I$, this guarantees that $A=-A_{1} M$ is ( $1, \ldots, 1$ )-stable. Thus, we are considering parameter uncertainties $p_{\imath} \approx 1+$ $0.1 \delta_{i},\left|\delta_{i}\right| \leq 1$. In other words, we admit parameter variations of 10 percent. Next, we compute $A=-A_{1} M$ and

$$
\begin{gathered}
B=N_{R} J^{T}\left(J V J^{T}\right)^{-1}=\frac{1}{3}\left[\begin{array}{rrr}
2 & 2 & 1 \\
1 & 1 & 2 \\
0 & 3 & 0 \\
1 & -2 & -1 \\
1 & -2 & -1
\end{array}\right] \\
C=-\left(J V J^{T}\right)^{-1} J N_{L} M=\frac{1}{30}\left[\begin{array}{rrrrr}
-2 & -1 & -1 & 0 & -1 \\
-1 & -2 & -2 & 3 & -2 \\
-1 & -2 & 1 & 0 & 1
\end{array}\right]
\end{gathered}
$$

Suppose we wish to eliminate $G_{4}$ and $g_{m}$. Thus we look for a Gramian of the type $\Sigma=\left(\sigma_{1} I_{3}, \sigma_{4}, \sigma_{5}\right)$ with $\sigma_{4}+\sigma_{5}$ as small as possible. For simplicity, we additionally require $\sigma_{4}=\sigma_{5}$. Using MATLAB, we find that $\Sigma=\operatorname{diag}\left(1.3112 I_{3}, 0.1781 I_{2}\right)$ is a balanced Gramian. This suggests deleting the blocks belonging to $\delta_{4}$ and $\delta_{5}$, that is, replacing $G_{4}$ and $g_{m}$ by their nominal values. Of course, the symbolic inverse of $P$ can easily be computed in this simplistic example, and we obtain

$$
\begin{aligned}
& Q=P^{-1}=1 /\left(G_{1} G_{2} G_{3}+G_{1} G_{2} G_{4}+G_{1} G_{3} G_{4}-g_{m} G_{1} G_{2}+G_{2} G_{3} G_{4}\right) \\
& {\left[\begin{array}{cc}
G_{2} G_{3}+G_{2} G_{4}+G_{3} G_{4}-g_{m} G_{2}, & G_{4}\left(G_{2}+G_{3}\right), \\
G_{2} G_{4}+G_{3} G_{4}-g_{4} G_{2}, & \left(G_{1}+G_{4}\right)\left(G_{2}+G_{3}\right), \\
G_{3} G_{4}, & \left(G_{1}+G_{4}\right) G_{3} \\
G_{3}-g_{m} G_{1}+G_{3} G_{4}, & G_{1} G_{3}+G_{1} G_{4}-g_{m} G_{1}+G_{3} G_{4}
\end{array}\right]}
\end{aligned}
$$

The symbolic approximate is

$$
\hat{Q}=\frac{1}{G_{1} G_{2}+G_{1}+G_{2}} \cdot\left[\begin{array}{ccc}
1+G_{2} & 1+\frac{G_{2}}{G_{3}} & 1 \\
1 & \left(1+G_{1}\right)\left(1+\frac{G_{2}}{G_{3}}\right) & G_{1}+1 \\
1 & G_{1}-\frac{G_{1}}{G_{3}}+1 & G_{1}+1
\end{array}\right]
$$

and the error bound is $\|Q-\hat{Q}\|_{\infty} \leq 0.7124$. Note that $\|Q\|_{\infty} \geq 2.2094$ (take $\delta_{1}=\ldots=\delta_{4}=0.9$ and $\delta_{5}=1.1$ ). The relative error bound is not very convincing, but a numerical analysis shows that the true relative error is only $5.41 \%$.


Fig. 7.1. Electrical Network.

Symbolic treatment of the frequency variable: So far, we have assumed $P$ to be evaluated at a certain frequency in order to study the parameter dependency alone. In order to take account of both the frequency and the parameters, consider the Möbius mapping

$$
z \mapsto s=\varphi(z):=\frac{1-z}{1+z} .
$$

This is another linear fractional transformation; it maps the open unit disk to the open right half of the complex plane and vice versa. Now let

$$
\tilde{P} \in \mathbb{K}\left(s ; p_{1}, \ldots, p_{r}\right)^{p \times p}, \quad \operatorname{det} \tilde{P} \neq 0
$$

be a non-singular matrix depending rationally on the frequency $s$ and on the parameters $p_{1}, \ldots, p_{r}$. Let $f$ be the affine linear transformation

$$
f\left(\delta_{1}, \ldots, \delta_{r}\right)=\left(p_{1}, \ldots, p_{r}\right), \quad p_{i}:=v_{i}+m_{i} \delta_{i},
$$

then

$$
\tilde{P}\left(s ; p_{1}, \ldots, p_{r}\right)=\tilde{P}\left(\varphi(z) ; f\left(\delta_{1}, \ldots, \delta_{r}\right)\right)=: P\left(z ; \delta_{1}, \ldots, \delta_{r}\right)
$$

Define $z=: \delta_{0}$, then $P$ is a linear fractional transformation of $\delta_{0}, \ldots, \delta_{r}$. This signifies that we can treat $z$ like another parameter uncertainty.

## List of Acronyms

BIBO bounded input, bounded output
DV driving variable
FLP factor left prime
FRP factor right prime
FSSE strict system equivalence in the Fuhrmann sense
GCLF greatest common left factor
GCRF greatest common right factor
GFLP generalized factor left prime
GFRP generalized factor right prime
IAM indefinite admittance matrix
IO input-output
ISO input-state-output
KCL Kirchhoff's current law
KVL Kirchhoff's voltage law
LFT linear fractional transformation
LMI linear matrix inequality
MLA minimal left annihilator
MLP minor left prime
MNA modified nodal analysis
MRA minimal right annihilator
MRP minor right prime
ON output-nulling
PDE partial difference/differential equation
RCL resistance, capacitance, inductance
RSSE strict system equivalence in the Rosenbrock sense
SC strongly controllable
SSE strict system equivalence
WLP weakly zero left prime
WRP weakly zero right prime
ZRP zero right prime
ZLP zero left prime
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