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Preface
Accelerating Change in Healthcare:
Next Medical Toolkit

James D. WESTWOOD and Karen S. MORGAN
Aligned Management Associates, Inc.

Machine intelligence will eclipse human intelligence within the next few decades — ex-
trapolating from Moore’s Law — and our world will enjoy limitless computational power
and ubiquitous data networks. Today’s iPod® devices portend an era when biology and in-
formation technology will fuse to create a human experience radically different from our
own.

Between that future and the present, we will live with accelerating technological
change. Whether predictable or disruptive, guided or uncontrollable, scientific innovation is
carrying us forward at unprecedented speed. What does accelerating change entail for
medicine?

Already, our healthcare system now appears on the verge of crisis; accelerating change
is part of the problem. Each technological upgrade demands an investment of education and
money, and a costly infrastructure more quickly becomes obsolete. Practitioners can be
overloaded with complexity: therapeutic options, outcomes data, procedural coding, drug
names...

Furthermore, an aging global population with a growing sense of entitlement demands
that each medical breakthrough be immediately available for its benefit: what appears in the
morning paper is expected simultaneously in the doctor’s office. Meanwhile, a third-party
payer system generates conflicting priorities for patient care and stockholder returns. The
result is a healthcare system stressed by scientific promise, public expectation, economic
and regulatory constraints, and human limitations.

Change is also proving beneficial, of course. Practitioners are empowered by better im-
aging methods, more precise robotic tools, greater realism in training simulators, and more
powerful intelligence networks. The remarkable accomplishments of the IT industry and
the Internet are trickling steadily into healthcare. MMVR participants can readily see the
progress of the past fourteen years: more effective healthcare at a lower overall cost, driven
by cheaper and better computers.

We are pleased that this year’s conference has an increased emphasis on medical educa-
tion. In many ways, education is the next medical toolkit: a means to cope with, and take
advantage of, accelerating change. Through interaction with novice students, medical edu-
cators are uniquely equipped to critique existing methods, encourage fresh thinking, and
support emerging tools. Each new class of aspiring physicians stimulates flexibility in prob-
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lem solving and adaptation within technological evolution. As an earlier generation of phy-
sicians trains its successors, experience can guide innovation so that change accelerates for
the better.

As always, we wish to thank all the participants who make MMVR possible each year.
It is our privilege to work with you.
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Abstract. This paper presents a centerline-based parametric model of colon for
collision detection and visualization of the colon lumen for colonoscopy simulator.
The prevailing marching cubes algorithm for 3D surface construction can provide
a high resolution mesh of triangular elements of the colon lumen from CT data.
But a well organized mesh structure reflecting the geometric information of the
colon is essential to fast and accurate computation of contact between the
colonoscope and colon, and the corresponding reflective force in the colonoscopy
simulator. The colon is modeled as parametric arrangement of triangular elements
with its surface along the centerline of the colon. All the vertices are parameterized
according to the radial angle along the centerline, so that the triangles around the
viewpoint can be found fast. The centerline-based parametric colon model has
75,744 triangular elements compared to 373,364 of the model constructed by the
marching cubes algorithm.

Keywords. Colonoscopy simulator, collision detection, haptic rendering

Introduction

Collision detection and force rendering is required to maintain the viewpoint of the
colonoscopy simulators inside the virtual colon. The viewpoint moves mostly along the
centerline of the colon as the inserted depth of the virtual colonoscope increases. A
well-organized mesh structure exploiting this particular geometric feature can allow
fast computation of collision check between the viewpoint and the surface of the colon.
The prevailing marching cubes algorithm for 3D surface construction [1], which does
not consider the geometric features of colonoscopy, can provide a high resolution
triangular mesh structure from CT data of patients. However, there are two limitations
in applying the algorithm to the colonoscopy simulator. First, it becomes inefficient to
build the hierarchical data representation of primitives such as vertex, edge and triangle
[2], and store the massive data for online collision detection and response, especially
for the large models as in the colonoscopy simulator. The second limitation results
from contact behavior of the colonoscopy simulator. Free-motion-to-collision contact,
rather than successive resting contacts, occurs frequently during the colonoscopy
simulation. Thus, the primitive-based hierarchical data structure, that is efficient for the
successive resting contacts, has no advantage in the colonoscopy simulator.

This paper proposes a centerline-based parametric model of colon that efficiently
computes the collision detection and response as well as visualization of internal colon.
The colon is modeled as parametric arrangement of triangular elements with its surface
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along the centerline of the colon, and cross-sectional rings defined at every sampled
point in the centerline. This allows more efficient graphic rendering in comparison with
the marching cubes algorithm, and successful collision detection and response in the
developed colonoscopy simulator.

1. Centerline-based parametric model of colon

The colon model is constructed in two stages. First, the boundary of the colon is
segmented from abdomen CT data of patients. Second, the centerline of the colon is
extracted. The extracted centerline is further processed to obtain smooth and
continuous B-spline curve. The cross-sections orthogonal to the centerline are
computed for all the sampled points in the centerline during the second stage. We will
denote the sampled point as centerline node. The pre-determined number of rays is
traced in the cross-section plane. The intersection points between the rays and the
boundary of the colon define the cross-sectional rings as shown in Figure 1. Hence the
surface of the colon is parameterized along both the centerline and the rays.

Figure 2 depicts the interference among the cross-sectional rings occurring in the
high-curvature areas. A new method, simpler than the nonlinear ray-tracing [3], is
developed to compute successively the orientation of the cross-sectional rings until
there is no more interference. Figure 3 illustrates how to modify the intersected cross-
sectional ring to keep away from the interference. If at least two intersection points
between rays in the cross-sectional ring R2 and the orthogonal plane including the R1
are located inside the circle of the radius defined as the maximum length among rays in
R1, the interference occurs. rayl and ray2 are the boundary rays of the intersected rays.
The vector L=rayl-ray2 specifies the direction of rotation axis, and 7, which coincides
with a centerline node, is the center of rotation. Rotation angle is gradually increased
until the two cross-sectional rings are separated.

j Cross-section

/ Centerline
i

Figure 1. Cross-sectional rings along the centerline.

Cross-section Cross-section

AT el X ™

A

Figure 2. Resolution of the interference.
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Figure 3. Rotation of intersected cross-sectional ring.

The colon model is parameterized by using the centerline and the radial angle. The
set of all vertices V' on the surface of the colon is composed of the parameterized
vertices v(i,j) according to their cross-sectional ring i and the radial angle ;.

V={ v )=l j=leeng, i) eR® |, (1)

where n.1s the sampled number of the centerline nodes, and »y is the sampled number
of the rays traced in each cross-sectional ring.

Hierarchical data representations of primitives such as vertex, edge, and triangle
are generally used for fast collision detection between a moving point and 3D objects.
To alleviate computational burden and the memory space associated with vertices and
edges, our collision detection technique exploits only parameterized triangle primitives.
This approach does not require the relationship between a triangle and its neighbors
such as vertices and edges, as hierarchical representations do. A set of the triangle
elements is defined as using the two parameters.

T=T-UTY

7 ) D) = AV G+ L v+ 1),
i:l’...’nc’ j:l’...’ng

) 2

7 ) DI ) = AL G+ L+ DG+ D),
i:l’...’nc’ j:l’...’ng

where superscript L and 7 mean upper and lower triangle in Figure 4, respectively.
Figure 4 illustrates unfolded colon surface to describe relationship between the
parameters and the triangular mesh structure. The parameter of radial angle n, +1 is
equivalent to 1 so that v(i, 1) and v(i, ny +1) are collocated, since the unfolded colon is
sewed to form a hollow cylindrical structure. This parametric representation of the
surface of the colon does not need any pre-computation for building hierarchical data
structure, but makes possible to easily find triangles around the viewpoint by simple
operations such as addition and subtraction of the parameters. As a result, it can be
efficiently utilized for fast collision detection and response.
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Figure 4. Unfolded triangular mesh.

2. Collision detection and response

Figure 5 illustrates four steps for collision detection between the viewpoint and the
centerline-based parametric colon model. The collision detection algorithm keeps
tracking the position of the viewpoint, and updates the group of triangles assigned by
the parameters i and j around the viewpoint.

Viewpoint

\

Active segment

Centerline of colon \\\ Active node
O)@—"Q—O/O
(a) Find C, and active segment (b) Find active node

Active ray " i
i Group of triangles

(c) Find active ray (d) Find Intersection point
Figure 5. Collision detection

The first step finds the closet point C; to the viewpoint (figure 5(a)). The centerline
is a piecewise linear curve connecting the centerline nodes that are uniformly sampled
from the B-spline curve. Hence the C; is obtained by checking the smallest distance
between the viewpoint and centerline segments. We will denote the centerline segment
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containing the C,as active segment. For efficient computation, the centerline segments
that will be tested at the next time step include only the previous active segment and its
neighbors. Active node is defined as nearer node to the C,among two nodes in the
active segment (figure 5(b)). Its index is equivalent to the parameter i. Active ray is the
closet to the viewpoint among rays in the cross-sectional ring corresponding to the
active node (figure 5(c)).

In the final step of the collision detection algorithm, detailed intersection test is
carried out to check whether the viewpoint penetrates the surface of the colon using the
active node and the active ray (figure 5(d)). Common collision detection algorithms for
a moving point and fixed 3D objects utilize the line segment joining two points at
previous and current time step. Instead, our algorithm uses different line segment that is
formed by the current viewpoint VP and the C,as shown in figure 6. This approach
reduces extra computation and, as subsequent explanation will clarify, this line segment
gives further benefits for computation of contact force and adjustment of the penetrated
viewpoint. A small set of triangles for intersection test is defined as

1= G )iy —a<i<iyta, jo-B<i<i,+B |, 3)

where i, and j, denote the active node and the active ray, respectively. o and B define
ranges of two parameters to specify the group of the triangle. The first triangle
satisfying intersection condition is set to the contact triangle during procedure of
intersection test in order to avoid the unnecessary test associated with edges and
vertices. VP* denotes the intersection point between the line segment and the contact
triangle.

Ho et al[2] and Zilles et al.[4] propose constraint-based haptic rendering
algorithms to compute contact force. They determine the constrained point remaining
on the surface of the object by iteratively computing the shortest distance from the
haptic interface point, corresponding to the viewpoint, to the surface. We employ a
simple non-iterative collision response algorithm that adjusts the viewpoint to keep it
inside colon and computes contact force during contact with the surface of the colon. If
collision is detected, the viewpoint VP is modified to coincide with the contact point
VP determined in the preceding collision detection procedure as in figure 6. As a
result, the viewpoint can be continuously remained inside the colon without additional
computation during contact. The contact force proportional to the collision depth is
transmitted to the user by the haptic device [5].
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Figure 6. Collision response
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3. Conclusion and future work

Figure 7 shows the colonoscope view inside the colon using the centerline-based
parametric model and the collision detection algorithm in the developed colonoscopy
simulator. The centerline-based parametric model of colon has 75,744 triangular
elements compared to 373,364 of the model constructed by the marching cubes
algorithm. The specialized collision detection and response technique for the
colonoscopy simulator provides successful control of the viewpoint and stable contact
force during simulation. The proposed resolution method for the interference among
the cross-sectional rings should be further improved to reduce the distortion of the
surface of the colon.

Figure 7. Centerline-based parametric model of colon
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Abstract. New volumetric tools were developed for the design and fabrication of
high quality cranial implants from patient CT data. These virtual tools replace time
consuming physical sculpting, mold making and casting steps. The implant is de-
signed by medical professionals in tele-immersive collaboration. Virtual clay is
added in the virtual defect area on the CT data using the adding tool. With force
feedback the modeler can feel the edge of the defect and fill only the space where no
bone is present. A carving tool and a smoothing tool are then used to sculpt and re-
fine the implant. To make a physical evaluation, the skull with simulated defect and
the implant are fabricated via stereolithography to allow neurosurgeons to evaluate
the quality of the implant. Initial tests demonstrate a very high quality fit. These
new haptic volumetric sculpting tools are a critical component of a comprehensive
tele-immersive system.

Keywords. Implant Design, Virtual Reality, Augmented Reality, Haptic Rendering

1. Introduction

The incidence of large cranial defects is on the rise. Dujovny and Evenhouse et al. have
developed a technique for cranial implant design using patient CT data, which builds
patient-specific implants with near perfect fit.[1] However this method is expensive and

ICorrespondence to: Zhuming Ai, E-mail: zai @uic.edu.
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Figure 1. Implant design on a simulated defect.

time consuming because many traditional sculpting steps such as physical sculpting,
mold making and defect stereolithography are involved.

Good visual feedback and the sense of touch are as crucial in virtual sculpting as
in traditional physical sculpting. The goal of this research is to develop a networked
augmented reality sculpting system with tactile feedback to replace as many physical
steps as possible in the process.

2. Methods

The process of implant design begins with CT data of the patient and the Personal Aug-
mented Reality Immersive System (PARIS™)[2]. The implant is designed by medical
professionals in tele-immersive collaboration.[3] In this design process the medical mod-
eler creates a virtual implant that precisely fits a defect generated from patient CT data.
A PHANTOM desktop haptic device supplies the sense of touch.

2.1. Sculpting Tools with Haptics

A proxy-based haptic rendering algorithm that can be used directly on volumetric data
has been developed.[4] The proxy used is a sphere so the forces can be calculated ac-
cording to the size of the tool and its relation to the data.

Virtual clay is added in the virtual defect area using the toothpaste-like adding tool.
With force feedback the modeler can feel the edge of the defect and fill only the space
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Figure 2. The virtual skull with virtual implant.

Figure 3. Implant fits in the defect.

where no bone is present. When the defect is filled with clay, a carving tool is then used
to sculpt the implant and a smoothing tool is used to refine the surface. Fig. 1 shows that
an implant is being designed on the simulated defect.

A surface refinement tool has been developed for volume sculpting. When the
smoothing tool moves along the surface of the implant, the value of each voxel inside the
spherical tool is recalculated. The new value is determined by averaging the voxels in a
small neighboring volume. The designer can move the tool on rough surface areas of the
implant, and the smoothing algorithm will be applied. Smoothness is limited only by the
resolution of the volumetric data. The resulting implant together with the skull is shown
in Fig. 2.

The volume is then segmented and the marching cubes algorithm is used to convert
the implant volumetric model to a stereolithography (STL) model ready for fabrication.
The STL model of the skull and implant are viewed with a cutting plane to analyze the
fit (Fig. 3) and if no modifications are needed sent for stereolithography fabrication.

A hardware assisted fast direct volume rendering algorithm using three-dimensional
texture mapping has been implemented. Incorporated with level of detail, this algorithm
minimizes the latency between visual and force feedback.
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Figure 4. Stereolithography fabricated skull with a simulated defect and the implant.

2.2. Sculpting in a Networked Shared Environment

Collaborative consultation and implant design is an important part of this project. Audio
communication over the network has been implemented in the system. A tele-immersive
server has been setup in the VRMedLab, UIC. Data are shared among collaborators.

The network protocol for tele-immersive collaboration has been defined. Currently
it contains the following parts: audio communication, state data sharing, and volumetric
data sharing. All the participants in the collaborative session will share their viewing an-
gle, transformation matrix, and sculpting tools information over the network. Any change
made by any one participant will be transferred to all other participants. Any changes to
the volumetric data will also be shared among collaborators

The network component is implemented using The Quality of Service Adaptive
Networking Toolkit (QUANTA)[5]. QUANTA is developed at the EVL, UIC. It is a
toolkit for supporting Optiputer applications over optical networks. Quanta is a cross-
platform adaptive networking toolkit for supporting the diverse networking requirements
of latency-sensitive and bandwidth-intensive applications. It seeks to develop an easy-
to-use system that will allow programmers to specify the data transfer characteristics of
their application at a high level, and let Quanta transparently translate these requirements
into appropriate networking decisions.

During collaborative implant design, the changes to the volume are shared in real-
time among all participants. Only a sub-volume that contains the modified data is trans-
ferred to other collaborators in order to save bandwidth. A tool will be added in the future
that allows one to push the whole volumetric data to all the others. If someone joins the
session in the middle, this tool will allow him/her to obtain the up-to-date data.
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Figure 5. Stereolithography fabricated skull with implant in place.

3. Results

For initial testing purposes, the Visible Human Project®[6] CT data was used. The CT
data was segmented to remove soft tissue, and a simulated defect was created. An implant
was designed using the system based on this CT data. The designed model was converted
to triangles and saved as a stereolithography (STL) model ready for fabrication. The
STL model of the skull and implant were loaded into a computer program, and it shows
that they fit well (Fig. 3). To make a physical evaluation for quality of fit and shape,
this skull with simulated defect was fabricated via stereolithography. The implant was
fabricated via stereolithography as well to allow neurosurgeons to evaluate the quality
of the implant (Fig. 4). Fig. 5 shows the stereolithography skull model with implant in
place. Initial tests demonstrate a very high quality fit.

4. Discussion and Conclusion

New volumetric tools were developed for the design and fabrication of high quality cra-
nial implants from patient CT data. These virtual tools replace time consuming phys-
ical sculpting, mold making and casting steps. These new haptic volumetric sculpt-
ing tools are a critical component of a comprehensive tele-immersive system. An aug-
mented reality system (PARIS) is used by a medical modeler to sculpt cranial implants.
A conference-room-sized system (C-Wall) is used for tele-immersive small group con-
sultation and an inexpensive, easily deployable networked desktop virtual reality system
(the Physician’s Personal VR Display)[7] supports surgical consultation, evaluation and
collaboration.
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Abstract. Several abstract concepts in medical education are difficult to teach
and comprehend. In order to address this challenge, we have been applying the
approach of reification of abstract concepts using interactive virtual environments
and a knowledge-based design. Reification is the process of making abstract
concepts and events, beyond the realm of direct human experience, concrete and
accessible to teachers and learners. Entering virtual worlds and simulations not
otherwise easily accessible provides an opportunity to create, study, and evaluate
the emergence of knowledge and comprehension from the direct interaction of
learners with otherwise complex abstract ideas and principles by bringing them to
life. Using a knowledge-based design process and appropriate subject matter
experts, knowledge structure methods are applied in order to prioritize,
characterize important relationships, and create a concept map that can be
integrated into the reified models that are subsequently developed. Applying these
principles, our interdisciplinary team has been developing a reified model of the
nephron into which important physiologic functions can be integrated and
rendered into a three dimensional virtual environment called Flatland, a virtual
environments development software tool, within which a learners can interact
using off-the-shelf hardware. The nephron model can be driven dynamically by a
rules-based artificial intelligence engine, applying the rules and concepts
developed in conjunction with the subject matter experts. In the future, the
nephron model can be used to interactively demonstrate a number of physiologic
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principles or a variety of pathological processes that may be difficult to teach and
understand. In addition, this approach to reification can be applied to a host of
other physiologic and pathological concepts in other systems. These methods will
require further evaluation to determine their impact and role in learning.

Keywords. Virtual reality, simulation, education, physiology, reification

Introduction

There are many abstract concepts in medical education that are difficult to teach and
comprehend [1]. In order to address this challenge; we have been applying the
approach of reification of abstract concepts using interactive virtual environments and
a knowledge-based design.

Reification is the process of making abstract concepts and events, beyond the realm
of direct human experience, concrete and accessible to teachers and learners [2].
Entering virtual worlds and simulations not otherwise easily accessible provides an
opportunity to create, study, and evaluate the emergence of knowledge and
comprehension from the direct interaction of learners with otherwise complex abstract
ideas and principles by bringing them to life.

One example of applying this approach is in the area of renal physiology and
pathophysiology, where aspects of acid-base, water, electrolyte balance, and the
concentrating mechanisms in the nephron are important concepts to understand. These
types of concepts, such as the counter-current concentrating mechanism in the loop of
Henle, have been ranked as some of the most difficult for students to learn and apply as
well as important for further research [1]. Applying these principles, our
interdisciplinary team have begun developing a reified model of the nephron into
which important physiologic functions could be integrated and rendered into a three
dimensional virtual environment called Flatland, a virtual environments development
software tool, within which a learners can interact using off-the-shelf hardware [3].
The nephron model can be driven dynamically by a rules-based artificial intelligence
engine, applying the rules and concepts developed in conjunction with the subject
matter experts. In the future, the nephron model can be used to interactively
demonstrate a number of physiologic principles or a variety of pathological processes
that may be difficult to teach and understand. In addition, this approach to reification
can be applied to a host of other physiologic and pathological concepts in other
systems. These methods will require further evaluation to determine their impact and
role in learning.

1. Methods/Tools

1.1. Knowledge —based Design

Using a knowledge-based design process and appropriate subject matter experts,
knowledge structure methods are applied in order to prioritize, characterize important
relationships, and create a concept map that can be integrated into the reified models
that are subsequently developed [4,5]. Generally 4-5 subject matter experts first
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prepare a list of the most important concepts related to the learning goals and
objectives of the topic of interest that will be incorporated into the virtual reality
simulation model and the artificial intelligence that supports it. Those concepts are
averaged, prioritized and culled to the 20-40 most important concepts and presented to
the subject matter experts for final review and agreement. That list is then used in the
Pathfinder software [5] to allow the experts to determine the relatedness of those
concepts, from which the expert knowledge structure and concept map is created. The
expert knowledge structure is used as the gold standard against which the novice
knowledge structure can be compared and statistically correlated before and after any
simulation experience. If the simulation experience has had a positive impact on the
learner’s knowledge structure, a significant improvement in the correlation with the
experts’ knowledge structure should be demonstrated [6, 7].

We begun by focusing upon the water and electrolyte concentration functions of the
nephron and asked six experts to list the most important related concepts. Initially a
list of nearly 200 potentially related concepts was presented to the experts based on
several references. That list was then decreased to 90 concepts and then finally culled
to 34 to incorporate into the relatedness ratings needed to create the knowledge
structure and concept map. Each structure network can be compared to the previously
defined expert network resulting in a similarity index(s) that ranged from zero to one
and used to determine any changes in knowledge structure after the learning
experience.

Those concepts are built into the model design and used to program the rules-based
artificial intelligence that drives the simulation and the responses to the user as they
interact with the simulation in the virtual environment. The subject matter experts work
with the computer programmers to develop the rules coded into the simulation, as well
as the graphic artists that create the three dimensional model and its components.
Subject matter experts confirm the face and content validity of the reified model, the
artificial intelligence controlling the model and the responses to the user programmed
into the simulation.

1.2. Flatland Platform

Flatland serves as the virtual reality platform [3]. It is a visualization application
development environment, created at the University of New Mexico. Flatland allows
software authors to construct, and users to interact with, arbitrarily complex graphical
and aural representations of data and systems. It is written in C/C++ and uses the
standard OpenGL graphics language to produce all graphic models. In addition,
Flatland uses the standard libraries for window, mouse, joystick, and keyboard
management. It is object oriented, multi-threaded and uses dynamically loaded libraries
to build user applications in the virtual environment. The end result is a virtual reality
immersive environment with sight and sound, in which the operator using joy wands
and virtual controls can interact with computer-generated learning scenarios that
respond logically to user interaction.

In the context of Flatland, an application is a relatively self-contained collection of
objects, functions and data that can be dynamically loaded and unloaded into the graph
of an environment during execution. Thus an application is responsible for creating and
attaching its objects to the graph, and for supplying all object functionality. It is added
to Flatland through the use of a configuration file. This structured file is read and
parsed when Flatland starts, and contains the name and location of the libraries that
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have been created for the application, as well as a formal list of parameters and an
arbitrary set of arguments for the application. All sound is emitted in Flatland from
point sources in the 3D space. The author specifies the location of the sounds in the
same model coordinate system used for the graphics.

Using the reification approach, graphic models are created that can represent the
objects, concepts, or data of interest in a visually understandable manner and with
which the user can interact. In the case of the nephron, a mechanical motif was created,
similar to a plumbing circuit and duct-like system, with sliding openings representing
passive diffusion that can be manipulated manually or integrated active pumps
powered by through energy dependent systems. The molecular elements are
represented as different shapes and colors. The user can choose to also visualize the
relative concentration of these elements graphically, superimposed upon the nephron
model. To assist the user in orientation to the more typical anatomic depiction of the
nephron, the user can also chose to switch to an organic model within the virtual
environment.

1.3. Tracking in the Flatland Environment

Flatland is designed to integrate any position-tracking technology. A tracker is a
multiple degree of freedom measurement device that can, in real time, monitor the
position and orientation of multiple receiver devices in space, relative to a transmitter
device. In the standard immersive Flatland configuration, trackers are used to locate
hand held wands and to track the position of the user's head. Head position and
orientation are needed in cases that involve the use of head mounted displays or stereo
shutter glasses.

User interaction is a central component of Flatland, and as such, each object is
controllable in arbitrary ways defined by the designer. Currently there are four possible
methods for the control of objects: 1) Pop up menus in the main viewer window, 2) the
keyboard, 3) 2D control panels either in the environment or separate windows, and 4)
external systems or simulations.

The immersed user or avatar interacts with the virtual models using a joy wand
equipped with a six degree of freedom tracking system, buttons, and a trigger. The
wand's representation in the environment is a virtual human hand. The user may pick
up and place objects by moving the virtual hand and pulling the wand's trigger.

In the context the non-immersed metaphor, the user can locomote, navigate and
manipulate objects in the virtual environment using a gaming interface device or using
the computer mouse and keyboard. This approach eliminates the need for the head
mounted display, which often constitutes the most expensive component of the fully
immersive system.

1.4. Artificial Intelligence (Al)

The artificial intelligence (Al) is a forward linking “IF-THEN” rulebase system and
contains knowledge of how objects interact. The rules, which are determined by
subject matter experts, are coded in a C computer language format as logical
antecedents and consequences, and currently have limited human readability. The Al
loops over the rulebase, applying each rule's antecedents to the current state of the
system, including time, and testing for logical matches. Matching rules are activated,
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modifying the next state of the system. Time is a special state of the system that is not
usually directly modified by the Al, but whose rate is controlled by an adjustable clock.
Since the rate of inference within the Al is controlled by this clock, the operator is able
to speed up, slow down, or stop the action controlled by the AIL. This allows the
operator to make mistakes and repeat a simulation scenario as a way to learn from
those mistakes.

Results

The nephron model has created a platform that can be driven dynamically by a rules-
based artificial intelligence engine, applying the rules and concepts developed in
conjunction with the subject matter experts.

The nephron model can be displayed in either a reified mechanical or organic motif
(Figure 1). The simulation artificial intelligence engine dynamically governs changes
in physiology and responses to interactions or interventions of the user. Elements such
as water, sodium, potassium and urea are depicted as various shaped and colored
objects

FLATLAND, University of Hew Musico, Min Viewer, windaw 0 FLATLAND, University of few Mexico, Main Viewer, window 8.

Figure 1. Reified nephron in an organic or mechanical motif

Participants can interact with this model in either a fully immersive virtual reality
environment using a head-mounted display or non-immersive interface using a
computer monitor with a mouse or video-game interface (Figure 2).
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The expert knowledge structure and associated concept map is being completed and
will be used to develop the integrated artificial intelligence needed to demonstrate the
critical concepts and responses to the user. That expert knowledge structure will be
used as the gold standard against which the novice learner can be compared and the
impact on knowledge acquisition and learning can be evaluated after the simulation
experiences.

Conclusion/Novelty/Discussion

Using a knowledge-based design, appropriate subject matter experts and a virtual
reality environment, we have developed a process for creating reified versions the
nephron in which abstract concepts are embedded and can be driven by an artificial
intelligence engine. It is within these virtual reality environments that participants
interact can interact, providing a means to improve understanding of these concepts
through experiential learning. In the future, the nephron model can be used to
interactively demonstrate a number of physiologic principles or a variety of
pathological processes that may be difficult to teach and understand. In addition, this
approach to reification can be applied to a host of other physiologic and pathological
concepts in other systems. These methods will require further evaluation to determine
their impact and role in learning.
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Abstract. Access to the laboratory component of a class is limited by resources,
while lab training is not currently possible for distance learning. To overcome the
problem a solution is proposed to enable hands-on, interactive, objectively scored
and appropriately mentored learning in a widely accessible environment. The
proposed solution is the Virtual-Reality Motor-Skills trainer to teach basic fine-
motor skills using Haptics for touch and feel interaction as well as a 3D virtual
reality environment for visualization.
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1. Introduction

Didactic learning is taught to large audiences in a conventional classroom setting with
the lecture hall further expanded for distance learning, using either live teleconference
or archived video to provide wider educational access for students. However, this
luxury is not afforded to the teaching of motor skills or manual tasks, as an expert
instructor traditionally interacts with students in a laboratory environment. Access to
the laboratory component of a class is limited by resources, while lab training is not
currently possible for distance learning.

To overcome the problem a solution is proposed to enable hands-on, interactive,
objectively scored and appropriately mentored learning in a widely accessible
environment. The ultimate goal of such a solution is to preserve faculty resources,
which would in turn provide either wider access to live laboratory exercises, or the
ability to expand the curriculum for the same number of students. Likewise, with
distance learning possible, geographically isolated rural populations or persons with
confining disabilities will have greater access to training.
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The addition of Haptics (Touch & Feel) to computer-assisted learning has broader
societal implications, as auditory and visually impaired persons with disabilities would
have a new tool to enhance learning for all disciplines and all age groups. The proposed
solution is the Virtual-Reality Motor-Skills trainer (VRMS) to teach basic laparoscopic
skills using Haptics for interaction and a 3D wvirtual reality environment for
visualization.

2. Related Work

Computer assisted VR simulation has successfully been applied to various fields in
medicine. Simulation systems exist for microsurgery [1], sinus surgery [3] and
operative hysteroscopy [10] among others. Surgical simulation has found to support
learning in numerous studies conducted [4][6][11]. The SPRING software framework
used for this research has successfully been applied to various projects [8][9]. SPRING
is specialized in soft-tissue modeling and Haptics.

Previously, costs for a dual-handed Haptics station were in the area of $20,000.
Laparoscopic simulators are in the neighborhood of $100,000. However, efforts are
underway to produce a low-cost Haptics interface device targeted at the consumer
market for under $100 a piece'. This makes the system very affordable. Distributed
capabilities of the software framework further allow for easier access as well as
centralized data collection.

3. Motor-Skills Trainer

The goal of this interdisciplinary research is to move toward an understanding of
human performance in skills development through computer assistance as well as to
increase laboratory access and distributed learning.

The Virtual-Reality Motor-Skills trainer created is specifically designed to teach
baseline fine-motor skills used in surgery, in a non-threatening abstract environment.
Bead-like objects of various sizes are manipulated in 3D virtual space. Complexity is
increased or decreased by changing the following factors: requirement for non-
dominant or bimanual hand use with and without wrist rotation; environmental changes
(depth of field, decreased exposure, smaller objects, and obstacles). Haptics is utilized
for touch and force-feedback to provide more human-computer interaction and realism
then previously possible for personal-computer applications. Figure 1 depicts the
surgical simulator incorporating hinge operation and blood suction.

The performance measures being scored include motor skills (speed, accuracy,
efficiency of motion) and cognitive skills (appropriate procedure selection). Dominant,
non-dominant hands working in tandem will be trained and evaluated. The learning
outcome will be progressive learning improvement and successful task acquisition
based on expert and peer standards.

! Novint Technologies, http://www.novint.com/ (Novint Falcon)
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Figure 1 - Virtual Reality Motor-Skills Trainer

4. Contributions and Future Directions

The surgical trainer created is designed to teach surgical extraction and implantation
skills focusing on motor, surgical and cognitive proficiency. Currently, no empirical
studies were conducted, which are planned next to evaluate learning and usability of
the system.
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Abstract. This paper presents a method for tessellating tissue boundaries and their
interiors, given as input a tissue map consisting of relevant classes of the head, in
order to produce anatomical models for finite element-based simulation of
endoscopic pituitary surgery. Our surface meshing method is based on the simplex
model, which is initialized by duality from the topologically accurate results of the
Marching Cubes algorithm, and which features explicit control over mesh scale,
while using tissue information to adhere to relevant boundaries. Our mesh scale
strategy is spatially varying, based on the distance to a central point or linearized
surgical path. The tetrahedralization stage also features a spatially varying mesh
scale, consistent with that of the surface mesh.

1. Introduction

Virtual reality (VR) based surgical simulation involves the interaction of a user
with an anatomical model representative of clinically relevant tissues and endowed
with realistic constitutive properties, through virtual surgical tools. This model must be
sufficiently descriptive for the interaction to be clinically meaningful: it must afford
advantages over traditional surgical training in terms of improving surgical skill and
patient outcome. Our simulation application, endoscopic transnasal pituitary surgery,
is a procedure that typically involves removing mucosa, enlarging an opening in the
sphenoid sinus bone with a rongeur, making an incision in the dura mater, and scooping
out the pathology with a curette, while avoiding surrounding critical tissues. This
entails anatomical meshing capable of an accurate depiction of the pituitary gland and
of the arteries and cranial nerves surrounding it, as well as the brain, relevant sinus
bones, dura mater, and any imbedded pathology, as shown in figure 1. This paper
presents a method for tessellating tissue boundaries and their interiors, featuring surface
and volume meshing stages, as part of a minimally supervised procedure for computing
patient-specific models for neurosurgery simulation.
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Figure 1. Illustration of endoscopic trans-nasal pituitary surgery: (a) OR setup; (b) sagittal image of the head
featuring the pituitary gland, parasellar bones, brain and cranium; (c) oblique image featuring pituitary gland
and surrounding critical tissues (reproduced with permission [3]).

Our clinical application, in light of the presence of surrounding critical tissues and
the correlation between lack of experience and surgical complications [4], is a good
candidate for simulation. Our meshing objectives are the following:

e The method must produce as few elements as possible, to limit the complexity of
the real-time problem, while meeting our requirements for haptic, visual and
constitutive realism. Therefore, mesh scale must be spatially flexible, to allow
small elements near the surgical target, particularly if an endoscopic view is
required, while producing significantly larger elements far away, thereby limiting
the number of elements overall, and still maintaining the conformality of the mesh.
The hierarchical multirate FE model of [1] suggests a way of treating this mesh
that alleviates adverse effect on the condition number of the system.

o The meshing must reflect the topology of the underlying tissue: if a tissue features
one or more inner boundaries, as well as an outer boundary, these boundaries must
be accounted for, if the constitutive realism of the simulation requires it.

e Next, the method should afford both 2D and 3D elements, as some tissues are
better modeled as collections of surface elements, such as the dura mater, thin
cranial bones and vasculature', while others are inherently volumetric. Existing
methods that are purely volumetric [11] suffer from their inability to model tissues
that are inherently curviplanar.

e Last, the meshing method must produce high-quality triangles and tetrahedra:
within each 2D or 3D element the edges should be of near-equal length, as
opposed to 1 or 2 edges significantly shorter than the others, for the sake of rapid
convergence of the FE method [9]. It should also produce smooth boundaries
where anatomically appropriate.

The goal of the surface meshing procedure is to establish the topologically faithful
tissue surfaces bounding each class or contiguous subset of classes, where each surface
mesh exhibits the required edge scale pattern. Given our objectives, we have opted for
a surface model-based approach to tessellating anatomical boundaries, featuring the
well-known simplex model [5]. Its topological operators provide explicit control over
individual faces and edges. This surface meshing stage is followed by a
tetrahedralization stage that also meets our mesh scale objectives and that uses as input

the triangular boundaries produced by the surface meshing stage.
" The latter might be simplified as a curvilinear element, were it not for the requirement that cutting through
it should appear realistic and be appropriately penalized in our simulation.
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2. Materials and Methods
2.1 Topologically Accurate Tissue-guided Simplex Mesh with Spatially Varying Scale

The m-simplex mesh is a discrete active surface model [5], characterized by each
vertex being linked to each of m+1 neighbours by an edge. A surface model in 3D is
realized as a 2-simplex, where each vertex has 3 neighbours, and this representation is
the dual of a triangulated surface, with each simplex vertex coinciding with a center,
and each simplex edge being bisected by an edge, of a triangle. Furthermore, this
surface model also features image-based balloon forces as well as internal forces [7]
that nudge each face towards having edges of locally consistent length and towards C,,
C;or C; continuity.

This model has been limited by its topological equivalence with a sphere, in the
absence of topological adaptivity. While topological adaptivity is achievable, based on
operators published in [5], the convergence of the surface to the intended boundary,
involving hundreds of iterations of a model integrating internal and image forces, is
fraught with local extrema, a situation exacerbated by the capability of splitting or
fusing. To alleviate this issue, we instead initialize the simplex model with a dense
surface mesh of high accuracy and topological fidelity, resulting from Marching Cubes
(MC) [7], based on the duality between a triangular surface and a 2-simplex mesh.

We then decimate the simplex mesh in a highly controlled, spatially varying
manner, while exploiting a previously computed tissue map to guide the model on a
tissue-specific basis. The final simplex boundaries can be converted to triangulated
surfaces by duality. This way of proceding allows us more control over the decimation
than existing algorithms not based on surface models, as our spatially varying control
over mesh scale allows us to resolve the relevant anatomical surfaces densely enough
for endoscopic simulation, while still limiting the number of triangles and tetrahedra
enough to make real-time interaction feasible.

Control over mesh size is typically implemented through the Eulerian T; and T,
operators [5], as triggered by geometric measurements of each simplex face or edge.
For example, if the smallest edge of a face is smaller than the edge scale objective at
that position, in order to produce a sparser mesh we delete that edge by a T operation.
Also, if a simplex face has more than k vertices (kK = 7 usually), coinciding with a
triangular mesh vertex with more than k incident, typically elongated, triangles, we also
use Ty and T, to reduce the number of simplex vertices and improve mesh quality.

It should also be emphasized that our procedure identifies anatomical surfaces
prior to volumetric meshing, rather than proceed directly from the classification to
tissue-guided volumetric meshing, because some tissues are inherently curviplanar
rather than volumetric and are more efficiently modeled by shell elements than
tetrahedra or hexahedra. Also, a purely volumetric approach will in general not produce
a mesh that is as smooth and that closely agrees with the anatomical boundary: from a
haptic and visual rendering standpoint, an anatomical model with jagged or badly
localized boundaries would detract from the realism and clinical relevance of a surgical
simulator as well as confuse the user.

We start from a densely triangulated surface produced by Marching Cubes, post-
processed by an existing, topology-preserving, decimation method [8], which is



M_.A. Audette et al. / A Topologically Faithful, Tissue-Guided, Spatially Varying Meshing Strategy 25

somewhat more computationally efficient than ours and in order to reduce the number
of triangles to a manageable number, as well as with identification and area-
thresholding of contiguous structures, all VTK-based [10]. This stage produces a set of
triangulated surfaces that we convert to simplex meshes by duality. From geometric
tests to ascertain the shortest edge of each face, we iteratively perform T, operations on
those faces whose shortest edge are furthest from their respective objective. We note
that when the curvature of the boundary may be sufficiently pronounced, with respect
to the edge scale objective, T operations lead to faces whose center lies too far from
the boundary. At that point, the optimal representation may be a trade-off between the
desired edge scale and the desired proximity of the face center to the boundary. This
trade-off entails the use of T, operators to partition each ill-fitting face into two.

2.2 Spatially Varying Edge Scale Strategies: Radial and Surgical Path-Based Distance

Control over simplex mesh edge scale can be exercised with a Radially Varying
Surface Mesh Scale function L, ( dy (X, p.) ). This function is defined at any x in the
volume spanned by the mesh, based on the Euclidian distance di (x, p.) = || x - p.||
from a user-provided central point p. (e.g.: on the pituitary gland). This function
produces small edges near the pituitary gland and longer edges away from it.

Alternately, we can specify at any x a Surgical Path Based Mesh Scale function
L(dsp (x, S)), substituting dgp for dy in expression (1), where S = { E; (p, pi+;) }is a
set of linear edges E;. Each edge E; connects 2 user-provided points p; and p;.;, and
together they approximate a planned surgical path: dsp (X, S) = min g ;53 deage (X, E; ),
where degge (X, Ei) =min ;g yiv=1; ||u pi+vpis- x||. We seek the minimum
distance from x to the set of edges S that approximates the surgical path.

This notion of using proximity to a point or to an intended surgical path to
optimize mesh size can be extended to choices about constitutive and clinical realism.
For example, within a distance threshold &, from a point or a path we may elect to
model soft tissues as nonlinearly elastic, beyond which we are content with [linearly
elastic behaviour. Or, for any x where dsp (x, S) > &, we may model skin, muscle, fat
and bone as having a prescribed null displacement, thereby effectively eliminating
them from the real-time FE problem, whereas closer to the surgical path, we can
account for the material properties of mucosa, muscle and even bones.

2.3 Almost-regular Volumetric Meshing with Spatially Varying Resolution Control

The last stage in our procedure partitions each volume bounded by a triangulated
mesh, coinciding with a tissue class or contiguous subset of tissue classes, into
tetrahedral elements consistent with the FE method. The volumetric meshing stage is a
published technique [6] that automatically produces an optimal tetrahedralization from
a given polygonal boundary, such as a triangulated surface. This method features the
optimal positioning of inner vertices, expressed as a minimization of a penalty
functional, followed by a Delaunay tetrahedralization. Moreover, based on the
relationship between the number of simplex and triangle vertices V; = Vy,,/2 [5], a
target simplex mesh size of L, works out to a triangle or a tetrahedral mesh size of L,
(x) =2 L, (x). We modify this technique by integrating into the penalty functional the
spatially varying scale, specified as a target edge length L, (x) for each tetrahedron.
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3. Results and Discussion

Figures 4 and 5 contrast an existing, curvature-sensitive (but otherwise spatially
consistent) decimation algorithm [8] with our spatially varying, simplex-based surface
mesh decimation. Figure 4 displays a synthetic cube with 4 tubular openings through it,
along axes x and y, to which we've added a synthetic hemispherical “gland” in its inner
ceiling: (a) surface as originally identified by MC, (b) as decimated by the existing
method. We choose a proximity threshold that is tight at the gland and looser far away.
Figure 5 shows results for a brain surface, going from the prior method in (a) to the
results of our method in (b) and (c), while (d) illustrates the flexibility and clinical
applicability of the surface meshing method, in its ability to characterize relevant
critical tissues.

(a) (b) (d)
Figure 4. Contrasting decimation methods on synthetic invaginated cube surface, featuring a hemispheric
inner gland: (a) wireframe of MC results; (b): existing decimation method; (c) and (d): radially varying
simplex mesh, featuring final simplex and dual triangular results.

(b) (d)

Figure 5. Anatomical results. (a)-(c) Contrasting decimation methods on brain surface: (a) existing method,
featuring wireframe of overall brain surface mesh and closeup of wireframe overlaid on rendering of brain
surface, centered on pituitary gland; (b) radially varying simplex mesh, featuring wireframe and overlay
closeup views as in (a); (c) radially varying triangular surface, dual to simplex mesh in (b). (d) Superposition
of relevant critical tissue meshes with brain surface: basilar arteries, optic and oculomotor nerves.

Figure 6 depicts how a combination of path-based (&,5p = 10mm) and radial (g,z =
25mm) distance allows us to convert “distant” extra-cranial tissue to ‘“null
displacement” tissue to exclude it from the real-time biomechanical problem. These
two distances are then used to determine the mesh scale. Finally, figure 7 illustrates our
topologically accurate, radially varying tetrahedralization results, on the cube and brain
volumes. The former meshing is visualized as a wireframe composed of all tetrahedral
edges. The brain tetrahedral meshing is shown a semi-transparent volume whose
intersection with a clipping plane is shown as a set of triangles, as well as a wiremesh
of all edges in a manner comparable to the cube.
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(b)

Figure 6. Illustration of use of radial

and path-based distance to convert Figure 7. Illustration of tetrahedralization: (a) invaginated cube
“distant” extra-cranial soft tissue to visualized as 3D wireframe of all tetrahedral edges; (b) semi-
tissue of null displacement and transparent boundary of clipped volume, where triangular
determine edge scale: (a) original tissue intersections of tetrahedra with clipping plane shown as white
map [2]; (b) null-displacement tissue in ~ wireframe, and (c) 3D wireframe rendering.

orange; (c) final triangulated surface.

4. Conclusions

This paper presented a new meshing strategy for computing patient-specific
anatomical models comprised of triangles and tetrahedra coinciding with, or for
computational efficiency idealized as, homogeneous tissue, in a manner that addresses
the requirements of endoscopic pituitary surgery simulation. Our strategy offers
promise for dealing with the conflicting requirements of narrowly focused, and
especially endoscopic, visualization and haptic rendering as well as the computation of
body forces and displacements over large volumes, particularly if combined with
hierarchical multirate finite elements. This method is conceived to be extensible to
surgery simulation in general, and it appears able to deal with any tissue shape as well
as most practical requirements for tissue mesh size.

5. References

[1] O. Astley & V. Hayward, Multirate Haptic Simulation Achieved by Coupling Finite Element Meshes
Through Norton Equivalents, /EEE Int. Conf. Rob. Auto., 1998.

[2] M.A. Audette and K. Chinzei, The Application of Embedded and Tubular Structure to Tissue
Identification for the Computation of Patient-Specific Neurosurgical Simulation Models, Int. Symp.
Med. Sim, LNCS 3078, PP. 203-210, 2004.

[3] P. Cappabianca et al., Atlas of Endoscopic Anatomy for Endonasal Intracranial Surgery, Springer, 2001.

[4] 1. Ciric et al., Complications of Transsphenoidal Surgery: Results of a National Survey, Review of the
Literature, and Personal Experience, Neurosurg., Vol. 40, No. 2., pp. 225-236, Feb. 1997.

[5] H. Delingette, General Object Reconstruction Based on Simplex Meshes, Int. J. Comp. Vis., Vol. 32, No.
2, pp. 111-146, 1999.

[6] A. Fuchs, Almost Regular Triangulations of Trimmed NURBS-Solids, £ng. w. Comput., Vol. 17, pp. 55-
65,2001.

[7] W. Lorensen & H. Cline, Marching Cubes: a High Resolution 3D Surface Construction Algorithm,
Comput. Graph.s, Vol. 21, No. 4, pp. 163-170, 1987.

[8] W. Schroeder et al., Decimation of Triangle Meshes, Comput. Graph. SIGGRAPH '92, 26(2):65-70,1992.

[9] J.R. Shewchuk, What is a Good Linear Element? Interpolation, Conditioning and Quality Measures, //th
Int. Meshing Roundtbl. pp. 115-126, 2002.

[10] VTK: Visualization Toolkit, Attp://public.kitware.com/VTK.

[11] Y. Zhang, C. Bajaj & B.S. Sohn, 3D Finite Element Meshing from Imaging Data, Comput. Meth. in
Appl. Mech. & Engng.., to appear, 2005.



28 Medicine Meets Virtual Reality 14
J.D. Westwood et al. (Eds.)

10S Press, 2006

© 2006 The authors. All rights reserved.

Determination of Face Validity for
the Simbionix LAP Mentor
Virtual Reality Training Module

ID AYODEJI *', MP SCHIJVEN °, JJ JAKIMOWICZ ©
“ Department of General Surgery, Maxima MC, Eindhoven
b Department of General Surgery, Isselland Hospital, Capelle aan den Issel
 Department of General Surgery, Catharina Hospital, Eindhoven

! Corresponding Author: Petrus Dondersstraat 119, 5613LT Eindhoven, The
Netherlands; E-mail segun@ayodeji.com

Abstract. This study determines the expert and referent face validity of LAP Mentor,
the first procedural virtual-reality (VR) trainer. After a hands-on introduction to the
simulator a questionnaire was administered to 49 participants (21 expert laparoscopists
and 28 novices). There was a consensus on LAP Mentor being a valid training model
for basic skills training and the procedural training of laparoscopic cholecystectomies.
As 88% of respondents saw training on this simulator as effective and 96% experienced
this training as fun it will likely be accepted in the surgical curriculum by both experts
and trainees. Further validation of the system is required to determine whether its
performance concurs with these favourable expectations.

Keywords. Laparoscopic skills, virtual reality, face validation, laparoscopic trainer,
assessment, skills training

Introduction

Aspiring laparoscopists need very specific basic skills training in order to acquire
unique psychomotor skills as well as procedural training [1-7]. While laparoscopic
surgery has been embedded in general surgery’s repertoire the surgical curriculum has
evolved little to accommodate this.

The historically applied apprenticeship model essentially sees future surgeons
trained in the operating room on actual patients. A hoax of detrimental effects results
from this practice: a higher risk to the patient, loss of valuable OR time, a stressful
leaning environment, an unpredictable incidence of learning opportunities, and
variance in the teaching capacities of the supervising surgeon. Until recently, lacking
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validated alternatives for surgical training, these negative aspects of training full
surgical procedures exclusively on patients had to be tolerated. For endoscopic surgery
in particular this has changed due to the evolution of training simulations.

Simbionix USA Corp (www.simbionix.com) launched LAP Mentor in 2003,
simulating a complete laparoscopic cholecystectomy on the Xitact LS500 haptic
platform (www.xitact.com) that has been systematically validated [8-11].

The first step in LAP Mentor’s systematic validation is determining face validity:
for successful integration into a curriculum both potential teachers and potential
trainees must accept a model as valid and be inclined to work with it.

1. Materials and methods

LAP Mentor consists of a basic skills trainer and a procedural trainer. The first
simulates abstract tasks for training dexterity; the second offers a realistic model with
anatomic variations on which an entire procedure can be performed.

Participants having performed fifty laparoscopies or more were classified as
‘experts’ (n=21), others —representing trainees- as were ‘referent’ (n=28). Each was
given a twenty-minute hands-on introduction to LAP Mentor and then asked to fill out
a structured questionnaire using Likert scaled questions focussed on the application of
training simulators in general and LAP Mentors’ validity specifically, touching on
aspects as design, realism and effectivity was used to collect data which was
subsequently analyzed. The responses of the two distinct groups were compared using
the Mann Witney U test to determine significance.

2. Results

When requested to judge the realism of the Lap Mentors simulation, only one
single expert and one single referent respondent rated it less that 6 out of 10, with half
of all respondents rating it 8 or more. The results of our enquiry into the various aspects
of face validity are listed in Table 1.

There is no significant difference of opinion between the expert and referent
groups, reflected by a high P-value indicating consensus. Both groups feel basic skills
should be acquired before attempting live laparoscopic surgery and find procedural
training an important aspect of the curriculum.

Referent Expert Total P
Mean Mean Mean SD
LM as a valid training mode 8.57 8.29 8.45 1542 | 0391
1 for laparoscopic surgery
Realism of the cholecystectomy 3.19 3.00 311 1451 0571
procedure
Realism of basic skills module 7.62 7.90 7.74 1.594 0.652
Realism of peritoneal 7.48 7.25 738 | 1664 | 0.759
cavity anatomy
Reall§m of force feedback 6.64 6.00 6.37 2028 0243
(haptics)
Software design 7.52 8.44 791 1.571 0.070
Choice of exercises 7.76 7.68 7.73 1.531 0.910

Table 1. Face validity ratings (1: very bad, to 10: very good)
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. Referent Expert | Total
The LAP Mentor is: Mean Mean Mean 3D P
Effective for practicing basic skills 8.57 8.48 8.53 1.138 0.724
Effective for training laparoscopic 8.69 8.63 8.67 1.206 0815
cholecystectomy
Suitable for evaluation during training 7.29 7.80 7.50 1.957 0.512
A user friendly learning environment 8.86 8.60 8.75 1.345 0.579
Simply fun to practice on 8.71 8.48 8.61 1.643 0.432
Effectlve in shortening learning curves 329 357 341 1731 0810
in the OR
Effectlveh in feducmg the incidence 750 750 750 2000 0.799
of complications
The LAP Mentor shall reduce expenses 6.00 6.22 6.00 2091 0.623
of training after purchase

Table 2. Applicability in the curriculum (1: very bad, to 10: very good)

3. Conclusion

Both experts and trainees see training on LAP Mentor as effective and fun so they will
likely accept it in the surgical curriculum. Further validation of the system is required
to determine whether its performance concurs with these expectations.
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Abstract. Visualization is a very important part of a high fidelity surgi-
cal simulator. Due to modern computer graphics hardware, which offers
more and more features and processing power, it is possible to extend
the standard OpenGL rendering methods with advanced visualization
techniques to achieve highly realistic rendering in real-time. For an easy
and efficient use of these new capabilities, a stand-alone graphics engine
has been implemented, which exploits these advanced rendering tech-
niques and provides an interface in order to ensure the interoperability
with a software framework for surgical simulators.

Keywords. surgical simulation, visualization, graphics engine

1. Introduction

The target of our current research is the development of a high fidelity simulator
for hysteroscopic interventions. Hysteroscopy is the standard procedure for the
endoscopic inspection of the inner surface of the uterus. It belongs to the most of-
ten performed procedures in gynecology, even though serious complications might
arise. Repetitive training is the only way for a surgeon to acquire sufficient expe-
rience. Surgical simulation using virtual reality is a promising alternative to ap-
prenticeship providing appropriate training environment and so patient involve-
ment can be avoided. As opposed to existing systems [1,2,3,4] we aim at achieving
the highest possible realism. More specifically, our goal is to go beyond exercising
of basic manipulative skills and enable procedural training. Therefore the highest
possible realism needs to be provided by all of the components (surgical tool,
haptics and visualization) of the entire system.

A typical view into the uterine cavity during an intervention is shown in Fig-
ure 11. In order to reproduce this complex scene virtually, a comprehensive set
of visual cues has to be captured. These comprise the photo-realistic rendering of
the different materials and surfaces present in the scene (such as organ, patholo-
gies and cut surfaces, consisting of tissues with different appearance showing of-

LCorrespondence to: bachofen@vision.ee.ethz.ch
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ten specular reflections), the endoscopic camera model with lens distortion and
proper illumination of the scene with emphasis on the spotlight effect. Moreover,
the representation of floating endometrial material, tissue fibres, debris, air bub-
bles and the realistic simulation of the intra uterine bleeding are also among the
essential needs for a fully realistic hysteroscopy simulator.

We have developed a graphics framework, which is able to handle all these
needs for a high-fidelity visual appearance. Furthermore, all these effects are gen-
erated with interactive speed and are therefore adaptable in real-time according
to user input.

2. Tools and Methods

The actual surgical scene is created based on a statistical framework allowing
to obtain variable geometries of the healthy anatomy, which can be extended by
adding different pathologies, e.g. polyps or myomas [5]. Two different models of
the geometries are maintained in the simulation - a high resolution triangular
model representing the surface and a lower resolution tetrahedral model used for
the computation of the deformation and for the collision detection.

To achieve a highly realistic rendering of the virtual scene, we have a set of
different computer graphics tools at hand. Multi-texturing, multipass rendering
and programmable shaders can be used for an extended OpenGL illumination.
Bump mapping and environment mapping can help us to visualize the differ-
ent material properties. The use of billboarding technique allows to simplify the
visualization of complex objects so that thousands of them can be rendered in
real-time. Finally, pixel buffer and render-to-texture techniques can be used for
postprocessing the resulting image. This can be done by the central processing
unit or even by the graphics processing unit, if programmable shaders are used.

The appropriate combination of these available resources enable to build up a
realistic graphics engine for a hysteroscopy simulator. To keep the system compat-
ible to any older graphics hardware, we currently do not use any programmable
shader techniques. Thus, we make use of multi-texturing and multipass render-
ing for implementing the illumination model as well as different texture mapping
techniques for the materials. For organ surfaces including cuts we use enhanced
texturing with images from our extensive database, which was established from
intra-operative recordings of hysteroscopic interventions. Billboards are used for
floating tissues, fibres and bubbles, while bleeding is modeled by a particle system
that makes use of animated billboards. The lens distortion and depth of field effect
of the camera is realized by using a render-to-texture strategy. The visualization
pipeline of the graphics engine is depicted in Fig. 1.

The graphics engine, as a standalone unit within a surgical simulator, is not
only responsible for the visualization, but also for the handling of the surface
data. In our solution, the data handling is driven by a scene graph, which pro-
vides an organized hierarchy of the triangle surfaces and visual properties of the
models. It allows using different triangle surfaces and materials for a single organ.
Furthermore the scene tree is fully dynamic, meaning that data structures can be
modified at runtime, which is an important issue, e.g. when pieces of deformable
objects are cut off during surgery.
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Details TR
llumination (tissue fibres,bubbles) Lens distortion
Bleeding Depth of field

Synchronize with
simulation loop
and update data

Rendering loop (25fps)

Figure 1. Pipeline of the rendering steps

3. Individual rendering components
3.1. Illumination model

The first element of the illumination model is a bump mapping pass [8]. Here we
create a rough looking surface by using a texture map that contains a set of surface
normals in its rgb-information (Figure 2). To convert the surface normals from
the map into world-space, the normal and the tangents of the mapped texture
must be transformed from texture-space to world-space for each vertex. Due to
our special situation with deformable geometry, this step must be repeated in
every frame.

In a second pass, the scene is drawn as a blank white object, illuminated by
the standard OpenGL lighting (Figure 3). This pass is used to achieve the white
spotlight effect by modulating the result of this pass with the bump mapping
pass. Thus, the illuminated area of the bump mapped scene stays visible, while
the area outside the spotlight is blind out.

Figure 2. Pass 1 Figure 3. Pass 2 Figure 4. Pass 3 Figure 5. Combination
Bump mapping Spotlight Texture mapping of pass 1-3

This combination of bump map and spotlight is then fed into the main ren-
dering pass, which contains textures and environment maps (Figure 4). The re-
sulting image (Figure 5) contains in addition to the regular scene all necessary
components, a rough surface around the spotlight area, a strong white spotlight
and environment mapping for shiny materials.

3.2. Additional visual details
In order to further increase the fidelity of the scene, the graphics engine incor-

porates floating endometrial material, tissue fibres, debris, bubbles and bleeding
into the scene (Figure 6, 7 and 8). All these features have to adapt their behavior
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to the actual geometry and to the flow of the distension liquid, which is adjusted
by the surgeon via the valves on the hysteroscope.

Instead of modeling and rendering these objects in 3D, which would be a
waste of resources of the graphics engine, we make use of the billboarding tech-
nique. Billboarding is an efficient approach in computer graphics, that adjusts the
orientation of a simple object so that it faces the camera and as such it makes
possible to give the illusion of a 3D object without having modeled it by large
number of polygons. In our case the tissue fibres, debris and air bubbles are rep-
resented as properly textured quads always oriented towards the camera and they
are moved around in the scene according to the flow field. The flow is computed
in real-time according to the actual boundary conditions [9].

Figure 6. Bubbles and tissue Figure 7. Tissue fibres on Figure 8. Heavy bleeding af-
fibres during cutting uterus ter a cut

All freely floating objects are included in the collision detection. Thus, e.g.
bubbles, which are created during cutting or enter at the tip of the tool, can stick
to object surfaces.

During cutting or strong collisions with the uterine wall, vessels can be dam-
aged, which causes bleeding depending on the size of the vessel. We developed
a bleeding model which enables us to simulate versatile bleeding from oozing to
fast spurts, and from focal to diffuse types in different levels depending on the
information coming from the vascular structure of the scene. As a solution we
have chosen to use particles with animated billboards. The particles allow for the
realistic movement and the interaction with the environment, while the billboards
with changing texture ensure an efficient rendering performance with configurable
and versatile visual appearance. A bleeding source is considered as an emitter,
producing non-interacting particles during the period of a bleeding. The size of
the quads attached to the particles and the texture applied is continuously altered
according to the type and phase of the bleeding. In the final rendering stage the
textured billboards are alpha-blended. This results in a realistic volumetric effect,
with relatively low cost of rendering performance.

3.3. Lens distortion and depth of field effect

Although endoscopic cameras with almost no lens distortion are available today,
they are not widely used in the clinical practice due to their higher price. Thus,
we need to simulate the lens distortion of the endoscopic camera in order to get
as close to reality as possible. In addition, the lens causes a depth of field effect,
which blurs the scene when the camera is out of focus.
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The general idea behind emulating lens distortion with OpenGL is a two pass
rendering strategy [7]. The scene is rendered in a first step, but not yet displayed.
In the second step the framebuffer is copied into a texture, and this texture is
mapped onto a screen-sized rectangle that is tessellated into small 20 x 20 pixels
quads. The texture coordinates of these quads are distorted according to the
properties of the camera. To eliminate an undesirable staircase effect around the
optical axis due to excessive distortion, the scene can be rendered into a higher
resolution buffer instead of the framebuffer. By using a higher resolution image
for the distortion pass, the final image quality can be improved. Unfortunately,
such a pixel buffer is not yet supported by all graphics card drivers. Thus, we
simply use anti-aliasing to eliminate this staircase effect, which works well for
small distortions.

The other property of a camera lens is the depth of field. Simulating this effect
in 3D computer graphics is a difficult and expensive task. A possible solution is
to use a programmable vertex- and pixel-shader to blur the unfocused area [6].
However, this solution is expensive and needs top of the line graphics hardware
with vertex- and pixel-shader support. Fortunately, the depth of field effect is
difficult to detect for very short object camera distances as usual in hysteroscopy.
Accordingly, all we have to simulate is a general blur if the whole scene is out
of focus. This solution is much cheaper than applying a real depth of field effect.
As we already have a texture map with the rendered scene as a result of the
lens distortion simulation, we simply draw this texture several times with a small
offset and linearly combine the results.

Figure 9. Camera view without lens Figure 10. Camera view with lens dis-
distortion tortion and depth of field effect

Figure 9 shows a scene without any distortion, while the same view corrupted
by lens distortion and depth of field effect is presented in Figure 10.

4. Summary and conclusions

A number of visual cues exist in the uterine cavity, which have to be included
in a realistic simulation. They contribute to the visual realism of the scene and
should exhibit plausible physical behavior. We presented a graphics engine, which
meets these requirements and runs on standard hardware with 3D graphics ca-
pabilities. If specific functionality is not supported by a graphics accelerator in a
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configuration, the respective effect is automatically disabled. The graphics engine
is stand-alone with well defined interfaces, and can easily be adapted to different
surgical training applications. A view of a simulated intervention using our engine
is shown in Figure 12.

Figure 11. Real view of uterine cavity

during intervention Figure 12. Simulated view of hystero-

scopic intervention
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Abstract. Under contract with the Telemedicine & Advanced Technology
Research Center (TATRC), Energid Technologies is developing a new XML-
based language for describing surgical training exercises, the Surgical Simulation
and Training Markup Language (SSTML). SSTML must represent everything
from organ models (including tissue properties) to surgical procedures. SSTML is
an open language (i.e., freely downloadable) that defines surgical training data
through an XML schema. This article focuses on the data representation of the
surgical procedures and organ modeling, as they highlight the need for a standard
language and illustrate the features of SSTML. Integration of SSTML with
software is also discussed.

Keywords. Surgery, XML, simulation, interoperability, training, standard
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Introduction

To address the high computational cost and heterogeneous nature of military
simulations, the U.S. Department of Defense for more than a decade has mandated the
use of protocols that allow networked simulations to work together. The first of these
protocols was the Distributed Interactive Simulation (DIS), which was later replaced by
the High Level Architecture (HLA) [1]. An opportunity is now present to create
common protocols specifically for medical simulation. The new protocols should
leverage the knowledge learned from DIS and HLA, yet embrace new commercial
standards and state-of-the-art software architectures. This article discusses a potential
contribution to a new standard protocol.

Under contract with TATRC, Energid Technologies is developing a new language
for describing surgical training exercises—The Surgical Simulation and Training
Markup Language (SSTML). SSTML is based on the Extensible Markup Language
(XML), a popular commercial standard. XML allows multiple languages to be created
and combined, thereby allowing multiple language-development efforts to contribute to
a common standard. SSTML is part of a larger project to develop a novel untethered
open surgery training system [2], and this article also describes how this new language
is integrated with simulation software.

! Corresponding Author: Principal Engineer, Energid Technologies Corporation, 124 Mount Auburn Street,
Suite 200 North, Cambridge, MA 02138; E-mail: jab@energid.com.
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1. Description of SSTML

XML is a recent, general standard for describing information [3]. It uses tags to
describe data that is organized in a hierarchical fashion. It is flexible, commercially
accepted, human readable, secure, and compressible. XML is used to create
application-specific configuration languages that are easy to modify and understand.
SSTML, an XML application, was designed as part of a larger effort to create an open-
surgical (as opposed to laparoscopic) simulation language.

The open-surgical simulation being developed contains interchangeable modules,
as shown in Figure 1. Each container can optionally operate on a single thread on one
computer or on several threads using several computers. SSTML is used in two ways
as it regards these containers. It is used to configure the containers when the trainer
starts, and it is used to communicate between containers during execution. Each
container has its own XML namespace. This prevents naming conflicts between
existing containers, and it allows new containers to be added without concern for
naming conflicts. The namespaces also trigger loading new DLLs to support specific
surgical procedures and upgrades.

XML'’s often-discussed drawback is that it is verbose. Every data tag—a string—
is repeated (occurring at the beginning and ending of each hierarchy), string values are
used for every type of data, and whitespace is typically used to indent tags. This leads
to large files and messages. To have both the flexibility of XML and the conciseness of
a binary format, messages are compressed in the open-surgical simulation. GZIP is
(optionally) used on all configuration files and messages resulting in size reductions of
10 to 20 times. GZIP is free software that can be integrated into any application [4].

1.1. SSTML Schema

The standard provides two approaches for defining an XML language: schemas and
document type definitions (DTDs). Schemas have more features and provide a more
thorough approach to data validation. For example, DTDs have no awareness of
namespaces. SSTML utilizes many of the features provided by schemas, which made
definition through a schema a natural choice.

Executable
Display Haptic Tool Surgical Training
Interface Interface Tracker/Identifier Environment Procedures
Container Container Container Container Container

/N /N /N /N A

Figure 1. Top level architecture for the open-surgical simulation. The containers are fully configurable
through SSTML .



J. Bacon et al. / The Surgical Simulation and Training Markup Language (SSTML) 39

All of the data necessary for configuring the containers illustrated in Figure 1 are
defined in SSTML, and all of the open surgery XML content, including network
messages, can be validated against the SSTML schema using commercial tools. As
users modify the configuration files, they can check the integrity of these changes using
the schema.

SSTML contains built-in versioning. The root tag of each XML file contains a
version attribute. This was originally used to verify version compatibility between the
code base and the XML file—the open-surgery simulation warns users of
incompatibilities as it loads the XML. But the attribute has also proven useful for
warning the user of version incompatibility during validation.

1.2. Software Architecture for Surgical Simulation

When configuring each container (as in Figure 1) through XML, the simulation
software determines which C++ object (essentially a bundle of executable algorithms
and data) to load based on the XML element name in the configuration file. This is
illustrated in Figure 2. For simple configurations, each container’s intrinsic software
implementation can define the element names it expects to encounter, and the
corresponding objects. For complex configurations, if a new element is encountered
(i.e., not listed in the container), the element can signal the loading of a new DLL to
define the object to load. SSTML allows the user to put in a list of DLL names which
are loaded prior to the new element.

The SSTML schema is composed of several files (one for each namespace) with
each file containing hundreds to thousands of lines. The namespace architecture
parallels the simulation architecture shown in Figure 1.

1.3. Surgical Procedures

The open-surgical simulation provides a generic framework for simulating many
different procedures. Procedures can have multiple, XML-configurable paths leading
to successful surgery, with each path scoring the trainee. This is implemented through a
tree structure, as illustrated in Figure 3.

Container _> Container

o
L JURC 6“

Classes Matching the Container’s Interface Class B is selected using XML

Figure 2. Each of the containers in Figure 1 provides a software interface which is configured through
SSTML. There may be multiple sets of code, or classes, that meet this interface—illustrated here as A, B, and
C.
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Container

Subtask Of Q
Procedure

All Subtasks
Hold Pointer
To Container

End Of Procedure

Figure 3. Example procedure tree configurable through SSTML. Each procedure has multiple paths to
completion, each composed of multiple subtasks.

For example, Energid is currently implementing a splenectomy procedure. It is divided
into seven segments, as shown in Table 1. There are classes and descriptions available
for each subtask. For example, “Open Abdomen” is the third step in the splenectomy
procedure and SSTML contains a tag describing this subtask. Each subtask in turn can
hold a branch in the tree. As the XML configuration file is loaded, the container vector
for each subtask is defined to hold a list of sub-tasks that reflect instruction sets. This
provides the flexibility to train and test different judgment paths. It also supports
randomization for realistic simulation—surgery always involves the unexpected. For
example, the simulation may induce more bleeding due to random variation, which
may cause the trainee to take measures to stop the bleeding at different times for each

exercise. Each of these extra measures takes the trainee down a different path in the
tree.

Table 1. Surgical skills tested for splenectomy procedure

Segment Skills Tested

Initial Trauma Bay Understanding of initial exterior survey, patient interview and

Assessment diagnosis.

OR Prep Understanding of steps required to prep patient for surgery.

Open Abdomen Understanding of the proper geometry and location of incision.
Proper tool selection. Dexterous manipulation.

Initial Survey Of Abdomen Exploration of abdomen. Use of retractor.

Control of Splenic Blood Spleen anatomy. Identification of splenic artery and vein. Knot

Supply and Mobilization tying. Blunt dissection of ligaments.

Preparation For Closure Closing preparation. Counting sponges, surveying the abdomen,
etc.

Closure of Abdomen Choice of suture material. Skill at forceps and needle holder

manipulation.
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From a general perspective, every procedure may have more than one instruction set,
each leading to success. Though many paths may lead to a “successful” outcome, only
one will be optimal from a clinical standpoint [5]. As such, a metric-based scoring
methodology, configurable through SSTML, weights each path and computes an
aggregate score. This score is combined with other metrics to arrive at an overall
assessment of the operation.

New surgical training procedures can be easily added to the trainer using SSTML.
Energid is currently developing three surgical scenarios (splenectomy, burr hole
placement, and sentinel node biopsy), but plans to eventually develop a complete suite
of procedures. These XML-based descriptions will be downloadable through the
Internet.

2. Results

The SSTML snippet shown in Figure 4 gives a representative question and answer
block used as part of the Initial Trauma Bay Assessment for the splenectomy procedure
described in Table 1. Note SSTML is just text, with tokens not unlike those found in
HTML.

All content, including images to display, what questions to ask, and what answers
to expect, is encapsulated by SSTML. The Surgical Simulation GUI will automatically
switch between description mode, questions and answer mode, and simulation mode
based on the XML data.

The SSTML listing left of Figure 5 shows a small portion of the XML used to
define how a surgical tool interacts with an organ. In this case, the interaction is
between a scalpel and a kidney. The XML defines what type of processing should be
performed when an interaction between the two objects occurs.

All objects in the environment are described through surface properties that assign
myriad physical and visual attributes. As in Figure 5, they can even define the best
choice of tissue-deformation algorithm (in this case the radius of influence method) [6].

<hk:questionAndAnswerSubtask answerMode="choice"> B ittt vl tshaan It
<hk:subtaskName>Initial Trauma Bay =
Assessment</hk:subtaskName>
<hk:answer>12 3 4 5 6 7</hk:answer>
<hk:answerSelection size="7">
<hk:element>Perform primary survey</hk:element>
<hk:element>Obtain Heart Rate and
Pressure</hk:element>

38

<hk:element>Start Oxygen</hk:element>

</hk:answerSelection>
<hk:imageFile>\images\traumaBay.JPG</hk:imageFile>
<hk:question>

You begin your initial trauma bay assessment.

In what order should the following sequence be
performed?
</hk:question>

Figure 4. Left: SSTML for a portion of the Q&A sequence. Right: The corresponding GUI display.
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<surfacePropertyDeformationProcessorMap>
<element>
<key>kidney-surface</key>

<key>scalpel-surface</key>

<value>
<radiusOfInfluenceDeformationProcessor>
<defaultRadiusOfInfluence>0.05
</defaultRadiusOfInfluence>
</radiusOfInfluenceDeformationProcessor>

</surfacePropertyDeformationProcessorMap>

Figure 5. Left: SSTML data describing a deformation algorithm. Right: A kidney being deformed as
prescribed. The best algorithm in all cases can be specified through SSTML-based surface properties.

3. Conclusion and Future Work

SSTML makes it easy to represent many aspects of surgical simulation and training in a
hierarchical, text-based form that is compressible, human readable, and network
transferable. In the system Energid is implementing, surgeons will be able to download
and practice new procedures from anywhere in the world, upon their need and
convenience. Procedures will be updated through a central server as surgical methods
evolve and new tool and anatomy models become available. The SSTML schema is
necessary to validate the integrity of these configuration files, and is the key to making
this effort tractable.

Energid’s long term plan is to develop an authoring tool that will allow doctors and
healthcare professionals to create new training scenarios. The tool will be a network
application loadable from a web browser, and it will have a simple, easy-to-use
interface for creating Q&A modules, metrics definitions, and dynamic-simulation
modules.

Currently the SSTML schema is in development. We plan to offer the schema and
detailed specifications from the website www.sstml.com. We also encourage feedback
from the medical simulation community while we are in the early stages of
development.
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Abstract. Soft tissue modeling is of key importance in medical robotics and sim-
ulation. In the case of percutaneous operations, a fine model of layers transitions
and target tissues is required. However, the nature and the variety of these tissues is
such that this problem is extremely complex. In this article, we propose a method
to estimate the interaction between in vivo tissues and a surgical needle. The online
robust estimation of a varying parameters model is achieved during an insertion in
standard operating conditions.

Keywords. Soft tissue modeling, online robust estimation, in vivo needle insertion

Introduction

Percutaneous needle insertions are among the most common procedures in medicine.
They probably represent the least invasive way to directly access internal zones of a
body. So, additionally to the classical subcutaneous injections, percutaneous procedures
have also developed in surgery and interventional radiology. The corresponding medical
treatments range from simple biopsies to radiofrequency ablation of cancers, typically in
the liver. However, the influence of the needle tip position on the success of the treatments
and the exposition of the physician to X rays radiations in the case of CT scan guided
interventions have led to the development of different robotized needle insertion systems
[1,2]. The positioning platform we have already developed [2] will be equipped with
a teleoperated insertion device. The present work is a preliminary contribution to the
development of an innovative teleoperation system.

1. Modeling and Estimation of Needle Insertion Forces

In the context of interactions with soft tissues, modeling is of key importance. In the case
of percutaneous interventions, a precise haptic perception of layers transitions and target
tissues is determining. It allows to convey realist haptic feelings in the case of teleopera-

1Correspondence to: L. Barbé, LSIIT, BP10413, 67412 Illkirch, France. E-mail: barbe @eavr.u-strasbg.fr
The authors would like to thank the IRCAD/EITS staff for arranging ideal surgical facilities. This work is
supported by the Alsace Regional Council and the French National Center for Scientific Research (CNRS).
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tion or to control the interactions of a robotic system with organic tissues. Unfortunately,
it is established that the nature and the variety of the tissues involved in a needle insertion
is such that the modeling of this type of interaction is extremely complex. To take into
account variability in the patients, the parameters of the corresponding models have to be
identified. On the one hand different biomechanical viscoelastic models can be identified
online [3]. Nevertheless, they all apply to artificial materials and viscoelastic stimuli, i.e.
without cutting. On the other hand, the methodologies proposed in the case of needle
insertions [4] are based on specific tests that require experimental methodologies which
are not compatible with real operations conditions.

We thus decided to identify a varying parameters model that is not necessarily physi-
cally consistent, but that allows to reconstruct and characterize the force evolution. When
the needle is inserted, the considered model writes: f(t) = —K (p, t)p(t) — B(p, t)v(t),
where f is the force along the needle shaft, p and v represent the needle position and
velocity, and K and B are coefficients that correspond to stiffness and damping if vis-
coelastic stimuli are applied. The position p = 0 corresponds to the initial position of
the tissue. The estimation is carried out by a recursive least mean square with covariance
resetting. Additionally to the standard algorithm we use a dead-zone function so that
the estimation may remain robust. Though this method is generally adapted to slowly
varying parameters, we will see in the next section that the estimated force accurately
match the measured force even during transition phases.

2. In vivo Experiments

To evaluate the estimation procedure we built the following setup. We use a PHANToM
1.5/6DOF haptic device from Sensable Technologies as an instrumented passive needle
holder. Its end effector is equipped with an ATI Nanol7 force sensor. The PHANToM
encoders are used to measure the motions of the needle during the insertions, with a
precision of 30 ym. Measurements are acquired at 1 kHz frequency rate, under real-time
constraints imposed by the software implemented for Linux RTAI operating system.
The experiments were performed in standard operating conditions. Needle insertions
in the liver of anesthetized pigs were adopted as benchmarks for two main reasons: 1) the
liver and the tissues (skin, fat, muscles, liver) of a young pig are rather similar to human
ones, 2) the properties of the tissues and the exerted force are much more realistic under
clinical conditions, in particular because blood irrigation and breathing are maintained.

Direct Needle Insertion into the liver In this first procedure, a surgeon opened the ab-
domen of the pig to directly access the liver as in classical surgery. This procedure is
used to identify the mechanical properties of the liver. Figure 1 presents the measured
and estimated forces and the absolute estimation error. Figure 2 gives the evolution of
the estimated parameters. The ruptures of the hepatic membrane can be observed on both
figures.

Needle Insertion into the liver through the skin In this second procedure, the insertion
was done through small incisions on the epidermis, as usually done in interventional
radiology. The insertion was then performed through the dermis, the fat and the muscle
to finally access the liver. Figure 3 presents the measured and estimated forces and the
absolute estimation error. Figure 4 gives the evolution of the estimated parameters. The
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successive ruptures of the anatomical layers can be observed. Greater force values and
greater discontinuities are observed compared to direct insertions in the liver. This is
due to the greater stiffness of the skin and the muscles. It suggests that the detection of
the hepatic membrane rupture during a percutaneous operation from force measurements
only is a difficult task.
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Abstract. Surgical simulators are an integration of many models, capa-
bilities, and functions. Development of a working simulator requires the
flexibility to integrate various software models, to support interoperabil-
ity, and facilitate performance optimizations. An object oriented frame-
work is devised to support multithreaded integration of simulation, de-
formation, and interaction. A demonstration application has been im-
plemented in Java, leveraging the features that are built into the lan-
guage including multithreading, synchronization, and serialization. Fu-
ture work includes expanding the capabilities of the framework with a
broader range of model and interactive capabilities.

Keywords. Surgical simulation, Framework, Java

Introduction

Surgical simulators are interactive systems that model surgical procedures on
simulated biological tissues along with other processes relevant to surgical pro-
cedures. The simulation process is complicated by several scientific and techno-
logical limitations. Scientific limitations include an incomplete understanding of
the properties of biological tissues and processes as well as identifying those as-
pects of a simulated procedure most amenable to training transfer. Technological
limitations include the inability to provide real time performance for models at
the desired fidelity. In addition, input devices may not provide a satisfying surro-
gate that is consistent with the manipulations required in a surgical procedure.
In order to provide grounding to manage these issues and facilitate research, a
flexible software architecture is necessary to support simulator system develop-
ment. In light of these issues, an object-oriented framework is proposed to sup-
port straightforward integration of the various functional components composing
a surgical simulator. The work described here is part of a larger project [1]. This
paper is organized in five sections including an introduction, a summary of related
works, an overview of the software framework, presentation of a demonstration,
and finally a summary and future work.

1Correspondence to: Lee A. Belfore, Dept. ECE, Old Dominion University. Tel.: 757-683-3746;
Fax: 757-683-3220; E-mail: Ibelfore@Qodu.edu.
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1. Related Work

Surgical simulation holds the promise of giving medical practitioners the ability to
perform some of their training on simulators, raising the expertise of practitioners
when they first interact with patients. In Reference [2], a technology independent
language CAML is introduced as a foundation for medical simulation systems.
Specific to the work here, Spring [3] offers a framework for surgical simulation
that includes many models for surgical intervention, a mass-spring model for soft
tissue modeling, and distributive collaborative functionality. Finally, the GiPSi
system [4] provides a framework with broad capabilities that organ level simula-
tions of physical, functional, and spatial modeling.

2. An Overview of the Software Framework

The software framework is built upon an abstract class structure that holds the
relevant parameters and references to support communication and interaction
among the respective objects. The abstract classes are then extended to provide
a specific functionality. All objects fundamentally share a common link in the
form of the basic geometry which each act upon and update. Communicating
this information among the objects and synchronizing the updates enables all
to receive the most current information in a consistent fashion. Further, hav-
ing different objects in separate threads limits the interactions among objects to
the pure geometry information and provides a pathway to a coarse granularity
parallel implementation through the use of threads. Among the geometry linked
objects can include the tissue simulation, dynamic texturing, collision detection,
remeshing, visual rendering, and haptics rendering. Each of these can function
autonomously, updating and responding at its necessary inherent update rate,
provided up-to-date geometry is available. Figure 1 provides a generic perspective
on the interaction among these threads. The wound debridement simulation com-
panion paper [1] describes an application where this software framework could be
used.

3. Demonstration Implementation

A prototype implementation of this framework has been developed in Java using
the Java3D API. This platform was selected for convenience as it includes all of
the powerful features of Java, i.e. object oriented class structure, multithread-
ing, serialization, and synchronization. Furthermore, the Java platform provides
some inherent capabilities that can be leveraged in collaborative applications.
Among the features of the implementation, abstract classes are defined to hold
information that must be synchronized among threads. Abstract classes define
the generic features for each major thread and are extended to provide the func-
tional implementations desired. Furthermore, different functionalities, i.e. model
enhancements, model evaluation, can be easily replaced and evaluated without
disrupting the rest of the application. Figure 2 shows an example screen capture
of the demonstration application.
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Tissue Model

Figure 1. Software Architecture Figure 2. Example Image
4. Summary and Future Work

In this paper, we have presented a software framework that can be used in the
development of surgical simulation virtual environments. We plan to continue
to develop the framework, to investigate its operation on a C++ platform for
enhanced performance, and work towards simpler integration with other libraries
and commercial products.
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Abstract. Rigorous scientific assessment of educational technologies typically lags
behind the availability of the technologies by years because of the lack of validated
instruments and benchmarks. Even when the appropriate assessment instruments
are available, they may not be applied because of time and monetary constraints.
Work in augmented reality, instrumented mannequins, serious gaming, and similar
promising educational technologies that haven’t undergone timely, rigorous
evaluation, highlights the need for assessment methodologies that address the
limitations of traditional approaches. The most promising augmented assessment
solutions incorporate elements of rapid prototyping used in the software industry,
simulation-based assessment techniques modeled after methods used in
bioinformatics, and object-oriented analysis methods borrowed from object
oriented programming.
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Introduction

The rate of technological change in medical education has followed the traditional s-
shaped technology adoption curve since the introduction of the digital computer [1].
Many computer technology companies, developers, and educators have focused on
shortening the time required for technology-based educational products to progress
from early adopter to early majority user status [2]. Several models have been
advanced to describe the impediments to rapid technological change in medical
education and training. The most insightful, such as the appropriation/disappropriation
model, focus on user behavior change and are concerned more with the transformation
of the user than with the evolution of technology [3].

Whether the models focus on behavior change or pure technology to explain user
adoption rates, they are incomplete unless they consider assessment, often the largest
gap in the development pipeline of innovative and disruptive educational technologies.
For example, thanks to off-the-shelf computer based training development tools, given
content and a motivated educator, a computer-based training (CBT) course can be
developed in days instead of weeks or months. Similarly, commercial game
development shells, which can be used to create 3D augmented reality environments
and various forms of serious games, are commodity items. Content and the comfort of
educators and developers with the technology, are rate-limiting factors. Another, often
ignored factor in the acceptance of new educational technology is assessment.
Unfortunately, assessment has evolved little since the era of timesharing-based CBT.
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1. Traditional Assessment

The commercial marketing press is filled with stories of human simulators, serious
games, and similar technologies that have been developed and sold to hospitals, clinics,
and military training facilities. However, the academic literature is lacking information
on long-term studies on the effectiveness of these educational systems in increasing the
quality of care provide by clinicians. One hurdle to obtaining effectiveness and return
on investment data is the cost of a traditional summative assessment, which can
overshadow the initial investment in technology. Someone or some entity has to
provide the funding for the studies. The other hurdle the duration of a rigorous
assessment, which often extends past the effective lifespan of the technologies in
question. For example, Compact Disc — Interactive (CD-I) technology was on the
consumer market for only a few years during the early 1990s. By the time a few
prototype systems in medical education had been developed, the technology had been
replaced.

While the medical education community is focused on innovative, effective uses of
technology, it is largely ignoring the challenge of keeping the assessment component of
development in step with the technology. For example, the US Military, academic
medical centers, and medical schools worldwide are installing mannequin-based patient
simulators for training nursing students, medical students, residents, and practicing
physicians. However, there is no compelling scientific evidence that this technology
produces medic and clinicians with better clinical outcomes five and ten years out.

Conservative educators abide by the strategy of sidelining promising technologies
until assessment either supports or refutes the sometimes over-enthusiastic claims. For
example, many educators are hesitant to use serious computer games in the classroom
or study areas until studies prove the effectiveness of games-based education relative to
other computer-based instruction modalities and didactic lectures. Given the fate of
CD-I, interactive laserdiscs, edutainment software, and other evolutionary dead-ends,
this conservative stance is understandable. However, the lost opportunity cost for not
working with promising educational technologies before they are proven by lengthy and
expensive summative evaluations can be significant.

Wireless
USB Receiver

Figure 1. Augmented reality system (left) and associated interactions (right).
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2. Challenges

Clearly, technology-enabled education would benefit from better assessment
methodologies. These would ideally provide developers with a calculus that not only
obviates the practical limitations of traditional assessment, but that empowers
developers and educators to evaluate the technologies from complex behavioral and
cognitive perspectives. As an example of the complexity that must be addressed by
these improved assessment methodologies, consider our application of augmented-
reality to standardized patients, shown in Figure 1. Wireless, computer-controlled
sensor vests provide the cardiac, pulmonary, and abdominal sounds appropriate for the
patients supposed medical condition and clinical maneuvers. Furthermore, an
intelligent tutoring system (ITS) directs the wearer and the student through a
progression of patient cases appropriate for the student’s demonstrated skill level.

Assessing the educational effectiveness of a system of this complexity by
traditional means is problematic because of the multi-dimensional dialogue supported
by the system. There is communications from instructor to student, from the ITS to
instructor and student, and the student’s interaction with the vest. In this scenario, there
can be uncertainty in the student’s mind over whether the computer or the instructor is
the ultimate authority. Furthermore, because a good instructor can overcome the
deficiencies in the ITS, the effectiveness of the system can be difficult to reproduce — a
cornerstone of the scientific method.

3. Potential Solutions

We have identified several technologies, components of which can address modern
assessment needs. These include rapid prototyping, system simulation, and object-
oriented analysis (OOA). In rapid prototyping, assessment is a relatively brief, focused
activity during development. System simulation, which is being applied to the
bioinformatics domain, has the potential to compresses years of analysis into days or
weeks. The most significant augmented assessment approach is a derivative of the
OOA methodology used in object-oriented programming, in which software
requirements and specifications are expressed in an object model composed of
interacting objects as opposed to a data or functional view [4]. The major upside of
using OOA is that reusable, pre-assessed components of educational technology can be
used to simplify the assessment of an educational system. A remaining challenge is
developing standards for encapsulation and for methods of communicating assessment
findings among disparate educational systems.
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Abstract. We report on our work on the development of a novel holographic
display technology, capable of targeting multiple freely moving naked eye viewers,
and of a demonstrator, exploiting this technology to provide medical specialists
with a truly interactive collaborative 3D environment for diagnostic discussions
and/or pre-operative planning.

Keywords. 3D displays, holography, collaborative work, medical data
visualization.

1. Background and Motivation

The collaborative, multi-disciplinary, analysis of 3D datasets derived from medical
imaging is gradually becoming an important tool for the modern clinical practice
decision process. Fully 3D immersive visualization could dramatically improve this
process, since decisions depend on the deep understanding of complex three-
dimensional shapes. The currently available display solutions capable of feeding the
human brain with all the visual cues needed to reconstruct three-dimensional scenes are,
however, limited to single user configurations. Here, we report on the development of a
novel holographic display technology that supports multiple freely moving naked eye
viewers and on a prototype application — a tool for the planning of Abdominal Aortic
Ancurysm (AAA) treatment — that exploits this technology to provide medical
specialists with a truly interactive 3D collaborative environment for diagnostic
discussions and/or pre-operative planning and acts as a driving force for display
development.

2. Display technology

Our display uses a specially arranged array of micro-projectors to generate an array of
pixels at controlled intensity and color onto a custom designed holographic screen.
Each point of the latter then transmits different colored light beams into different
directions. The display is thus capable of generating light fields appropriate to
faithfully reproducing natural scenes. Each micro-projector forms the image on a micro
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LCD display and projects it through special aspheric optics with a 50 degrees
horizontal field-of-view. A high-pressure discharge lamp illuminates all the displays,
leading to a brightness comparable to the brightness of a normal CRT display. In the
current prototype, 96 optical modules project 240 pixels horizontally and 320 vertically.
Each pixel on the screen is illuminated by 60 different LCDs. Since 60 independent
light beams originate from each pixel in the 50 degrees field of view, the angular
resolution of the display is 0.8 degrees. With proper software control, the light beams
leaving the various pixels can be made to propagate in specific directions, as if they
were emitted from physical objects at fixed spatial locations. In our prototype, a custom
parallel implementation of OpenGL generates the module images required for
holographic viewing by appropriately reinterpreting the standard OpenGL stream.
More information on our display technology is available elsewhere [1][2].

Figure 1. Selected frames of a video recorded using a hand-held video camera. Note the parallax effects.

3. Collaborative Medical Data Analysis Prototype

The current display prototype is already sufficient to develop compelling prototype 3D
applications that exploit its truly multi-user aspects. We are currently developing a few
domain specific demonstrators, which act as driving forces for the development of the
display. In the medical domain, we are focusing on a system for supporting diagnostic
discussions and/or pre-operative planning of Abdominal Aortic Aneurisms. The overall
application is distributed using a client-server approach, with a Data Grid layer for
archiving/serving the data, 2D clients for medical data reporting (textual/2D image
browsing), and 3D clients for interacting with 3D reconstructions. The 2D user
interface for model measurement and reporting has been developed as a web
application that can be executed on a tablet PC or a palmtop computer. The 3D
application renders reconstructed object on the holographic display, and interacts with
the SRB [3] archive for data loading, and with the measurement interface for
communicating anatomical measures. Since objects rendered on the holographic
display appear floating in fixed positions, it is possible to naturally interact with them
with a 3D user interface that supports direct manipulation in the display space. This is
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achieved by using tracked 3D cursors manipulated by users. Multiple cursor control
interfaces have been developed, using both commercial 3D trackers (Logitech 3D
mouse) and custom-made wireless solutions (camera based tracking of pointers, using a
wireless USB interface for buttons).
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Figure 2. Left: Structure of the distributed application prototype. Right: Multi-user discussion

4. Conclusions

We presented a design and prototype implementation of a scalable holographic system,
that targets multi-user interactive computer graphics applications. The current display
prototype is already sufficient for developing compelling prototype 3D applications
that exploit its truly multi-user aspects. On a single GeForce6800 system, the currently
achieved frame-rate is about 10Hz, which proved sufficient to provide the illusion of
continuous motion in animation and 3D interaction tasks. We described a particular
application, targeting Abdominal Aaortic Aneurisms, that uses starndard 2D displays
for accessing medical data records and the holographic display to present and directly
interact with reconstructed 3D models. The application is in the early stages of
development, but already demonstrates the possibility of sharing a fully 3D synthetic
workspace in a local multiuser setting. Our current work focuses on improving the
display drivers, completing the application prototype, and assessing its benefits and
limitations.
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Abstract. Mass-spring systems are often used to model anatomical structures in
medical simulation. They can produce plausible deformations in soft tissue, and
are computationally efficient. Determining damping values for a stable mass-spring
system can be difficult. Previously stable models can become unstable with topol-
ogy changes, such as during cutting. In this paper, we derive bounds for the damp-
ing coefficient in a mass-spring system. Our formulation can be used to evaluate
the stability for user specified damping values, or to compute values that are un-
conditionally stable.

Keywords. Mass-spring, stability bounds, Deformable models, Medical simulation,

1. Introduction

Mass-springs [1,2] are a common method for modeling deformable objects [3]. Mass-
spring models are characterized by a network of point masses connected to its neighbors
by massless springs. Individual masses may optionally be acted upon by external forces.
A mass-spring system with n nodes can be described by the following equation,

mi a; = | Z Kij dij (lzt'j - l?j) ] =% Vi + feati M
JEN(D)

aﬁ is the acceleration of the mass m; at time ¢. N(i) are all the neighbors of m;, where a
spring is connected between m; and each neighbor. x;; is the stiffness coefficient of the
spring connecting m; and m;. d;g is the unit vector between m; and m; at time t. [j; is
the spring length between m; and m; at time t. l?j is the spring length between m; and
my; at rest. ; is the viscous damping coefficient. v} is the velocity of m; at time ¢. f!
is the external force acting on m; at time .

The first term in equation 1 denotes the internal force due to the tension of the springs

connecting m; with its neighbors. Viscous damping represents resistance due to air or

xtt

!Correspondence to: Alan Liu, http://simcen.org/surgery.
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any other medium in the system, and acts in the opposite direction of the velocity of the
mass.

For a set of N points in 3D space, let X be a 3 [NV x 1 column of position vectors at the
current time. Then the mass-spring system can be expressed as, M X = K X —Y X +
Feot where, M and Y are 3N x 3N diagonal mass and damping matrices respectively,
F..y is a3 N x 1 column of vectors representing external forces, K is a 3N x 3N
banded matrix of stiffness coefficients. This equation can be rewritten as a set of first
order differential equations, and solved using standard numerical integration methods
[4].

Mass-spring models are readily understood. Fast, efficient methods exist for solving
them. Mass-spring models can be fairly large and complex without sacrificing real-time
response to user interactions. For surgical simulation, the Explicit Euler scheme is widely
used [5,6,7,8]. Explicit Euler integration has the benefits of simplicity and computational
efficiency [9]. It can be used to update models used for both haptic and visual rendering
[10].

Mass-spring models have disadvantages. Finding an appropriate set of parameters
that is realistic can require considerable trial and error. Once a solution is found, a small
time step may be necessary to maintain stability.

Previous work has addressed instability issues in various ways. Delingette [11] de-
scribed a condition that can lead to numerical instability. For a dynamic mass-spring
model with n nodes and total mass Myoiqr, ke ~ %, where At is the time step
and k. is the critical stiffness beyond which the system of equations is divergent. Provot
[2] described a similar stability condition where the maximum allowed time step should

be smaller than the natural period Tj of the system, Ty ~ 7, /“*. While these equations

provide a better understanding of the relationship between mass-spring parameters and
stability, it does not provide an accurate means of determining when instability occurs.
Kacic-Alesic [12] described a stability condition for the Verlet integration method as,
At < 2\/E, where K is the combined spring coefficient of all the springs. However,
the condition provided an excessively conservative bound.

In these attempts, stability was achieved at the cost of a smaller timestep, increasing
computational complexity. In this paper, we approach the stability problem from a differ-
ent perspective. Instead of changing the time parameter, we derive a relationship between
the damping coefficient of a mass-spring system and its other three parameters (mass,
stiffness coefficient, and time step). The bounds unconditionally guarantee a stable sys-
tem. Section (2) describes the derivation, sections (3) and (4) outline our experiments
and their results respectively. Sections (5) will show how these bounds can be used to
preserve stability with minimal impact to the overall simulation. Section (6) summarizes
our contribution.

2. Derivation

In this section, we motivate the rational behind our derivation, and provide the details of
our formulation.Our derivation is based on Explicit Euler integration because it is widely
used in medical simulation and other fields. The principal is not limited to this method
however and can be easily extended to other numerical integration methods.
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To simplify the discussion, we assume that the mass-spring system is unforced, and
that the spring coefficient is the same for all springs, i.e., k; = & for i € [1..n]. Equation
(1) can then be rewritten as a standard second-order differential equation, i.e.,

miaer'yivf—an:O 2)

t+At

%

where, p; =37 vy d;g (If;—13;). Using the Explicit Euler method, the position x

and velocity v! T2 of the mass m; at time ¢ + At is computed as,
VA = ot 4 (al)At 3)
e e A A\ @

Lower bound for damping. Consider a mass-spring system with two nodes, mg and
my. Let mg be fixed. Then equation (2) describes an unforced, damped system. The form
of the solution to the characteristic equation (2) depends on the quantity v7 — 4 m; &
[13].

When 42 — 4 my k < 0 the system is underdamped. An underdamped system is
characterized by oscillatory motion. When v — 4 my & > 0, the system does not os-
cillate. However, the time to reach equilibrium increases as v, increases. [13]. When
v? — 4 my k = 0, the system reaches equilibrium in the shortest time, and without
oscillation.

In summary, underdamped systems oscillate. For large mass-spring systems, local
oscillations are visually displeasing and should be avoided. Local oscillations can also
produce cumulative errors that cause instability. By applying the constraint,

Vi > 2¢/m;k (5)

for i € [1,n], this situation is avoided. As will be shown in section 4, mass-spring sys-
tems that violate this constraint can also become unstable. Thus, equation (5) provides a
lower bound for stability.

Upper bound for damping. When Explicit Euler integration is applied to solving
the mass-spring equations, the physical properties of the system can be violated for large
time steps. An explicit formulation of these constraints forms the basis for a derivation
of an upper bound on the damping coefficient +; as a function of m;, At, v} and k.

Substituting the value for acceleration from equation (2) into equation (3) and re-

A '
arranging the terms yield v/t2! = of + (FP )AL Let o), = TP At and

3

vl = 77”; At. Then v!, ; is the difference in velocity between time t and ¢ + At due
to spring forces. Similarly, v}, , is the velocity difference due to damping between ¢ and
t + At. Damping dissipates energy from a mass-spring system. The nodes slow down as
a result. Thus, between ¢ and ¢ + At, vfi , can at most bring the node to a halt, it can-
not cause the node to move faster. That is, v} ; cannot be the dominant term. Express-
ing this mathematically, we get |vf + v’ ;| > |v},|. Expanding v, and v} ; yields,
vl + F} 24 > VTN |vt|, where F} = kp!, is the internal spring force. So,

|Uf Xi + Fit|

[v;

for [vi| #0 (©6)

When |vf| = 0, the damping coefficient has no effect on the system.
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3. Experiments

Experiments were conducted to validate our theoretical development. A 20 x 20 cm
planar mesh with 1300 nodes and 3750 edges was used. The mesh was aligned along the
xz plane. The distance between the adjacent nodes was 0.57 cm. An additional spring
was attached from each mass to its rest position so that the system always returned to
its initial configuration. For all experiments, one or more nodes were perturbed by a
specified amount, then the system was allowed to run until the initial configuration was
restored. The model was assumed to be restored to its original configuration when all
nodes were within 1% of the initial perturbation value. For each trial, all the spring
coefficient and mass values were set to the same « and m values repectively, i.e., k; = K
and m; = m fori € [1..n].

Validating the lower bound. To validate the lower bound, an arbitrary node near
the model’s center was displaced by 5 cm from its rest position along the y-axis. Spring-
meshes with a wide range of different parameters were tested. The spring coefficient and
mass values were varied between 0.0001 to 0.1 in steps of 0.0001. For each combination
of mass and spring coefficient, the damping coefficient was varied between 0 and the
optimum damping value (2,/mx) in increments of 0.0001. The time step was set to 50
msec. In total, 1 million combinations of mass and spring coefficient values were tested.
Each trial was allowed to run until either the model returned to the initial configuration,
or until 1000 iterations were performed.

Validating the upper bound. We performed two set of experiments to validate the
upper bound. In the first set, the damping was varied according to the upper bound value
described by equation (6). In the second set, the damping was set to a value 5% larger
than the upper bound. For each set of experiments, the spring coefficient and mass values
were varied between 0.0001 to 0.1 in steps of 0.0001, resulting in 1 million trials. The
time step was set to 50 msec. Again an arbitrary node was displaced by 5 cm from its rest
position. Overdamped systems take a longer time to reach steady state. So, each trial was
allowed to run for 10,000 Euler iterations, or until the initial configuration was restored.

4. Results

Validating the lower bound. This experiment evaluated a mesh with m & [0.0001, 0.1],
% € [0.0001, 0.1], 7, = v € [0, 2¢/m «] for i € [1,n] and At = 50 msec. For all cases
(1 million trials), the mesh behaved as predicted. When v < 2,/m r, the mesh failed
to return to its initial configuration and kept oscillating. Fig. 1 illustrates a typical case
over time for kK = 0.001, m = 0.001 and v = 0.0005, 0.001 and 0.002. The graph plots
the absolute distances of the initially displaced node from its rest position during the
simulation.

Validating the upper bound. The adaptive damping experiment examined a mesh
with m € [0.0001, 0.1], & € [0.0001, 0.1] and At = 50 msec. All one million trials
produced similar results. Fig. 2 shows a typical case. The absolute distance of the initially
displaced node from its rest position is plotted on a logarithmic (Base 10) scale when
k = 0.1 and m = 0.005. It is evident from the graph that the system with damping
greater than the upper bound was unstable. Some nodes in the mesh did converge initially
but ultimately became unstable. However, the system with the damping equal to the upper
bound value achieved stability within 652 iterations and remained stable thereafter.
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S. Discussion

In applications such as medical simulation, surgical procedures such as cutting and tear-
ing can dynamically change the characteristics of a mass-spring model. Finding a set of
parameters suitable for all situations can be challenging. The bounds we have derived
can ensure system stability while reducing the effort required to formulate plausible soft-
tissue models. In this section, we discuss the significance of our results. While our dis-
cussion is made in the context of medical simulation, the implications are generalizable
to other application areas.

Dynamic stability checks. Our results can be used to determine if a mass-spring
system has becn?me unstable during runtime. From equations (5) and (6), at time ¢, if
2/m;K > % then no real value of damping exists that make the system stable.
The ability to d};namically evaluate stability is especially useful if the model changes
during runtime. A statically tuned model may exhibit different properties if its topol-
ogy changes. To our knowledge, no comparable work exists that provides a closed-form
solution to evaluating stability in this fashion.

Dynamic damping. The ability to evaluate stability at runtime is important. How-
ever, it may not be possible to tune a mass-spring model to exhibit the desired behavior
and still be stable under all conditions. Accommodating all situations may require a sub-
optimal set of parameters that decreases realism. Equations (5) and (6) can be used in an
adaptive damping scheme that permits the model to use user-specified damping values
but when instability is detected, damping is clamped to either bound.

Limitations. Presently, our derivation describes bounds only for damping. The re-
sults cannot be used to derive practical bounds for other mass-spring parameters, such as
time step. Work is ongoing to address this aspect.

6. Conclusion

This paper established a stability criterion for an unforced, damped mass-spring system
using the Explicit Euler integration method as,

2 mmg P> 7@3 Zi +Flt|
o]

We conducted a series of experiments to validate our findings. For each case, val-
idation was performed using one million different spring-mass configurations, with the
smallest and largest values for each parameter differing by three orders of magnitude. In
every case, the system behaved exactly as predicted by our equations. While it is impos-
sible to evaluate all possible combinations of mass-spring parameters, these experiments
lend greater confidence to the validity of our theoretical development.

Determining a suitable set of parameters for mass-springs can be difficult. Our re-
sults can reduce the efforts required to tune mass-springs and can be used to model any
changes during runtime. The adaptive damping scheme can be used to restore stability
when instability occurs.

The implications of our results were briefly discussed. Using our findings, it is possi-
ble to perform run-time instability detection, implement an adaptive damping-correction
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scheme to ensure system stability, and simplify the creation of realistic mass-spring mod-
els.
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Abstract. This paper introduces an enhanced (bootstrapped) method for tracked
ultrasound probe calibration. Prior to calibration, a position sensor is used to track
an ultrasound probe in 3D space, while the US image is used to determine
calibration target locations within the image. From this information, an estimate of
the transformation matrix of the scan plane with respect to the position sensor is
computed. While all prior calibration methods terminate at this phase, we use this
initial calibration estimate to bootstrap an additional optimization of the
transformation matrix on independent data to yield the minimum reconstruction
error on calibration targets. The bootstrapped workflow makes use of a closed-
form calibration solver and associated sensitivity analysis, allowing for rapid and
robust convergence to an optimal calibration matrix. Bootstrapping demonstrates
superior reconstruction accuracy.

Keywords. Ultrasound calibration, Tracked ultrasound, Bootstrapped calibration

1. Background and Significance

Ultrasound (US) imaging has emerged as a popular guidance modality for medical
interventions, since it is real-time, safe, and inexpensive compared to other modalities.
Quantitative ultrasound originates from interventional applications and recently it also
has become useful in external beam radiation therapy (EBRT) guidance [1]. EBRT is
expected to grow to the largest market for tracked ultrasound. With prostate cancer
alone 65,000 patients are treated with EBRT in the United States each year. Significant
research has been dedicated to quantitative tracked ultrasound. Typically, tracking is
achieved by rigidly attaching 3D localizers to the US probe. The missing link, however,
is the spatial transformation between the US image and the tracking body attached to
the US probe, which requires calibration. Hence, calibration is ubiquitously present in
all systems where ultrasound is used for quantitative image guidance. Calibration
accuracy is the most significant factor in tracked US systems and therefore it is a
logical imperative to minimize calibration error.

In all current calibration methods, as explained in Fig. 1, a set of objects
(phantoms) of known geometrical properties is scanned by the tracked US probe, and
then various mathematical procedures are applied to discern the unknown
transformation that maximizes the similarity between the US images and the objects.
Typically, point [2-6] and planar [3] features are used. The relative locations of the
features are determined by precise machining [2-5], or by digitization [6]. Typical
calibration methods [2-4,6] use non-linear optimization, in contrast to the methods in
[5] where a closed-form formulation was applied. There is error associated with each
stage of the calibration process: phantom fabrication, digitization, image acquisition,
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tracking, et cetera. These errors may aggregate to a prohibitively large final error in the
calibration. In order to evaluate the overall accuracy of calibrated system, usually an
object (typically cross-wire) is scanned from multiple directions and reconstructed in
3D space, and then the standard deviation of registration accuracy is reported as the
measure of the quality of calibration. All current calibration methods, however,
terminate at this point and fail to optimize the calibration toward minimum target
reconstruction error. In this paper, we propose to close the loop on reconstruction
accuracy and use it for minimizing the calibration error. We refer to this iterative
process as bootstrapped calibration.

Conventional calibration methods pipeline

2. Materials and Methods

Collect US images

Calculate Calculate

calibra_tion > reconstruction @
Concept of Bootstrapping Machine _r matrix_J, L emorSTD
In order to improve target calibration digitize <Bootstrapping Ioo;
accuracy, conventional methods simply ghantom —

. . Optimize
increase the amount of input data and pre-collected
average the result of several calibration Gsidaty
procedures. This brute force approach
tends to improve on the precision of calibration, i.e. the expected uncertainty in a single
calibration. In addition to using this versatile tool, we also propose bootstrapping the
conventional calibration process by adding an iterative feedback loop to minimize the
reconstruction error. There are two basic approaches to bootstrapping. The first is to
acquire new relevant US calibration data to enhance parameters estimation. The second
approach (Fig 1), which was implemented for this paper, is based on correcting the
already acquired tracked US data that we use to calculate the calibration matrix. In
contrast to the first approach, here we do not take new US images during the
bootstrapping process. Instead, we iteratively reduce the error and noise in the tracked
ultrasound data that was collected before running the calibration process.

Probe calibration accuracy traditionally has been very difficult to assess. A
common approach is to measure how closely a point in 3D reconstruction coincides
with its true 3D position, also known as reconstruction (or navigation) accuracy.
Another approach called distance reconstruction accuracy is to check how well
distances measured in the 3D reconstruction correspond to true lengths. In this paper,
we recalculate the calibration matrix in the bootstrapping loop until minimum standard
deviation of the reconstruction accuracy metric is achieved. But if the residual
reconstruction error remains high, then additional US data need to be collected. Our
bootstrapped calibration provides superior reconstruction accuracy, precisely because
we obtain the optimal calibration through minimizing reconstruction accuracy.

Closed-Form Solver

In US probe calibration, arrays of wires are traditionally used to establish the
relationship between the coordinate systems of the US and the tracking device. This
approach typically involves laborious manual segmentation to extract the wire points in
the US images and then relate these points to the tracking device coordinate system.
We take a different approach by using the closed-form solver introduced in [5] that
allows for calibration in real-time from as few as only three poses. Fig. 2 presents the
coordinate systems for mathematical formulation in the closed form solver. 4 is the
relative transformation between the US image frame at pose k+/ and k. Note that 4 can

[Figure 1. The bootstrapped calibration process
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be recovered using a calibration phantom or recovered directly by matching the 2D
ultrasound images acquired in these poses to a prior 3D model of the phantom object.
By, By, are the tracking device readings for the sensor frame with respect to tracker
reference frame at poses k& and k+/, respectively. The relative pose between sensor
frame at pose k and k+1 is given by B = (By)’'B;.;. This yields the following
homogeneous matrix equation 4AX=XB, where A4 is estimated from images of a simple
phantom, B is assumed to be known from the external tracking device, and X is the
unknown transformation between the US image coordinate system and the sensor
frame. Detailed description of the AX=XB solver is available in [5].

Probe
tracking body
US probe PP
Pose y ._.‘/" -
. oy X g . ’ Suﬂdwlch
5 < = phanto
U, X /l3 plnce:\
Worrlll Yt
»
Baseboard
Figure 2. Coordinate definitions in the AX=XB SR ho
Figure 3. Experimental system.

The significance of the closed form AX=XB solver is manifold. First, it allows us
to initiate a non-linear optimization loop over the reconstruction accuracy, which the
accepted metric of calibration accuracy. Another benefit of the AX=XB solver is that it
requires only few US images, compared to all previous methods that require massive
amount of input data. For example, a set of 5 images yields to 120 (5%4*3) independent
calibration scenarios, thereby increasing the precision of calibration significantly.
Moreover, moving between poses in the AX=XB solver is mathematically different. It is
because the poses in the AX=XB solver belong to an SE(3) motion group for which
probability distribution is non-commutative. Without providing a detailed sensitivity
analysis here, we can intuitively accept that a few but favorable poses can provide a
fairly precise calibration; a claim that previous experiments have corroborated [5].

Experimental System Design

In the embodiment shown in Fig.3, we used an Aloka US system (Aloka Ultrasound
Inc.) with a laparoscopic probe. Multiple optical markers were attached to the probe
holder, which then were tracked by an Optotrak device (Northern Digital Inc.). We
used a three-piece phantom described in the next section. A rigid body marker is
attached to the base plate of the phantom, to serve as the common frame of reference
set rigidly with respect to the phantom. We chose to demonstrate the bootstrapped
calibration on tracked laparoscopic ultrasound that has been known as the most
challenging type of calibration, due to the relatively large distance between the probe
tracking markers and the US crystal, while there is relatively little separation between
the individual probe tracking markers.

A novel three-piece phantom was designed to take full advantage of the AX=XB
closed form formulation. We built three identical sandwich pieces and arranged them
on an acrylic board in known relative poses, as shown in Fig 3. The relative pose
among the sandwiches is such that it provides the widest possible angular separation
between the required three US poses. The US probe is brought to contact with a
sandwich as seen in Fig. 4 (left). We liberally apply coupling gel and twist US probe on
the edge of the sandwich, to collect a chunk of fan beams. Each sandwich contains
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three pairs of wedges, inspired by the earlier work of Prager et al. [7]. The wedges are
arranged in line as shown in Fig. 4 (center) and are covered with Agar gel. The gel is
held in place between two plates like a sandwich. As seen in Fig. 4 (right), the wedges
provide sharp features in the US image that are easy to segment, and then using simple
rules of descriptive geometry, the pose of the US image can be determined with respect
to the sandwich. We can easily estimate the relative pose between the US probe and a
sandwich, thereby discerning the 4 matrix for the AX=XB equation, as explained earlier
in relation to Fig. 2.

A= UkVVk,kHUkil ()
Where Uy is the relative transformation between the US image frame and the double-
wedge frame at pose k. Wy, is the transformation between the double-wedge
phantoms at poses k and k+I. Note that W,,.; can be estimated from a precise
machining or using calibrated digitizing pointer, with an uncertainty below 100um. The
uncertainty of the U matrices, however, is significantly higher. The accuracy of the
calibration is predominately controlled by how well we can estimate the U matrices.
The approach of our bootstrapped
calibration is to perturb the out-of-plane
motion parameters of the U matrices to
compute a more accurate calibration.

F iure 4. Sandwich phantom piece: w/ US probe
(left), CAD model (center), US image (right)

3. The Bootstrapped Workflow

Our bootstrapped calibration protocol is

simple to execute. The double-wedge sandwich phantom and US probe are brought the
field of the Optotrak. The phantom is prepared by applying coupling gel on the edge of
each sandwich. An image is collected from each sandwich, in the pose shown in Fig 4
(left). The probe and center plane of the sandwich being in the same plane forms a
constraint. In the %, sandwich, we assume that the U, transformation matrix is the
relative transformation between sandwich and the US image. U, has an in-plane offset
and rotation that can be calculated from the pixel coordinates of the wedges in the US
image. Uy also has an out-of-plane motion component, which is supposed to be near to
identity, when the probe is in the central plane of the sandwich. The US probe is rotated
over the wedge till the left and right sides of the US image match. This can be achieved
with freehand motion of the probe, owing to the sharp features of the double-wedges in
the US image. (Note that could as well collect a fan beam of US images, process them
numerically, and select the one closest to the center plane of the sandwich.) When the
desired image is found to be coincident with the center plane of the sandwich (when Uy
has practically no out-of-plane components), we record the picture and the reading
from the tracker. We determine the wedge points from the images, either by mouse
click or image processing. Thus we can compute the 4 and B matrices and then run the
AX=XB module to estimate the full calibration matrix. (Also note that while 3 images
are sufficient to recover the calibration matrix with acceptable accuracy, 2 additional
images can generate 120 calibration datasets, and thus ensure significantly higher
precision.) Having obtained a reasonable estimate of the calibration matrix, we can
bootstrap the process, i.e. refine the calibration. With the tracked ultrasound probe we
image a target from different directions. We reconstruct the expected target location in
each image, with the use of the calibration matrix provided earlier by the AX=XB



E.M. Boctor et al. / Bootstrapped Ultrasound Calibration 65

solver. Finally, we calculate the standard deviation between the observed and
reconstructed target points, denoted as R-STD. The value of R-STD is a good measure
of the quality of calibration and it can be used to drive a non-linear optimization loop.
We apply such a nonlinear optimization to change parameters in the AX=XB equation
until R-STD settles in a minimum. In our experimental system, we used a common
cross-wire target made of nylon filaments, submerged in a water tank at room
temperature. In our prototype system, we can trust the result of the closed form solver
(X matrix), the Optotrak readings (B matrix), the machining of the phantom, the
processing of US images of the sandwiches, and the segmentation of the cross-wire.
The least trusted element of the calibration is our free-hand maneuvering ability to
bring the US image into the center plane of the sandwich, i.e. the out-of-plane
component of the U, and (Uy.;)” in Eq 1. In each cycle, we modify these and then
once we have a new 4, we recalculate X using the original B, and finally recalculate R-
STD for the pre-segmented cross-wire images.

4. Results and Discussion

Table 1 shows the standard deviation of position reconstruction accuracy in mm, for
three calibration methods: a pointer-based approach by Galloway et al. [6], the original
AX=XB closed form calculation [5], and our bootstrapped calibration. The original
AX=XB is more favorable than the pointer-based method, while the bootstrapped
method is superior to both. The largest contributor to the residual R-STD that remains
after bootstrapping is incorrect segmentation of the cross-wire targets and temporal
calibration. Ultrasound velocity also appears to be a significant factor. The calibration
was performed on a gel phantom in which the speed of sound is 1,540 m/sec, but the
cross-wire was placed in room temperature water in which the speed of sound is only
1,420 m/sec. From this problem alone we can suffer as much as 0.4 mm error at 10 cm
penetration depth. One fundamental problem with reconstruction error based accuracy
analysis is that it cannot separate calibration error from other factors of error. One
could, however, obtain an estimate based on the uncertainties of the independent
variables feeding into the closed-form solver, which can be accomplished by
propagating input uncertainties or by Monte-Carlo simulation.

In the pointer-based
metho d, the increased Pointer [10] AX=XB [8,9] Bootstrapped

.. . X y z X y z X y z
deviation along the elevation [3g 15281 21 1 25 | 33 | 22 | 25 | 25 | 20

direction (x) is associated | Table 1: Standard deviation of position reconstruction accuracy
with the beam width (R-STD) in mm, for three calibration methods

problem. While the 4AX=XB

provided a better estimate, bootstrapping did not improve R-STD along that axis. The
reason for that appears to be that the cross-wire target tended to fall in the center of the
US images, roughly in the gravity center of the double-wedges. When bootstrapping
fixes the out-of-plane rotation of the image with respect to the sandwich, it leads to
relatively little out-of-plane motion in the image center where the cross-wire resided.
Had we placed the cross-wire farther from the image center, bootstrapping would have
shown more significant enhancement over the AX=XB method, in terms of residual R-
STD. A cross-wire target placed farther away from the gravity center of the three
wedges would drive bootstrapping more aggressively. In our system embodiment,
perturbing the 4 matrix alone drives the overall calibration optimization effectively, but
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there is still residual R-STD that could be further reduced. In other words, some
parameters that we had trusted could also be perturbed to achieve a smaller R-S7D. The
next obvious candidate is segmentation of the cross-wire targets. We performed this
task manually, but the process could be aided by advanced image processing. Indeed, a
significant advantage of bootstrapping is that the previously manual segmentation and
correspondence process can be easily automated using the initial calibration estimate.
Nevertheless, a simpler target structure, such as single wall [3], may be more favorable.
In our system, processing the US images of the sandwich phantom (i.e. in-plane portion
of A) and the readings from the tracker (i.e. B matrix) are very reliable and perturbing
these does not promise further improvement on R-S7D.

We have also developed an image-based method to estimate the out-of-plane
motion of the US probe by maximizing the similarity between the US image and the
descriptive geometrical model of the sandwich. The calculated out-of-plane motion is
in a good agreement with the out-of-plane correction provided by the bootstrapping.
Apparently, we can derive an estimate of the out-of-plane motion based on image
processing alone, but this takes time and is also prone to human error. On the other
hand, we always need some form of accuracy assessment and once R-S7D is calculated,
bootstrapping is essentially free. Because the AX=XB closed form solver works in real-
time and the bootstrapping needs only a few iterations, the computational time required
for a full calibration is negligible. In addition, we only need to use few images, the
acquisition and processing of which is quick and easy. A further unique feature of the
sandwich phantom is that, unlike all other phantoms, it does not reside in a water tank.
The phantom could be covered with sterile plastic drape in the operating room,
allowing for in-situ calibration. The cross-wire (or a single wall) target could also be
packaged with the sandwich phantom, thereby eliminating the earlier mentioned
discrepancy in speed of sound between the sandwich and target phantom images.

Because conventional calibration methods relied on image information from an US
machine, registration accuracy, to a large extent, also depended on the resolution of the
US imaging system and the accuracy of feature extraction. These factors practically
disappear with bootstrapped calibration that can minimize R-STD effectively even if the
segmentation of features is somewhat incorrect. Thus the remaining significant sources
of error left in the calibration matrix are the inaccuracy of the tracking and temporal
synchronization; the ultimate limit for any calibration.
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Abstract. Our novel approach to teaching Breaking Bad News (BBN) involves having
students actively participate in an unsuccessful resuscitation (mannequin) followed
immediately by BBN to a standardized patient wife (SPW) portrayed by an actress. Thirty-
nine 3" year medical students completed a questionnaire and then were divided as follows:
Group 1 (n=21) received little to no training prior to speaking with the SPW. Group 2 (n
=18) received a lecture and practiced for 1 hour in small groups prior to the resuscitation and
BBN. Both groups self assessed ability to BBN (p<.0002 & p<.00001), and ability to have a
plan (p<.0004 & p <.0003) improved significantly over base line with greater improvement
in group 2. Group 2 (pre-trained) students were rated superior by SPW’s in several key areas.
This novel approach to teaching BBN to 3 year medical students was well received by the
students and resulted in marked improvement of self assessed skills over baseline.

1. Introduction

One of the most challenging instances in the doctor-patient relationship is when the
physician informs the patient of adverse news. Bad news can mean anything from the
obvious, a diagnosis of incurable cancer or the death of a loved one, to the more
mundane, the need for eye-glasses or a cavity to be filled. How this encounter proceeds
can greatly impact the patient and the physician, and impact the level of confidence that
the patient places in the hospital and physician. [1, 2] While some doctors may be
considered innately good at this part of their job, others are notorious for the brusque
manner in which they perform this duty. [3] Few, if any, physicians are trained for this
important communication with their patients and their families. The current standard is
to observe a peer or supervisor when he or she must deliver bad news to a patient or the
family members.[2] That method of training is “catch as catch can”, being only as good
as the physician being observed.

In 1999, the American Council of Graduate Medical Education (ACGME)
endorsed six general competencies as the foundation of all graduate medical education.
Among these general competencies is that of Patient Care which includes the ability to
communicate effectively and demonstrate caring and respectful behaviors when
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interacting with patients and their families. Another general competency is that of
Interpersonal and Communication skills. A third of these general competencies are
Professionalism, which includes the ability to demonstrate sensitivity and
responsiveness to the patients’ culture, age, gender, disabilities and emotional state. It is
clear that the ability to BBN to a patient or family member requires integration of at
least three of the core competencies, and is therefore essential to all health care
professionals and should be taught as early as possible.

With the availability of Simulation Based Training there is a safe and realistic
learning environment in which to teach the skills necessary to inform a patient of bad
news. It also allows the student to receive instant feedback from staff physicians and
standardized patients on the effectiveness of his/her interaction as well as objective
metrics of performance. This particular kind of communication can have a significant
impact on a patient’s life and physicians are duty bound to make it the best it can be
given the circumstances. This has particular military relevance at this time, given the
increase in and type of patients returning from armed conflicts. These patients’ lives
have been significantly and irrevocably altered. In this environment, the military
physician must be especially able to effectively and compassionately deliver bad news.
In reality it is the first step in healing. An important first step, that when carried out
appropriately can make all of the difference.

It is generally agreed upon that delivering bad news to patients is a difficult,
but important undertaking. There have been studies that investigate medical students’
opinions on the subject before and after a course, as well as studies on the level of
residents’ notification skills. [4, 5] While the subject of breaking bad news has been
explored and evaluated by physicians and educators for a number of years, few have
investigated how best to teach medical students and residents this important skill. [1, 6,
7] Additionally, there is practically no evidence that anyone has determined what
constitutes an effective evaluation tool to ensure that students have integrated these
skills once taught. Of the papers that investigate these strategies, none has
quantitatively measured the effectiveness of breaking bad news teaching methods
against a baseline. This study addresses the need for validation studies to demonstrate
that the teaching methods are effective by performing a comparative evaluation of
training methods used to teach medical students how to delivery bad news to patients.

2. Methods

As part of the normal third-year Surgery Clerkship curriculum, thirty-nine 3™ year
medical students participated in a formative clinical skills laboratory that introduced
them to the skills they need on the surgical wards. Each student went through a series of
skills stations. One of those stations was a trauma resuscitation simulation in which the
student was asked to treat a patient arriving in the trauma ER. The patient in this case is
a high-fidelity human simulator mannequin made up to portray a multiple gunshot
victim. The students were asked to evaluate and treat this patient but despite their best
efforts the patient died. After completing the trauma ER scenario, the students’ next
skills station was informing the patient’s wife of her husband’s death. These students
typically have had little experience dealing with the death of a patient and no practical
experience informing the deceased patient’s family of the bad news. Prior to the
encounter all students completed a pre-encounter questionnaire (5 point Likert scale)
about their preparedness for delivering bad news to patients. Group 1 (n=21) received
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little to no training prior to performing the resuscitation and speaking with the patient’s
wife. Group 2 (n =18) received training in the form of a didactic lecture about how to
deliver bad news to a patient, followed by small group sessions that allowed the students
to practice these skills and receive feedback (Figure 1). [8, 9] The instruction was based
on the SPIKES model developed to teach these communication skills (Table 1). Both
groups then participated in the unsuccessful resuscitation scenario in which the patient
died (Figure 2). The student was then informed that the patient’s wife (portrayed by a
standardized patient wife (SPW) actress) was in the waiting room and that they must
deliver the news to her (Figure 3).

Figure 1. Group 2 students receive training in BBN Figure 2. Both groups of students participate in an
prior to the interaction with the SPW. They receive unsuccessful resuscitation of a penetrating trauma
a didactic lecture and a small group training session.  scenario using a high-fidelity human patient simulator.

Figure 3. Students must break the bad news to the patient’s wife that despite their best efforts her husband has
died. The standardized patient wife (SPW), who has been trained specifically for this scenario, displays a
range of appropriate and realistic emotions to include shock (left) and grief (right) as depicted above.

After the encounter, the students all completed a post-encounter questionnaire
(5 point Likert scale) that self-assessed their ability to have a plan and to break bad
news. Each student was additionally evaluated by the SPW on a 5 point Likert scale on
21 items related to the student’s appearance, communication skills, and emotional
affect. Group 1 students received cross-over training after the encounter.
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Table 1. The SPIKES Protocol for Delivering Bad News to Patients*

Step Description of Task

Establish patient rapport by creating an appropriate setting that provides
for privacy, patient comfort, uninterrupted time, setting at eye level, and
inviting significant other(s) (if desired).

Setting

Perception Elicit the Patient’s perception of his or her problem.

Tnvitation Obtain the patient’s invitation to disclose the details of the medical
condition

Kuowled ge Provide knowledge and information to the patient. Give information in
small chunks, check for understanding, and frequently avoid medical
jargon.

Empathize Empathize and explore emotions expressed by the patient.

Provide a summary of what you said and negotiate a strategy for treatment

Summary and of follow-up.

strategy

*From [4] Baile WF, Kudelka AP, Beale EA, et al. Communication skills training in
oncology: description and preliminary outcomes of workshops on breaking bad news and
managing patient reactions to illness. Cancer. 1999;86:887-97.

3. Results

Groups 1 and 2 were equal in terms of their previous breaking bad news training (2.0 vs.
2.11 hrs) and in belief that learning this skill was very important (avg. 4.2 on Likert
scale of 1-5). Both groups’ self-assessed ability to break bad news (p<.0002 &
p<.00001) (Figure 4), and ability to have a plan to break bad news (p<.0004 & p
<.0003) improved significantly over base line with greater improvement in group 2
(Figure 5). Both rated the experience as extremely valuable (avg 4.7) and very realistic
(avg 4.6 on a 5 point scale). Group 2 (pre-trained) students were rated superior by
SPW’s in terms of their comfort level (p <.02); whether they had a plan (p <.04);
assessment of information the SPW already knew (P<.0008), preparation of the SPW to
receive news (p <.02); ability to provide guidance (p <.02), and whether the student
inspired trust (p<.03) (Figure 6).

Self-Assessed Comfort Self-Assessed Plan
Level

@Prs @Post

Group 1 Group 2

Ernun 1 Grnun ?

Figure 4. The students’ self-assessed comfort level Figure 5. The students self-assessed ability to have a
with BBN improved significantly over baseline in plan for BBN improved significantly over baseline in
both groups. both groups.
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Standardized Patient Wife |m Group 1
Evaluation Of Students m Group 2

The Student Inspired Trust

The Student Provided Guidance

The Student Prepared Me For News

The Student Assessed My Knowledge

p < 0.0008

The Student Had a Plan to BEN

p <0.04

The Student Appeared Comfortable

p < 0.02

I 1 I 1 1

0 1 2 3 4 5

Figure 6. The students were rated by the standardized patient wives who were blinded to group, on
twenty-one items related to the student’s appearance, communication skills, and emotional affect. Group
two (pre-trained) students were rated significantly higher on the six factors depicted. Values are depicted

on a 5-pt Likert scale in which 1 = strongly disagree and 5 = strongly agree.

4. Conclusions

This novel approach to teaching BBN to 3™ year medical students was well
received by the students and resulted in marked improvement of self-assessed skills
over baseline. Coupling the resuscitation experience with a didactic lecture and
small group practice sessions greatly enhanced the performance of student’s ability
to BBN. This approach to Breaking Bad News merits further evaluation for
inclusion in future adverse news curricula.
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Abstract. A virtual environment-based endoscopic third ventriculostomy
simulator is being developed for training neurosurgeons as a standardized method
for evaluating competency. Magnetic resonance (MR) images of a patient’s brain
are used to construct the geometry model, realistic behavior in the surgical area is
simulated by using physical modeling and surgical instrument handling is replicate
by a haptic interface. The completion of the proposed virtual training simulator
will help the surgeon to practice the techniques repeatedly and effectively, serving
as a powerful educational tool.

Introduction

Endoscopic neurosurgery has gained widespread popularity because of the ability to
perform invasive therapy with little disruption of neural structures, giving rise to the
term, minimally invasive neurosurgery. Third ventriculostomy is the most commonly
employed endoscopic procedure at any neurosurgical center in the world and a
fundamental step in training. Despite the widespread popularity of neuroendoscopy,
the instruction and evaluation of surgeons in this technique continues to be difficult
because of the limited field of view, amount of instrument handling, and access by the
surgeon, and also the intricacies of the tight operating volume surrounded by critical
structures. This, however, lends itself nicely to a virtual environment-based endoscopic
simulation. This paper describes the current state of our ongoing project of developing
a virtual environment-based training simulator for endoscopic third ventriculostomy.

1. Objective

The broad objective of the research is to develop a neuroendoscopy simulation, initially
of endoscopic third ventriculostomy for obstructive hydrocephalus. The specific goals
of the project are to construct patient specific models of the ventricular geometry
starting from MR images of patients, create a visually and dynamically realistic virtual

'Corresponding Author: M. Cenk Cavusoglu, Case Western Reserve University, 10900 Euclid Avenue,
Cleveland, OH 44106, U.S.A.; E-mail: cavusoglu@case.edu
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environment using these models, and construct a training simulator using this virtual
environment to teach and validate the steps of the endoscopic procedure.

The GiPSi/GiPSiNet open source/open architecture framework for surgical
simulation [1, 2] is used as the software system to build the simulator. GiPSiNet is the
network middleware module, to allow remote display and haptics functionalities.

2. Methods

In construction of the surface models of the third ventricular geometry from MR
images, the key concern is the visibility of the floor of the third ventricle — how to
distinguish it from the ventricular cerebrospinal fluid. This is especially pertinent for
the endoscopic third ventriculostomy, which involves puncturing the floor of the third
ventricle using the tip of a catheter. Another concern in the construction of geometric
models of ventricular anatomy from MR images is the dimension of the third ventricle
and the resolution of the geometrical models that can be constructed from the images.
The basic prototype constructed from MR images of normal anatomy with voxel sizes
of 0.37x0.37x0.80mm demonstrated that the resolution was sufficient to differentiate
the bodies, and there was enough contrast between the membrane and the other
surrounding tissues for effective segmentation of the ventricles. The results reveal that
the thin sliced T1 MR images yield resolution and contrast high enough to construct a
geometrical model of the ventricular anatomy.

A nonlinear plastic lumped element model is used to simulate the physical
behavior of the membranes on which the surgeon operates. Use of heterogeneous
physical models, i.e. using different type of physical models for different parts of the
virtual environment, is at the core of our approach to address the computational
complexity of the dynamical models. Developing a simulator with heterogeneous
physical models is not trivial. However, unlike other simulation frameworks, our
GiPSi framework has been specifically designed for creating simulations that
incorporate these heterogeneous physical models, with well defined APIs and
mechanisms for interfacing them.

Computer renderings of ventricular anatomy (using a third party geometric model)
created with the new visualization engine of GiPSi are shown in Figure 1. The images
shown are generated in real-time at an interactive rate of more than 30 fps, on a single
processor PC workstation dedicated to graphics display. The newly added
programmable shader support of the GiPSi visualization engine allows the use of
custom vertex and fragment shaders created with the OpenGL Shading Language. A
tissue shader developed in-house employs a Phong illumination model together with
texture and bump mapping, superimposing capillaries and other visual details onto the
gross geometry, extended to include the effects of glossiness and multi-layered nature
of the tissue. The tissue shader produces a photo-realistic view of the third ventricle’s
semi-transparent floor, exposing the mamillary bodies below it, which during the real
ventriculostomy helps the surgeon select the site of puncture and avoid inadvertent
damage to the basilar artery.

We have designed a prototype haptic interface specific for endoscopic
neurosurgery, based on a modification of the PHANTOM® Omni™ Haptic Device.
Motion of the neuroendoscopic haptic instrument has four degrees of freedom (DOF)
constrained by the fulcrum at the burr hole site, and an additional DOF for the relative
rotation of the camera with respect to the trocar. To produce a four DOF interface with
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proper kinematics and force feedback, we adopted the design developed by Tendick et
al. [3] for a laparoscopic surgery simulator. The major extensions over the four DOF
design of Tendick et al. are the addition of the extra DOFs for the motion of the
endoscope relative to the trocar and the motions and actions of the catheters used
during the surgery. The multirate simulation method [4] is used to achieve high quality
haptic interaction with the deformable models.

As part of the project, the steps of the endoscopic third ventriculostomy have been
described and analyzed to categorize the stages of the operation.

Figure 1. Computer renderings of the ventricular anatomy from a simulation created using GiPSi. (a) The
view from the lateral ventricle, looking towards the third ventricle through foramen of Monro. (b) The floor
of the third ventricle as seen from inside of the third ventricle. The basilar artery and the mamillary bodies
are visible through the semi-transparent membrane at the floor of the third ventricle.

3. Future Work

In this paper, we have reported the current state of our ongoing project of developing a
virtual environment-based training simulator for endoscopic third ventriculostomy.

Construct validity of a simulator is an indicator of the usefulness of the simulator
as a teaching and evaluation tool. The construct validity of the simulator will be
established through a randomized double-blind study based on the successful
completion of the operation stages. The construct validity is the key to verify the skill
transfer from the virtual environment-based training simulator to real surgery, and is
crucial for adoption of the simulator as a training tool and inclusion as part of the
surgical curriculum.
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Abstract. Distributed surgical virtual environments are desirable since they sub-
stantially extend the accessibility of computational resources by network commu-
nication. However, network conditions critically affects the quality of a networked
surgical simulation in terms of bandwidth limit, delays, and packet losses, etc. A
solution to this problem is to introduce a middleware between the simulation appli-
cation and the network so that it can take actions to enhance the user-perceived sim-
ulation performance. To comprehensively assess the effectiveness of such a mid-
dleware, we propose several evaluation methods in this paper, i.e., semi-automatic
evaluation, middleware overhead measurement, and usability test.

Keywords. Surgical simulation, Virtual environment, Network, Middleware,
Usability test

1. Introduction

Distributed surgical virtual environments are desirable since they substantially extend the
accessibility of computational resources by network communication. However, network
conditions critically affects the quality (fidelity and realism) of a networked surgical
simulation in terms of bandwidth, delays, packet losses, etc. A solution to this problem
is to introduce an intermediary (middleware) between the surgical simulation application
and the network so that it can take actions to remediate for the lack of network QoS
(Quality of Service) [1].

Systematic evaluation methods are needed to comprehensively assess the effective-
ness of such a middleware, i.e., to measure the performance enhancement the middleware
brings and the overheads it incurs. In this paper, we propose three methods to achieve
this: semi-automatic evaluation, overhead measurement, and usability test.

2. Evaluation methods

2.1. A semi-automatic evaluation framework

In order to evaluate a middleware’s performance on different network configurations, we
can execute a standard task suite remotely and measure the task performance with an
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automatic procedure. Specifically, we can implement an automatic controller to execute
each task. For example, we may build an automatic controller, which moves the scalpel
using compliant control to perform the Fitts’ task [2,3] and uses the Fitts’ index of per-
formance as performance metrics, to observe the controller performance under various
network conditions.

A semi-automatic evaluation framework consists of a benchmark suite of represen-
tative surgical tasks and the infrastructure for network emulations of a middleware. The
benchmark tasks should be i) simple so that they can be programmed with control tech-
niques of general knowledge; and ii) representative of a human user’s simple operations.
One example is the standard Fitts’ task. Alternative benchmark task can be general tasks
performed in typical surgery, including tasks that require tracking of simple trajectories
using surgical tools and maintaining constant contact force between the surgical tool and
tissue, with appropriate performance metrics such as task completion time and error in
trajectory tracking, and the amount of simulated damage that a controller inflicts under
poor network conditions for constant force application tasks.

2.2. Overhead measurement

An ideal middleware should have minimal latency and throughput overhead, and moder-
ate computational requirement. Unfortunately, this is not always the case. The overhead
imposed by a middleware can be evaluated by comparing the packet delay and through-
put of a middleware with point-to-point plain socket communication. To assess the com-
putational requirements and running time of the individual modules within a middleware
or the middleware as a whole, a middleware should include instrumentation software that
can be selectively turned on or off at run-time.

2.3. Usability test

The ultimate goal of the middleware is to enhance the user-perceived performance of a
networked surgical simulation. Consequently, user experiences should also be included
in a comprehensive evaluation. From the middleware perspective of view, our concerns
are the issues related to the network influences on user experiences, such as the respon-
siveness of haptic devices, the stability of haptic feedback, the smoothness of remote
visualization, etc.

A usability test of virtual environments (VE) differs from traditional one in that it
introduces factors such as presence, physiological effects, locating and manipulating ob-
jects, etc. Although intensive research has been done in VE and usability, few examples
exist to apply usability in VE. An overview of usability evaluation in virtual environ-
ments is given in [4]. A popular and effective technique to collect qualitative data during
usability tests is the “think-aloud” protocol [5], where a participant vocalizes his feelings
and thoughts regarding the interfaces while performing a task. Comparative evaluation
may also be conducted by asking subjects to operate the benchmark tasks on several pro-
grams representing different configurations of the middleware. Then, a statistical anal-
ysis is performed to validate the techniques applied in the middleware. There are sev-
eral factors that can affect the result of a usability test, for example, the subjects’ prior
experience with VE and surgical tasks, the model of learning (individual or pair work),
the learning curve, etc. Therefore, we should consider the influences of these factors
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during the usability evaluation planning and analyzing so that the test can carry more
meaningful results.

3. Conclusions and future work

In this paper, we described the methods to evaluate a middleware for networked surgical
simulations. In our ongoing project, we will develop a middleware GiPSiNet [6] to extend
GiPSi (General Interactive Physical Simulation Interface) [7,8], our open source/open
architecture framework for developing surgical simulations, to a network environment.
We will apply the evaluation methods presented to assess the effectiveness of GiPSiNet.
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Abstract. Minimally invasive surgery (MIS) has become very common in recent
years thanks to many advantages that patients can get. However, due to the
difficulties surgeons encounter to learn and manage this technique, several training
methods and metrics have been proposed in order to, respectively, improve
surgeon’s abilities and assess his/her surgical skills. In this context, this paper
presents a biomechanical analysis method of the surgeon’s movements, during
exercise involving instrument tip positioning and depth perception in a
laparoscopic virtual environment. Estimation of some biomechanical parameters
enables us to assess the abilities of surgeons and to distinguish an expert surgeon
from a novice. A segmentation algorithm has been defined to deeply investigate
the surgeon’s movements and to divide them into many sub-movements.

Keywords. Gesture analysis, surgical training, laparoscopy, biomechanics metric,
segmentation.

Introduction

MIS has assumed, in the medical scenario, a dominant role as a consequence to the
remarkable social and economic improvement that it involves. While on one hand MIS
procedures ensure many advantages to patients, on the other hand they require surgeons
to undergo a long and difficult training in order to manage and master these techniques.
Mainly, surgeons encounter perceptual limitations (lack of stereoscopic view, limited
field of view, and reduced force and tactile sensing), and motor limitations (reversed
motion, movement scaling and limited degrees-of-freedom) [6]. In this context, a
biomechanical analysis is crucial to establish efficient training exercises for enhancing
surgeons’ dexterity and to define objective metrics for assessing the surgeons’
experience and performance.

Most previous works in the field of surgical training in virtual environments
revolve around the definition of metrics for an objective evaluation of the surgical
performances. One of the main scope is to assess the abilities of surgeons and also to
measure the skill level of experts and novices. Many kinematic parameters and various
index have been proposed and also segmentation procedures have been employed to
characterize different phases of movement [1]-[5]. The segmentation procedure is a
more chance to deeply investigate the surgeon’s gesture. It allows to split the surgeon’s
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gesture into basic sub-movements: typical procedures include videotape review [3]-[4].
Unfortunately, even if a videotaped segmentation gives the opportunity to annotate the
time-line of the entire exercise and identifies sub-movements, however it remains
rather subjective and not rigorous.

In this paper the biomechanical parameters, computed from the motion of tip
instruments during a typical Laparoscopic procedures, are presented. The scope of this
work is, firstly, to investigate the relationship among several parameters, computed on
the data concerning a whole exercise. Secondly, to asses the properties of single sub-
movements, obtained by means of a segmentation procedure, based only on the tip
coordinates. Our aim is to define parameters that allow us to deeply characterize the
surgeon’s movement during a surgical procedure, and also to distinguish expert
surgeons from less experienced surgeons such as residents and novices. A careful
consideration is done about the improvement of subjects during the session and their
position on the learning curve.

1. Methods

We used the commercial laparoscopic simulator LapSim Basic Skills 2.2 (Surgical
Science AB, Goteborg, Sweden) which allows to perform exercises in a virtual
environment and easily acquire data concerning instrument positions. This feature
gives different subjects the possibility to execute identical exercises, allowing to
elaborate generic and objective metrics independent from external variations, and gives
the same subject the possibility to perform the same exercise at different times,
allowing the monitoring of his/her learning curve.

A group of four novices and a group of two expert surgeons were asked to
complete an experimental session of four consecutive trials. Each exercise consisted of
reaching, alternatively with the right and left instruments, ten balls (spheres with radius
of 15mm) which appeared one at a time in the virtual scenario. These exercises allow
to train the surgeon’s ability in the bi-manual movement coordination of surgical
instruments and in depth perception using laparoscopic view.

1.1. Data processing and parameters

The tip positions of the two instruments, measured by the three encoders of the
hardware interface, has been sampled at a frequency of 60 Hz, high enough to describe
human gesture [7]. Components of both tips were off-line processed and the parameters
listed below were computed. Only low-frequency components are present in surgeon’s
movements. However due to artefacts and some error of instruments, 3D position data
is also contaminated by high-frequency noise. Since our data analysis involves first,
second and third derivative, the acquired data are off-line filtered using a numerical
fourth-order low-pass Butterworth filter, with cut-off frequency of 25 Hz.

Further a segmentation procedure is used to split the whole exercise in different
sub-movements, which correspond to each ball to be reached in the exercise. The first
sub-movement (right hand) starts at the beginning of the exercise and finishes as soon
as the right tip touches the first ball. Next sub-movements start at the end of the
previous ones and finish as soon as the tip touches the next ball. By knowing the
position of the ten spheres in the coordinate framework of the virtual scenario, it is
possible to detect the time when a tip touches a ball. The algorithm procedure, used for
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segmentation, evaluates the distance between the centre of the ball and the position of
the tip. When it is equal to the ball radius, then the task is completed.

- Duration (T): that is the total time spent by subjects to complete the exercise
(measured in seconds).

- Path length (D): that is the length of the trajectory carried out by the tip of
instrument during the trial. It is expressed in cm and is defined as:

T 2 2 2
& CRORGE
o V\dt dt dt

- Mean speed (Vm): that is the speed of the tip, calculated with the finite-
difference formula and averaged on the entire exercise (measured in cm/s).

- Maximum speed (Vmax): that is the maximum value of the instrument speed
during the whole session (cm/s).

- Mean acceleration (Am): that is the acceleration of the tip, calculated with the
finite-differences formula and averaged on the entire exercise (m/s?).

- Maximum acceleration (Amax): that is the maximum value of the instrument
acceleration during the whole session (m/s?).

- Normalized jerk: that is a measure of the motion smoothness during each trial
and it is a rate of change in acceleration. It is normalized for different task
durations and path lengths.
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- Straightness: that is the ratio of the straight line, connecting the start and end
of the task, and the actual tip path (total distance of the hand travel).

- Path Deviation: that is the maximum of perpendicular distance of the tip from
the straight line connecting the start and end of the task (measured in cm).

- IAV: that is the integral of magnitude of the total acceleration vector
(measured in m/s’) and it represents a value correlated to the energy
expenditure during the movement [12].
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2. Results

The time spent by subjects in each trials was useful to evaluate improvements in doing
the task (Figure 1). Duration of whole experiments in novices was greatly inconstant
and the duration trend from the first to the last trial was usually decreasing. In expert
surgeons, the duration trend during the session was quite constant, with a mean value
less than for the novices. This confirms the fact that experts’ improvements usually are
less than in the novices. However one of the novices had a constant trend, similar to
experts, but with a duration mean value bigger then experts.
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Figure 1. Durations of trial and normalized jerk (scaled by 10°) for all subjects and trials.
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Figure 2. Straightness and path deviation for each single sub-movement.

In all subjects jerk values for both hands were quite similar. In Figure 1
normalized jerk, averaged for right and left hands, is shown for all subjects and trials.
Expert surgeon movements appeared to be smoother than those of novices. In fact jerk
values in experts were firmly low and constant, and are overlapping and difficult to
distinguish in figure. Novices usually had high values, even if in some cases, when they
are particularly able, their jerk values were similar to experts.

In Table 1 the mean value of path length, speed (Vm) and acceleration (Am) and
the maximum of speed (Vmax) and acceleration (Amax) on the whole session are
presented. The path length, on average, was greater in novices and also the differences
between right and left hand appeared to be higher. The mean speed was higher for
experts and lower for novices, especially for those considered more able by seeing the
previous parameters. The mean value of acceleration and maximum speed value for
experts were in the middle between the more and less able novices. Furthermore
maximum acceleration value typically was low for experts and able novices.

In Figure 2, the straightness and the path deviation, calculated on the single sub-
movement and averaged on both groups, are respectively shown. They appeared to be
quite inconstant, depending on the single sub-task. On average, the straightness was
higher in the expert group, while the path deviation was higher in the novice group.

Table 1. Kinematics parameters for both hands.

Inex1 inex2 inex3 inex4 expl exp2
dx SX dx Sx dx SX dx SX dx SX dx SX
Path (cm) 92.1 | 100.9 | 1059 | 113.2 | 84.2 | 90.6 | 144.6 | 106.0 | 87.1 | 92.2 | 87.5 | 87.9
Vm (cm/s) 3.5 4.0 4.0 4.3 2.7 2.9 34 2.6 5.1 5.3 5.1 5.2
Vmax (cm/s) | 52.8 | 67.7 1033 | 703 | 26.2 | 35.1 324 43.0 | 48.8 | 439 | 51.1 | 42.2
Am (m/s’) 24 2.6 2.7 2.9 1.0 1.1 1.2 0.9 1.8 1.9 1.8 1.8
Amax (m/s?) | 39.1 | 41.9 100.5 | 56.8 13.6 | 20.5 15.6 15.1 | 28.7 | 14.7 | 20.7 | 15.9

The TAV is a value greatly correlated to the energy expenditure of subject during
the exercise [9]. In Figure 3, the level of energy expenditure in right and left-task, i.e.
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when respectively the right and left hand is used to touch the balls and the other one is
not used, are presented. On averaged, the energy expenditure is higher for the hand
directly involved in the task, and for both hands it is higher in novices, even if best
novices have a level consumption quite similar to experts. In Figure 3 the whole
consumption is shown as a sum of consumption of each single sub-task.

3. Discussions

The proposed movement analysis in virtual laparoscopic scenario showed that it is
complicated to find a distinctive threshold in the learning curve that permits to easily
distinguish an expert from a novice. In fact, in the proposed exercise some inexpert
subjects appear to be particularly able with respect to other novices and some of their
estimated biomechanical parameters appear to be quite similar to those of experts.
Consequently an adequate set of different biomechanical parameters has to be
considered in order to estimate the skill level of expert and inexpert subjects.

In the inexpert group we found firstly different levels of ability, according to the
personal skill and training experience, and secondly inexpert subjects faster than others
to improve their abilities and capabilities during a whole session. Improvement of
abilities reflects an high variability, i.e. standard deviation, of estimated parameters
during all the trials included in the session. In the expert group, instead, the variability
of estimated parameters during the whole session of experiments is low, according to
the fact that, after a complete training procedure or a practise made, the level of ability
for experts is more uniform.

High standard deviation and a decreasing trend of duration and jerk over the whole
session suggests us that a subject is improving his performance and therefore that he is
an inexpert surgeon. However subjects belonging to inexpert group with good abilities
have shown a low standard deviation and a constant trend, showing a behaviour very
similar to the experts, so that they can be confused as experts. This suggests the
consideration that each parameter alone is not enough to evaluate the surgeon
performances and that different parameters must necessarily be combined together. For
example, if the estimation of duration and jerk standard deviation does not permit to
assess that the third subject is an inexpert, because of that values are very similar to the
expert subjects, however the averaged speed demonstrated how the third subject is
actually the slowest one. As well, also the fourth subject has a jerk profile similar to the
experts, but the averaged speed is lower and the duration is pretty long.

The mean speed appears to be higher in experts. In the inexpert group, instead, the
mean speed is higher for the less able novices: this is due to the fact that more able
novices are more circumspect in using instruments (lowest Amax and Vmax) and less
able novices are characterized by possible unexpected and non-smooth movements
(highest Amax and Vmax), typical of inexpert subjects. For the same reason, the mean
acceleration is higher for less able novices and lower for more able.

Jerk values for experts has a low variability and lower mean value respect to the
others. However some case of inexpert with a low variability and a similar mean value
can be detect. Figure 1 seems to suggest us that there are four experts and two novices,
but this is consequence of being very circumspect for novices that actually spent about
ten seconds more than experts in completing task and have a little bit low mean speed.
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Figure 3. Energy expenditure for whole exercise and single sub-task in both hands.

The higher straightness and lower path deviation for experts denote that their path,
covered during the trial, is more straight toward the task to be reached. Interestingly,
straightness and path deviation appear to be very heterogeneous on all ten sub-tasks.
We believe that it is due, firstly, to different depth perception of the balls in the virtual
scenario framework, which in some case lead to more limited perception. Secondly,
because of the constraint of trocars, subjects encounter more difficult in performing a
direct path from one task to another.

4. Conclusions

In this article a biomechanical analysis of the surgeon’s gesture was performed and
some parameters, calculated only using the coordinate of instrument tips, were defined
to, firstly, assess the abilities of surgeons in the bi-manual movement of surgical
instruments and in depth perception and, secondly, to find a criterion to distinguish
experts from novices. Further a segmentation procedure, based on tip coordinates, was
used to deeply investigate each single sub-movements of the gesture. This work shows
that an adequate and substantial set of parameters is necessary to investigate and
analyze the surgeon’s performance. Actually this work is still in progress and our
future commitment in this field is to analyze more complex surgical procedures with
other sensor systems.
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Abstract. This paper describes the magnitude and patterns of forces obtained by
using a probe, equipped with a six-axis force torque sensor, in knee arthroscopy.
The probe was used by orthopaedic surgeons and trainees, who performed 11
different tasks in 10 standard knee arthroscopies. The force magnitude and patterns
generated are presented; which can support the development of virtual arthroscopy
systems with realistic haptic feedback. The results were compared across both
groups of surgeons. A difference in the force patterns generated by senior versus
junior surgeons was noted which can aid in the development of an objective
assessment system for arthroscopy skills. The results could potentially be useful to
assess future performance in real arthroscopy.

1. Background

Arthroscopic skills are essential for orthopaedic surgeons and form a standard part of
their training. These skills are hard to acquire and they need a long learning curve to
master [1]. Virtual arthroscopy provides risk-free and cost-effective training material
[2]. It aims to mimic real arthroscopy by providing similar visualisation and haptic
force feedback. The visual realism of virtual arthroscopy can be easily compared to
video recording of real arthroscopy which is ready available. However there is little
published data of the haptic feedback forces that occur in real arthroscopy, which is
certainly useful when for the development and validation of Virtual Arthroscopy
systems.

The scope of the study presented in this paper was to measure the forces applied
through the arthroscopic probe handle during standard tasks of knee arthroscopy. An
additional purpose of the study was to analyse the force patterns generated by
arthroscopically skilled surgeons versus orthopaedic trainees, which could then be used
to inform an automated and objective assessment of surgeons performance during both
real and virtual arthroscopies.

2. Methodology

A smart arthroscopic tool was built using a standard arthroscopic probe fitted with a six
degree of freedom force torque sensor FT [3] with necessary modifications to meet
safety and sterility requirements (Figure 1). The FT sensor is capable of measuring up
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to a maximum of 50 N force and 500 mNm torque, with a resolution of 50 mN and
0.25 mNm, respectively. All six FT parameters (Fx, Fy, Fz, Tx, Ty, Tz) were recorded
at a sample rate of 170 Hz. Each sample was also time-stamped (1ms resolution clock).
The tool was tested for electrical safety HEI 95 as per Medical Devices Agency
Guidelines. Ethical Committee approval was obtained for its use during standard knee
arthroscopy procedures.

Figure 1. Probe eauipped with 6-axis force toraue

Four surgeons, with differing levels of experience in the operation, were asked to
perform 11 separate tasks as shown in Table 1 during knee arthroscopy procedure for
two patients. The sensor was zeroed outside the knee at the start of each task. The
procedure was video recorded along with an audio signal from the computer to allow
synchronization with the force data. The FT signal graph was later superimposed on the
video (Figure 2). It is then possible to view the force profile associated with any given
task.

Figure 2. F/T graph overlaid on video The graph scrolls right-to-left in time with the video, and shows peak
values.

Table 1. Tasks performed during a knee arthroscopy session

INo. | Task Description

To1 | Probing medial femoral condyle at three points: Superior, Middle and Inferior. Press each twice.

[T0O2 | Probing medial tibial plateau at three points: Posterior, Middle and Anterior. Press each twice.

[TO3 | Probing medial meniscus. Continuous run once, then three points: Posterior, Middle and Anterior.

Press each twice.

[T04 | Probing under surface of medial meniscus. Continuous run once, lift at Posterior middle and Anterior

margin twice.

[TO5 | Probing anterior cruciate ligament. Continuous run once, then two pulls.

[TO6 | Probing lateral femoral condyle. Three points: Superior, Middle, Inferior. Pressing each twice.
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[T07 | Probing lateral tibial plateau. Three points: Posterior, Middle, Anterior. Press each twice.

[TO8 | Probing lateral meniscus. Continuous run once, then press at three points: Anterior, Middle,

Posterior. Press each twice.

[T09 | Probing popliteal hiatus, two pulls.

T10 | Probing under surface of lateral meniscus. Continuous run once, lift at posterior middle and anterior

margin twice.

T12 | Probing under surface of patella. Three points: Medial, Middle, Lateral. Press each twice.

The trials demonstrated that forces can be broadly categorized into two force
groups: 1) navigation forces which are likely to be generated from the soft tissue
around the entry port, 2) procedure force features such as probing the meniscus which
are manifested as peaks. For each case, the FT data was analysed in terms of these two
categories.

To support comparison between experienced and less experienced arthroscopists,
the procedure was repeated with two skilled surgeons (more than 500 procedures) and
two trainees (less than 20 procedures). Ten knee arthroscopies were performed and the
forces applied by each group were compared.

3. Results

The force magnitude Fm was calculated as the length of the vector (Fx, Fy, Fz) for the
navigation force in the three compartments of the knee. The mean and standard
deviation of the force magnitude Fm and torque magnitude Tm for all users are shown
in Figure 3. It is noted that there was generally more resistance to the movement of the
instrument in the lateral compartment. This was reflected in an increase of the mean
force magnitude from 1102.9 to 1273.4mN, and from 95.7 to 110.6mNm in the torque
magnitude. This could be due to the placement of the probe entry point in the medial
compartment which forces the probe to push onto the anterior cruciate ligament or the
fat pad in order to reach the lateral compartment.

Although navigation forces in the patella femoral joint are generally lower than
those observed in the medial compartment with a mean of 803.4mN versus 1102.9mN,
an increase in the mean torque magnitude from 95.7 to 103mNm was measured, as the
surgeon had to apply greater twisting forces in order to probe the chondral surface of
the patella.
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: 160 ] ia
2000 B Medial 140 Compartment
Compartment 120
L E O Lateral
% Lateral z ! gg cornr)arlrnent
1000 compartment E 80
500 O Patellar femoral 40 O Patellar femoral
Joint 20 Joint
0 0
Force magnitude Torque magnitude
for navigation for navigation

Figure 3. Navigation forces
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The procedural features for each task were identified. The changes in torque
magnitude measured at the sensor are quite large, as would be expected given the long
lever arm of the instrument, and correspond well with the procedural features that were
used in this study. The average magnitude of the torques for each feature in each task
was calculated as the mean length of the vector (Tx, Ty, Tz). The navigation torque
magnitude which is located on both sides of each feature was identified by the lowest
magnitude that occurs after the end of the peak within 0.1 second. The mean
magnitude for the area either side of the feature peaks was calculated, then subtracted
that from the peak. This is intended to reduce the effect of the torques generated from
either soft tissue pressure or pivoting of the probe arm on the feature. The results are
shown in Figure 4 and Table 2.
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Figure 4. Torque magnitude for each procedural feature by tasks

Table 2. Torque magnitude for each procedure feature in tasks.

Task No. TO1 | TO2 | TO3 | TO TO TO TO TO TO T1 T11
4 5 6 7 8 9 0

Skilled Surgeon 187 | 116 | 139 | 89 245 | 189 | 275 | 275 | 162 | 106 | 150

(mNm)

Trainee (mNm) 166 | 95 96 80 104 | 90 146 | 146 | 120 | 59 108

It is noted that the mean procedural features produced by the skilled surgeons are
more pronounced when compared with features produced by trainees. This is clearly
reflected in the increase in the magnitude of the feature for the skilled surgeon as
shown in Figure 4 and it is observable in all tasks. The difference is larger in more
difficult tasks such as probing the lateral meniscus as shown in Figure 4. Furthermore,
the standard deviation in feature magnitude per-surgeon is lower for the skilled surgeon,
which suggests that they are more consistent. The average duration of the forces for
probing a chondral surface was 0.85 seconds, while 0.89 seconds was observed when
probing the meniscus and 1.2 seconds when pulling on the anterior cruciate ligament.
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Less noise was observed in the force patterns generated by skilled surgeons versus
trainees as shown in Figure 5; this indicates that skilled surgeons were more
economical in terms of movement.

Procedure Feature
(Trainee)

Procedure Feature
(Skilled Surgeon)

Figure 5. Torque magnitude generated by a skilled surgeon and trainee for the same task (T06). The skilled
surgeon generates more pronounced features and better matches the number of required probes in the task.
There was also less noise between features.

It was noted that using the probe over an irregular surface such as cartilage
fibrillation generated high frequency noise that has the potential to be used in diagnosis
of pathologies.

4. Conclusion

Tactile sensing in knee arthroscopy differs according to the surgeon, procedure, and the
probe position and incision site. Measuring and recording these forces using smart tools
adds important information to the procedure, which has many beneficial aspects.

This study yielded useful information about the range and distribution of forces
that is relevant to the design of force feedback devices, in terms of peak and continuous
operating force requirements. The data is also useful as a standard of comparison, so
that simulated tasks with force feedback can be evaluated against pre-recorded tasks
from this study.

Parameters for comparison between junior and senior arthroscopists were also
investigated. Although the feature magnitudes and standard deviation was consistently
higher for skilled surgeons versus trainees, it will require a larger study to reliably
demonstrate the effect of experience levels on the force pattern generated by the
surgeon. The study also suggests that the force pattern can be used to assess certain
pathology such as cartilage fibrillation and osteoarthritis.
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Abstract: An advantage of CAOS over traditional surgery is improved precision
of implant position and trajectories in 3D space. However, the implementation of
these trajectories often adds an extra step to the operation that increases operative
time and requires extra training. This paper reports a study of variation in time-to-
task and learning curve in performing a standard task of targeting in 3D space
using Hull’s CAOSS . It shows that time-to-task can be reduced by replacing a 3D
targeting task with multiple independent 2D targeting tasks whilst potentially
reducing targeting error. Based on this better understanding of targeting a novel jig
was developed for performing dynamic hip Screw (DHS) insertion using CAOSS
that would provide improved targeting performance by the surgeon.

1. Background.

Over the past ten years or so CAOS has been applied to most fields of orthopaedic
surgery such as joint replacement [1] and osteotomy. This new technology has failed to
be widely used in hospitals despite published literature clearly showing that CAOS
improves the accuracy of implant position [2]. Some of the main reasons seem to be the
increase in the operative time [3] and additional training. The aim of the study
presented here is to address these issues by analysing factors affecting time-to-
procedure and learning curves of a standard task in CAOS, namely, positioning a wire
on a planned trajectory in 3D space..

2. Methods.

The Computer Assisted Orthopaedic Surgical System (CAOSS ) [4] developed by Hull
University and the Hull NHS Trust hospitals was used for the study. CAOSS comprises
of a standard C-arm image intensifier, a computer and an optical tracking system that
tracks an end-effector attached to a hand lockable passive arm. The position of the x-
ray cone of the image intensifier is achieved using a tracked registration phantom.
CAOSS typically creates a 3D surgical plan for an operations by reconstructing
information from a pair of 2D fluoroscopic images of the targeted bone. The positional
accuracy of CAOSS has been shown to be within 0.7 mm with angular accuracy within
0.2 degrees. The computer guides the surgeon to a planned trajectory by a quantitative
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graphical display of a targeting screen with one cross indicating the entry point of the
end-effector whilst the another cross indicates the alignment position. Also displayed is
the positioning error from the target in terms of spatial position and angle.

The study involved six users. Each performed a standard task of positioning a K-
wire, using a planned trajectory for a dynamic hip screw operation (DHS). This
involved three sub-tasks, namely: 1) reaching an entry point position for a guiding
cannula held in the end-effector; 2) obtaining accurate alignment of the end-effector; 3)
maintaining the position of the end-effector by locking the mechanical arm. Times
were recorded for six different conditions, namely: a) achieving a position with an error
of less than 1 mm; b) achieving a position with an error of less than 2 mm; ¢) changing
the position of the display screen; d) performing the three sub-tasks in sequence but
allowing the tip of the guiding cannula to be placed on the bone which helps preserve
position (as in CAOSS); e) performing the sub-tasks in sequence but without contact
with the bone; f) performing the sub-tasks in sequence and independently, i.e. without
having to maintain position of the previous sub-tasks . Each user repeated a task nine
times in order to evaluate the learning curve of the task.

3. Results.

Training reduced targeting task time from an average of 180 seconds (s) to 59 s with
the most reduction being for locking the arm. The standard deviation between users
reduced from 65s to 13s. The best improvements were observed when performing the
sub-tasks independently, or when the error margin was increased (see Fig. 1).
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Figure 1: Learning curve of the task for the different conditions.

Increasing the error margin from 1 mm to 2 mm had two beneficial effects; it
reduced the standard deviation in task time between users from 38 s to 8 s and it
reduced the task time from an average of 59 s to 20 s.

In the operating theatre it is not always possible to position the display in front of
the surgeon, which may impair performance. This was verified experimentally by
positioning the display screen behind the user. The task time in this case increased from
an average of 59 s to 113 s and it had minimal effect on the learning curve.

When the 3D targeting task was broken down into multiple independent 2D
targeting sub-tasks (i.e. condition f), the total time averaged 13 s, with a shorter



92 G. Chami et al. / Factors Affecting Targeting Using CAOSS

learning curve. However, when the same sub-tasks were performed in sequence and
allowing the instrument tip to be placed on the bone (i.e. condition d), the average time
was 59 s. However, when no such assistance for instrument positioning was allowed
(i.e. condition e), task time increased to an average of 371 s with a large standard
deviation between users of 114 s (see Fig. 2).
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Figure 2: The effect on targeting time with different constraints between sub-tasks.

4. Discussion and conclusions.

Ideally CAOS should be easy to use, fast to learn, and a change in the precision of the
procedure having minimal effect on task performance. The results of the study indicate
that the present targeting system of CAOSS is less than ideal. They suggest that
targeting performance of a sureon can be improved, in terms of training and procedure
time, by replacing the 3D targeting task with multiple independent 2D targeting tasks.

To improve targeting in CAOSS for the DHS operation a novel jig has been
devised. This has multiple, parallel drilling canals, arranged at an angle of 135 degrees
to a base plane and attached to tracking frame.. The jig’s base acts as a fulcrum to
rotate the jig over the proximal femoral shaft so as to assist targeting of the anteversion
angle of the femoral neck. From a planned trajectory, CAOSS indicates the optimal
canal to drill through. Thus the new jig breaks down the 3D targeting task into separate
independent 2D targeting tasks. The built-in 135 degree angle effectively removes one
of the 2D targeting tasks. The entry point position is targeted by indicating to the
surgeon the position of the nearest drilling canal in columns and rows. The only
targeting task left to the surgeon is the 2D targeting task of aligning the drilling canal
trajectory with the anteversion angle of the femoral neck.
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Abstract: The ability to manually specify contours in a volumetric data is often
required in situations when automatic algorithms are unable to accurately extract
the desire volume. Conventionally, the contours are drawn over a slice, working on
plane-by-plane basis usually constrained to orthogonal planes. In defining the
contour on a 2D image, the user faces the problem of loosing 3D context (does the
tissue belong to inside the contour or outside?). This requires the constant back and
forth movement from a plane view where the interaction takes place (usually with
the mouse) to the 3D volumetric view that provides the contextual information.
We present an interactive environment that allows for efficient contouring while
providing contextual 3D information to the user.

Keywords: contours; semi-automatic segmentation, integrated virtual environment

1. Introduction

One of the shortcomings of automatic segmentation is that while it is always
desirable, it might not always yield the accurate or desired results required by the user.
The ability to manually define contours and perform segmentation using the contours
provides a viable alternative to automatic segmentation in certain situations. However,
the use of contours as a mean of segmentation has its own set of challenges. Defining
contours can be time consuming, especially if there is a need to define a lot of contours
to achieve the desired segmentation result. The contours are also drawn on a 2D image
and hence there is a loss in its equivalent 3D context.

Most current approaches use a window-based approach and require the user to
work in either 2D or 3D context at any one time. Users define the contours in one
window and switch to another window to view the position of the contours in the 3D
context. The 3D view is important in the proper understanding of relation of the
contours with reference to the volume object so as to effectively perform accurate
segmentation. This involves multiple switching between the 2D and 3D views, hence
making contours definition tedious and inefficient.

In this paper, we present a novel interaction paradigm of integrating a 2D interface
for contour definition within a 3D virtual environment. This integrated virtual
environment provides users with the ability to work comfortably in 2D and at the same
time showing a clear and stereoscopic representation of the 3D object where the
contours are being drawn, making it easy and efficient to accurately define contours.

2. Method
2.1. Configuration

The interaction paradigm for the above mentioned contouring is based on the
Dextroscope®, a two-handed stereoscopic 3D virtual reality environment for working
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with medical images [1]. The user interacts with the 3D volume through 3D tracking
devices on each hand: the right hand holds a pen-like stylus, while the left holds a
joystick-like 6-DOF controller. Precise 3D interaction is ensured through a
combination of comfortable arm resting and pivoting of the hands around the wrist.
Intuitive 2D interaction is achieved by providing passive haptic feedback by means of a
virtual control panel whose position coincides with the physical surfaces encasing the
system [2]. The stylus interacts with the widgets as though it was a mouse, in a similar
fashion to [3].

We have taken advantage of the virtual control panel to provide an efficient 2D
contour-editing environment. We use the stylus to manually draw the contours over the
virtual control panel as though it was a ‘tablet’. Simultaneously, the user sees in the 3D
space above the control panel the results of the 2D work inserted into the volume
rendered data set. This setup results in a single integrated environment in which users
can simultaneously benefit from comfortable 2D contouring over an image slice while
visualizing stereoscopically the relation of the contours with the volume object in 3D.
Figure 1 shows the integrated virtual environment

2.2. Extension

Our proposed paradigm also includes the implementation of a range of tools that,
whenever possible, provide automation for the definition of the contours. Examples
include active contours [4] and Livewire [5]. Once defined, the contours can be used to
create either a closed polygonal surface or to extract the volume within, allowing
volume segmentation and subsequently volumetric calculations. The virtual
environment also allows for the visualization of automatically generated 4D (in space-
time domain) contours of the heart [6], making it valuable for visualizing contours like
contours of cardiac walls, etc. The implementation of a range of semi-automatic tools,
with the tight integration of the 3D virtual environment has provided greater efficiency
and flexibility in the contours definition process, compared with just implementing
these tools within a pure 2D environment.
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Figure 1: Left shows the contouring on 2D slice with position reflected by the arrow in the 3D. Right shows
the segmented volume base on the contours with ROI clearly revealed.
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3. Results

Neurosurgeons routinely use the Contour Editor on the Dextroscope to segment
difficult tumors in the brain as part of their surgical planning. It has also been used in
two occasions to segment the brains of conjoined twins to plan their separation.
Radiologists use the editor as part of their diagnostic process to extract the heart from
the rib-cage, and to isolate the liver from the surrounding structures. In addition, the
Contour Editor is also used to facilitate the use of other automatic algorithms. The user
first roughly defines key regions of interest and performs a first level segmentation.
This result is then fed as an input into our existing automatic segmentation algorithms.
This has yielded better results because in the initial stage, the user is able to apply his
domain knowledge to remove the “noise” from the initial data and provide the
automatic algorithms with a better-defined dataset for automatic segmentation.
Contours defined in one volume object can also be mapped to another co-registered
volume object of another modality to give users a better perspective of the spatial
relationship of the contours with other objects. 4D contours generated automatically
from existing cardiac software are also loaded into the editor in which users can
visualize and refine the auto-generated contours.

4. Conclusion

While automatic segmentation is a desired feature, semi-automatic segmentation
using contours still has an important role due to its flexibility and its ability to directly
include the user input. The challenge is to make the process more effective for the user.
The proposed interaction paradigm provides a novel way of integrating a 2D interface
for contour definition within a 3D virtual environment. It provides users with a clearer
representation of the contours and their spatial relationship with the volume object.
This provides for fast and accurate tracing of the contours, resulting in an efficient
workflow in performing segmentation. As the user is able to provide the inputs
interactively, this allows greater control and flexibility in the volume segmentation
workflow. This paradigm effectively bridges the functional gap between manual, semi-
automatic and fully automatic segmentation procedures.
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Abstract. In vertebroplasty, physician relies on both sight and feel to properly
place the bone needle through various tissue types and densities, and to help
monitor the injection of PMMA or cement into the vertebra. Incorrect injecting
and reflux of the PMMA into areas where it should not go can result in detrimental
clinical complication. This paper focuses on the human-computer interaction for
simulating PMMA injection in our virtual spine workstation. Fluoroscopic im ages
are generated from the CT patient volume data and simulated volumetric flow
using a time varying 4D volume rendering algorithm. The user's finger movement
is captured by a data glove. Immersion CyberGrasp is used to provide the variable
resistance felt during injection by constraining the user's thumb. Based on our
preliminary experiments with our interfacing system comprising simulated
fluoroscopic imaging and haptic interaction, we found that the former has a larger
impact on the user's control during injection.

Keywords. Haptic rendering, PMMA injection, virtual reality, human-machine
interface

1. Introduction

In vertebroplasty, physician relies on both sight and feel to properly place the bone
needle through various tissue types and densities, and to help monitor the injection of
polymethylmethacrylatea(PMMA) or cement into the vertebra. Over injecting and reflux
of the PMMA into areas where it should not go can result in detrimental clinical
complication. Apart from the visual cues from real time fluoroscopic imaging, the
physician uses his haptic senses to regulate the rate and amount of injection. This paper
focuses on the human-computer interaction for simulating PMMA injection in our
virtual spine workstation.
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Many interactive simulation systems for needle placement surgeries have been
reported, and many of these systems include haptic interactions for needle placement
[1]. In comparison, there are few works on simulation of realistic injection [2]. PMMA
injection is a complex image guided procedure that requires a high degree of hand-eye
coordination skills on the physician. For realistic training, real surgical devices should
be used, and haptic interaction should be implemented in combination with simulated
fluoroscopic views. It is interesting to study the relative importance of fluoroscopic
imaging and haptic feedback to physician during PMMA injection.

2. Materials and Methods

The amount of force feedback during injection is calculated based on the rate, location,
rheological parameters of PMMA and volume of injection over time using finite
element method. We start with a needle already inserted, and assume that the flow will
follow a defined path in the vertebral body from the needle tip. The path shaped like a
tree with multiple branches, each modeled as a rigid generalized cylinder with uniform
wall thickness. Excessive injection will cause PMMA to flow out from the path. The
flow is stored as a volume data with voxel value indicating the intensity of flow. The
computational model and biomechanical simulation serves as the linkage between
haptic and visual renderings.

The physician relies heavily on the fluoroscopic view as well as the haptic sense
in controlling the amount of force he is to use in pushing the PMMA through the
syringe with his thumb, and hence, controlling the rate and volume of injection.
Resultant volume data from the computation and the original CT patient data are input
to a 4D volume rendering algorithm [3] with maximum intensive projection to generate
the fluoroscopic image. The user’s finger movement is captured by an Immersion
CyberGlove data glove. The CyberGrasp is used to provide the variable resistance felt
during injection by pulling the user’s thumb at various levels. Figure 1 illustrates the
control flow between the various components in this integrative haptics and visual
approach. The simulation is driven by the biomechanical models.

1 1

Trai Disol P | Fluoroscopic View Models: |i
rainee Mlsgi?gr | Renderer Organ, |,
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! Interface ||
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Figure 1. Integrative haptic and visual control
3. Results

Figure 2(a), (b), (c) are snapshot of the implementation, clinical syringe for injection,
and force feedback glove respectively. We can achieve real time interaction (15Hz of
graphics, and approximately 500Hz for haptic rendering) on an Intel P4-based
workstation. The maximum variable force component felt on the thumb is 12N. Our
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preliminary experience indicates that real time fluoroscopic imaging is the main source
of influence. We hope to conduct experiments involving a large pool of diverse users
for better assessment.

Figure 2. Overview of haptic and visual interaction for simulation of PMMA
injection

4. Discussion and Conclusions

Our interfacing system with simulated fluoroscopic imaging and haptic interaction
using real surgical syringe is applicable to training of other image guided injection
process. This setup is efficient and effective by focusing on the essential components -
the haptic feedback is on the thumb, and computation and resultant visual update
occurs around the needle path. There is no need to model the whole vertebra. We are
also exploring the possibility of using lower cost lower resolution gaming gloves to
replace the CyberGrasp system for a less expensive solution.

For realistic surgical planning, a more complex computational model that is
patient specific in both geometrical and biomechanical senses is desired. In bone,
pathology such as tissue destruction or tumor present a different resistance to the force
needed to inject PMMA into the vertebra. More quantitative validation will be planned
for this clinically viable computational model and simulation.

Acknowledgement

The authors wish to thank Singapore's Agency of Science and Technology (A-STAR)
for support of this research.

References

[1] Ra,JBetal. A visually guided spine biopsy simulator with force feedback, SPIE Medical Imaging, pp
36-45,2001

[2] Dang, T. et al. Development and evaluation of an epidural injection simulator with force feedback for
medical training, Studies in Health Technology and Informatics, vol 25, pp 564-579, 1996.

[3] Wang, Z et al. DLLO-based volume rendering algorithms for interactive microsurgical simulation,
International Journal Imaging & Graphics, 2005. accepted



Medicine Meets Virtual Reality 14 99
J.D. Westwood et al. (Eds.)

10S Press, 2006

© 2006 The authors. All rights reserved.

Flow Visualization for Interactive
Simulation of Drugs Injection During
Chemoembolization

Chee-Kong Chui*® ', Yiyu Caf, Zhenlan Wang®, Xiuzi Ye, James H. Anderson®,
Swee-Hin Teoh® and Ichiro Sakuma®
“ Department of Mechanical Engineering, National University of Singapore, Singapore
b Graduate School of Frontier Sciences, University of Tokyo, Tokyo, Japan
© School of Mechanical Engineering, Nanyang Technological University, Singapore
! The State Key Laboratory of Computer Aided Design and Computer Graphics,
Zhejiang University, China
¢Johns Hopkins University School of Medicine, Baltimore, USA

Abstract. Chemoembolization is an important therapeutic procedure. A catheter
was navigated to the artery that feeds the tumor, and chemotherapy drugs and
embolus are injected directly into the tumor. There is a risk that embolus may
lodge incorrectly and deprive normal tissue of its blood supply. This paper focuses
on visualization of the flow particles in simulation of chemotherapy drugs
injection for training of hand-eye coordination skills. We assume that the flow
follows a defined path in the hepatic vascular system from the catheter tip. The
vascular model is constructed using sweeping and blending operations.
Quadrilaterals which are aligned to face the viewer are drawn for the trail of each
particle. The quadrilateral in the trail is determined using bilinear interpolation. On
simulated fluoroscopic image, the flow is rendered as overlaying and semi
transparent quadrilaterals representing the particles' timils. This visualization model
achieves a good visual approximation of the flow of particles inside the vessels
under fluoroscopic imaging

Keywords. Visualization, physical-based modeling, liver, human-machine
interface

1. Introduction

Chemoembolization — an interventional approach is an important therapeutic procedure.
Studies have shown that 70 percent or more liver cancer patients experience
improvement. The patients who go through chemoembolization may live longer
depending on the type of cancer [1]. In the procedure, interventional radiologists gain
access to the site of internal lesions and pathology within the liver organ using
catheters that are inserted into a blood vessel through a puncture in the skin at the groin.
The catheter is used as conduit to pass a combination of chemotherapy drugs and tiny
particles (embolus) to treat the diseased condition. Real-time X-ray fluoroscopy is used
to monitor the passage of catheter through the artery that feeds the tumor, as well as
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direct injection of drugs into the tumor. The focus of this paper is on visualization of
the flow particles in interactive simulation of chemotherapy drugs injection during
chemoembolization.

Several groups have been working on interactive simulation systems on catheter
navigation for training and surgical planning [2][3]. Chemotherapy drugs injection is
just as important compared to nanipulation of catheter in chemoembolization. The
embolus can lodge in the wrong place and deprive normal tissue of its blood supply.
Injection is a complex image guided procedure that requires a high degree of hand-eye
coordination skills on the physician. The visualization model should achieve a good
visual approximation of the flow of particles inside the vessels, and computational
efficient so as to provide the physician an effective training on chemotherapy drugs
injection.

2. Materials and Methods

In the simulation for drugs injection, we start with a catheter already inserted and
navigated to the artery that feeds the tumor, and assume that the flow comprising many
particles will follow a defined path in the hepatic vascular system from the catheter tip.
The vascular segments in the hepatic vascular system are modeled using sweeping
operations while vascular bifurcations are modeled using blending (sweeping plus hole
filling) operations [4]. The hepatic vascular model defines the trajectories of the
particles or drugs. A tumor is a terminal vessel with spherical shape.

The conservation of mass applies to steady flow results in p4v =constant, where

p is the fluid density, A is the cross sectional area of the blood vessel, and v is the

velocity. This is the equation of continuity. Assuming that the flow is compressible,
Av = constant. The flow velocity can hence, be determined since cross sectional area
of each segment of vessel is given.
There are a variety of methods for three-
vessel fumor dimensional flow visualization. Our implementation is
similar to the “Virtual Tubelet”. Readers are to refer
to [5] for details on virtual tubelet. Instead of drawing
l many polygons, quadrilaterals which are aligned to

after 1 unit of

t face the viewer are drawn, and shaded appropriately.
1me . . . oy
|

The head of list of quadrilaterals is positioned at the
current position of the corresponding particle with its
tails passing through the particle’s recent positions.
To depict the washing out effect during injection, the
quadrilaterals are drawn in decreasing grayness from
the head to the last quadrilateral. Bilinear
interpolation is used to determine the grayness. The
] "flow" stays at the targeted tumor for several
[TT1 [ instances before diminishing. A flow at the tumor
with size larger than the spherical tumor implies an
overflow. Figure 1 illustrates the flow of one injection
over a single vessel leading to a tumor.

Figure 1. Illustration of flow
simulation
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3. Results

Figure 2(a) shows the model of
a human liver and its hepatic
vascular system. Figure 2(b) is
snapshot of the implementation
over a fluoroscopic view. The flow
is rendered as overlaying and semi-
transparent quadrilaterals
representing the particles' trails.
The tumor is not shown. This
visualization method is applicable
to render flow particle within the (@) )
tumor. We can achieve real time
interaction on an Intel P4-based
1GHz workstation with graphics
acceleration board.

Figure 2. Liver model and visualization of
drugs injection

4. Discussion and Conclusions

The focus of this paper is on flow visualization in interactive simulation of drugs
injection for the purpose of surgical training, particularly on the hand-eye coordination
skills. Flow in blood vessel is very complex. At the start of drugs flow in a relatively
large artery, the blood flow is a balance between pressure forces, inertia forces, and
forces of tissue and muscle. The vessel diameter decreases with each division of artery.
Beyond the terminal arteries and in the capillaries, the flow is determined by the
balance of viscous stresses and pressure gradient. For our purposes, we made
assumptions and significantly simplified the flow biomechanics. We are in the process
of implementing a more accurate flow dynamic model which is essential for a clinically
viable solution. More quantitative validation will be planned with this new model.

For realistic interactive surgical training, the varying shape and size of tumor will
present a different resistance to the force needed to inject drugs which is important to
provide a more complete solution to hand-eye coordination training. A computational
model that is patient specific in both geometrical and biomechanical senses is desired.
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Abstract: Paper presents an evaluation and comparison of two different types of
software for generating a 3D model from medical imaging data: first, a dedicated
3D reconstruction Mimics interface, by Materialise and second, an engineering
CAD (a Solid Works and AutoCAD) interface. Advantages and limitations of both
software types are outlined and there some observations for 3D reconstruction of
anatomic surfaces are presented.
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Introduction

CAD has been traditionally used to assist in engineering design and modeling for
representation, analysis and industrial manufacturing. Advances in computing
technologies in terms of hardware and software and in Bioengineering have helped in
the advancement of CAD in applications beyond that of traditional design and analysis.
CAD is now being used extensively in biomedical engineering in applications ranging
from clinical medicine and 3D reconstruction [1, 2] to customized medical implant
design and tissue engineering, with many novel and important medical applications.

In 3D reconstruction of anatomic surfaces there are now two main software types:
dedicated 3D reconstruction software and CAD software.

Dedicated software permits image processing and measurements for MRI, CT,
PET, microscopy etc. and supports both grayscale and color images stored in DICOM,
TIFF, Interfile, GIF, JPEG, PNG, BMP, PGM, RAW or other image file formats. They
can create 3D surface models and volume rendering from 2D cross-section images in
real time which can be exported to STL, DXF, IGES, 3DS, OBJ, VRML, XYZ and
other formats for different applications [3, 4].
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3D reconstructions of anatomic surfaces by dedicated software have advantages
but also limitations compared to CAD software. Here we try to show our results in a
comparison between reconstructions performed with these types of software.

1. Method

In order to achieve a comparison, a 3D reconstruction was performed using two
types of software: Mimics (a 3D reconstruction dedicated software) and Solid Works
and AutoCAD (CAD software).

A portion of a skull was reconstructed starting from prepared slices obtained by
CT scans. Some slices in jpeg format are presented in Fig.1.

Fig.1 Samples of slices used in 3D reconstruction

2. Results

Figure 2 shows an example of 3D reconstructions of the same anatomic surface
created by different software: dedicated software (Mimics) and CAD software (Solid
Works and AutoCAD).

Fig.2 Reconstructions using Mimics (left), Solid Works (center) and AutoCAD (right)

3. Discussion

A short comparison between 3D reconstruction of anatomic surfaces with
dedicated and CAD software is made in table 1. Discussion has as object the
reconstructions of 3D anatomic surfaces from figure 2, using three different software
for the same object.
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Table 1. Comparison of 3D reconstruction software

Software Price Quality of Type of Speed of Implant
reconstruction | segmentation reconstruction design
Mimics high high automatic high partially
Solid Works low high manual slow allowed
AutoCAD low high manual slow allowed

The most important advantage for CAD software is the price and it can be between
10 to 20 times smaller than dedicated reconstruction software for educational licenses.
Due to its low price and versatility, CAD software has spread throughout schools,
universities and image processing laboratories. Another advantage is the possibility of
CAD software for creating the design of implants (2D and 3D) and augmenting
anatomic reconstructions.

The most important limitation of a CAD software is the low speed of
reconstruction because of manual segmentation. In 3D reconstruction, each slice is
processed independently leading to the detection of the contours of the living tissue.
The contours are assembled, also manually, to create a solid model.

In connection to these observations, an international project on 3D reconstruction
started on November 2005 at the Center of Human Simulation, University of
Colorado, in order to construct a database of anatomic surfaces exploiting
only advantages of CAD software. Author of paper is involved in this project,
supported by a Fulbright grant

4. Conclusion

None of above interfaces has been widely adopted by the biomedical engineering
community due to the inherent complexity of the anatomic structures. Effective
methods for the conversion of CT or MRI data into solid models still need to be
developed [5,6,7].

CAD environments have the great advantage of being very cheap and well spread
but the reconstruction speed is still slow.
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Abstract. Over the past year the National Center for Collaboration in Medical
Modeling and Simulation’s (NCCMMS) Medical Modeling and Simulation
Database (MMSD) has grown dramatically. There are now over 170,000 entries
including current articles and upcoming conference listings. In addition, in the
near future, the scope of the NCCMMS website will expand to include an
evaluation section where NCCMMS researchers will compile data describing the
efficacy and cost efficiency of many commercially available simulators. The
NCCMMS also plans to create a new collaborative forum on the website. This
message board area will provide a single location for researchers to discuss new
simulation techniques and programs. It will help to facilitate communication
between companies and researchers in the field by creating a comprehensive forum
for medical modeling and simulation discussions. The newly expanded MMSD
and NCCMMS websites are designed to create a simple way for researchers and
companies to work together to facilitate the sharing of information and to spur
advancement of the medical modeling and simulation discipline.

Keywords. Database, NCCMMS, MMSD, collaboration, evaluation

Introduction

The rapid expansion of the Medical Modeling and Simulation domain has left many in
the field at a loss as to the best method to survey the domain. Researchers generally
work in isolated labs with discrete simulated sections of the human body or with a very
limited set of simulations. If it were possible for researchers across the globe to work
together in an easy fashion, the efficacy of research in the medical modeling and
simulation field could be increased by avoiding redundant research efforts and by
promoting cooperative research initiatives. The National Center for Collaboration in
Medical Modeling and Simulation (NCCMMS) was created to encourage such
collaborative research. The NCCMMS (http://www.evms.edu/nccmms) has created a
prototype Medical Modeling and Simulation Database (MMSD) to help foster
awareness of the work being performed in other labs worldwide. The MMSD contains
bibliographic information about articles published in the field as well as contact and
product information for companies involved in simulation research. The database has
grown from the 15,000 entries noted last year to over 115,000 entries today
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(http://mmsd.evms.edu). This figure includes the addition of over 200 new conference
and company entries and thousands of new articles. The articles included range from
those on simulator evaluation and simulator development to those on mathematical
models of microscopic movement. The MMSD has been designed to be inclusive of
any simulator that has medical relevance. The MMSD has been welcomed by those in
the field as there previously was no single place for researchers to obtain such
comprehensive coverage of the field. With the establishment of the database now
complete, NCCMMS researchers have improved the information available for
researchers by conducting a meta-analysis of the data.

Simulator Analysis

NCCMMS researchers are currently developing a new feature for the MMSD database
that is designed to further its usefulness and to assist researchers contemplating new
medical simulator development. They are developing an analytic tool that will identify
those areas of medicine that have not been adequately covered by the recent increase in
medical simulator development. Unfortunately, with the medical modeling and
simulation field being as disjointed as it is, it is often difficult to determine what types
of simulators various labs are developing. This new feature of the MMSD database
will be able to group research both by topic and by the number of database entries in a
given topic field, and will provide the reader with guidance on the relative number of
active researchers in the topic field. Should researchers post information about their
ongoing work to this website, other interested parties will then have the opportunity to
contact them to explore possible collaborative efforts.

On the horizon is an even more advanced section of the database where NCCMMS
researchers will evaluate those medical and surgical simulators currently on the market
for their efficacy based on a set of relevant criteria for the type of simulator being
evaluated. Through this effort, the leadership of the NCCMMS seeks to assist various
types of educational institutions and those other organizations that acquire medical and
surgical simulators, e.g., the U.S. military, in acquiring the most appropriate simulator
for achieving their educational objectives within the budget parameters of the
organization. NCCMMS researchers also plan to examine the latest medical and
surgical simulators available as they are introduced at various conferences and trade
shows to maintain familiarity with the newest products on the market. NCCMMS
researchers will work closely with institution or company representatives and examine
brochures and specifications at these various events to develop an informed assessment
about the new simulators that can be included in the MMSD. Should insufficient
information be initially available to develop such an assessment, the medical or
surgical simulator will be added to the MMSD Companies and Projects section and the
institution or company will be contacted by NCCMMS researchers for further
information.

Additions to the NCCMMS Website
In addition to the improvements to the MMSD outlined above, the NCCMMS website

will be expanded to include several on-line research message forums that will consist
of message boards for various topic areas of medical modeling and simulation research.
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The goal of these research forums is to expand the usefulness of the NCCMMS website
for researchers by promoting collaborative research efforts. If, for example, there was
a research team working on a skeletal simulator of the foot, it is entirely conceivable
that they may be unaware of another research team working on a muscle/soft tissue
simulator of the foot at another company or institution. If both teams had access to the
MMSD research forum for simulator development and learned of each others efforts,
they may be more likely to collaborate together to develop a more complete simulator
product. Such forums would also be places where researchers could meet on-line to
discuss challenges they have encountered in their research and development efforts to
determine if other labs were either encountering the same problems or if they perhaps
developed a novel solution.

The NCCMMS is also exploring the migration of the MMSD database to another
database program that would provide a more user-friendly site. Ideally, the new
program would offer better mapping capability and help the user link keywords in a
more functional manner. It would also export data to a wider variety of programs to
facilitate data analysis.

Conclusions

The medical modeling and simulation field urgently needs to become more unified in a
manner that allows researchers to interact in a meaningful way to facilitate the rapid
and effective transfer of information in the domain. The NCCMMS, through its
MMSD product and its other initiatives, is working hard to establish objective criteria
for the evaluation of medical and surgical simulators and a working model through
which the science of simulation can be rapidly advanced. The new NCCMMS website
and MMSD database additions will make collaboration between researchers simple and
effective while allowing each company and laboratory to maintain its autonomy.
Furthermore, the independent and objective evaluations and rankings of simulators will
be indispensable to organizations contemplating purchasing a simulator; for such
purchases are critical ones for these organizations as such simulators are often quite
costly and very often one-time only purchases. The expanded MMSD database and
newly updated NCCMMS website will bring researchers and organizations from across
the globe together for more meaningful and expedited research while creating a more
user-friendly resource for simulator purchasers. The newly expanded MMSD will
provide the most comprehensive review of the literature available as well as providing
a virtual forum for those interested in collaboration while simplifying the research
process for anyone involved in the medical modeling and simulation field.
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Abstract. The objective of this paper is to present the development of a new
modelling diagram (MCMD) to represent MIS procedures in terms of both motor
and cognitive actions. Through observation and analysis of several laparoscopic
cholecystectomy procedures and based on task analysis techniques, we created a
diagram language composed of six primary symbols: processes, decisions,
interrupt service routines (ISRs), options points and AND and OR gates. We then
tested and refined them during 10 new cases until no further changes seemed
necessary, we have since applied this approach to 6 laparoscopic colorectal
surgeries and have found that no further symbols were necessary though the
procedural representation was naturally different. This modelling diagram allowed
us to represent both cognitive and motor performance aspects of surgical
procedures in a unified framework and will in future allow us to assess motor
performance on particular surgical tasks at particular points in the procedure (i.e.,
the surgical context).

Keywords. Surgical training, Motor and Cognitive Modelling Diagram (MCMD),
Minimally Invasive Surgery

INTRODUCTION

Surgical training is a long, involved process that is currently based mainly on an
apprenticeship model. Residents are assessed by more experienced surgeons, but
many of the specific assessment techniques normally used have been shown to be
unreliable, especially when performed in the operating room where patient variability
has a significant effect on the assessment [1]. If we are to develop more objective
assessment techniques that can be reliably applied in the OR, then we need to develop
assessment techniques that take procedural variability into account.

Cao [2] provided an analytical framework based on a hierarchical decomposition
(i.e., a context-free decomposition into fundamental motor actions) for studying
differences in motor task performance among surgeons performing laparoscopic
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procedures. McBeth [3] extended her work and performed a quantitative analysis of
motor performance during selected standard surgical tasks.

Since surgery involves both cognitive and motor skills, we also need to model the
cognitive aspects of surgery. This means that we need to track the task sequences
during a procedure, which, in turn, will enable us to evaluate motor tasks in their
surgical context. As described below, task analysis methods from psychology and
education theory seem to be best suited to represent in a single model both motor skills
and cognitive operations, as well as the decisions necessary to accomplish a task [4].

Task analysis is an important tool for assessing learning environments. Its
purpose is to provide a representation of task components. The following parameters
need to be identified to understand and design a particular training and evaluation
process: who the learners are, what they need to know, how they should perform, what
skills they need to develop, and how the context may affect their decisions [4].

The aim of this work, therefore, is to extend the application of task analysis
methods to summarize both motor and cognitive actions in a single diagram, which we
call an MCMD (Motor and Cognitive Modelling Diagram) and to demonstrate the
application of the MCMD to both a common surgical procedure (laparoscopic
cholecystectomy) and a more advanced procedure (laparoscopic colorectal surgery),
through which we could prove its general applicability.

1. Task Analysis in MIS

Task analysis is appropriate to use in identifying key components of complex activities
such as surgery that need to be analyzed when designing training and evaluation
systems.

With regard to the issue of instrument design, [5] argued that we need to know
how an instrument is actually used in context (i.e., at particular points in a surgery) and
what impact its use has on the flow or dynamics of the procedure (i.e., which tasks are
associated with certain patterns, and how the flow of the procedure, in terms of the
route taken by the surgeon, affects the use of instruments). This argument suggests that
we need an alternative to the hierarchical decomposition in order to explicitly describe
all the flow and progress of a surgery. Although hierarchical decomposition offers a
good description of the low level actions, it does not explicitly represent the flow of a
procedure.

This lack has led to the development of structured methods as in [3] to provide a
standard framework for objectively describing the flow of the procedure in a way that
allows comparison to be made between surgeons while taking proper account of
normal surgical variability (i.e., a low-level action early in surgery may bear little
relation to the same kind of action performed later; therefore, we must have some
consistent way to describe the context of particular surgical actions)

1.1. Purpose of Task Analysis

Although task analyses are commonly carried out, there is no unique definition of what
is involved. Different kinds of analyses are used depending on the purpose of the
analysis, the context in which it is applied, and the type of performers involved. From
the educational perspective, task analysis could be defined as a process to determine
statements of learning goals, to describe and prioritize tasks and subtasks that the
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learner will perform, and to develop assessment methods to determine what actually
gets taught or trained while performing a particular activity [4].

Since learning is a human-centered activity, all learning situations will differ
according to their different contexts; therefore, there are many different task analysis
methods. According to [4], however there are 5 main kinds of task analyses: Job
analysis, Cognitive task analysis, Activity analysis, Content matter analysis, and
Learning analysis.

From this wide variety of task analysis techniques, we focused our approach on
two learning analysis methods: Hierarchical Analysis (for intellectual skills) and
Information-Processing Analysis (for procedural and cognitive tasks) because together
they allow us to represent both the surgeon’s motor actions and decision-making
processes. Other methods such as cognitive task and activity analyses that seem to be
also applicable were discarded since they focus more on the identification of
knowledge than on the description of a subject’s performance [4].

1.2. Task Analysis Methodls

We implemented two types of task analysis to determine the operational components
of a minimally invasive surgery procedure (i.e. laparoscopic cholecystectomy) and to
describe in an event sequence diagram the activities that surgeons perform, how they
accomplish tasks and how they reason about the surgery.

We decided to use both Hierarchical Analysis (to represent the broad flow of the
procedure) and Information-Processing Analysis (to represent decision-making and
motor processes at a more detailed level) because of the power of having two
complementary representations of the tasks and the steps needed to accomplish them
(see Table 1). Accounting for both types of considerations required us to pay attention
both to the surgeons’ motor actions and to their decision-making processes.

Table 1. Comparative table: Hierarchical Analysis Vs Information-Processing Analysis

Hierarchical Information-processing

Solve the question: “What are the mental and/or
physical steps that the learner must go through in
order to complete this task?”

Solve the question: “What must the learner know in
order to achieve this task?”

. Developed step-by-step
Developed from general to specific (It has a start and an end)

Represented in terms of levels of tasks Represented as a flowchart or an outline

Based on learning taxonomies (from most to least

It is procedural in nature
complex)

2. Protocol

Our main goal was to develop a method to describe Laparoscopic Cholecystectomies
and other MIS procedures that integrates descriptions of both motor and cognitive
actions in a unified framework so that we can analyze these actions in relation to their
surgical context —understood as the current state of the surgery.
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Based on fask knowledge structures proposed by [4], we modified and
implemented the following steps:

Phase I: Collected information about the surgical procedure

Observation: We videotaped 10 laparoscopic cholecystectomy procedures
performed by two expert surgeons and manually divided the procedure into various
tasks. These observations allowed us to identify typical surgical tasks and alternatives.

Think-aloud: We asked the surgeons to describe during the surgery what tasks
they were performing and what decisions they were making.

Interviews: We developed preliminary diagrams prior to the interviews based on
textbook descriptions of the surgical procedure and updated them following the
operating room (OR) observations. We then interviewed the surgeons as a follow-up
to the intraoperative think-aloud process.

Phase II: Constructed procedure model. We designed a new hierarchical Motor
and Cognitive Modelling Diagram (MCMD - a kind of flowchart) to capture the task
sequences of laparoscopic cholecystectomies based both on our observations and on
elements of two different types of task analyses (i.e., Hierarchical Analysis and
Information-Processing Analysis). We found that we had to add a new symbol to
appropriately represent certain kinds of actions (e.g., surgeons will interrupt tasks to
deal with critical issues such as the appearance of a bleeder — we refer to this as an
Interrupt Service Routine (ISR) by analogy to microprocessor behaviour). Our final
diagram was the result of eight iterations of interviews with the surgeons. We did not
acquire motor performance measures during these procedures, but the process nodes
are designed to contain these measures.

3. Results

MCMD is composed of a hierarchical set of diagrams that allows to represent a
surgical procedure at various levels of detail: phase, stage, task, sub-task, and action
levels. The higher levels are generally uncontroversial in terms of order and sequence,
but variations in order and decision-making processes generally come into play at the
task level and below. As an example, Figure 1 presents the corresponding diagram for
the task named 2. Isolate CD/CA (CD: cystic duct; CA: cystic artery).

The operational components of the 10 laparoscopic cholecystectomies we
observed could be represented in a relatively simple event sequence diagram composed
of six primary symbols (see Figure 2): processes, decisions, ISRs, option points and
AND and OR gates. These symbols (or diagram language) were formulated in
advance through the observation of several procedures; we then refined the
conventions and tested them on subsequent laparoscopic cholecystectomy procedures
until no further changes seemed necessary. We have since applied this approach to 6
laparoscopic colorectal surgeries, a more advanced procedure, and found that no
further symbols were necessary even though the procedural representation itself was
naturally different.
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Figure 1: MCMD diagram for /2. Isolate CD/CA task in Lap Chole
(CD: cystic duct; CA: cystic artery; CBD: common bile duct; RHA: right hepatic artery)

PROCESS:

v' Takes time

v' Has properties (e.g., distributions of
velocities forces etc

DECISION:
v" Indicates various possibilities

OR:

v" Indicates that the procedure may proceed
when AT LEAST one input requirement
is satisfied

AND:
v" Indicates that the procedure may proceed ONLY
when all input requirements are satisfied

ISR — Interrupted service routine:
v' Refers to a sub-process that is invoked while
performing certain processes (e.g., control bleeding)
v' Has its own task decomposition and diagram

OPTION POINT:

v Exist when there are parallel branches which can be
performed in either order

v' Ttallows um in to othero tion oints

Figure 2: MCMD symbology
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4. Conclusions

We have shown that a relatively straightforward extension of task-modelling methods
known in the cognitive sciences literature can be used to describe the event sequences
observed in minimally invasive surgical procedures. This modelling diagram allows
us to represent both cognitive and motor performance aspects of surgical procedures in
a unified framework and will in future allow us to assess motor performance on
particular surgical tasks at particular points in the procedure (i.e., the surgical context).
We added a novel notion — that of the interrupt service routine — that seemed to be
lacking in the standard task representations. In general, our notation allows us to
represent motor actions, decision points, transitions, conditions to proceed, and
independent routines. The final diagram is a left-to-right step-by-step graphical
representation of the flow of the procedure, which illustrates the possible routes that
might be followed to achieve the overall objective. Since each step of the MCMD
represents a collection of motor actions, we plan to augment the educationally most
important steps using state diagrams to model transition probabilities and measures of
kinematic and force variables to assess motor performance.

In this paper we have concentrated on Laparoscopic Cholecystectomy since it is
the most widely practiced MIS procedure. However, to prove the generality of our
modelling approach, we also successfully modelled the more complex Laparoscopic
Colorectal procedure.
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Abstract.  Virtual patients have great potential for training patient-doctor
communication skills. There are two approaches to producing the virtual human
speech: synthesized speech or recorded speech. The tradeoffs in flexibility, fidelity,
and cost raise an interesting development decision: which speech approach is most
appropriate for virtual patients? Two groups of medical students participated in a
user study interviewing a virtual patient under each condition. We found no
significant differences in the overall impression, speech intelligibility, and task
performance. Our conclusion is that if the goal is to train students of which
questions to ask, synthesized speech is just as effective as recorded speech.
However, if the goal is to teach the student how to ask the correct questions, a high
level of expressiveness in the virtual patient is needed. This in turn necessitates
the higher cost — even with the lower flexibility — of recorded speech.

Keywords. Synthesized speech, Virtual Patients, Medical Education

1. Introduction

Virtual patients are receiving serious attention as a powerful tool for educating
medical students. Through repeated experiences with virtual patients, medical students
can be exposed to, and evaluated on, many more situations then through traditional
methods. To better the training potential of virtual patients, we must study in-depth the
components necessary to create compelling social experiences. Each of the core
components: graphics rendering, speech recognition, speech processing, and speech
synthesis play a part in the overall impression of a virtual human. Medical textbooks
frequently detail the value of verbal cues as a critical source of patient information[1].
When designing virtual patient systems, developers are presented with two approaches
to generate speech: pre-recorded or synthesized speech.

Recorded Speech — speech of the virtual patient is recorded using voice talent.
While monetarily costly, time consuming, and inflexible, recorded speech has very
high fidelity and can be extremely emotive.

Synthesized Speech - given a text string, software libraries generate audio output.
While the fidelity can range from ‘robotic’ to passable, the low cost (time and money)
and dynamic nature of synthesized speech makes it an attractive approach.
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Figure 1. Comparison of intonation contours from a fundamental-frequency analysis for the VP’s emotive
expression “It’s constant, it just won’t go away”, generated with Speech Filing System.

Spoken dialogue systems (such as telephony applications) typically use recorded
speech whenever possible. When user interfaces employ synthetic speech, they
typically use messages with simple structure to reduce the cognitive and memory
demands on the user. Table 1 shows the tradeoffs from using either synthesize or
recorded speech. Using recorded speech is time consuming since a voice talent is
required to pre-record all the virtual standardized patient’s responses. Synthesized
speech makes it easy to update the script quickly and easily. Pre-recorded speech
makes it difficult to use dynamic data, (such using names after introductions, or
dynamically generating new responses). Systems using Al such as natural language
generation would require the use of synthesized voice. However NLP seems
unnecessary for closed domain scenarios such as the acute-abdominal pain, because of
the predictability of the set of questions [2].

Table 1. Trade-off matrix for recorded speech vs. synthesized speech

Recorded speech

Synthesized Speech

Inflexible (non-dynamic)
High fidelity (emotive)
Costly (time consuming)

Flexible (dynamic)
Low fidelity (non-emotive)
Inexpensive (quick)

The tradeoffs in the three dimensions (flexibility, fidelity, and cost) raise an
interesting development decision: which speech approach is most appropriate for
virtual patients?

To investigate this question, we employ the high fidelity virtual interactive patient
system (VIPS). In VIPS, medical students naturally interact with a virtual patient,
DIANA (DIgital ANimated Avatar). DIANA is projected onto the wall of a mock
examination room (she’s 5°6”) and talks and gestures with the student [Figure 2].
Modeled after a standardized patient experience, DIANA is scripted with an abdominal
pain condition, and the student’s goal in the 10-minute experience is to explore the
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history of present illness (with no physical exam). Previous work has presented the
system [2-4], the student-virtual patient interaction [5], and the students’ responses [4].

Would experiencing DIANA with synthesized speech (Group SS) cause the
student to perform differently than recorded speech (Group RS)? We conducted an
experiment with medical students to explore how the virtual patient’s speech type (RS
or SS) impacted the experience.

The study result provides insight into the advantages and disadvantages of using
synthesized speech and evaluates the necessary fidelity for communication skills
training. Our approach was to empirically compare the two speech modes and weigh
each against a human standardized patient. Could a lower fidelity system still be
acceptable if it preserves the accuracy of simulation and training?

Figure 2. Medical student practices the AAP scenario with a virtual patient

2. TOOLS AND METHODS
2.1. Study Description

A user study was run with seventeen medical students at the Medical College of
Georgia in their second or third year of study. All had several prior experiences with
standardized patients. Participants were divided randomly into two groups with a
system running with recorded speech (N=9) or synthesized speech (N=8).

Each participant filled out a background survey. Then they entered the exam room
and spent 10 minutes interviewing with a virtual patient, took a history of present
illness, and stated their differential diagnosis to a virtual instructor. After the interview,
the participants completed a set of questionnaires then a recorded debriefing interview.

We used the “Crystal” 16K voice from the AT&T Labs Natural Voices SDK for
synthesized speech. The recorded speech came from a female adult voice talent.
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2.2. Measures

1. Speech Quality Questionnaire. The quality judgments were made by using an
adapted questionnaire developed for evaluating telephone dialogue systems [6],
targeting intelligibility, naturalness, pleasantness, comprehension, and overall
acceptance of the voice.

2. Maastricht Assessment of the Simulated Patient [7]. The questionnaire is the
standard method for assessing a standardized patient.

3. Expert Evaluation. Experts evaluated the tapes of the interactions and determined
student task performance by identifying which core pieces of information, such as
symptoms and signs, the student was able to elicit from DIANA including sections
from chief complaint, history of present illness, sexual history, etc. Examples include:
"I've been nauseous", “I have a fever”, and “I am sexually active”.

3. RESULTS

3.1. Learning objectives were met in both cases - no effect on task performance

Table 2. Expert Evaluation

Synthesized Real Speech p
Evaluation Rating n=4.37 n=>5.00 045
(score out of 12) c=1.59 c=1.85 ’

No differences were found in the task performance ratings assigned by experts
[Table 2]. The ratings reflect the number of core questions asked during the interview.
The SS condition presents lower fidelity audio than with RS, and may impact the
effectiveness and believability of the simulation especially under more emotive
scenarios. Synthesized speech allows the student to still meet educational objectives,
and students scored DIANA was equally under each condition for teaching (RS n 5.6,
SS 1 5.6, p=0.46) and training (RS p 5.1 p SS 5.1, p=0.49) value.

3.2. No differences were identified in how participants’ rating of the intelligibility,
naturalness, pleasantness, comprehension, and overall acceptance of the voice

Based from questionnaire results, there was no reported difference in the
intelligibility (RS p 4.9, SS p 4.6, p<0.28), naturalness (RS p 4.3, SS p 4.2, p<0.47),
and clarity (RS n 5.2, SS pn 5.0, p<0.46) of the voice.

In the post-experience debriefing, SS participants had varied impressions. One
responded that “/The VP’s voice] was clear” another said, “I had expectation that she
wasn’t going to sound exactly like a real person. She sounded like a telephone
operator.” Most RS participants were very satisfied with the quality of the voice. One
said, “I felt like they were really realistic as far as their voice intonation.”
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3.3. Some SS participants noted the synthetic speech sounded unnatural at first, yet
they adapted to it.

During interactions, there is often readjustment period that occurs when adapting
to the speech recognition and being exposed to synthesized speech. Quickly the
participants stopped paying attention to the lack of prosody, and accepted the flow of
conversation that the interface presented them. The following are debriefing comments
received by participants in the synthesized speech condition:

“For some people I can see how [the voice] would get confusing because [I heard the speech]
just one word at a time, but it was ok for me because I had heard it many times before. Synthetic
speech is clearly not a human being.”

“If she’s in that much pain she should be making more sounds.”
“[VP’s] voice could have been improved. I had difficulty hearing [the VP] at first”.

In the questionnaire, the participants responded whether “this encounter is similar
to other standardized patient encounters that I’ve experienced”, there is some indication
that recorded speech is more familiar to students than synthesized (RS: p 2.8, SS: n 2.0
p<0.06).

3.4. Lack of prosody was not detrimental for the basic skills teaching

The role of prosody (non-verbal cues) is used to identify grammatical structure,
convey attitude and emotion, and convey personal or social identity [8]. However,
these cues seemed to minimally impact this relatively simple scenario.

Stress and intonation can help identify grammatical structure. Stress is used to
highlight or give emphasis to word, and can help with clarification. Intonation is used
differentiate a question (yes/no, either or) from a simple declaration. The SS
participants did not find SS limiting due to the simplicity of the VP’s responses, the
assumption that every response was a statement, and the simplicity of the conversation
flow. Ambiguity did occur once in the scenario when the VP spontaneously asks the
participant “can you help me!?” some SS participants were thrown off and had
difficulty registering it as a question.

Speech can show attitude and emotion, personality and social identity, however
much of this information is visually presented. There may be a synergy of graphics and
audio, and DIANA’s expressive animation might have filled in what the audio had
missing. Prosody appears more important for speech-only systems.

4. Conclusion
The results indicate no significant difference in performance between Group SS

and Group RS in many of the task performance measures, such as the asking the
correct questions.
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One important external validity measure is to identify the similarities and
differences between experiencing a virtual patient and standardized patient — as clearly
they are not equal. Upon closer inspection, there exist subtle — yet important —
differences between virtual patients and standardized patients, primarily relating to
conversation flow and the significant difference in level of expressiveness. Part of the
lowered expressiveness is auditory, and thus SS’s lower level of emotive expression
impacts the overall experience. Recorded speech appears to be required to explore
higher order communication skills. Our conclusions are as follows:

For lower level learning of communication skills, (knowledge on Bloom’s
Taxonomy of Learning), there appears to be little difference between RS and SS. Thus
if the goal is to teach the student which questions to ask, SS provides a compelling
dynamic approach with minimal loss of educational objectives.

However, if the goal is to teach the student how to ask the correct questions,
(analysis and application) a high level of expressiveness in the virtual patient is needed.
Essential information of the patient’s condition could be lost from using synthesized
speech. This in turn necessitates the higher cost — even with the lower flexibility — of
recorded speech.

5. Future Work

In order to build more effective virtual patient applications we intend to explore
other system design decisions, such as graphics, immersion, and speech understanding
and how they affect overall system impressions.
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Abstract. This work explores an image-based approach for localizing
needles during MRI-guided interventions, for the purpose of tracking
and navigation. Susceptibility artifacts for several needles of varying
thickness were imaged, in phantoms, using a 3 tesla MRI system, under a
variety of conditions. The relationship between the true needle positions
and the locations of artifacts within the images, determined both by
manual and automatic segmentation methods, have been quantified and
are presented here.
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1. Introduction

This study explores the feasibility of localizing standard MRI-compatible needles
by detecting their susceptibility artifacts directly from images, for the purpose of
tracking and navigation during MRI-guided interventions. A variety of approaches
for tracking instruments in MRI have been presented in the past [1-4]. Although
typically fast and accurate, such approaches can have drawbacks such as line-of-
sight limitations, heating, sensitive tuning, calibration and expense. Passive track-
ing approaches, in which the needle position is detected directly from the images,
provide an alternative solution. Paramagnetic needles produce field distortions
that appear as local regions of signal loss [5] when imaged. The advantages of
an image-based passive tracking approach are that needles and devices do not
require expensive instrumentation, and that both the interventional device and
the patient’s anatomy are observed together in the same image space. There is,
however, a compromise between imaging speed and quality that can degrade nee-
dle localization accuracy and reliability. The visual appearance of susceptibility
artifacts produced by needles in 0.2, 0.5, 1.0 and 1.5 Tesla MRI images has been

1This work was partially funded by NSF ERC 9731748, NIH 5-P01-CA067165-07 and 1-U41-
RR019703.

2Correspondence to: Simon DiMaio, Brigham and Women’s Hospital, 75 Francis Street,
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characterized in [6-9], while techniques for optimizing visualization of artifacts
are described in [10].

The paper is organized as follows: Section 2 describes a set of needle artifact
imaging experiments performed in a 3T MRI system, as well as the methods
used to localize and compare needle and needle artifact positions computed from
images. Section 3 presents a summary of results quantifying the location of needle
artifact in the images. Finally, Section 4 concludes with an interpretation of the
results and scope for future work.

2. Materials and Methods

We localized needles by automatically detecting image artifacts using fast imag-
ing sequences that are useful for interventional guidance and navigation. Three
needles of varying thickness (18Gx10cm, 20G x 10cm and 22G x 10cm MRI histol-
ogy needles, E-Z-EM Inc.) were clamped horizontally in an acrylic needle holder,
as shown in Figures 1(a) and (b). The needle holder was attached to the bottom
of a plastic container, but was free to rotate in the horizontal plane, with gra-
dations marked at 10° intervals for accurate orientation. For imaging, we used

(a)

Figure 1. Experiment apparatus: (a,b) rotating acrylic needle holder, (c) needles embedded in
an ex vivo tissue sample.

a 3-tesla MRI scanner (GE Healthcare, Milwaukee, WI). The plastic container
was placed into a standard head imaging coil (GE quadrature birdcage) and filled
with a Nickel Chloride solution (< 1% NiCl). The needle holder included two
cylindrical fiducials precisely machined in the same plane as the needles, for scan
plane alignment, and to determine the true needle positions within the images.
All combinations of the imaging protocols, needle orientations, image orientations
and phase/frequency-encoding directions, listed below, were imaged.

Imaging Protocol: Single-Shot Fast Spin Echo (SSFSE) and Fast Gradient Recalled Echo
(FGRE).

Needle Orientation:  Needle axis horizontal, 0 — 90° with respect to Bg in 10° increments.

Slice Orientation: Single image with needles in plane, and a set of images taken transversely

through the needle shafts, from base to tip (to be called axial images).
Frequency Direction: Parallel and perpendicular to the needle shaft for in-plane images.

Standard half-Fourier single-shot fast spin echo (SSFSE) and fast gradient re-
called echo (FGRE) imaging protocols were used: 2D SSFSE (TR=2500ms,
TE=65.832ms, flip angle=90°, 62.5kHz bandwidth, 24cm FOV, 0.9375 pixel spac-
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ing, 4mm slice, 256 x256 matrix, 0.5 NEX); 2D FGRE (TR=29ms, TE= 5.5ms,
flip angle=30°, 15.63kHz bandwidth, 24cm FOV, 0.9375 pixel spacing, 4mm slice,
256x 128 matrix, 1 NEX). Scan time per image was less than four seconds for the
SSFSE and less than one second for the FGRE.

The experiments were repeated with the needles inserted into an ex vivo tissue
sample, as shown in Figure 1(c). Needles were rotated axially while being inserted
into the tissue, and symmetrical bevels were used to minimize needle deflection.

2.1. Artifact Detection

In this preliminary study, we used a primitive artifact-detection algorithm to il-
lustrate the feasibility of image-based needle localization. Each in-plane needle
image was processed in order to determine: 1) the true needle positions, 2) the
centroid and tip of each artifact by manual segmentation, and 3) the automat-
ically detected centroid and tip of each artifact. The true needle positions were
determined by detecting the needle holder fiducials which have a known relation-
ship to the needles. Each image is divided into three regions of interest, each
containing just one needle artifact. Automatic detection of each artifact is com-
puted using an algorithm based on the linear Hough transform, as shown in Fig-
ure 2. The detection algorithm operates on both the raw image regions and their

Image C
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Figure 2. Flowchart illustrating the artifact detection algorithm.

Nas

complements (grayscale intensities inverted), in order to detect both enhancing
and non-enhancing needle artifacts. Occasional manual intervention was required
to correct a poor decision in the final step of the algorithm; otherwise, all other
parameters remained constant for all images. The tip of each artifact was com-
puted by finding the peak image intensity gradient along the detected artifact
axis NAXIS-

3. Results

Examples of needle artifacts are shown in Figure 3. The FGRE artifacts are sig-
nificantly larger than the SSFSE artifacts when perpendicular to Bg. Artifacts
are shifted along the frequency-encoding direction in both SSFSE and FGRE se-
quences, and become better defined when this direction is perpendicular to the
needle shaft. The quantitative relationship between the artifact location and true
needle position is illustrated in Figure 4, where both the difference in tip depths
and shaft positions are shown. Here, the artifact location is based on a manual
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Figure 3. Artifacts with needles perpendicular to Bg, imaged with (a) SSFSE, and (b) FGRE,
with needles emersed in a NiCl solution. Frequency-encoding directions both parallel and per-
pendicular to the needle shaft are shown. Dashed lines and crosses are actual needle shaft and
tip, while dotted lines and circles indicate detected artifact.
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Figure 4. Comparison of manually segmented artifact to true needle position. Results for the
20G needle are shown.

segmentation for which the centroid and tip of the artifact were determined vi-
sually. When the needle is parallel to By, the visible SSFSE artifacts tend to
under-represent the tip depth by up to b5mm and the FGRE artifacts tend to
over-represent the tip depth by up to 4mm; however, these discrepancies decrease
to below 1mm by the time the needle is perpendicular. The centroid of the arti-
fact is very close to the true needle axis (<1mm) when the frequency-encoding
direction runs parallel to the needle; however, when the frequency direction is
perpendicular, the artifact is increasingly shifted away from the needle axis as the
needle is rotated to 90° from By. For SSFSE images, this shift reaches 2mm, while
the FGRE images exhibit a maximum shift of 3.6mm-—this is visible in Figure 3.
These results are shown for the 20G needle, while similar behaviour is observed
for the 18G and 22G needles.

The automatic artifact detection algorithm was compared against both the
true needle position and the manually segmented artifact location. In Figure 5 the
distance between the detected artifact axis, and the true axis, evaluated at the
needle tip, is plotted with respect to the needle orientation angle. The distance to
the manually specified artifact centroid is also shown. For all combinations of the
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Figure 5. Comparison of automatically segmented artifact to true needle positions and manually
segmented artifact. Results for the 20G needle are shown.

imaging sequence and frequency-encoding direction, the automatically detected
artifact axis lies well within 2mm of the visible artifact (manually segmented ar-
tifact centroid). However, when the frequency-encoding direction is perpendicu-
lar to the needle, the detected artifact is shifted with respect to the true needle,
increasing with By angle. In the SSFSE and FGRE images, this shift reaches
3.4mm and 4.4mm, respectively, in a manner similar to that observed in Figure 4.
Similar results were obtained for 18G and 22G needles. Transverse images of the
needle shafts exhibit similar characteristics as in-plane images. Artifact size and
shift increase with By angle, particularly when using the FGRE sequence. All of
the abovementioned imaging was repeated using an ex vivo tissue sample. Similar
needle detection results were obtained from these images, as shown in Figure 6.

Tfreq.

(@ (b)

Figure 6. Needle artifact in a tissue sample: (a) in-plane images indicating true needle (dashed
line and cross) and detected artifact (dotted line and circle); (b) axial image with true needle
axes marked.

4. Conclusions

Artifact characteristics appear to vary systematically with respect to the B0 angle
and frequency-encoding direction, which implies three opportunities for future
work. First, from knowledge of these critical parameters, it may be possible to



S.P. DiMaio et al. / Needle Artifact Localization in 3T MR Images 125

correct for the spatial shifts of the artifacts from a single image; this might be
possible with a combination of a physics-based approach (e.g., based on dipole
field models) and empirically determined corrections. Second, multiple orthogonal
images may be useful in correcting for the spatial shift. Finally, from the angle of
the artifact with respect to the B0 and frequency-encoding directions, it may be
possible to optimize the frequency direction from image to image and to adapt
echo time and bandwidth to perform real-time control of the MRI sequences to
optimally image a needle during an interventional procedure.

This work is significant because robust and reliable needle and device track-
ing will be required for tracking and navigation of needle placement inside the
3T magnet bore, using either manual or robot-assisted positioning. A localization
approach that does not rely upon additional instrumentation, and that is intrin-
sically registered to the targeting plan is highly desirable. This study indicates
the feasibility of such an approach.
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Abstract. This work describes an integrated system for planning and
performing percutaneous procedures—such as prostate biopsy—with
robotic assistance under MRI-guidance. The physician interacts with a
planning interface in order to specify the set of desired needle trajecto-
ries, based on anatomical structures and lesions observed in the patient’s
MR images. All image-space coordinates are automatically computed,
and used to position a needle guide by means of an MRI-compatible
robotic manipulator, thus avoiding the limitations of the traditional
fixed needle template. Direct control of real-time imaging aids visualiza-
tion of the needle as it is manually inserted through the guide. Results
from in-scanner phantom experiments are provided.

Keywords. robot-assisted needle biopsy, MR-compatible robot, prostate
cancer

1. Introduction

Accurate navigation of surgical instruments (e.g., biopsy and therapy needles),
based on pre-operative trajectory plans and intra-operative guidance, is a chal-
lenging problem in image-guided therapy. Stereotactic frames and needle template
guides are typically used to calibrate and constrain instrument motion, but of-
ten lead to inflexible guidance mechanisms and workflows. In this work, we focus
on prostate biopsy and brachytherapy procedures that are currently performed
under MRI guidance at the Brigham and Women’s Hospital [1]. Similarly to the
standard transrectal-ultrasound-guided approaches, these procedures rely on a
fixed needle template guide that constrains trajectory resolution and orientation.

MRI is an attractive choice for image-guidance, due to its excellent soft tissue
contrast, multi-parametric imaging protocols, high spatial resolution, and mul-
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tiplanar volumetric imaging capabilities. The peripheral zone (PZ) can be seen
in T2-weighted images, and used to identify suspicious nodules in the peripheral
zone. A multi-year clinical trial of MRI-guided prostate biopsy is described in [2],
and uses an intra-operative open 0.5 tesla MR imager (GEMS Signa SP). While
the use of MRI imaging in prostate cancer biopsy and therapy appears to have
helped improve outcomes, the manual method of needle placement has remained
unchanged. The use of a fixed needle guide template, with holes spaced at least
5mm apart, limits needle trajectory position and orientation. In addition, tem-
plate registration and the manual computation and transcription of coordinates
are prone to human error. This paper introduces a system that integrates an in-
teractive planning system and real-time imaging control interface with an MR-
compatible robotic assistant that acts as a dynamic needle guide for precise, yet
flexible targeted needle placement. The system has been validated for a prostate
biopsy procedure, and approved for a first clinical trial. It is based on an a modular
and extensible architecture.

Robotic assistance has been investigated for guiding instrument placement in
MRI, beginning with neurosurgery [3] and later percutaneous interventions [4,5].
Chinzei et al. developed a general-purpose robotic assistant for open MRI [6] that
was subsequently adapted for transperineal intra-prostatic needle placement [7].
Krieger et al. presented a 2-DOF passive, un-encoded and manually manipulated
mechanical linkage to aim a needle guide for transrectal prostate biopsy with
MRI guidance [8]. With three active tracking coils, the device is visually servoed
into position and then the patient was moved out of the scanner for needle inser-
tion. Other recent developments in MRI-compatible mechanisms include haptic
interfaces for fMRI [9] and multi-modality actuators and robotics [10].

This paper is organized as follows: Section 2 describes the architecture of the
robot-assisted system that includes a planning interface and an MRI-compatible
needle positioning device (Section 3). Preliminary results from in-scanner phan-
tom tests are given in Section 4. Concluding remarks are provided in Section 5.

2. System Architecture

The architecture of the MR-guided, robot-assisted percutaneous intervention sys-
tem is shown in Figure 1. The three major subsystems, namely the planning en-
vironment, the MR scanner (GE Signa SP, Milwaukee WT), and the motion con-
trolled robotic manipulator, are integrated as shown. The workflow is as follows:

1. Visualize pre-procedural MR images Ip;r; to specify a set of biopsy targets.
Image visualization and target planning are performed using the 3D Slicer
[11]. For each biopsy plan, the physician specifies two points along the
needle trajectory, namely a target and an entry point, by clicking on
coordinates on T2-weighted images viewed in the Slicer.

2. The robot is visualized in conjunction with the images and the biopsy plan,
and positioning motions can be simulated and rendered on-screen for
trajectory verification.

3. Calibrate robot to image space using a Flashpoint® optical tracking system.

4. Execute robot joint-space motion commands (g, ¢, ¢) via an ethernet
connection with the robot controller.

5. Robot motion proceeds and is continuously monitored and compared against a
simulated robot motion model; any significant trajectory deviation halts
motion.
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Figure 1. The percutaneous intervention system, comprised of a planning sub-system, the MRT,
and an MR~compatible robot.

6. Verify robot position by comparing the optically tracked needle guide
position (X¢) with the biopsy plan. Steps 4-6 are repeated until the
positioning error is satisfactorily compensated.

7. Imaging plane coordinates (Sgrr) corresponding to the plane of the needle
are sent from the 3D Slicer to the scanner’s Real Time Control interface,
and real-time images (Ip;r; rT) are aquired and displayed.

8. The needle is manually inserted through the needle guide, under real-time
MR guidance (3-6s image update), and a biopsy sample is taken. Steps 4-8
are repeated until all target sites have been sampled.

3. MRI-compatible Needle Positioning Device

For this work, we use a first-generation MRI-compatible robotic assistant devel-
oped by [12-14] for use in a Magnetic Resonance Therapy operating room (MRT)
equipped with a GE SIGNA SP open-MRI scanner. The robotic device consists of
five linear motion stages arranged to form a 2-DOF orienting mechanism attached
to a 3-DOF Cartesian positioning mechanism. The base of the robot is mounted
above the surgeon’s head in the open MRI magnet and two rigid arms reach down
into the surgical field. The ends of the arms are linked to form a tool holder, which
in this case is a linear needle guide (Figure 2(b)). There is a Flashpoint® optical
marker attached to the needle guide, providing independent redundant encoding
of end-effector pose, as shown in Figure 2(b-inset). The mechanism is constructed
almost entirely from non-ferrous, MR-compatible materials. The gantry frame is
composed of aluminum and titanium elements, and each linear motion stage com-
prises plastic, titanium, stainless steel (YHD50) and beryllium-copper (Be-Cu)
components. All sensors are optical and signals are transferred to and from the
magnet room via fiber-optics. Linear optical encoders measure the displacement
of each motion stage with 20um resolution (Encoder Technology, Cottonwood,
AZ). The actuators are ultrasonic motors (Shinsei travelling-wave USR60 USM)
that contain no magnetic or ferrous components. The MRI compatibility of the
robotic mechanism was evaluated in the open-MR scanner and found to produce
no adverse effects. In fact, the robot created less field distortion than the body of
the patient, as measured by [13].
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(a) (b)

Figure 2. (a) GE Signa SP open-MRI scanner, with (b) integrated 5-DOF MR-compatible robot.
The robot end-effector is equipped with an optical tracking marker (inset).

4. Phantom Experiments

Needle placement has been verified using a polyvinyl chloride (PVC) tissue phan-
tom measuring 9 x 9 x 11cm. The phantom incorporates a prostate model, as well
as several acrylic beads that serve as targets. The beads have a hole diameter
of 3mm, and are embedded at depths up to 9cm from the inferior surface of the
phantom. The tissue phantom was placed into a patient leg model, as shown in
Figure 3(a), and transferred into the MRI scanner in order to mimick the clinical
procedure. Sterile draping is applied to both the patient model and the robot
manipulator arms, as shown in Figure 3(b). The phantom was scanned and the
image volume imported into the 3D Slicer for planning and placement, as de-
scribed in Section 2, and shown in Figure 3(c). In this study, we attempted to

Figure 3. Phantom experiments: (a) scale models of legs and PVC prostate phantom with em-
bedded targets, (b) patient model and robot placement inside the scanner, with sterile draping,
(c)needle trajectories are interactively specified in the planning environment.

place 10 needles (E-Z-EM Inc., MRI Histology) into the centres of the beads from
a variety of different trajectory angles. 7 needles were placed into centres of the
beads, while 2 needles hit the sides of their target beads. One needle, which was
targeted along an elevated oblique angle, was placed adjacent to its target bead.
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Examples of images, showing needle placement in the phantoms, are provided in
Figure 4.

(a) (b) (©) @)

Figure 4. (a) Real-time image visualization in the Slicer interface during needle insertion; (b,c)
MRI images of needle placement in the phantom; and (d) the target phantom.

In experiments, the system consistently placed needles to within 2mm of their
intended targets in a tissue phantom. Increased placement error was found for
severely oblique needle trajectories, largely due to calibration errors between the
optical tracker and the needle holder. This has subsequently been ameliorated
through improved calibration. In general, system performance is dependent on
accurate calibration between the optical tracker and the image coordinate space,
as is also the case for all clinical cases undertaken in the MRT. An image-based
registration and tracking approach would be preferable, and can be incorporated
into our present system architecture. The advantage of such a visual servo ap-
proach is that the image and device coordinate systems are explicitly registered,
as opposed to a “register and shoot” approach that is dependent on calibrated
external sensors.

5. Conclusion

We have developed an integrated planning system and a robotic assistant that
acts as a dynamic needle guide. This approach helps to simplify workflow by
providing an interactive “point and click” trajectory planning interface and an
MRI-compatible robotic mechanism for precise, yet flexible needle placement. In-
scanner phantom tests have been performed in order to validate system perfor-
mance and needle placement, and preparations are underway for clinical trial.
The system is based on a modular and extensible architecture that will be used as
a testbed for the development of novel image-based navigation and visual servo
techniques in open- and closed-bore MRI scanners, in order to be extended to
other applications of MRI-guided percutaneous therapy in the future.
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Polymer Film Based Sensor Networks for
Non-Invasive Medical Monitoring
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Abstract. An instrumentation system based upon laminate polymer film
composition with embedded ultra-flat imaging sensors has been designed for
application to both external and internal monitoring during medical procedures or
post-operative care. This technology is based upon a common architecture
employing PET (polyethelene terephthalate) film substrates laminated with
conductive printed circuit logic and the inclusion of discrete ultra-flat imaging
sensors which are based upon the principle of compound eye vision. The system
enables the construction of variable-size, variable-geometry sheets that can be
applied physically to different locations including objects in an environment that
requires frequent monitoring.

Keywords. Polymer film, compound eye, artificial vision, sensor fusion, monitor

Patient safety and survival as well as the ability to record and review procedures ranging
from drug administration to surgical procedures and post-operative monitoring are
problem issues in crisis environments. The experiences of medical personnel in two
well-known settings — the Iraq warfront and the post-Katrina flooding and destruction in
New Orleans — exemplify the contexts for which new forms of assistance in visual and
other means of real-time situation awareness are needed. We set out to design a multi-
purpose solution for situation awareness when there inadequate resources or
exacerbating conditions; e.g., staff shortage, requirements for sharing critical care
equipment, power outages, hose leaks, shifting of patients and equipment or furnishings.
Our principal focus has been upon the exacerbated and disadvantaged operational
environment, the cases where organizational and supervisory infrastructure also may
have collapsed or been stretched to the limits of effective attention and awareness by
responders and providers. In particular we have been motivated by cases where there is
no reliable information flow for tracking procedures and events such as the sequence and
dosage of drug administration to patients being treated in a “field setting.”

The concept of compound eyes is not new to artificial vision systems [1] and has
been principally studied with a view toward engineering visual sensors that can replicate
the functions and behaviors of an insect eye for obstacle avoidance or navigation [2].
Our approach has been to take the general model of the compound eye, as well as some
specific sensing technology that has been developed following that model for providing
vision capabilities in extremely flat and small electro-optics, and to experiment with
ways in which this technology can be adapted to high-stress, high-noise, low-resource
operational environments and in particularly to situations where it cannot be predicted in
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advance of need where all the visual sensors should be placed and how they should
communicate with one another. Paramount in our architectural design work has been the
need to develop solutions that can be used in a diversity of physical locations, power
constraints, and interfaces but to also provide a means for adding future capabilities
beyond the visual optical spectrum.

The architecture, referred to as the SenseNet, is based upon four components: (1)
individual sensor elements (currently considering only visual sensors, described in
Section 2) that are embedded (one or more) in Patches, wireless-accessible flexible units.
Each Patch consists of a laminate polymer construction involving (2) industry-standard
PET (polyethelene terephthalate) film as the primary substrate bonded to a standard
neoprene or PVC base layer for additional strength and (3) a OLED (organic light-
emitting diode) multilayer with specific HIL (hole injection layer) technology [3] that is
laminated to the PET, plus (4) industry-standard wireless communication electronics
drawn from conventional 802.11 wireless internet products. SenseNet components are
illustrated in Figure 1 and Figure 2 below.

SenseNet Patch units are each linked to a standard 802.11 access point and thereby
into the local intranet or internet that has been established for the operational space.
Data communications from Patches are input to a server which in turn maps the image
data (or in the case of non-visual sensor data in the form of text) directly into a resident
archiving database and a dynamic web management application for interactive display
via standard browsers on PC, PDA or other internet accessible devices. In this manner,
SenseNet data is real-time provided to the following communities of users:

e Individuals working in the actual operating space

e Observers working remotely or requiring real-time knowledge of various conditions
in the operating space (patient medical observables, status of equipment under
visual observation, status of physical lines, cables, tubing, or structures, and
historical recording of events such as administration of drugs, movement of
patient(s) or equipment, surgical procedure sequences, etc.

e Post-facto viewers and reviewers who have need for a transcript of events that have
occurred, such as in the case of caregivers for a patient who has been moved.

From the standpoint of system integration we have developed software that is designed
as an intelligent agent-enabled content management system [4] using C++, Java and
PHP-based components, treating the data as a stream of information handled in a
conventional extract-transfer-load (ETL) scenario that is common in the management of
very large databases and data warehouses. Agents in the ETL pipeline react to both
direct demands and inferred associations and pattern recognition events and thereby
route sensor (image) data to particular defined dynamic web pages or through
notifications sent as email or SMS packets to pre-identified individuals. Thus a wide
and extensible variety of people connected with the procedures at hand can be notified
real-time of events and relationships (detected patterns) that merit attention and/or
intervention. Within the limits of the present paper it is not possible to describe further
the content management or fault-tolerance logic used for communications processing.

The visual units are critical to the utility of the SenseNet. We have selected for our

study and experimentation the two different methods, one an artificial apposition eye and
the other a cluster eye design, developed by Duparre et al [5,6]. The designs derive from
insect eyes and the Gabor-Superlens. The apposition eye unit has been tested
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experimentally and returns images that are of high quality at 17cm with a horizontal
FOV of 63° achievable for a system employing a 2mm thin imaging system with 21x3
channels, 70° x10° field of view and 4.5mm x 0.5mm image size. This is a promising
start for the type of applications discussed in Section 1.
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Detecting Trigger Points and Irreversibility
Thresholds in Shock and Trauma
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Abstract. We investigate the model of unstable recurrent patterns within chaotic and
highly turbulent systems as a possible avenue for linking shifts in parameters that
can be indicators of nonlinear and irreversible transitions leading to mortality. The
argument presented is that in the case of mass injury and trauma events from natural
or intentional causes, large numbers of people may be in situations where clinical
testing infrastructures have been disabled or destroyed, further reducing the ability
of medical caregivers to accurately notice indicators and signals of impending
critical and irreversible conditions. Identification of a reduced set of observables
that can be linked with unstable yet recurrent patterns may provide a means for
improved monitoring and life support under such adverse conditions.

Keywords. shock, trauma, chaos, turbulence, dissipation, emergency preparedness

Introduction

Anomaly and intrusion detection methods may enable the examination of unstable and
semi-stable recurrent patterns in dissipative extended systems and provide a set of
advance-warning indicators that can be associated with impending critical life support
conditions. The target situation occurs when there are hundreds or even thousands of
persons subjected, within a comparatively short period of time (minutes or hours) by
exposure or ingestion to toxic agents or impact events. Our goal has been to set the stage
for identifying if the abstract model that results can find a match with known observable
parameters from the critical care world, working abductively and intuitively toward
defining a dataset that can be tested with both the turbulence characteristics and the
existence of unstable and semi-stable recurrent patterns (hereafter referred to as A-
recurrence) fitting the initial abstract model. Automatically we must rule out any testing
that requires remote and time-intensive laboratory testing that cannot be performed in an
emergency room “on the spot.”” We prefer to focus upon those parameters that can be
collected in a field setting such as that of a combat area field hospital or onboard a
medivac helicopter. Certainly in the space of possible parameters are those employed in
the Glasgow Scale but from the outset we do not know if we should consider one
particular parameter p (e.g., SpO2/Sa02) or a set S = {p, q, r}, for which the relationship
between 2+ members of S is the critical meta-parameter; i.e, where we find chaotic
behavior of the “interesting” sort (meaning, with A-recurrence).

' Corresponding author: TETRAD Technologies Group, Inc., 28 Chase Gayton Circle, Suite 736, Richmond
VA 23238 USA  Email: martin @forteplan.com
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We are automatically limited in the range of clinical tests that can be considered.
Parameter sets useful for tracking A-recurrence may emerge including quantities that are
relatively stable on scales of minutes or even hours but for which modest changes
coupled with other set members can serve as triggers of a A-recurrence. Measures of pro-
and anti-inflammatory cytokine and adhesion molecule patterns [1] are already
employed on a 2 to 4 hour basis for indications of septic shock onset or susceptibility.
Within our investigations, the In-Check microfluidic diagnostic chip and platform” offers
the possibility of such new classes of tests through highly-automated PCR-based
analysis in a portable lightweight and low-power configuration capable of performing
multiple tests in parallel.

Recurrent Patterns in Dissipative Turbulence - the Kuramoto-Sivashinsky Model
Our goal is to find behaviors similar to the basic Kuramoto-Sivashinsky (KS) system,
2
ue = (U. )x — Uxx - VUxxxx (1)

representing, for example, the general case for amplitudes of interfacial instabilities such
as flame fields, nonlinear through term (uz)x, v a damping parameter. The solution u(x,t)
=u(x+L, t) is periodic and can be expanded into a discrete spatial Fourier series

u(x,t) = Zak (t)e™ ()

k=—oo

It is possible to extend periodic orbit theory to spatiotemporal chaotic systems and
the KS system [2] and reduce a high-demensional system (from 16 to 64 dimensions)
down to one, namely a return map. Following Cvitanovi_ and others [3] we postulate
that a predictive system for non-equilibrium turbulence of the type that may exist in
breathing irregularities, cardiac beat-to-beat chaos and other chaotic-like behavior
measured through electrocardiograms, or in molecular patterns® such as cytokine levels,
may require only 10> — 10* recurrent pattern instances as opposed to classical
expectations (= 1010) from Monte Carlo and other PDE simulations. This means fewer
cycles of per-patient monitoring and possibly a manageable cycle of acquire-search-
compare-evaluate computations to perform (returning to our clinical focus) for large
populations when situations impose sparser data collection intervals and less robust
computational resources.

Dynamical behavior such as 3-D Navier-Stokes turbulence in many different media
often exhibits a variety of unstable recurrent patterns that can in turn be applied to
provide indicators of general characteristics or imminent phase shifts. The challenge is
how to find such patterns since by definition they are themselves unstable and not the
same in amplitude or other dynamical characteristics in each recurrence. Why they may
be indicators of trigger-like conditions, including irreversible conditions leading to

? http://www.st.com/stonline/prodpres/dedicate/labchip/labchip.htm
? Recurrent patterns of interest are not necessarily chaotic and the absence or decrease of
chaos in certain bioparameters may be indicate onset of a disabling or life-threatening
condition (Poon and Merrill, regarding congestive heart failure [4])
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death, in the case of individuals experiencing a variety of trauma conditions is not at all
obvious. However, on the one hand there is the evidence of sudden death linked with a
larger variety of CNS and cardiovascular conditions for which there are no externally
observable nor commonly measureable indicators but which have may have increases or
decreases in chaotic patterns such as EKG.

How to find and associate recurrent patterns with biomedical conditions

Finding periodic orbits may be enhanced by algorithms but it is still somewhat “trial
and error.” Cvitanovi_ and Lan apply an iterative approach to begin with a calculated
guess and then to monitor the attraction of the solution towards or away from this target.
This in turns builds an approach using Newton-Raphson or alternatively by minimizing a
cost function. These and other methods like them will not tell which patterns are
recurrent nor how “near” everything is in the interpolative process. Here additional
heuristics and probabilistic data can be used to reduce the iterative cycle. There are
known techniques within the study of anomaly detection and tracking, such as
multivariate statistics and neural network classification. At a higher scale probabilistic
(Bayesian) networks can be employed with specific rules drawn from the operations
domain. Periodic orbit theory [5] proposes that the greater the unstability, the more
accurate will be the predictions that are based upon a small number of the shortest
recurrent patterns. In turn, once a sufficient number of individual unique patterns can be
discriminated, then these can be use together to predict global averages. Average is
considered as a sum over all possible patterns which are grouped hierarchically
according to the likelihood of each pattern’s occrrence in the system.

(a)= }LIE%<A’>, A (x) = [ da(x()) 3)

where the dynamical trajectory x(t) is some point in a high-dimension state space and the
object is for short cycles, short patterns, to contribute information collectively as an
aggregate to information on the invariant set, the long-term cycle. This offers a logical
step from simple observable patterns that can be captured relatively easily, through pulse
oxymetry, temperature, pressure, pulse, and other means, to information about
impending, imminent shifts in the long-term cycle, the “big picture” of systemic changes
that could be the difference between death and life.
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Abstract. A haptic virtual reality milling simulator using high resolution
volumetric data is presented in this paper. We discuss the graphical rendering
performed from an iso-surface generated using marching cubes with a hierarchical
storage method to optimize for fast dynamic changes to the data during the milling
process. We also present a stable proxy-based haptic algorithm used to maintain a
tip position on the surface avoiding haptic fall-through.

Introduction

The work presented here describes the use of a surgical training simulator for temporal
bone milling that has been developed by the authors. This system will be used to
educate and train surgeons for milling operations, e.g. complicated temporal bone
operations such as removal of brain tumors. In such an operation the surgeon mills a
path through the skull with a small hand held mill so that the tumor can be reached
easily and with minimal damage to surrounding tissue. The milling phase of an
operation of this type is difficult, critical and very time consuming. Reduction of
operation duration time by only a few percent has potential for large savings in health
costs.

Haptic and virtual reality simulation of the bone milling process is a new and
largely unexplored research topic. However, some research groups are dealing with this
problem [1], [2], [3]. All these groups are at an early stage in their research, the
solutions are deficient and much more development must be done in this field to find
adequate solutions. Our simulator differs from the ones mentioned above in that we are
using high-resolution data sets, which give us very realistic 3D visualization of the
milling process. Our haptic rendering algorithm also improves on previous work giving
greater stability and reducing fall-through issues.

Our approach handles the challenging problem of rendering dynamic volume data
in real-time and fulfills the given requirements for haptic and VR applications.

1. Graphical rendering

Skull bone is represented using data acquired from a CT-scan which offers high quality
imaging of bone structures. Our simulator supports importing patient specific DICOM
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format volume data which makes it possible to use the simulator for surgeons wanting
to practice a particular patient-specific operation.

There are several different methods for graphical rendering of volumetric data. The
most common are; Ray-Casting [4], 3D texture mapping [5] and Marching cubes [6].

As in [7], our simulator uses the Marching Cubes algorithm because it meets our
requirements for image quality and speed. The simulator performs stereographic
rendering of the surface with a minimum update rate of 30Hz and a latency of less than
300ms [8] for dynamic updates to volume data from the milling process.

An optimized variation of the marching cubes algorithm has been implemented
that allows real-time updating of a restricted area of the volume data using the method
described herein:

1. Read in volume data and generate voxel gradients based on density. Create an
octree structure with a user specified tree depth, applying marching cubes to
each leaf node in the octree.

2. Check for milling, updating volume density and gradient data if necessary.

3. Apply a localized marching cubes algorithm on any modified octree leaf
nodes.

4. Render octree leaf nodes using OpenGL display lists for optimized rendering
of unchanged nodes.

5. Repeat from 2.

These steps are described in detail below.

1.1. Read in and store the volumetric data

For volumetric data an Octree-based structure [9] is well suited for visualization of the
bone milling process. The Octree-based structure uses a hierarchical representation of
the data to efficiently detect and update localized changes to the data. Each node in the
octree represents a fixed axis-aligned sub-region of the data. Various optimizations can
be implemented that take advantage of this hierarchical structure.

Maintaining minimum and maximum density information for each node allows our
marching cubes algorithm to trivially reject any node in the octree with all density
values either higher or lower than the iso-surface density value [10].

OpenGL display list caching has also been optimized by taking advantage of the
octree structure. Each node in the octree has a display list cache that caches the
rendering of a particular node. Leaf node display lists cache triangle rendering of a sub-
region of the iso-surface. Non-leaf nodes use display lists to cache sub-regions of the
octree. In this approach, any changes to a single leaf node only breaks the caches of
that leaf and all of its ancestors, minimizing the number of display list caches that need
to be regenerated.

Octree depth is a trade-off between having too many and too few voxels in each
leaf node. If there are too few voxels in each leaf node then the overhead of the octree
outweighs the benefits. Too many voxels in each leaf node means that the localized
updates need to update an unnecessarily large area and are thus inefficient.
Experiments show that an octree depth of three or four is optimal depending on the size
of the volume data.
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1.2. Check for milling

The haptic device has two buttons, one for removal of material and one for adding
material. When either button is pressed a milling algorithm for updating voxel density
is applied and a localized update of the marching cubes algorithm is performed. The tip
of the mill is represented as a sphere with a radius r and an axis-aligned bounding box
is used to quickly find the voxels located inside the sphere as described in figure 1.

1
Y_min'
L =- -4

X_min X_max

Figure 1. 2D representation of the axis-aligned bounding box region.

Only voxels that fall inside the axis-aligned bounding box are checked for collision
with the tool. Voxels located inside the bounding box with a distance, d, less than the
radius, r, are affected by the milling tip. Adding or removing material is simulated by
increasing or decreasing voxel density as a function of time and distance from the tool
surface.

Changes in voxel density will result in an update of the voxel gradients used to
determine surface normals for the isosurface rendering.

Updating the voxel density of any voxel in a particular leaf node will thus break
the display list caching for that leaf node and its ancestors.

1.3 Apply the Marching cubes algorithm on the updated tree nodes

After checking for changes to voxel density as a result of haptic milling, the graphical
rendering algorithm will check for any octree leaf nodes that need regenerating. If an
octree leaf node is out-of-date, the current iso-surface vertex and normal data is deleted
and the marching cubes algorithm is applied locally to compute new vertex and normal
geometry.

1.4 Isosurface rendering.

The iso-surface is rendered by performing a depth-first traversal of the octree structure,
checking for invalid display list caches.

On the first rendering traversal all leaf-nodes will need to be rendered and a
display list cache generated for them. The subsequent n-1 graphic updates (where 7 is
the tree depth) of unchanged data will result in display list caches being generated for
the parents of leaf-nodes, grand-parents, etc, until the root node is cached in a display
list. Changes to voxel density as a result of haptic milling break the cache of one or
more leaf-nodes resulting in one or more branches of the octree having invalid caches
which will be rebuilt over the next n graphic updates. Figure 2 shows three objects that
have been graphically rendered using our optimized octree approach described above.
The tooth is a CT scan in DICOM format with a resolution of 256 x 256 x 176, the
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skull is also a DICOM CT data file with a resolution of 512 x 512 x 176 and the sphere
is a dynamically generated data set with a resolution of 256 x 256 x 256.

Figure 2. Graphical rendering of a tooth, a skull and a free-form object.

2. Haptic rendering

Our haptic rendering algorithm presented here is a proxy-based rendering technique
[11] that will render an arbitrary density value as a haptic surface. For high-quality
haptic rendering, the haptic process needs to be run in a separate thread from the
graphical updates at an update rate of 1000Hz. The haptic algorithm is as follows:

1. Calculate the density value at the position of the proxy using trilinear

interpolation.

2. If the density value > the iso-value = collision, update proxy position. Else =

no collision and the proxy position remains the position of the probe.

3. Calculate the force = k*(proxy_position — probe_position).

4. If milling = add vibration force.

5. Return the total force to the haptic device.

The haptic rendering algorithm maintains a proxy at a position where voxel density
is less than the density value used for iso-surface generation. If the density value at the
position of the haptic device is lower than the density value of the isosurface then we
update the proxy position to be that of the haptic device. Otherwise we need to update
the proxy to minimize the distance between the haptic device and the proxy whilst
maintaining the requirement that the proxy remain at a position with a lower density
than that of the isosurface. This is performed using an algorithm that is a variant of
those described in [2, 12].

The general approach of our algorithm is to update the proxy position with a two-
step movement. First we move the proxy in a direction tangential to the surface. We
then compute the voxel gradient at this new location to compute a normal vector.
Finally the proxy is moved along this normal vector towards the surface. The algorithm
is computed with the following variables:

1. Normalized gradient, 7, , at p . trilinear interpolation.

Distance a = p 5, — between haptic device and proxy.

2 pproxy
3. Projectionof a on iy, ay=a-n.

4. Tangential direction, n, =a —(a, 7)) = a,=n, and = 7, .
5

Friction u - |a]| = Magnitude of proxy movement a; = max(a, — u- |ar1 |,0) .
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6. New proxy position, p,,.,v, mg = P proxy +d3 1.

m

P prowy_mg

P proxy

= D probe
Figure 3. The algorithm for the tangential movement of the proxy.

When the new tangential proxy position has been found, the intersection point with
the “surface” is derived based on the following computations:

7. The normalized gradient, 75, and the density value v ., 1o 8t P prony img

8 Ifv > iso-value = inside the object = set the step direction d= iy,

proxy _ing

else = outside the object = set d = —y

9. New proxy position p .., ew = P proxy _mg +5 » Where s =step _size-d

10. The density value v ... uew 2t Pproxy new

Steps 9 and 10 are performed iteratively until either a point outside (or inside) the
surface is found or a maximum number of iterations is reached. Linear interpolation
between the last two points used in step 9 will give an approximation to a point that
intersects the surface, p o, imerseciion -BY computing the gradient at p,,.,., imersecrion

we can finally move the proxy away from the surface by the radius of the proxy to
ensure that the proxy is located entirely outside of the surface.
The haptic force is computed using a spring function between the haptic device

and the proxy, F = k(P proxy surface = P prove) - 1f the user has activated the milling

mode then we add a small random variation to the final force to simulate the vibration
of the drill.

3. Equipment and implementation

Our application uses the SenseGraphics H3D API to manage graphical and haptic
rendering and the synchronization between the two processes. Haptic rendering is
performed using a PHANToM Omni haptic device. The workspace of the Omni is
sufficient to realistically mimic a real surgery situation. One limitation with using this
device is that it cannot render torque forces. Another limitation is the poor stiffness of
the device, which is very important for a realistic feeling when interacting with stiff
materials such as bone. The application is designed to be run in a SenseGraphics 3D
Immersive Workbench, a co-located hapto-visual display system that incorporates
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stereographic image rendering. This places an extra burden on the graphical rendering
since objects must be rendered twice to form a stereo pair.

4. Conclusion and future work

Our simulator can import patient specific DICOM data from a high-resolution CT or
MRI scan to be used for both graphical and haptic rendering. The graphical rendering is
performed using an iso-surface generated using an optimized marching trees algorithm
that uses a hierarchical storage method to optimize for dynamic changes to the data. A
proxy-based haptic rendering method is used to maintain a tip position on the surface
and to avoid fall-through problems. The density values of the voxels inside the sphere
are reduced during milling to simulate the removal of bone material.

This simulator can also be used in other areas such as dental simulation, simulation
of craniofacial surgery and freeform design/sculpting of high-resolution volumetric
data sets. The skull shown in this paper has a resolution of 512*512*174 generating
2420458 triangles, rendered at a frame rate of 30 Hz. The haptic rendering loop is
updated at 1000 Hz. The simulation has been tested on a Pentium 4 3.2GHz processor
PC with a Quadro FX1400 graphics card.

Additional features of our application include the use of cutting-planes and zoom
and rotation to explore interesting regions of the data. Milling sound effects are also
simulated to give a more realistic feeling to the milling process. Future work will look
at improvements to the haptic rendering algorithm and stability issues that occur where
two stiff materials are intersecting. We will also perform more tests to establish if the
PHANToM Omni device can generate sufficient forces for simulation of the milling
process. A simple particle simulation is also planned to visualize dust generated during
material removal for more realistic visual rendering. The performance of the simulator
will be tested and validated by surgeons.
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Abstract: The level of realism in virtual reality trainers might not be proportional
to its didactic value. As an example, three exercises to train suturing skills are
proposed in this article. They use a discrete thread model with a simple but good
enough behaviour, and constitute a training means for three laparoscopic skills: (1)
Accurate grasping, which trains grasping a precise point in the thread. (2)
Coordinated Pulling, which trains tightening the thread co-ordinately and in
different space orientations; and (3) Knotting, which allow the surgeon to practice
this manoeuvre. These three exercises, found interesting among experts in surgical
training, are now being validated in MIS workshops at the Minimally Invasive
Surgery Centre of Caceres (Spain).

Keywords: laparoscopic surgery, virtual reality, thread simulation, level of realism.

1. Introduction

Laparoscopic suturing is one of the most difficult skills to be acquired by surgeons.
Learning processes are long and require several basic skills previously trained (eye-
hand co-ordination, grasping and manipulation of little objects, etc.). One possible way
of learning these tasks is using a physic simulator that provides a box with direct or
indirect vision of the scene where the surgeon practices. Trainees with this means of
training require a tutor behind them to guide exercises and provide some kind of skill
assessment. As an alternative, virtual reality simulators offer surgeons an autonomous
tool for practicing tasks, in a controlled and reproducible environment, as many times
as needed to develop laparoscopic skills effectively [1]. Moreover, these systems might
offer a system of objective evaluation, contrasted by experienced surgeons.

Nowadays there are some commercial solutions in surgery simulators: among them
SEP (Simsurgery, Oslo, Norway)[2], MIST (Mentice, Goteborg, Sweden)[3],
LapMentor (Simbionix, Lod, Israel) [4] or LapSim (Surgical Science, Goteborg,
Sweden) [5]. Although these systems provide a great level of graphic realism, its better
effectiveness over traditional box trainers is still not clear. [6].

Some times, the level of realism in a VR simulator is not necessarily proportional
to its didactic value [7]. In this paper, the design of the VR training tool for suturing is
faced in the frame of the Spanish Collaborative Network SINERGIA (G03/135).
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2. Tools and Methods

Three didactic exercises have been implemented, using a simple but effective
model of thread described in [8]. The thread of length L is modelled as a set of n
cylindrical segments of length L.,.~=L/n and radius R=L.,/2, which join a pair of
consecutive nodes (see Figure 1).

Figure 1: Detailed configuration of the thread

Those n+1 nodes propagate the movement by means of the algorithm FTL (Follow
the Leader), which translates into the new positions the restrictions originated by (1)
the collisions in the previous cycle of simulation and (2) the nodes that the user grasped.
A scheme is shown in Figure 2.

Collision Restrictions Grasped Nodes
Restrictions

|
Managementl——{ Detection +——1— poNsmns 1 FTL |
| . | | od

2 Positions:

Collision Module Movement Module

Figure 2: FTL Scheme. The old positions and both restrictions (grasped nodes and collision) are the inputs
to the FTL algorithm so that the outputs are the new positions of the thread

2.1. Suturing Simulator

The three simulation exercises have been defined and implemented in the frame of a
suturing simulator with the following architecture (figure 2):

1. Haptic server: Manages the information supplied by the haptics and suits
it to the simulator.

2. Movement module: receives and manages the information provided by
the input devices (haptics, mouse and keyboard) and propagates the
movement through the thread.

3. Collision module: calculates the collisions between the virtual tools and
the thread, as well as its self-collisions.

4. Drawing module: shows the scene on the screen using Open GL.
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Laparoscopic Simulator

Haptic Movement Module
Server :
FTL |

I

Collision Module

Drawing Medule —

Figure 3: Suturing Simulator Arquitecture

2.2. Exercises

The three exercises offer, as an additional cue, vertical projections as shadows of
the scene tools in the easiest level of difficulty. This helps novice trainees to perceive
deepness. In a higher level, this shadow is removed making the scene equal to a real
laparoscopic scene.

2.2.1. Accurate Grasping

The main objective of this task is to exercise accurate grasping, the ability to grasp
tissues lightly without harming the structures of the organ which wraps. In this
direction, we approach the problem with an exercise in which the user has to grasp
certain points of the thread in a precise way and without causing noticeable
deformation to it.

The exercise disposes a thread placed horizontally and inside a training box. Every five
seconds, a pair of spheres appears in two nodes of the thread indicating the segment
where the user has to grasp. If the spheres are light/dark blue, the manoeuvre must be
done with the left /right tool.

Vil
Seaas

i\
a) b)

Figure 4: “Accurate grasping” exercise. a) Two levels of difficulty: fixed ends mode (left) and free ends
mode (right). b) A good (left) and a bad (right) grasp.

Different levels of difficulty can be determined by the space between the two spheres.
In addition another level of difficulty is established if the thread is fixed or not by its
ends. If “fixed ends mode” is selected the thread will come back to its rest position
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gradually after being deformed. In the other mode (“free ends mode”) the thread will
fold as the user makes mistakes, making the task more difficult (figure 4.a)

In this scenario, the skill of the surgeon is evaluated by the measure of different
metrics: time, distance covered by each tool, mistakes when grasping the thread (the
user grasps a non-selected area, the user grasp with the wrong tool) and delicateness
assessed as the deformation caused to the thread when grasping. If the user grasps the
thread in the line of the tool, it is a good grasp, but if it is grasped out of place is a
worse grasp (see figure 4.b).

2.2.2. Coordinate Pulling

The formative objective in this exercise is to train the surgeon to pull the ends of the
suturing thread coordinately and in opposite ways. That action is performed at the end
of the intracorporeal knot task.

In the scenario of this exercise, the thread is placed in a “U” position with its two
ends horizontally. Trainees have to grasp the thread by the two spheres located at both
ends and separate them until reaching a pair of lateral spheres following the shortest
way, which is indicated by a white path (see figure 5).

Figure 5: “Coordinate pulling” exercise: the three different orientations of the thread.

Due to the property of the FTL algorithm, when the spheres at both ends are
separated, the central node will be displaced towards the end that suffers the mayor
displacement. Therefore, if the user moves away the two ends in a symmetric way, the
central node will stay in the bounds of the Z axis respect to its initial position (figure 6).

(e)

Figure 6: “Coordinate pulling” exercise: behaviour of the red control bar. a) Left end displaced and right
fixed. b) Left end fixed and right displaced. c) Both ends displaced symmetrically.
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A bar has been added to the thread giving a visual feedback to the user in order to
keep the movement symmetry. In addition, three different orientations are included, so
the user can practice in three different angles (figure 5).

Skill assessment metrics for this exercise are time, the distance travelled by each
tool and the times the bar’s inclination is greater than a given angle. The latest
combined with the analysis of the path followed by the tools provides information
about the symmetry of the movement.

2.2.3. Knotting

This exercise allows the user to practice the first suturing knots (supposed the
previous manoeuvre of stitching done). In the first of two difficulty levels, the
simulation begins with the suturing knot disposed in the middle of a training box, with
the central node fixed on the base. This simulates the suturing task after the first knot is
done. In the second, the thread is not fixed on any point so that the thread has a slippery
behaviour through the sphere - wound. This second level, emulates the first knot, just
after the stitching of the needle.

Figure 7: “Suturing” exercise: The grey sphere simulates the wound area where the knot is performed.

This exercise allows the user to perform the manoeuvre as many times as needed.
To end the exercise the user must place the closed tool tip in a sphere located in the
lower part of the box. Assessment metrics collected in this task are time and the
distance covered by each tool.

3. Results and discussion

Thread has been simulated for its incorporation in a VR simulator. Simulation
reaches an update rate of 25 frames/second with a Windows workstation (Pentium IV
2.8MHz micro and 512Mb RAM)..

Simulation is not just emulating reality. Virtual objects are a suitable way to offer
metaphors for training skills. Implemented thread model is an example: it lacks of a
high realism, but allows the design of useful didactic exercises. Moreover, this model is
quite robust beside other complex and more realistic models [9], and requires little
computational cost.

Moreover, virtual reality is something more than just emulating reality. Different
aids and cues can be delivered to guide and help the trainee. As an example, shadows
have been added artificially to facilitate deepness perception in the easier levels of
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difficulty. As the user improves, this cue is removed in order to not introduce vices in
the trainee .

The three presented exercises have found a good acceptance among experts in
surgical training. They are now being validated in MIS workshops at the Minimally
Invasive Surgery Centre of Caceres (Spain).

4. Conclusion

Three didactic exercises for laparoscopic training based on the simulation of a suturing
thread are presented. This work has shown how VR can be useful for training surgical
skills without requiring high levels of realism.
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Abstract.

Magnetic Resonance Imaging (MRI) has unmatched potential for planning, guid-
ing, monitoring and controlling interventions. MR arthrography (MRA) is the
imaging gold standard to assess small ligament and fibrocartilage injury in joints.
In contemporary practice, MRA consists of two consecutive sessions: 1) an inter-
ventional session where a needle is driven to the joint space and gadolinium con-
trast is injected under fluoroscopy or CT guidance. 2) A diagnostic MRI imaging
session to visualize the distribution of contrast inside the joint space and evaluate
the condition of the joint. Our approach to MRA is to eliminate the separate ra-
diologically guided needle insertion and contrast injection procedure by perform-
ing those tasks on conventional high-field closed MRI scanners. We propose a 2D
augmented reality image overlay device to guide needle insertion procedures. This
approach makes diagnostic high-field magnets available for interventions without
a complex and expensive engineering entourage.

Keywords. MRI, Image Overlay, Augmented Reality, Arthrography, Percutaneous
Therapy

1. Introduction

Magnetic Resonance Imaging (MRI) is superior to all other imaging modalities in de-
tecting diseases and pathologic tissue in the human body. Thus MRI has an unmatched
potential for guiding, monitoring and controlling therapy [1]. In needle biopsies, the high
sensitivity of MRI in detecting lesions allows good visualization of the pathology, and
its superior soft tissue contrast helps to avoid sensitive structures in the puncture route
[2]. Advances in magnet design and magnetic resonance (MR) system technology have
contributed to increased interest in interventional MRI; minimally invasive diagnostic
and therapeutic image-based interventions can now be performed under near real-time
MRI guidance [3].

At the same time, MRI presents challenges; perhaps the most daunting problem is
access to the patient inside the magnet. Open magnets offer good access, but they are built
with a decrease in field strength and homogeneity, thereby offering a lesser image quality.
Short magnets may provide access in certain procedures, but performing an intervention
inside the bore remains inconvenient. Specially designed robots can work in the bore of
closed [4] and open [5] magnets, but are unlikely to be practical in the foreseeable future.

'Correspondence to: Gregory Fischer, 3400 N. Charles Street, NEB-B26, Baltimore, MD 21218, USA. Tel.:
+1 410 467 1124; Fax: +1 410 516 3332; E-mail: gfisch@jhu.edu.
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We propose a 2D augmented reality image overlay device similar to those in [6,8] to
guide needle insertion procedures. This approach can make diagnostic high-field mag-
nets available for interventions without involving prohibitively complex and expensive
engineering entourage. The prime objective of our research is providing clinically suffi-
cient accuracy while limiting faulty needle insertion attempts.

While routine noncontrast MRI has a high sensitivity and specificity for most liga-
mentous and tendon injuries, MR arthrography (MRA) is the imaging gold standard to
assess small ligament and fibrocartilage injury in joints, particularly if there has been
prior surgery, in the assessment of re-injuries to these intra-articular structures. Direct
MRA (DMRA), where contrast is directly injected into the joint, is excellently tolerated
and in efficacy is comparable to joint arthroscopy, the absolute gold standard in the eval-
uation of joints [9]. In contemporary practice, DMRA consists of two consecutive ses-
sions. First a needle is driven to the joint space and gadolinium contrast is injected into
the joint. This session is usually performed with radiological image guidance, typically
under fluoroscopy or sometimes under CT guidance [10]; attempts at using a function-
ally equivalent CT Image Overlay device for arthrography needle guidance have been
successful [6], and are shown in Fig. 1. Following contrast injection, a diagnostic MRI
session is scheduled to visualize the distribution of contrast inside the joint space and
evaluate the condition of the joint. Thus current direct MRA comprises two distinct pro-
cedures: a needle injection intervention and a diagnostic MRI session before the contrast
washes out. Such a tightly sequenced double-procedure makes contemporary DMRA ex-
ceedingly expensive, resource intensive, and difficult to schedule, which together make
this procedure unavailable in many non-specialized centers. To address this problem,
[11] reports the use of an open MRI scanner configuration where needle insertion and
contrast injection are performed directly inside scanner.

Our approach to direct MRA is to eliminate the separate radiologically guided nee-
dle insertion and contrast injection procedure from the procedure by performing those
tasks right on conventional high-field closed MRI scanner with the MR Image Overlay
technique. This promises to reduce the inconvenience for the patient and logistical diffi-
culties associated with current direct MRA of large joints, in a manner that is practical
and affordable for average care facilities that own conventional MRI scanners.

Target image Confirmation
in mirror Visual CT

neran
Quide

Skin
pans fiducials

Target image
in mirror

Figure 1. Functionally equivalent 2D image overlay device for CT scanners in a porcine trial (left) and pre-
liminary joint arthrography results in human cadaver under CT Image Overlay guidance (right)
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2. System Concept

The basic concept of the 2D image overlay is shown in Fig. 2 (left). The image overlay
system shows axial MRI images on an LCD display, which are reflected back to the
user from a semi-transparent mirror. Looking though the mirror, the anatomical image
appears to be floating in the appropriate location in the body. Users from all viewpoints
can share the same scene without any auxiliary tracking. The intersection of the mirror
and display planes are marked with a laser plane parallel to the axial imaging plane. The
laser is used for constraining the needle to the plane of the overlaid image while a virtual
needle guide is displayed on the overlaid MR image controls in-plane rotation and depth.

The system creates the impression as if the image was inside the body in the correct
pose and magnification, giving the physician a planar “tomographic vision.” This tech-
nique can also be characterized as an in situ visualization tool, where the medical image
is rendered right in the context of the procedure, spatially registered with the physical
body. Perhaps the most promising aspect of image overlay is that the physician can ex-
ecute the procedure without turning his/her attention away from the patient, and execute
the same series of motions and actions as in conventional freehand procedures.

In most needle placement procedures, after the entry point is selected, three degrees-
of-freedom (DOF) motion of the needle needs to be controlled. In this case, the physician
uses the overlay image to control the in-plane insertion angle (first DOF), while holding
the needle in the axial plane marked by the overlay device’s laser light (second DOF).
The insertion depth (third DOF) is controlled with a virtual depth gauge drawn on the
overlay image. The advantages of 2D image overlay are numerous in comparison to other
virtual reality or display augmentation methods reviewed earlier. Most significantly, 2D
image overlay provides optically stable image without auxiliary tracking instrumentation
and it requires only a simple alignment that does not need to be repeated for each patient.
Although real-time imaging can not be used in the current design since the patient must
be translated out of the bore for insertion, the overlay system assists the physician in
detecting target motion and allows for gating the insertion with the use of skin fiducials.

Frame

Overlay
Flat panel laser
monitor plane
Semi- MRI
transparent scanner
mirror
Patient Scanner
alignment
laser
Table

Figure 2. System concept of 2D image overlay device (left) and MRI image overlay device layout (right)

3. Materials and Methods

The MR overlay system is realized by mounting an MR-compatible LCD screen that is
housed in an acrylic shell with an attached semi-transparent mirror to a modular extruded
fiberglass frame as in Fig. 2 (right). The freestanding frame arches over the scanner bed
and allows for images to be displayed on a patient when the encoded couch is translated
out of the bore by a known amount. To maintain the goal of a very practical and low cost
system, an off-the-shelf 19" LCD display was retrofitted to be MRI safe and RF shielded.
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3.1. Calibration

Calibration is similar to that of the CT Image Overlay described in [6]. Calibration is
accomplished in two steps: 1) make the overlay image coincide with the plane of the
overlay’s outer laser plane, and 2) determine the in-plane transformation between the
overlaid MR image and the view of the physical object in the mirror. We fabricated a
calibration phantom of perpendicular polycarbonate fiducial board with an embedded
asymmetric set of 7mm diameter and 15mm long tubes of MR contrasts agent (Beekley
MR-Spots, Beekley Corp., Bristol, CT). The calibration phantom also consists of a gel-
filled box with targets embedded for validation as shown in Fig. 3(a).

The initial step of calibration is performed in the manufacture of the device to guar-
antee that the angle between the laser plane and the mirror and the mirror and the LCD
are the same (60°). The laser is adjusted such that it passes though the intersection of the
LCD and mirror planes while maintaining the correct angle. In the scanner room during
an experiment, to ensure parallelism of the image plane, the calibration phantom is man-
ually adjusted on the MR table until the scanner’s axial laser plane sweeps the front face
of the fiducial board and the overlay’s laser does the same when the bed is translated out.
The phantom is then translated into the scanner to take a single axial slice though the
fiducial pattern; this image is then rendered on the overlay.

The first step of the in-plane registration process is image scaling. The overlay image
must appear in correct size in the mirror, but there is variable linear scaling between the
MR image and displayed image. The pixel size of the display is constant and it is either
known from the manufacturer’s specification or its measurement is trivial. The pixel size
of the MR image is calculated as the ratio between the field of view (in millimeters)
and image size (in pixel). The second step of in-plane registration is to determine a 3-
DOF rigid body transformation. An MR image of the fiducial board and rendered on
the overlay display, as seen in Fig. 3(a). The in-plane rotation and translation of the
phantom’s image is adjusted until each fiducial peg coincides with its mark in the image.

3.2. Workflow

Fiducials are first placed on the skin (Beekley MR-Spots) in the region of interest and are
aligned with the axial direction. The subject is positioned and a small stack of MRI axial
slices with a slice thickness appropriate for the given clinical application is acquired.
A single MR slice is selected as the insertion plane, the patient is translated so that the
appropriate slice lies in the scanner’s alignment laser, and the appropriate entry point
is marked on the skin with hollow IZI multi-modality markers (IZI Corp., Baltimore,
MD). A single MRI image of this slice is then reacquired with the entry point fiducial
in place. The image is transferred directly in DICOM format to the planning and control
software implemented on a stand-alone PC. The computer is used to mark the target and
entry points, draw a visual guide along the trajectory of insertion and mark the depth
of insertion. This image is rendered on the Image Overlay device as shown in Fig. 3(b)
and the patient is translated out so that the entry point fiducial lies in the laser plane
of the overlay. The physician holds the needle at the entry point behind the mirror and
adjusts the angle to the virtual needle guide while holding the needle in the plane of the
laser (Fig. 3(c)). The Beekley MR-Spots and IZI fiducial are visible on both the patient
and in the overlaid image; coincidence between the corresponding marks indicate correct
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calibration and entry point alignment respectively. This feature is particularly important
for quality assurance, especially in applications when the target anatomy is prone to
motion due to respiration or mechanical forces. The skin fiducials can be used to gate or
synchronize the needle insertion to the respiratory cycle. After the needle is inserted, a
confirmation image is acquired (Fig. 3(d)).

Figure 3. Workflow demonstrated in a phantom experiment: calibration(a), overlaid guide(b), needle inser-
tion(c) and confirmation(d).

4. Results

The MR overlay system as shown in Fig. 2 (right) has been successfully tested in 1.5T
and 3T scanners for compatibility. Experiments with a functionally equivalent CT guided
version of the device as shown in Fig. 1 (left), a precursor to the current innovation [6,7],
have very promising results. In the target application of joint arthrography, four trials
were performed under CT overlay guidance. In all trials, the joint space was accessed
successfully on the first insertion attempt as shown in Fig. 1 (right).

With the MRI Image Overlay, preliminary experiments in a 1.5T GE Signa Excite
MRI scanner have so far been promising. The image overlay being applied to MRI-
guided shoulder arthrography in a post-euthenasia porcine trial is shown in Fig. 4. In this
experiment, an 18 gauge by 10cm MR-compatible diamond-tip needle (EZ-EM, Inc.,
Lake Success, NY) was successfully inserted into the joint space of the right shoul-
der. Contrast was injected, but distribution was not uniform due to the stiff tissue in the
porcine cadaver. Statistical analysis of the insertion accuracy will be performed after
more trials have been completed.

; :. o Beekley skin

/ fiducial

Needle

Ianning Insertion Validation

Figure 4. MRI Overlay guided direct MR arthrography in porcine trials. Targeting image with overlaid guide
(left) insertion under overlay guidance (center) and confirmation image using an external imaging coil (right)
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5. Conclusion

Experiments with the MRI Image Overlay device are underway and have so far shown
great promise. Detailed, statistically significant accuracy trials have not yet been per-
formed. However, since an equivalent test of the CT overlay has been successful in ca-
daver and ventilated porcine trials in [6] and [7], it is expected that similarly excellent
results will be achieved in forthcoming MRA trials with the MRI overlay device. Ani-
mal and cadaver studies currently in progress are expected to prove the hypothesis that
MR overlay will allow for accurate needle placement while significantly simplifying and
speeding up the MRA procedure by eliminating the need for a separate, traditional radio-
graphically (fluoroscopy or CT) guided contrast injection. The next generation of the de-
vice will be a smaller version that can be set up in a short bore magnet where the patient
will not be shuttled in and out and we will enjoy near real-time imaging update.
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Abstract. As the field of surgical robotics continues to evolve, it is important to
keep patient safety in mind. This paper describes a safety control architecture
aimed at moving an experimental system in the direction of intrinsically safe
operation. The system includes safety features such as: a small number of states,
Programmable Logic Controller (PLC) state transition control, active enable,
brakes, E-STOP, and a surgeon foot pedal.
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1. Introduction

Surgical robotics is revolutionizing the way in which clinicians deliver health care. As
the field of surgical robotics continues to evolve, it is important to keep patient safety in
mind. In this paper we look at moving an experimental system in the direction of
intrinsically safe operation. Although the resulting system is several steps short of a
level of safety suitable for human surgery, we hope to evaluate concepts for a safety
system which could facilitate a human rated design.

Safety has been considered by several other teams working on surgical robotics
[1,2]. As early as 1991, a system with an emergency stop, foot pedal, and brakes was
developed by Taylor, et al. [3]. Rovetta et al. looked at safety in terms of relevant
industry standards [4]. Currently, the DaVinci, an FDA approved and human rated
surgical robot system, includes such safety features as redundant sensors, hardware
watchdog timers, and real-time error detection [5].

In this study, our main focus is on ways to increase our confidence that a highly
complex system of software and hardware will always “do the right thing” or “fail
safe.” Our approach will rely on the following assumptions:

e A system with a small number of well defined states is inherently safer.

e Programmable Logic Controllers (PLCs) are a highly reliable off-the-shelf

technology that can easily and reliably be programmed for small numbers of
states.
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e PLC implementation is more reliable than implementation of equivalent
functions in a computer.
e  Most of the complex real-time control functions will be managed by software.
This paper describes the design of a safety system for a surgical robot now under
development in our laboratory.

2. Architecture

Based on an extensive database of dissection and suturing tasks performed by 30
surgeons, it was determined that 95% of the time surgical tools operated in a conical
range of motion with a vertex angle 60 degrees [6]. We used these results to design the
arms of our surgical manipulator with a numerical optimization process [7]. The safety
system described in this paper is being developed for highly reliable operation of this
manipulator in planned animal surgical experiments.

The basic hardware architecture of the system consists of a PC running a real-time
version of the Linux operating system (RTAI). The PC communicates with a USB 2.0
interface card, designed in our lab. The interface card passes commands and
information to and from the Linux host to the sensors, power amplifiers, and the PLC
every 125us. The surgeon’s foot pedal may be connected directly to the PLC for local
operation or passed in through the network and I/O Board for remote operation. This
allows remote or local operation of the pedal. Brakes on each motor engage if power
fails or in the Pedal up or E-stop states under direct control of the PLC. The brake
system is independent of possible bugs in the control software. The hardware
architecture is shown in Figure 1.

| Matars, Encaders, Amplifiers |-(—| Brakes |

ETAI Linu#
Eicce I/ Board PLC

Faueadd

Figure 1. Hardware Architecture

The software for the system consists of a set of kernel modules under RTAI Linux.
The Control Module contains the I/0, kinematics, control, and other functionality of the
system. This module communicates with the system hardware through the USB 2.0
interface card. A function in the Control Module produces a 10Hz square wave for a
watchdog timer function implemented in the PLC. User inputs are collected through
engineer and surgeons interfaces. The networking module serves as an intermediary
between these interfaces modules and the control module. The software architecture is
shown in Figure 2. Allocation of software modules to computing hardware is flexible
except for the I/O Board software and the PLC ladder logic.

Metworking Metworking ALl A Engineers
Module Module Irtetface
[ | RTALFIFO
Surgeon’s Control I/2 Board PLC Ladden
Interface Maodule USEZ.0 | Software 1  Leaqic

Figure 2. Software Architecture
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The system operates in four states. These states are: Emergency Stop (E-Stop),
Initialization, Pedal up, Pedal down. A Direct Logic 05 PLC (Figure 4) contains the
state transition logic, and manages the transitions between the states. PLC state
variables are connected to the USB I/O card and read by the Linux computer. The real-
time Linux software (Control Module) will contain the same four states, but it
transitions between states only in response to transitions of the PLC state machine.
Transitions between pedal up and pedal down are controlled by surgeon inputs, either
directly wired or relayed to the PLC. The state transition diagram for the system is
shown in Figure 3.

E-STOP or Watchdog Timer

Ready Start

Figure 3. State Transition Diagram Figure 4. Direct Logic 05

The PLC contains watchdog timer logic which detects loss of the 10Hz square
wave (in either 1 or 0 position) indicating a crash of the controller software, and
initiates a transition to the E-Stop state, within 100ms. A faster watchdog timer would
be desirable for more rapid shutdown, but reliable detection of signals faster than 10Hz
was not possible with the selected PLC.

3. Conclusions

The control system architecture described in this paper is a crucial element in the
overall surgical robot system under development in the University of Washington
BioRobotics Lab. We expect our system will provide a level of predictability, reliability,
and robustness sufficient for animal surgery evaluation.
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Abstract Interventional radiology training and assessment would benefit greatly
from the introduction of simulation. Assessment methods should facilitate the
highest standards of training and therefore must be chosen on the basis of evidence
of impact on learning. A study of assessment in a training model shows the need
for specialty specific metrics which were derived from a task analysis of
interventional procedures.
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1. Background Problem

Interventional radiology (IR) is a generic term for imaging guidance of needles, guide
wires and catheters to remote targets to treat patients. IR training programmes are
patient centered, based on a defined curriculum and with certification incumbent on the
satisfactory acquisition of the necessary knowledge, practical skills and attitudes to
practice competently. Current training in interventional radiology relies on an
apprenticeship where proficiency is attained by gaining experience on patients under
the mentorship of an expert. Pressures to train more rapidly [1], and replacement of
simple, invasive diagnostic training procedures by non-invasive imaging, are making it
difficult to conduct training in an efficient and effective manner [2,3]. IR assessment
follows content which is in keeping with a practice model for the speciality and this
allows the results of assessment to provide legitimate evidence for award of a
certification [4]. Objective assessment of skills is becoming important to certification
in surgery, where observer-based checklists and global scoring systems have been
studied for real world tasks [5-7] and virtual reality tools have been investigated [8,9].
While some work has been performed on objective assessment in IR using time path
analysis [10], there is generally a lack of objectivity in the assessment of proficiency in
IR, which currently uses log books and non-criterion based direct observation of
procedures: this is subjective and lack reproducibility, reliability and proven validity.
Models may train some skills, and in this study we have used a model, created by rapid
prototyping, to assess skills proficiency. The use of virtual reality in simulation
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modelling is also being explored for training and assessment in interventional
radiology, but its role has yet to be clearly defined. It is our position, that before being
used in interventional radiology training, the clinical content of medical simulators
needs to be validated. In addition, before being used to assess proficiency, the test
content of the simulator must not only be clinically validated, it also must be
reasonably proven to be able to discriminate between masters and non-masters, as part
of an integrated testing regimen.

To be defensible, a strategy for developing a performance test should at the least
be transparent and documented, including the methodologies used and outcomes
obtained in defining metrics as well as performing validation. Assessment should apply
to a range of test scenarios, and be objective, valid, reliable, blinded, fair, unbiased,
accountable, cost effective and feasible [11], while providing opportunities for
feedback to inform the trainee of their development, progress and learning needs [12].
The objective criteria used in testing, must be carefully chosen, so as to be truly
indicative of the desired type of behavior and level of performance under real-world
conditions. While there are no set rules in psychometric testing, high stakes
examinations generally require a basis in an analysis of the job or task to be tested,
performed by occupational psychologists and subject matter experts. Cognitive task
analysis shows the key points at which decisions are made, and which information or
cues are used by the expert to make those decisions. This includes the subconscious
actions which are not immediately recalled by the subject experts. We have previously
performed such an analysis, within an IR training curriculum [13] and are developing
assessment metrics, as described in this paper.

Having developed an assessment methodology, its application, whether using real
cases, models or a virtual reality simulator, requires great care to ensure legitimacy and
accuracy of test scores, and the inferences drawn. Defensibility is founded in the
thoroughness used to select test content, the expertise of the test item writers, rigorous
standard setting, care of scoring and an appeal process for the examinee. In determining
the validity (veracity of measurement) of the interpretation of, and inferences drawn
from, test scores, a number of ‘validation tests’ can be used and have been well
described previously [14]. Of the various studies described, face and content validity
are regarded as of great importance; however, concurrent and predictive validity are
also critical to evaluating the effectiveness of a given test. Concurrent validity is the
ability of a test to discriminate between masters and non-masters, and predictive
validity is the assessment of a test’s ability to predict future competence over time [14].
The reason that face and content validity alone are insufficient when evaluating testing
programs is that these measures do not indicate a test’s ability to measure or classify
performance [14]. Certainly, face and content validity are important in the overall
scheme of evaluating the wvalidity of a test, but they cannot stand alone.
Notwithstanding this, and despite as yet, an apparent lack of either concurrent or
predictive validity using endovascular simulators, there have been recommendations
that training on VR simulators should be an essential prerequisite for carotid artery
stenting [15,16].
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2. Method
2.1 Cognitive Task Analysis (TA) and Metrics

Subject experts were approached to define the tasks in which candidates are expected
to be competent and, although not exhaustive, six procedures (arterial, venous, kidney,
liver needle puncture and generic ultrasound or computed tomography guided biopsy)
within the UK, Royal College of Radiologists’ Curriculum were selected for inclusion
in the research. TA using observation (direct and video-record) and interview of
experts was performed [13]. After production of an outline hierarchical and cognitive
task analysis for each procedure, formal interviews with experienced operators enabled
more detailed analysis of each procedure. The TA protocols were used in the
identification of performance objectives by 3 subject experts, and will guide future
simulator design. Three characteristics for each step within the TA were graded using a
linear, visual analogue scale: skill threshold, range of skill, and level of criticality.
Experts marked on the scale a cross where they felt the task would be best represented,
the left extreme of the scale being minimum and the right maximum. Distance along
the scale was measured to provide a quantitative value. The data for each subject
expert, and each step in the task analysis, were recorded in a hierarchical format,
allowing identification and comparison of the steps that require a similar amount of
skill to complete.

2.2 Fixed Model Study

A transparent, silicon, fixed model of a human vascular tree (Elstrat, Switzerland) was
set up with two surveillance video cameras recording simultaneously (using a video
multiplex device), the activity of a manipulated catheter and the operators’ hands. The
model was mounted on a custom light box to allow through transmission illumination.
A plain abdominal radiograph was placed between model and light box to simulate
anatomical landmarks. The model was filled with a saline / low friction lubricant mix
(Elstrat, Switzerland) to improve realism of catheter manipulations within the model,
and to reduce optical refraction artefacts. Access to the model was via a 7 Fr (French)
vascular access sheath (Terumo, UK). Full local research ethics committee approval
was obtained prior to the study.

55 volunteer participants (36 expert, 19 novice) gave written consent to participate
and, following the exercise, were interviewed to determine level of expertise and the
realism of the test experience. Participants were permitted a single attempt on the
model with no prior practice. Experts and novices were asked to sequentially cannulate
first the right and then the left ‘renal artery’ using a standard 5 Fr Cobra 2 catheter
(Cook, Letchworth, UK) with the aid of a .035” Glide wire (Terumo, UK). A time limit
of 300 seconds was set. All procedures were video recorded (for hand motion and
catheter positioning) enabling precise timings for task completion to be noted. The
model was also used by a subject matter expert and an experienced trainee. Both were
asked to repeatedly cannulate the right and then the left renal arteries. The video of
both participants was then sent to two independent subject matter experts, who were
blinded to the participants. Each assessing subject matter expert was asked to assess
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overall skill level, catheter manipulation skill level, wire manipulation skill level,
economy of movement. The assessors were asked to score on a visual analogue scale 0
being no skill/poor economy of movement, 10 being excellent skill/economy of
movement. The individual scores were then totalled to give a total skill/economy of
movement score.

3. Results.
3.1 Task Analysis and Metrics

Detailed task descriptions and decision protocols were produced for the six procedures.
Common operator mistakes were established and pertinent cues and decision points
identified and included in the task descriptions. Additionally, complexities deviating
from the simplest method in each procedure were identified. Data to determine metrics
were derived from subject matter experts (i.e. skill value, range of skills, criticality).
Significant correlations (p < 0.001) between raters were found for these metrics
indicating agreement between experts on the key points within procedures.

3.2 Validation of Catheterisation Model

Content validity (0.0 is not realistic and 1.0 totally realistic): In the model, experts
determined content as having a realism rating of 0.6 (range .4 to .8). Amongst
comments received were: “‘feel” was realistic, despite the simple nature of the model”
and “unconvinced of the long term effectiveness of training on such a model”, and “a
trainee would simply become skilled on the model but would not be able to transfer
those skills to patients”.

Construct validity: All 36 experts completed the test in an average of 96 seconds
(range 225 - 33). 19 trainees with minimal angiographic experience were unable to
complete the test within a 300 second time limit, only 2 completing the test in an
unlimited period.

Concurrent validity: A subject matter expert and a trainee were asked to have
repeated attempts at cannulation of the right and then left renal arteries. The expert
demonstrates more consistent performance at a superior level of skill/economy of
movement and with a reduced time to complete. The trainee has wide ranging
performance and times. The data suggest that time to completion correlates to subject
matter expert assessment of skill/economy of movement although both experts and
trainees demonstrated improvement (in time taken) with repeated attempts.

4. Discussion

Simulations of all types (physical, electronic, and digital) have the potential to facilitate
the learning of both cognitive and psychomotor skills. These various types of
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simulations have varying levels of fidelity based on their ability to replicate the sensory
inputs of the real world. By senses, we don't just mean vision, audition, olfactory, taste
and touch; we also mean cold, warmth, pain, kinaesthetic and vestibular [17]. Sensory
inputs provide performance cues of varying levels of importance in the performance of
a task, and we generally equate the "accuracy" or "realism" of a simulation with the
presence (or lack of presence), and fidelity, of the sensory stimuli perceived by the
learner. The more advanced simulation systems also have the ability to collect
objective performance data and provide that information to the learner as either
formative (during the performance) or summative (after the performance) feedback.
The utility of a given simulation is directly related to its ability to replicate the nature
and complexity of the sensory cues necessary to correctly perform a given task, and its
ability to provide performance feedback to the learner. Less complex simulations can
be used effectively to train either less complex tasks or specific subcomponents of
more complex tasks. The key to effectively using a simulation in training is to
understand the nature of the target task, to identify those sensory inputs which serve as
key performance cues, and to identify the most effective type of performance feedback
for the task.

Since tasks are always performed within some sort of context, to accurately
describe behaviour, tasks must be converted into behavioural or performance
objectives. The TA and assessment formulation outlined in this paper described a
process of identification of key performance objectives in IR procedures. Performance
objectives describe the conditions under which the task must be performed and the
standards to which the task must be performed [18]. Once you have created the
performance objectives, you can then identify the metrics required to determine relative
accomplishment. The greater the ability of a given simulation to replicate a task, to
replicate the conditions under which a task is performed, and to record the appropriate
metrics, the more useful it is in testing. The study of the fixed vascular model
suggested that time to completion, as a surrogate end point, may have limited value as
an assessment tool (i.e. both experts and trainees reduced time to complete task after
repeated attempts), and this may also apply to the subjective nature of operator skill
based on catheter and hand motion. This helps to confirm the assertion, that in addition
to conducting a traditional task analysis, one must attend to identifying critical
performance cues, and then convert the tasks into performance objectives from which
appropriate metrics can be derived. Additional rating of our performance objectives
will therefore be performed by experts to determine the more critical metrics for use in
checklists, global scoring systems or simulators. Such speciality specific metrics should
allow reproducible, objective and fair assessments to be made, e.g. using blinded, video
observation to distinguish between experts and novices.

Training curriculum should be based on validated performance objectives. The
various instructional strategies and tools that make up a curriculum (lecture, simulation,
structured experience, etc.) must all be designed and utilized in a systematic approach
to allow learners to obtain mastery of these objectives. A training curriculum indicating
the proficiencies required by the learner would normally be developed by the certifying
organisation, which would also develop any test items for assessment, and determine
the standards required. It follows that to be considered as part of a certifying
organisation's curriculum, a simulation would need to be similarly aligned. While



164

D.A. Gould et al. / Metrics for an Interventional Radiology Curriculum

interventional radiology training in the UK is integral to the radiology curriculum of

the

Royal College of Radiologists [19], there appears to be few, or no, existing,

specialist curricula for interventional radiology. A solution might exist in a uniform
curriculum that is developed by the various recognised professional interventional
radiology societies, working in concert, and using a documented, systematic approach
starting with a task analysis, and ending with a validated, testing regimen. Once this
has been accomplished, the interventional radiology societies will have then created the
standards and criteria for the incorporation, with confidence, of new technology in
instruction and testing such as virtual reality simulation.
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Abstract: This study proposes a series of guidelines for designing multimedia
educational interfaces that combine educational strategies with cognitive load
theory. There is a large body of research that confirms multimedia education is at
least as effective as the traditional approach, but there is no discussion regarding
the effectiveness of the interface design. This trial compares two interfaces to
determine which design techniques are most cognitively efficient for the learner.

Keywords: Cognitive process, multimedia learning, interface design

1. Introduction

Multimedia instruction has provided a sophisticated method whereby traditional text
and illustrations can be incorporated into interactive, multi-dimensional software. A
presentation using text, illustrations, animations and video can assist the learner in
building a mental model of the material. Students who receive well-constructed
multimedia messages perform better on transfer tests designed to measure overall
comprehension and problem solving ability, than do students who receive messages
through traditional didactic method [1]. The authors assert that students learning
through advanced multimedia interfaces that account for theories of cognitive load will
achieve better comprehension of given lesson as compared to interfaces that do not.

As technologies become integrated at all educational levels, it is necessary to
establish what design techniques are most successful in creating multimedia learning
tools. Despite enthusiasm for incorporating multimedia, the assumption that interactive
media alone will advance learning is simplistic. Merely translating a preexisting
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curriculum to a multimedia format is insufficient; rather, new curriculums and lesson
plans must be designed for multimedia environments. This experiment serves to
quantify the efficacy of trends in multimedia education and offers design guidelines
that address the cognitive properties utilized in the learning process.

2. Background

This experiment utilizes a literature review conducted by Grunwald and Corsbie-
Massay entitled “Guidelines for Cognitively Efficient Multimedia Learning Tools: A
review of literature relating to educational strategies, cognitive load and interface
design”[2]. This review combines existing educational strategies and cognitive load
theory to propose a series of guidelines for designing a cognitively efficient
multimedia interface.

When developing a multimedia learning tool (MML), it is necessary to distinguish
between media, which delivers the message, and the symbolic systems used to convey
the message [3]. Many quantitative studies neglect to make this distinction thereby
confusing the source of changes in learning. According to Mayer, “it is not possible to
separate the effects of the medium from the effects of instructional method... learning
outcomes depend on the quality of the instructional method rather than on the medium
per se” [4]. In other words, learning is influenced by instructional methods, not the
media by which it is delivered [2]. Therefore, a successful education strategy, one that
assists students in retaining information in their long-term memory despite a limited
working memory, must be developed before designing an MML. The following
guidelines help create active learners and encourage long-term retention of newly
acquired knowledge.

Create active, self-directed learners

Involve student in goal planning and agenda development
Maintain authentic context

Provide student sensitive instructional feedback

Provide student sensitive environment

Reflect on learning goals

SUnA L=

Cognitive load theory is based on information processing assumptions, including
Mayer’s ‘dual channel assumption,” which states that humans possess separate
information processing channels for visual and auditory material (text information is
interpreted through the auditory pathway), and the ‘limited capacity assumption,’
which limits the amount of information can that be consumed by either channel at one
time (See Figure 1) [4]. Combined, the human working memory is capable of holding
an average of seven items at once [5]. The number of elements that are consciously or
unconsciously attended to by the learner is necessary in calculating the total cognitive
load of an interface. The student must integrate the discreet bundles of information into
a limitless long-term memory and the expanse of this long-term memory determines
his or her proficiency with a given subject [2]. The following guidelines assist in
creating an interface that reduces cognitive load.

1. Synchronize audio and visual information
2. Eliminate multi-tasking
3. Optimize representations/Approachable interface
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Maintain stable learning environment
Eliminate redundant information
Manage navigational control
Maintain authentic context

NNk

The currently available research is lacking in studies specifically regarding the
supplemental features of an MML such as a glossary and image control functions.
Statistics regarding additional learning resources including the electronic notebook,
lecture/surgery notes or Frequently Asked Questions (FAQs) are scarce. Baumlin et al.
[6] conducted trials of EMCyberSchool that featured a supplementary online program
with an extended resource of additional cases and images. The program proved
successful without addressing the role of the additional resources in this success.
Although additional materials are considered essential to learning, their usage rates are
not addressed. Medical MML developers assume that more is better, but without strong
evidence as to their utility and efficacy, money, time and effort may be wasted.
Further research is necessary to discover what groups of learners benefit most from
which resources.

The S.M.A.R.T. Tool seeks to discover the best synchronization of audio-visual
information while documenting the learner’s use of various learning resources to
quantify when and how they are utilized. The experiment also tallies the student’s
interaction with the provided images.

Audio/Visual Info  Sensory Memory Working Memory
Selecting, Organizing
V 5 R : |
| Words L—]»{ Ears T Words Sounds Words Verbal Model _ =
g ltegrating || PHOIl
i : Knowledge
e | | Selecting, Organizing . S
| Pictures }—]»{ Eyes N Trages heges Pictorial Model

Figure 1. Dual Channel Assumption [4]

3. Study Design

This study is a randomized controlled trial that quantitatively assesses the efficiency of
different interface designs. Two dynamic interfaces were designed specifically for this
study. Both teach the preliminary processes of carpal tunnel release, but vary in
presentation to cater to the students’ cognitive and educational needs.

3.1 Subjects

Our subjects include 80 medical students from the USC Keck Medical School.
Subjects are randomly assigned to either interface A or interface B; each subject
interacts with the program for a maximum of 15 minutes, followed by a cognitive
assessment to determine the educational efficiency of each interface. Subjects were
observed to discover sow they interact with the interface and what learning resources
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they choose to utilize. By observing the student’s interaction with the program, we
hope to distinguish what resources are beneficial.

3.2 Program Development

This experiment utilizes a custom designed Flash MX program that teaches basic
surgical and procedural concepts for carpal tunnel release. This dynamic program
provides text images and audio to create an immersive media environment for the
learner. The monitor is divided into two windows, a text window and an image
window (see Figure 2). The text script was taken from an available teaching module
for carpal tunnel syndrome. The image window plays a simple movie during the audio
presentation after which the user is free to interact with highlighted text. These links
control the image window and/or provide additional information. The program offers a
variety of optional learning resources to assist the student including a hyperlinked
glossary and expandable images.

The control interface (A) provides a simplistic multimedia interpretation of the
material, similar to that of an existing multimedia textbook: the audio script is
presented in the text window. The experimental interface (B) rephrases the visual
delivery of the text; key terms and phrases are reorganized into an outline format that is
revealed line by line in synch with the audio presentation.

The experimental interface is designed to test two design guidelines provided in
the authors’ aforementioned review: the appropriate presentation of audio and visual
information and eliminating redundant material. The outline format visually reinforces
the information provided in the audio channel and reduces redundant information,
thereby utilizing the dual channel pathway to maximize the number of distinct items
retained in the working memory. By revealing each line in conjunction with its audio
reading, small chunks of information are presented simultaneously; each complement
the others within the short-term working memory to better integrate into long-term
memory.

CARPAL TUNNEL SYNDROME: Surface Anatomy CARPAL TUNNEL SYNDROME: Surface Anatomy

= Radial side
= Proximal to Tubercle

|

%

Figure 2. SSM.A.R.T. Tool, control and experimental interfaces
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4. Discussion

The ultimate goal of the S.M.A.R.T. Project is to design a fully comprehensive
multimedia educational environment that can reduce the time necessary to acquire and
perfect a skill as well as the monetary and temporal demands on the teaching hospital
and its faculty. Our intention is not eliminate teaching in the operating room; rather,
we are working specifically with fundamental surgical skills and decision making to
allow for advanced teaching in the operating room.

This experiment will discover the best interface design for disseminating
information regardless of the lesson or the field of inquiry. It will provide statistical
data to confirm what presentation is most cognitively efficient for the user as well as an
investigation into the learner’s use of various learning resources. During testing,
subjects were observed to discover the time spent with each module and how learning
resources were utilized.

Although several MMLs provide supplemental glossaries and other learning
resources, their efficacy is not quantified, rather the learning resources are assumed to
enhance the MML without accounting for how they are used. By correlating
performance on assessment tools with the time spent within each learning module and
the student’s interaction with the available supplemental image, the authors will
present the best method of integrating various learning resources.

Existing multimedia learning tools fail to address cognitive load when anticipating
the learner’s interaction with the program. This study investigates MMLs that account
for cognitive load and compares them with available learning tools. We will discuss a
series of guidelines that can be employed by designers of medical education software
as well as areas for future research.
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Abstract. While it is acknowledged that the forces required to
manipulate laparoscopic instruments can be significant and are
important in terms of potential discomfort after prolonged use, no
systematic study has been conducted. In this paper we present a
GripForce system that allows for the mapping of force distribution
patterns of laparoscopic instruments. Initial results showed
significant differences in force distribution between various
instrument handles, thus demonstrating the viability of the system
and proposed methodology. Analysis of force distribution patterns
of laparoscopic instruments can help towards improving
instrument design, better understanding the relationship between
force applied and performance, as well as provide useful feedback
to trainees and surgeons.
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1. Introduction

Since the advent of laparoscopic surgery, surgeons have complained about
uncomfortable instruments [1] and stressful working positions [2]. Laparoscopic
instruments seem to have been developed with the purpose in mind but not the operator.
Not only are the instruments uncomfortable, but it is well documented that many
actually cause neuropraxia [3] and pain [4]. Relatively few researchers and doctors
have published on the ergonomics of laparoscopic handle design but manufacturers are
increasingly developing new handles with ergonomics in mind. It is acknowledged that
the forces required to manipulate the instruments are important and that compressive
forces can be concentrated at certain points on the hand in some instrument designs.
This can cause blood flow reduction and may lead to tingling or numbness.

This paper introduces a GripForce system for the acquisition and analysis of force
distribution patterns of laparoscopic instruments. Being able to study these patterns can
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help towards improving instrument design as well as providing useful feedback to
trainees and surgeons. We explore the use of the system in the context of ergonomic
instrument design and study force distribution using different instrument handles to
perform a simple cutting task.

2. Force studies in Laparoscopic Surgery

The force applied to tissues or perceived by a surgeon through a laparoscopic
instrument has been studied by several authors with the purpose of characterizing tissue
compliance [5], incorporating realistic force feedback into training systems [6,7] and
assessing performance [8]. In vivo quantification of mechanical interactions between
laparoscopic instruments and anatomical structures is of great interest for the modeling
of the mechanical behaviour of living organs, the introduction of force feedback in
surgical simulators and the design of new surgical instruments. Quantification of such
manipulations is also relevant in the assessment of surgical practice.

On the other hand, little attention has been paid to estimating the forces applied by
the surgeon to the instrument handles. Such forces may vary depending on the task
being performed, dimensions of the hand, handle design and proficiency. Although
ergonomics in surgery has been a driving force for some time, the ergonomics of
laparoscopic instruments has only become increasingly relevant in recent years [9-14].
There are a few select research groups working on this topic and therefore the literature
is relatively limited. These groups all identify similar ergonomic requirements for
laparoscopic instruments [9,12,14]:

a) The posture of the hand and arm is important. Therefore the instruments
should allow a relaxed working position in a neutral zone of hand movements.

b) The forces required to manipulate the instruments are important and so design
must take into account the strengths of the different muscles in the hand and arm.

¢) Concentration of compressive forces should be avoided by using the larger
possible contact area.

d) It has been suggested that the thumb should manipulate any knobs on
instruments, as it is the only finger which has strong abductors and adductors as
well as flexors and extensors.

e) Left-handed users must be taken into account.

f) Consider the hand dimensions (anthropometry) of instrument users.

< A

Fig. 1 Various handle designs: A. Aesculap inline axial handle PM 953 R; B. Experimental vario handle;
Karl Storz Endoskope multifunctional handle CE 33124 M; D. Wilo 25.00 pistol grip shank handle; E.
Autosuture endoshears 30531; F. Microsurge 01-1007; G. Pilling Weck access plus ring handle model
385202A; H. MFEHG Schafreuter multifunctional handle; I. Experimental handle design.
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Following these criteria and comments from surgeons, manufacturers have altered
the designs of laparoscopic handles over the years. Fig. 1 shows examples of various
handle designs.

3. GripForce System

The GripForce system consists of a number of small force sensors, data acquisition
hardware, a standard Webcam and bespoke software. A previous version of the system
has already been used successfully to assess the force distribution patterns on the hands
whilst driving a car and hitting a golf ball [15]. We now proceed to describe the various
components of the system.

3.1. Force Sensors

We used the A201-25 FlexiForce® sensors supplied by Tekscan [16]. They are thin
and unobtrusive piezoresistive force sensors with a force range covering the possible
forces used in surgery and do not impede the movements of the hands whilst
performing complex tasks. Fig. 2(a) illustrates the mounting of the sensors using
Tegaderm transparent dressing.

Fig. 2 (a) Mounting of the sensors. (b) Sensor calibration

3.2. Sensor Calibration

Calibration of the sensors involves the use of a force washer mechanism as described in
[15] and shown in Fig. 2(b). Between 5-10 sensors can be placed in the mechanism and
an increasing load exerted on the system by a vice. By tightening the clamp, the same
force is exerted on the force sensors and the force washer. Repeating this process a
number of times and plotting the readings of the sensors against the readings from the
force washer it is possible to obtain the gain for each sensor.

3.3. Data Acquisition

The signal from each sensor is conditioned using a standard non-inverting amplifier
and read through an AD132 Elan Data Acquisition Card [17]. For the purpose of this
study only twelve out of the sixteen available channels were utilized as twelve sensors
were considered sufficient.

3.4. Webcam

The quantitative force measurements generated by the sensors are complemented with
simultaneous web camera footage providing qualitative information about the handling
of the instrument. This information proved extremely valuable to understand and
interpret the force measurements, as well as to validate the placement of the sensors.

3.5. Software
We chose as our development platform LabVIEW™, a graphical development
environment for creating test, measurement and control applications [18]. The software



N. Gupta et al. / The Use of a GripForce System 173

has two separate components: Calibration and Acquisition / Analysis. The Calibration
screen reads sensor data, calculates, displays and stores the gain for each sensor, while
the Acquisition / Analysis screen contains the live video feed, a colour coded display of
each sensor as placed on the hand, and a combined plot of force amplitude, with the
possibility of storing both video and sensor data (see Fig. 3).
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Fig. 3 GripForce Acquisition / Analysis software.

4. Experiments

We conducted a study with five subjects of varying laparoscopic experience: two
Specialist Registrars with several years practice, two Senior House Officers with
limited experience, and a medical student with basic knowledge of laparoscopic
surgery and limited experience on laparoscopic simulators. They were instructed to
perform a cutting task with four different instruments (see Fig. 4(a) — (d)) while force
sensors on their hand measured the forces applied. A fifth handle (Fig. 4(e)) was also
evaluated separately from the main study.

8@t

Fig. 4 A. Pair of household scissors; B. Pair of material shears; C. Autosuture EndoShears Pistol Grip Handle
Laparoscopic Scissors; D. Karl Storz 33124 Inline Handle Laparoscopic Scissors; E. Karl Storz Endoskope
multifunctional handle.

4.1. Sensor Placement

To gain a perspective on the ideal location of sensors on the hand, a method of inking
and gloving was employed. This involved painting the instruments in ink and then
using a gloved hand to perform a cutting task. This resulted on a contact map for each
instrument. By assessing all the contact maps, twelve key areas were identified and
sensors placed accordingly (Fig. 5).
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Fig. 5 Contact maps for the right hand.(front and back).

4.2. Task

All subjects were asked to cut a straight line through a piece of sponge using each of
the four instruments in turn. The emphasis was not on the task performed, but on the
actual forces applied by the hand. The order in which each subject used the instruments
was randomised. Webcam and sensor data were stored and analysed for each subject.
The sensors which recorded force whilst opening the instrument were plotted on the
same graph and, similarly, the sensors which recorded force whilst closing the
instrument were plotted onto a separate graph. This resulted in 2 graphs being produced
for each of the subjects whilst using a particular instrument. As there were 5 subjects
and 4 instruments, this resulted in a total of 40 graphs being plotted.
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Fig. 6 Sample graphs for opening (L) and closing (R) of Karl Storz Inline Handle Scissors (N vs t).

After the task, the subjects were asked to rate the instruments for comfort and ease
of use. For the laparoscopic instruments, all subjects said they preferred the Karl Storz
Inline Handle to the Autosuture EndoShears. For the non-laparoscopic instruments all
subjects preferred the material shears to the household scissors.

5. Results and Discussion

We studied the obtained graphs and charted the maximum and average values for each
sensor during opening and closing. By comparing the maximum force detected by a
particular sensor using different instruments we were able to observe the differing force
distribution patterns of each tool. While it is difficult to compare the chosen non-
surgical and laparoscopic equipment, the results showed that instruments
acknowledged as more comfortable and having ergonomic designs had different force
distribution patterns. Poor ergonomically designed instruments showed concentration
of large forces on small areas of the hand whilst ergonomic instruments allowed for a
greater spread of force (see Fig. 7). The recorded video footage illustrated the
difference in handling techniques highlighting the importance of proper sensor
placement and helping towards the interpretation of the sensor data.
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Fig. 7 Combined force distribution patterns for Autosuture Endoshears (L) and Karl Storz Endoskope (H).

6. Conclusions and Future Work

The results obtained from this study demonstrate that the GripForce system is able to
record the force distribution patterns for different instruments and that these patterns
can be related to accepted ergonomic design guidelines. Having proven the feasibility
of the system, we will now conduct a larger study assessing laparoscopic instruments
and handling expertise. We will also explore the potential use of force distribution
patterns in the training and assessment of surgical trainees.
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Abstract. The primary driving application of our current research is the
development of a generic surgical training simulator for hysteroscopy.
A key target is to go beyond rehearsal of basic manipulative skills, and
enable training of procedural skills like decision making and problem
solving. In this respect, the sense of presence plays an important role in
the achievable training effect. To enable user immersion into the train-
ing environment, the surrounding and interaction metaphors should be
the same as during the real intervention. To this end, we replicated an
OR in our lab, provided standard hysteroscopic tools for interaction,
and generate a new virtual scene for every session. In this setting, the
training starts, as soon as the trainees enter the OR, and ends when
they leave the room.

Keywords. surgical simulation, immersive environment

1. Background

Therapeutic hysteroscopy has become a common technique in gynecological prac-
tice [5]. Nevertheless, a number of potentially dangerous complications exist - the
most common being uterine wall perforation, intra-uterine bleeding, and misman-
agement of distension fluid. Therefore, specialized training is necessary to reduce
the rate of complications. Virtual Reality based surgical simulation [6] is one
option to provide a corresponding learning environment. In contrast to existing
systems and products [7,8,9,10], our work aims at achieving the highest possible
realism. A key target is to go beyond rehearsal of basic manipulative skills, and
enable training of procedural skills like decision making and problem solving.

In this respect, the sense of presence [1] plays an important role in the train-
ing effect, which can be achieved. Therefore, a user should feel emotionally and
cognitively present in the simulated environment [12]. In order to achieve suspen-

1Correspondence to: mharders@vision.ee.ethz.ch
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Figure 1. View of the complete OR.

sion of disbelief, a multi-sensory, first-person experience has to be provided [13].
Especially, if actions could lead to negative consequences in reality, it is vital,
that the learning environment engages the trainee and seems real.

To enable user immersion into the training environment, the surrounding and
interaction metaphors should be the same as during the real intervention. To this
end, we replicated an OR in our lab, including standard hysteroscopic tools and
surgical devices, and we provide multi-sensory feedback. Moreover, individualized
problem cases are presented, by generating new virtual scenes for every session.
In this setting, the training starts, when the trainee enters the OR, and it ends,
when she leaves the room.

2. Tools and Methods

The first element of our immersive setup is the training environment. We outfitted
our OR with real tools and equipment (Figure 1). These tools are actually needed
to access the surgical site. For instance, the first step of an intervention is to enable
access to the cervix with the specula, and then fixate it with surgical forceps.

The female pelvic region is represented by a Limbs&Things model [2]. It has
been modified to our needs in order to be able to house the haptic device. It
mainly provides the tissue models for vulva, vagina, and cervix. The latter are
directly connected to the haptic device, thus hiding the mechanism from the user.
Moreover, the model contains the bony structures of the pelvic region, as well as
the abdominal wall. For further realism, two legs obtained from a patient model
from Ruediger Anatomie [3] were added.

Since interaction should be carried out with real tools instead via a mouse,
we use an original resectoscope, which has been equipped with sensors to interact
with the simulation. Valves for controlling in- and outflow of the distension fluid
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Figure 2. Haptic mechanism inside dummy.

are included. Displacement of the loop electrode is done with a standard han-
dle, while current for tissue cutting or cauterization is controlled by foot pedals.
The endoscopic camera is attached to the end of the tool and provides rotational
Degrees-of-Freedom (DOF), as well as adjustment of focus. Thus, all typical ma-
nipulations of the original tool can be performed in the immersive setup and
the simulation appropriately controlled. Moreover, the resectoscope itself can be
completely dis- and reassembled from its individual components. All of the above
allows the trainee to also get acquainted with the full complexity of tool handling.

The hardware allows insertion and complete removal of the surgical tool.
After cervix fixation with the forceps, the hysteroscope is inserted into the uterine
cavity, where it connects seamlessly with the haptic mechanism inside of the pelvic
dummy, without any noticeable mechanical constraints. Triggered by the insertion
of the tool, the visual display of the virtual scene starts automatically with a view
obtained after passing the cervix. This permits a smooth transition into the fully
immersive scenario instead of the well known simulation on/off experience.

The haptic device provides 4-DOFs for hysteroscopy [14]. Two DOFs for
spherical displacement around a virtual pivot point are possible, as well as track-
ing and force-feedback for tool translation along and rotation around the tool
axis. Friction and inertia from the haptic device are compensated by closed-loop
control. During the simulation session, all gestures of the surgeon are tracked,
permitting not only simple playback, but also making evaluation of the recorded
session possible. The components inside of the mock-up (without the tissue el-
ements) are depicted in Figure 2. During simulation the mechanical hardware
remains completely hidden from eye-view.

A further element in the immersive environment is the auditory feedback.
Characteristic sound sources are the electrocardiogram, hysteroscopy pump, arti-
ficial respiration, warning sounds for electrotomy and coagulation. These provide
important cues to a gynecologist, and thus have to be integrated into a training
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(a) Scenario with polyp. (b) Scenario with myoma.

Figure 3. Individual training scenes with different pathologies.

system. To this end, a hysteroscopic intervention has been recorded with studio
microphones and a highly sensitive sound level meter (room size 6 x 4 x 3 m).
Measured sound pressure levels have been in general between 57 - 65 dB(A). The
rhythmic beep of the ECG was by far the most audible source. Based on these
data, sound samples were extracted, which are synthesized in real-time stereo
during the simulation and adapted to the actual surgical action, e.g. regulating
in-/outflow of the hysteroscopy pump.

The final element of the system is a complete process for creating individual
training scenes [4]. Based on real data (i.e. 3D ultrasound and MRI datasets,
intra-uterine videos acquired during interventions, and in-vivo tissue measure-
ments), statistical models were generated, enabling the creation of new instances
of surgical scenarios. This includes the variability of healthy anatomy, modeling
of pathology growth, incorporation of vascular structures, attachment of textures,
and specification of deformation parameters. Thus, just like in real life, no two
(virtual) patients will be the same. In Figure 3 two training scenarios are depicted,
showing a polyp and a myoma inside the uterine cavity.

Screenshots, movies of sample interventions and further descriptions of the
simulator modules can be found one our project web (http://www.hystsim.ethz.ch).

3. Conclusions

In order to increase the sense of presence, and thus improve the training outcome,
we created an immersive environment for hysteroscopy simulation. This includes
the surroundings, surgical tools, haptic, visual, and auditory feedback, and a
virtual training scene generation process. Further modules of the simulator include
real-time collision detection and response, tissue deformation, and fluid models.
The complete system is depicted in Figure 4.

In future work, we will focus on further enhancement of the surgical suite.
In order to increase realism, real surgical devices, e.g. fluid pump, electrocardio-
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Figure 4. Close-up of the system.

gram, will be connected to and controlled by the simulation. Additionally, we
will integrate real management of distension fluid with the simulation. Finally, an
extension of the setup to team training possibilities will be examined.
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Abstract. In this paper we describe the prototype of a new computational
simulation system, PelvicSim. This system is being developed to simulate the
in vivo biomechanics of the female pelvic floor organ system with the intent to
provide clinical researchers, medical device designers with a virtual environment
to understand the various biomechanical pathologies occurring in the pelvic floor.
This information can then be used to develop new reconstructive surgical
techniques, or design non surgical/surgical devices for the treatment of urinary
incontinence and pelvic organ prolapse. In this paper, we provide the initial results
from the development of the PelvicSim modules which combine in vivo sensing
experiments, Ultrasound and MRI imaging datasets, and an inverse finite element
modeling technology based on hyperviscoelastic constitutive modeling of the
pelvic floor organs and tissues.

Keywords. Female pelvic organ disorders, Nonlinear hyperviscoelastic
constitutive models, nonlinear finite element modeling, In Vivo Tissue Properties,
Inverse finite element analysis, In Vivo Measurement, Tissue Deflection, Stress
Relaxation, Balloon Loading and Pressure Sensing, MR Imaging and 3D
reconstruction, Ultrasound B mode and M Mode Imaging.

1. Introduction

Pelvic Organ Prolapse (POP), Urinary Incontinence (UI), and Fecal Incontinence
(FI) are a continuum of significant pathologies of the feminine pelvic floor organ
system, rapidly becoming a significant health care problem in the United States [1,2].
Described as a “hidden-epidemic” [1], POP, UL, and FI occur due to damage to the
pelvic floor support system consisting of the levator ani muscle, endopelvic fascia, and
nerves organized as a complex load bearing apparatus in the pelvis. A significant
percentage of women (11% - [2]) have to consider non-surgical treatment using
transvaginal devices [3] to support/augment the pelvic floor, or reconstructive surgery
with or without implantable devices. Over 400,000 pelvic floor surgeries are
performed annually, with over 30% revision rates [1,2], representing a growing health
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care crisis in the aging female population. In a recent paper [1] an important goal of a
25% prevention and a 25% treatment improvement (a “25/25” strategy) was proposed
for POP/UI. As a step towards the implementation of this strategy, we have initiated
the development of PelvicSim, a computational modeling system based on a fusion
of patient specific clinical imaging, in vivo sensing , and advanced nonlinear finite
element based biomechanical modeling technologies. We envision this system to be
released as a flexible architecture computational environment that will

a) Serve as a research tool to enable studies on the natural history of POP as a
function of parity, gravidity, age, menopause, neuropathy, pulmonary disease,
ethnicity, obesity, smoking, and other risk factors

b) Serve as a virtual biomechanical modeling environment to evaluate device-pelvic
organ biomechanics and develop safe and effective innovations intended to detect,
manage, and treat POP.

c) Assist practicing clinicians to better quantify and potentially detect a priori, signs
of pelvic floor dysfunction and POP. This will enable clinicians to take proactive
actions to prevent progression to more severe states requiring surgical intervention.

2. Methods

The method underlying PelvicSim is the concept of inverse finite element modeling
(FEM) and analysis of soft tissue mechanics [4-8]. In a typical FE simulation, the
deformation of a structure in response to external loads is calculated. In the case of the
pelvic floor organ system, FEM inputs would include the following

o 3D geometry of the uterus, cervix, bladder, vagina, levator ani muscle, endopelvic
fascia, and distal rectum in a relatively stress free or reference state.

o Hyper-viscoelastic material properties of the various tissues

o External loading and boundary motions applied to the organs ( elevated abdominal
pressure, pelvic floor tightening, coughing, valsalva maneuvers)

Assuming that the above three inputs are available, i.e., a well posed boundary value
problem-BVP [9], an FE model can be solved to determine the outputs, i.e. tissue
deformations and stresses. For pelvic organs and tissues, the inputs required for
adequate definition of the BVP, are largely unknown.

COutput: Tissue Deformation
and Balloon Internal Pressure

Input: Strain Energy by Balloon Dilation
- FEM Modeling:
=3 B = —— | Hyperelastic Soft Tissue Modl [+

PelvicSim System

. . Pelvic Floor Tissues
Virtual De\'/lce' or (levator ani, fascia, » Biomechanical interaction
Product Application bladder, recto, vesico between device & pelvic floor

vaginal layers,)

Figure 1. Schematic of inverse finite element modeling strategy in PelvicSim.
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The goal of inverse FE analysis is to estimate hyperviscoelastic properties from in vivo
experiments. Imaging is used to measure the geometry as well as the deformations of
the pelvic organs and connective tissues in response to known in vivo loads. Loads are
generated by minimally invasive, or non invasive devices (e.g. a transvaginal balloon).
A finite element model is run iteratively to estimate the unknown hyperviscoelastic
material properties of the soft tissues in the vicinity of the loading function. This
process proceeds until predicted tissue deformations from the FE analysis match the
measured (imaged) deformations. With the constitutive relationships determined and
validated using this technique, the model can be used to predict the response of the
pelvic floor organ system to other independent loading conditions.

2.1 Hyperelasticity theory for soft tissues

Over the past 25-30 years, there have been significant advances in the field of soft
tissue constitutive modeling and finite element analysis [4-8]. Recent applications
include the modeling nonlinear hyperviscoelasticity in anisotropic tissues with fiber
reinforcements [5,7]. The framework of hyperelasticity theory requires stresses be
derived from a stored elastic energy function [5,7]. For an isotropic material, the
Cauchy stress o, can be derived from a strain energy function W(I,, I,, I;), as

_2p oW r (1)
J-ac -

r Q

dx
where i _ - is the material deformation gradient with X and X being current and
= 00X - -

original positions of the material point respectively. I, I,, and /; are the invariants of
the right Cauchy Green deformation tensorC . J = det( F ) is the volume change.

Several forms of such functions have been identified [5,7]. A classical example of such
a function is the generalized Mooney-Rivlin energy function,
WA lpus )= D Ay (1 =3) (1, =3) " (15 = 1) @

Lm n=0

where 4,,,, are material coefficients determined by fitting the above equation to
experimental data. For soft tissues like tendons, ligaments, articular cartilage, and
arteries, investigators have employed exponential forms of W,

60’1(’1*3)"'0’2(/2*3)
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where ¢, o, o, are positive constants, and = ¢; + 20,. All these functions handle
only isotropic classes of materials. A recently developed poro-hyperelastic constitutive
model for tissues (tendons, ligaments, arteries) can simulate two independent fiber
families oriented in various directions [5]. We have employed the most general form of
finite strain viscoelasticity to represent nonlinearities in the constitutive relationship in
addition to time dependence[8]. In this approach, the strain energy function/volume,

W, is cast in a time dependent form using convolution integrals as
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2(7), is anormalized (reduced) stress relaxation function of the form,

g(t)=(1—zg}[7—e’/"]j )

i=1

In this paper we focus on the time independent, hyperelastic material constants required
to model the tissues and organs in the female pelvic floor system.

2.2 MRI Imaging and Finite Element Model of Pelvic Organ System

MRI data from a single subject recruited IRB approved protocols was evaluated in
Materialise Corporation’s MIMICS software. Organ and tissue boundaries were
identified and reconstructed in 3D (Fig 2)

Figure 2. MRI Data (Subject #15) Figure 3. Raw MIMICS STL
Data and “Smoothed” Geometry

The geometry is exported from MIMICS in STL format and imported into a CAD
package (I-DEAS from UGS Corp.) for finite element model creation. Due to the
inherent irregularities in the data, representative “smoothed” Non-Uniform Rational B-
Spline (NURBS) surfaces are created for each organ for finite element modeling.
Figure 3 illustrates the raw MIMICS data and corresponding smoothed geometry of the
vagina and uterus. The finite element model of the pelvic organ system is then created
using this smoothed geometry. The model consists of shell and solid elements and is
constructed to treat the anterior and posterior regions relative to the vagina lumen as
homogenous hyperelastic solid regions (Fig 4) The mesh for the FE model was
exported to the LS-DYNA code [10], which uses explicit time integration to solve the
equations of motion and deformation.
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Figure 4. Pelvic Organ System - Finite Element Model
2.3 Inverse FEM identification of hyperelastic material constants of vaginal tissues

The MRI and Ultrasound imaging data was used to conduct a 3D nonlinear finite
element simulation of the pelvic floor organs and support system. A bladder filling
MRI study was first conducted to estimate the hyperelastic constitutive constants for
the bladder wall. Bladder deformations in subject #15 were measured using MRI
imaging and the FEM model was used to match these deformations based on input
typical bladder pressures measured in vivo in recent studies [11]. Following this, an
inverse analysis of the transvaginal balloon dilation was conducted to iteratively
determine the local hyperelastic constitutive properties of the pelvic floor tissues.

Faramedanzed
Geometry

Figure S. PelvicSim -Various Step in Model Development

Three dimensional subject-specific finite element models of the pelvic floor organ
system were constructed via segmentation of MRI images in the supine position.
Results of simulation of the tissue loading by inflated balloon device show the
deformations of the vesico-vaginal, and recto-vaginal tissues as well as the bladder
wall. These models are validated against B and M-mode ultrasound images gathered
during the experiments on the subject (Figure 5).

3.0 Results
Hyperelastic models (Table 1) in LS DYNA [10] were identified for the

various tissue systems using the data from transvaginal balloon dilation. The inverse
finite element model utilized a Blatz-Ko hyperelastic material formulation for the
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anterior and posterior homogeneous solid regions. The bladder wall was represented
using a two-parameter Mooney-Rivlin hyperelastic material formation. Modeled using
shell elements with a specified wall thickness of 1mm in the evacuated state, bladder
material constants were adjusted to achieve a targeted bladder pressure between 1.5-
2.0 kPa based on published data [11].

Table 1. Material Constants Calculated Using Inverse Modeling

Organ/Tissue Strain Energy Function or Property calculated using
Material Model Formulation inverse FEM analysis
Vesico Vagina layers Blatz-Ko Shear Modulus: 2.5 kPa
Recto Vagina layers Blatz-Ko Shear Modulus: 1.25 kPa
Bladder Wall Mooney-Rivlin Constant A: 7.5 kPa
Constant B: 2.5 kPa
Rectum Elastic Modulus of Elasticity: 900 kPa
Uterus Elastic Modulus of Elasticity: 50 kPa
Urethra Blatz-Ko Shear Modulus: 100 kPa

4.0 Conclusions

Good correlations are obtained between model predictions of tissue
deformations and in vivo image data. This represents to our knowledge, one of the first
attempts towards the development of a modeling environment and the estimation of in
vivo hyperviscoelastic material constants for the pelvic floor organs. Future studies
will expand this research to extract more biomechanical parameters, experimental, and
computational model development across a range of subjects (preparous, post-parous,
ethnicity), that will provide a virtual biomechanics modeling tool to OB/GYN
surgeons, and medical device developers attempting to innovate new non-invasive and
minimally invasive treatment for pelvic floor organ disorders.
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Abstract. We report on a study that investigates the relationship between visual
working memory and verbal working memory and a performance measure in
endoscopic instrument navigation in MIST and GI Mentor II (a simulator for
gastroendoscopy). Integrated cognitive neuroscience in state-of-the-art simulator
training curriculum will take safety science in health care one step ahead. Current
simulator validation focuses on how to train. In the light of recent research it is
now prime time to ask why in search of mechanisms rather than to repeatedly
show that training has effect. This will help tailor training to maximize individual
output in procedures that require a high level of dexterity. WM training is a
unique learning aid in simulator training and should be used alongside clinical
practice in order to improve the quality of complex clinical intervention in the field
of image guided surgical simulation.

Keywords. Image guided surgery, simulation, virtual reality and working memory

1. Introduction

Executive function of the human brain is a broad concept that includes, among
other functions, the ability to inhibit a prepotent response, to plan, to reason, and also

! Corresponding author and reprint request: Li Fellinder-Tsai at the above address and E-mail address:
li.tsai@ki.se
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working memory (WM). WM is the ability to retain information during a delay and
then to make a response based on that internal representation. Furthermore, WM is
often regarded as a more fundamental function, underlying other executive functions
such as reasoning.

Extensive research on training in most other domains of knowledge has clearly
shown that individual factors (that trainees bring to the training situation) can be more
important than events occurring during as well as after training [1]. For example, little
systematic attention has been paid to the cognitive processes involved in surgical
proficiency, which also seems to be less understood by surgeons. One aspect of
cognition that has received almost no consideration in the surgical research is surgeon’s
limited attentional capacity [2]. Most kinds of surgery contain multiplex tasks and
requirements entailing a rigorous demand on attention level [3], and where a mental
slip can result in fatal errors. Because there are clear limitations in the amount of
information one can attend to or be conscious of, as well as in the amount of
information that can be maintained in working memory, it is widely acknowledged that
the constructs of working memory and attention are related to one another.

The WM system is thought to consist of verbal and spatial short-term stores and
executive processes that operate on the contents of these stores. Executive WM is likely
to be comprised of a number of distinct processes such as: multiple task coordination,
set shifting, interference resolution, and memory updating, thought to be essential for
high-level thought processes. Analysis of the controlling central executive has proved
more challenging, leading to a proposed clarification in which the executive is assumed
to be a limited capacity attention system. This sketchpad is assumed to be capable of
temporarily maintaining and manipulating visuospatial as well as verbal information,
accessed either through the senses or from LTM. Both neuropsychological evidence
and functional imaging evidence support the view of the sketchpad as a
multicomponent system, with occipital lobe activation presumably reflecting the visual
pattern component, parietal regions representing spatial aspects, and frontal activation
responsible for coordination and control [4].

Hence, WM, as a limited-capacity store for performing mental operations, might
be very important to the surgeon for learning a new procedure or set of skills. Visual
working memory and verbal working memory scores (three tasks were taken from the
WAIS III test battery) [5] may correlate significantly with endoscopic simulator
performance.

Even if many skills are needed to become a competent surgeon, a surgeon cannot
be competent without a certain level of technical skills. Since the image guided surgical
techniques are more difficult to learn, a focus on technical skills has become even more
important. During the last decade there has been an increasing interest in Virtual
Reality (VR) simulators for standardized training of technical surgical skills and for
standardized and objective evaluation, assessment and certification of technical skills.
In this environment it could also be possible to tailor critical, expensive and rare
procedures.

Advanced simulators for intervention are increasingly used in training of
physicians in order to improve patient safety [6,7,8]. Psychomotor skill acquisition is
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among other skills such as perceptual ability a prerequisite for safe image guided
surgery. Several studies show correlation between innate visual spatial and surgical
performamce in novices. Research in the field of cognition has indicated that Working
Memory (WM) seems to be a limited capacity system that temporarily stores and
processes information. It has been considered as a measure of information processing
capacity that underlies cognitive skills [9,10]. WM can be viewed as a four-component
model with a central executive coordinating attention activities and governing
responses. Baddeley’s three-component model of the working memory contains a
central executive and two subsidiary slave systems — the phonological loop and the
visuo-spatial sketchpad. Both the visual working memory, rehearsal processed based,
and the verbal working memory falls within the phonological loop category — when
using digit span tasks.

We hypothesize that the visual working memory test scores will correlate with the
simulator performance measure. We also hypothesize that tasks involving a higher
degree of central executive functions will be more discriminate in correlation with the
performance measure. We have added the verbal working memory task to distinguish
and rule out verbal working memory as a major factor for predicting endoscopic
simulator performance — and thus define and elucidate the visual working memory
phonological loop function for predicting endoscopic simulator performance.

2. Material and Methods

32 medical students participated in the study. None of the subjects had any
previous experience from image-guided intervention. The study was approved by the
local ethical committe. Performance data (Gastroscopy case 1 module 1) from the GI
Mentor II (Simbionix, Cleveland, Ohio USA) (Figure 1) and MIST (MD level easy)
(Mentice, Goteborg, Sweden) were compared with WM data from the WAIS test
battery [5]. In another group of 13 students, the corresponding simulator data were
compared with scores from a computer program (11) for training WM (RoboMemo
,CogMed, Sweden) (Figure 2).

The selected GI Mentor performance score measures the efficiency of screening
(ES). The working memory (WM) tasks were taken from the WAIS III test battery [5]:
Forward digit span task (FDS), backward digit span task (BDS) and an alphanumerical
task (ANT) — with the forward digit span being the least demanding on the central
executive function and with the alphanumerical task being the most demanding.

Pearson product moment correlation analysis was performed (level of significance
set at p<0.05).

3. Results

There were significant Pearson’s r correlations found between the visual working
memory test scores and the simulator performance score and between the verbal visual
working memory test score ANT and the simulator performance score (Table 1).
Significant correlations were found between visual working memory scores and the
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simulator performance scores. Both efficiency of screening, total time, movement
economy and total score were positively correlated to WM.

Figure 1. Virtual Gastroscopy on the GI Mentor II (Simbionix, Cleveland, Ohio USA).

Table 1. Pearson’s r correlations between performance score (ES) in the GI Mentor II simulator, Visual
Working Memory and Verbal Working Memory Scores.

Visual WM task Verbal WM task
Fds r=0.607, p=0.031 Fds r=0.306, p=0.166
Bds r=0.570, p=0.043 Bds r=0.324, p=0.152
Ant r=0.617, p=0.029 Ant r=0.639 p=0.013
ES ES

Figure 2. A computer program (Klingberg 2005) for training WM (RoboMemo,CogMed, Sweden).

191
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4. Discussion

Our findings suggest that visual working memory significantly correlates with the
simulation performance measure and that WM performance is a good predictor for
image guided interventional simulator performance. The verbal working memory is
dependent on more advanced central executive functions to discriminate significant
differences for the performance tasks while the visual working memory tasks show a
more uniform result regardless of central executive effort.

For many practitioners, it may be difficult to meet the professional guidelines for
maintenance of competence established because they do not treat enough patients; thus
training on a simulator may take the place of performance on patients to help prevent
skills decay. The underlying assumption is that individuals who have performed the
required number of procedures will be safe practitioners, but this ignores variability in
individual learning rates. In fact “learning curves/performance curves” for the
performance of medical procedures vary extensively between individuals.
Individualized WM training could play a significant role in proficiency gains of
surgical skills.

Recent studies presented by Klingberg and collaborators suggest that WM also can
be improved by extensive training. It follows that the traditional view of WM capacity
as a constant, innate ability had to be modified. In several studies [11] children with
ADHD represented one group of subjects with a WM deficit, attributed to an
impairment of the frontal lobe. The researchers used a new training paradigm with
intensive and adaptive training of WM tasks and evaluated the effect of training with a
double blind, placebo controlled design. Intensive and adaptive, computerized WM
training gradually increased the amount of information that the subjects could keep in
WM. Training has been shown to improve the WM performance of the subjects and
result in increased brain activity in the dorsolateral prefrontal and parietal association
cortices, indicating plasticity of the neural systems underlying WM [12]. With resource
sharing the WM capacity can be stretched to increase cognitive load.

5. Conclusion

Working memory capacity relates to performance in advanced simulators for
image-guided intervention, which in turn seems to be dependent on advanced central
executive functions. The possibility to specific computerized WM training opens up
new possibilities for adjuvant and individualized practice and optimizing of advanced
image guided intervention setting high demands on central executive functions. Our
findings further emphasise the importance of individualized practice of complex skills
required in advanced image guided surgery in state-of-the art training in modern health
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care. More studies will be needed to confirm the training effects in other populations
and to answer additional questions about the mechanisms underlying training-induced
improvements of WM. An extension of this study is currently exploring these findings

further.
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Abstract. In this paper, we present our application of latest information
technology in assisting the Chinese acupuncture research. Having integrated the
Chinese Visible Human (CVH) data, virtual reality, visualization and imaging
techniques, we have constructed a 3-dimensional digital human model for
acupuncture. This model integrates the meridian positioning, acupoint positioning,
arbitrary cutting-plane visualization, multi-layer dissection, needle puncturing
simulation, as well as the common diseases-therapy information. Our work can be
widely applied to Chinese acupuncture education, clinical usage and scientific
research.

Keywords. Chinese Acupuncture, medical imaging, virtual reality, visualization,
force feedback

Introduction

The outstanding therapeutic performance of Chinese Acupuncture has aroused the
interest of many medical professionals worldwide. However, the high complexity of
the acupuncture system has imposed great difficulties in the learning process for novice
acupuncturists. In the light of this, we have developed advanced information
technologies for the computer-assisted Chinese acupuncture training and research. By
optimally integrating the virtual reality, visualization and imaging techniques, we have
constructed a detailed virtual acupuncture digital human model based on the ultra-high
resolution Chinese Visible Human dataset (CVH) [1].

1. Methods

Our virtual acupuncture system provides a multi-layer visualization capability, so we
have to pre-process the CVH data and segment the original dataset into different parts
(such as bone, muscle etc...). Our system can present six different models including the
skin, the skeleton, the multi-dissected layers, the twelve skin-region, the flow of
meridians, and the atlas of acupuncture points (See Fig 1). In particular, the multi-
dissected layers model can be deployed for the haptic training of needle puncturing.

To deliver a high-quality and precise virtual acupuncture system, we have
combined both the volume and surface representations in our rendering kernel. In order

! Corresponding Author: Pheng-Ann Heng, Department of Computer Science and Engineering, the Chinese
University of Hong Kong, Hong Kong SAR, China; E-mail: pheng@cse.cuhk.edu.hk



P-A. Heng et al. / Virtual Acupuncture Human Based on Chinese Visible Human Dataset 195

to handle the huge CVH dataset in the rendering process, we have deployed the
advanced GPU Shader Language programming techniques in order to generate a
photorealistic effect.

Virtual AcupunctureV

Figure 1. User Interface - the meridian system

2. User Interface

Having deployed the CVH data, advanced virtual reality and visualization technologies,
we build a systematic virtual acupuncture human digital model which integrates the
meridian system positioning (see Fig. 2), and 3-dimensional acupuncture point
positioning. This can help acupuncture novices to acquire positioning concept in a
much faster manner. Our system can serve as a very user-friendly acupuncture learning
platform.

Figure 2. Interactive visualization of the meridian system.
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In addition, arbitrary cutting-plane visualization (Fig. 3), multi-layer dissection
(see Fig. 4) is also supported. User can interactively zoom in or zoom out in order to
view highly detailed dissected information. With an integration of anatomical
information, traditional surface location can be related to the underlying dissected
structures. In this sense, scientific research on traditional Chinese acupuncture theory
can be carried out in depth.

Figure 4. Anatomic view of the acupuncture point, Riyue, which is located at the abdomen.
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In daily clinical practice of Chinese acupuncture, needle puncturing is crucial for
its therapeutic effectiveness. Our system provides needle puncturing simulation and
training (see Fig. 5), as well as the common diseases-therapy information. This training
platform can also act as an objective evaluation system of puncturing techniques such
as frequency and depth of needling. Such a digital platform can contribute to future
Chinese acupuncture research as well.

Figure 5. Haptic user interface.

3. Conclusion

In addition to the multi-modality and multi-lingual support, we are developing an open
and comprehensive information-enhanced digital platform to support modern research
in Chinese medicine. Our work can be widely applied to acupuncture education,
clinical applications, as well as biomedical and digital human research.

Acknowledgment

This work described in this paper was supported by a grant from the Research Grants
Council of the Hong Kong Special Administrative Region, China (Project No.
CUHK4223/04E) and CUHK Shun Hing Institute of Advanced Engineering.

References

[11 S. X. Zhang, P. A. Heng et al., The Chinese Visible Human (CVH) Datasets Incorporate Technical and
Imaging Advances on Earlier Digital Humans, Journal of Anatomy, Vol.204, 2004, pp.165-173.



198 Medicine Meets Virtual Reality 14
J.D. Westwood et al. (Eds.)

10S Press, 2006

© 2006 The authors. All rights reserved.

Visualization of a Stationary CPG-
Revealing Spinal Wave
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Abstract: Central Pattern Generator (CPG) is still an elusive concept that has a
visual manifestation as a rhythmic oscillation commanded from the spine, but that
also has another manifestation as a train of bursts in the surface electromyographic
(sEMG) signals recorded on the para-spinal muscles. This leads to the challenging
problem of correlating the visually observed spinal wave with the SEMG signals
recorded during the session. This paper develops a mathematical model of the
spinal wave phenomenon, which, when driven by the sEMG data, yields such
visually observable features as wave nodes.

Keywords: Central Pattern Generator, surface electromyography.

1. Background/Problem:

Network Spinal Analysis (NSA) is a technique through which the practitioner
sensitizes two specific points along the spine by applying light pressure: i) the cervical
region where the dura is attached to the vertebra [1] and ii) the sacral area where the
filum terminale attaches to the coccyx. These attachments indeed provide feedback
mechanisms [6,7] which, when the areas are sensitized enough by the pressure contacts,
create spontaneous oscillations. The early sequence of events is, first, an oscillation
localized in the sacral area, then an upward propagation of the oscillation towards the
cervical area, and finally a cervical oscillation elicited by the upward propagation
phenomenon. During the initial phase, the oscillators are out of synchronization,
traveling waves are moving in opposite directions, and the spine is in a non-periodic
motion. However, after a few seconds, the sacral and cervical oscillators become
synchronized, at which time the spine goes into a stationary wave pattern. Next to the
above paradigm of two oscillators at the distal ends of a propagation medium, there are
other more elusive wave patterns, like the wave pattern lumped in the sacro-lumbar
area [3]. These wave patterns already point towards a CPG hypothesis [4] of these
spinal oscillations.

The goals are i) to positively establish the wave phenomenon by correlation
analysis of the SEMG signals recorded at various points along the para-spinal muscles
and 2) to correlate the mathematically established wave phenomenon with the actual
wave pattern as seen from a video clip.

! Corresponding author, Univ. of South. Calif., 3740 McClintock, Los Angeles, CA 90889-2563; e-
mail: jonckhee@usc.edu.
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2. Tools and Methods:

The data collection protocol is the same as that of [3]. All research subjects had signed
the informed consent form approved by the Institutional Review Board of the
University of Southern California (case USC UPIRB #01-01-009).

3. Results:

Let x,(¢),i =1,2,3,4 be the signals recorded at the cervical, thoracic, lumbar, and
sacral levels, resp. Let ;(f) be the D8 subband of the DB3 wavelet decomposition of

the signal X, (t) . The purpose of this filtering is to compensate for some analog

problems and, more importantly, to capture a single fiber signal [9]. The canonical

correlations z Y@y & +)/(| 1|l v, ) exhibit consistent zero crossings for
t

some time shifts § as shown in Fig. 1. This is indicative of a stationary wave pattern
[7]. Multimedia video footages integrated with sSEMG display will be made available
on http://eudoxus.usc.edu/CHAOS/nsa.html and will provide visual confirmation of the
standing wave. A bank of Auto Regressive Integrated Moving Average (ARIMA)
models were developed and the model best matching the data in a window around the
specific time was found and plotted versus the time as shown in Fig. 2. This latter is a
rather unique finding, as it shows a clear switching among ARIMA models, hence a
bifurcation, occurring in the sacro-lumbar area.

4. Discussion/Conclusion:

The neurosurgical foundation of the sensitization of the cervical area is Breig’s theory
of dural vertebral attachments [1], which are conjectured to create sensory motor
instabilities [7]. The neural pathways are hypothesized to be confined to the spine
without higher cerebral function involvement, as demonstrated on a quadriplegic
subject who was able to sustain the wave despite a C4-CS5 injury [6,7]. This rhythmic
motion sustained without external stimuli, with nervous pathways localized in the spine,
and in a stationary wave pattern are indicative of a Central Pattern Generator (CPG) [2].
A recent paper [3] showed that patterned locomotor activity (stepping knee movement)
of the lower limbs can be induced in paraplegic subjects by applying non-patterned
epidural electrical stimulation on the sacro-lumbar area of the spine (in particular, L2).
It provides another confirmation of the conjecture that the sacro-lumbar oscillator of
the human gait can be elicited (see also [2]). Whether the sacro-lumbar phenomenon
shown in Fig. 2 is related to the gait CPG is currently being investigated. Further
investigation is underway aiming to understand the neuronal level organization of the
human spine CPG oscillators (similar results have been reported on the mice population

[8D).
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Establishing Navigated Control in Head
Surgery
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Abstract. Navigated Control (NC) describes an additional control for a tracked
power driven instrument within a preoperatively segmented work space. In head
surgery the authors first implemented NC in functional endoscopic sinus surgery
(FESS). Recently the feasibility of NC for surgery on the petrosal bone is
evaluated. NC in FESS and in petrosal bone surgery may reduce the risk of co-
morbidity and the time effort compared to the conventional surgical interventions.

Keywords. Navigation, Navigated Control, FESS, Mastoid
Background

1. Navigated Control

Surgical instruments can be tracked by optical navigation systems [1]. Navigated
Control (NC) describes a regular control for a power driven instrument by a surgeon
and an additional control of the tracked instrument which is only powered within a
preoperatively segmented work space. The guiding principle is to integrate the
navigation data directly into a power driven instrument. In this way it is possible to fill
the missing link between navigation used as a pure orientation device and manual
preparation by the surgeon with the NC-Unit [2]. The goal is to reach a level of
robustness of navigated control for the surgeon to rely on. Thus, a reduction in
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interruption regarding the hand-eye-coordination will be achieved. NC was first
described for dental surgery [3] [4].

1.1. FESS-Control

The authors believe NC can reduce the risk of an injury in Functional Endoscopic
Sinus Surgery (FESS) wherein the orbital cavity, the frontal scull base and the carotid
artery are at risk. Orientation in the paranasal sinuses is very difficult for a surgeon.
Usually the intervention site is observed with an endoscope. Atypical anatomy (low
scull base, former operation, missing bone tissue) increase complexity and elevate the
risk of an iatrogenic injury.

Taking the afore-mentioned risks into account the authors implemented NC in the
year 2004 in a first study on a technical demonstrator where the system’s feasibility for
FESS was shown [2]. Due to unsatisfactory accuracy results, the authors proceeded
with a second investigation with technical modifications.

An ethics committee approval for FESS-control was received in August 2005.
Thus, the first clinical application of FESS-Control starts in October 2005 at the ENT
department of the university clinic of Leipzig.

1.2. NC for Petrosal Bone Surgery

Recently a feasibility study of NC for a mastoidectomy (surgery on the petrosal bone)
was conducted. The difficulty in this type of surgery is the identification and, therefore,
the protection of risk structures such as the facial nerve, the sigmoid sinus, the inner ear,
the organ of equilibrium and the lateral skull base with an immense time effort in order
the trace them [5].

The material the surgeon drills on mainly is cortical bone and spongiosa. Reducing
the time effort and, particularly, establishing reliable risk structure protections are the
two main goals of future clinical application. Evaluation of the quality of the resection
process is undertaken by the technical demonstrator.

2. Tools and Method

The system consists of an optical navigation system (LapDoc Accedo) and a shaver,
respective a drill (Karl Storz GmbH&Co.KG, Tuttlingen, Germany) (figure 1 and 2).

b b

Figure 1. Technical setup for FESS-Control Figure 2. Drill used for mastoidectomy
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For standardized and reproducible measurements, a demonstration model is
required. A demonstrator consisting of a plastic human head with different receptacles
and an upper jaw with teeth for a dental splint with an integrated navigation arc for
registration was developed. Different soft tissue models (phenol foam "Steckfix-Dry-
Phenolschaum", Smithers-Oasis GmbH u. Co. KG, Griinstadt, Germany) that represent
the nasal cavity and rapid prototyping models of the petrosal bone (3di GmbH, Jena,
Germany) [6] [7] can be reproducibly connected to the receptacles (figure 3 and 4).

The complete demonstrator with the replaceable models was CT scanned with
clinical routine protocols (Volume Zoom plus 4, 120 kV, 90 mAs, 4 slice, collimation
0.5, increment 1, FOV 200x200mm?2, Matrix 512x512, Siemens, Erlangen, Germany).
Anatomic proportions were respected for the segmentation, the distance and angle
between the model and the dental splint.

The demonstrator’s position during the investigation was equivalent to a surgical
intervention. Navigated-controlled resection of the segmented volume was then
undertaken. This was compared with the conventionally navigated and freehand
resection. Subsequently, all resected cavities are measured with high precision 3D-
coordinates measurement systems (LH-65 (Wenzel GearTec GmbH, Karlsruhe,
Germany), Faro-Titanium-Arm (Faro Technologies Inc.)).

For FESS-Control we segmented a volume to an average ethmoid cells” extent
within the soft tissue model (3x2.4x2.4 cm®) and defined it as the allowed working
space. We investigated the surgical accuracy by touching fiducials in the sinus area of
the anatomical models with the shaver tip in 417 measurements. The study also
investigated the resection volume. 5 cavities were shaved with FESS-Control (Version
0.4), for each cavity 5 planes were evaluated by measuring them with a 3D-coordinates
measurement system. The final cavities were compared to the planned ones. An
evaluation of the time factor involved for a simulated surgical operation was
undertaken for the navigated-controlled resection of the planned volume compared with
the conventionally navigated (also 5 cavities) and freehand resection (5 cavities).

The first step for investigating on NC in mastoidectomies was finding suitable
models (figure 4). Those models are petrosal bone models generated with the so-called
rapid prototyping method based on original patient data. Initially, the risk structures
within the petrosal bone model were enriched with contrast dye in order to guarantee
their visibility in the CT scan. For the technical set up so far the focus lies on the facial
nerve and the horizontal semicircular duct. In a second model set up, the facial nerve
and semicircular duct were left as air filled channels. After the model’s CT scan, these
can then be determined and used for segmenting the workspace (figure 5) in
demarcation to the risk structures. The cavities of the mastoidectomy in the

=g

Figure 3: Demonstrator’s Figure 4: Rapid prototyping Figure 5: Segmenting the
receptable place modell of the petrosal workspace in the
(courtesy by MiMed) bone CT scan
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demonstrator are planned by an experienced surgeon, in order to work on a clinically
realistic workspace. Afterwards, the navigated controlled resection is executed by
inexperienced test persons for 5 cavities. With NC 5 additional mastoidectomies will be
carried out by experienced surgeons. In the end, the experienced surgeon who planned
the cavity resects it 5 times without any assistance. All cavities will be measured with
the 3D coordinates measurement system.

3. Results
3.1. FESS-Control

For FESS-Control the current demonstrator overcame the deficits of previous works [2]
(instability of the shaver blade, yielding foam) and led to better results for the surgical
accuracy and the cavity resection. The maximum deviation value of the instrument’s tip
(surgical accuracy) proved to be 1.93 mm. Values between 0.95mm and 1.78mm for
maximum deviation between the planned and the 5 cavities shaved with FESS-Control
were ascertained. The lowest deviation was ascertained at the opposite wall (relative to
the surgeon). The mean value for exceeding a cavity was 0.4mm for all cavities.

The maximum time for the navigated controlled resection amounted to 10 min. The
conventionally navigated cavities consumed a maximum time effort of 20 min, whereas
12 min for freehand resection was the maximum value (table 1)

Table 1. Resection time for FESS surgery in different modalities

Cavity Shaver Time [min]
1 FESS-Control 8
2 FESS-Control 8
3 FESS-Control 9
4 FESS-Control 10
5 FESS-Control 10
6 navigated 16
7 navigated 15,5
3 navigated 18
9 navigated 18
10 navigated 20
11 free hand 12
12 free hand 10
13 free hand 10
14 free hand 10
15 Freehand 10
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3.2. NC for Petrosal Bone Surgery

The described demonstrator proved to be suitable for the close-to-application tests for
surgical accuracy. Adding the contrast dye to the 3D printer’s ink led to clotting the
printer jet, therefore this method had to be abandoned. With the air space filled in place,
a suitable demonstrator could be corroborated. The material of the rapid prototyping
model compared to human bone material is not identical, but close; it consists of a type
of plaster (calcium sulphate).

4. Conclusion
4.1. FESS-Control

In contrast to the initial study [2], this study focuses on the presently existing clinical
applicability of the navigated-controlled shaver in the paranasal sinus surgery.

Surgical accuracy of FESS-Control is satisfactory. A planned cavity can be
realized with sufficient accuracy and high comfort. Because a deviation between the
test result and the reference value (planned value) never can be equal to zero [8], it is
necessary to have a correction factor included in the system. In the demonstrator, the
lowest deviation was at the wall opposite the surgeon. This is, in our interpretation, due
to the shaver design: The shaver knife is not opened directly at the tip of the instrument
(figure 6), thus the 90° angle resection will result in exceeding the cavity only
minimally, but the intra-operative condition for the structures at risk is an angle of 0-
30° between shaver knife and resection surface.

The results from the time invested in FESS-Control can only mark a trend: It is
possible to reduce operating time with the system and demand has been confirmed for
the navigated-controlled resection of the planned volume, when compared with the
conventionally navigated and freehand resection. Still, the actual intervention is too
complex to be compared to the demonstrator setup in this study.

In October 2005, the clinical trial of FESS-Control on patients will provide better
evidence for this frequent intervention in our clinic (200 per year). The particular
aspects of the principle, such as cognitive relief of the surgeon and human-machine
communication, will be investigated during the clinical trial.

Figure 6. Shaver tip



206 M. Hofer et al. / Establishing Navigated Control in Head Surgery

4.2. NC for Petrosal Bone Surgery

For NC on the petrosal bone, a promising technical model was established in our test
lab. With it we can resect closer-to-practice than with the technical model used for
FESS-Control. If clinically satisfactory results occur, the authors will propose an ethics
committee approval for clinical testing.

From our clinical perspective the maximum deviation for the resection must be
below 2mm. The time-consuming mastoidectomy is conducted about 50 times per year
in our clinic.

With NC the usability and comfort of a navigation system would be increased. The
change in the technical setup for NC in the operating room is minimal, since the
fundamental systems are already integrated. The actual surgery remains nearly
unchanged in its procedure, both for FESS-Control and for NC in petrosal bone surgery.
The instrument is controlled directly by the surgeon, which means that the surgeon can
profit from the performance of up-to-date technology in an almost unnoticed manner
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Abstract. This study investigates facilitation of a manual target acquisition task by
the application of appropriate force feedback through the control device (e.g.,
mouse, joystick, trackball). Typical manual movements with these devices were
measured, and models of such movements were used to predict an intended target
location from an initial portion of a trace. Preferred shapes and sizes for feedback
force functions to be applied were empirically determined by collecting preference
ratings and measuring task completion times. The general experimental task that is
typical for an office situation, but findings appear generalizable to some medical
and surgical situations (e.g. laparoscopy, catheterization) where a certain target has
to be reached whose precise location may be known or unknown.

Keywords. Target acquisition, Force Feedback, Augmented Reality

Introduction

The purpose of this study is to investigate to what degree augmented force feedback
facilitates a manual target acquisition task in terms of operation efficiency and user
satisfaction. The experimental paradigm, moving a cursor from a central position on a
flat screen to a suddenly appearing target elsewhere on the screen with a mouse or
trackball-like device, may be more typical for an office than for a medical or surgical
setting. Some of the control principles involved, however, may easily extrapolate to
medical procedures such as laparoscopy or catheterization.

The general strategy of the study is first to investigate how consistent, and
therefore, how predictable human hand and arm movements are, given a certain control
device. An attempt is then made to predict, on the basis of an initial portion of an
observed movement and the known variance of this type of movement, which target the
subject has chosen to move to. For the sake of simplicity, alternative targets are always
positioned at a constant radius from the starting position, and equidistant to one another.
Hence, the difficult and challenging problem of detecting the choice of a target that is
hidden behind another target is not addressed in this study.

Once the system knows, within a margin of certainty, where a selected target is
located, it will apply a force to the control device that will help the user to reach that
target. A first question addressed in the study is whether there is an ideal or preferred
profile for such a feedback force. Given that the direction of the force will always be
toward the selected target, its instantaneous magnitude can follow many different
profiles. Since voluntary movements are generally not constant in velocity or
acceleration [1] and muscle forces tend to vary during such movements, it is likely that
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an externally applied augmented force should have a particular matching profile to be
effective and satisfying to the user.

The second question concerns the size or extent of the force field or, equivalently,
the moment during the movement where it is turned on. This is by construction a trade-
off between the degree of certainty the system will have about the selected target (it
will grow with distance traveled), and the force field’s effectiveness (the closer the
cursor already is to the target, the less useful an augmented force will be).

1. Movement Kinematics

If a cursor is moved by means of a handheld control device (e.g., mouse, trackball,
joystick), the actual path traveled greatly depends on the mechanics of the device and
the hand/arm physiology of the user. Figure 1 shows results of repeated paths toward
eight equidistant targets, obtained from a single user with a mechanical mouse (a), an
optical (infra-red) mouse (b), and an optical trackball (c). For all three cases the
average paths turn out to be rather straight. One can easily see, however, that the
variance increases significantly for control devices (a) through (c), and also that
variance depends somewhat on direction of movement. The former may, to some extent,
be caused by the greater familiarity that most users have with mouse-like compared
with trackball-like devices, which could imply that variance should become more
similar with practice. The latter may be partially caused by limited coordination
between arm, wrist, and finger movement, since the variance is clearly smallest for the
horizontal (x) direction where only arm movement is used. Another potential
contributor to variance could be the mechanical behavior of certain control devices that
track more easily in the x- and y directions than in oblique directions.

Figure 1. Cursor paths created by a single subject using (a) a mechanical mouse, (b) an optical
mouse, and (c) an optical track ball. The eight targets were located in 45-degree angles at a radius
of 250 pixels from the starting position at the center.

Trace statistics such as mean curvature and variability are useful for determining
how far potential targets can be spaced apart, given a certain control device, to yield
sufficiently reliable target location estimates, and also for the development of efficient
target estimation algorithms.
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2. Force Function Profile

Three general force function profiles, all circular in form and centered on the target,
were comparatively investigated: (a) a constant force with a steep rise at the onset, and
a steep fall when the target is reached; (b) a constant force with a slow rise, and an
abrupt fall once the target is reached; (c) a constant force with an abrupt rise, and a
slow fall when the target is approached. They are illustrated in Figure 2 in the form of
half cross sections of a hole (top) and forward force of a ball rolling into such a hole
(bottom), referred to as Shapes A, B and C.
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Figure 2. Three gravity-type force field profiles used in the experiment. The mean force level in
the bottom graph designates the average force for the initial (I), middle (M) and final (F) phases
of the movement.

The control device was an electro-mechanical trackball with force feedback [2].
Twelve participants were asked to move a cursor to one out of eight experimenter-
selected targets, positioned as shown in Fig. 1. Participants were divided into two
groups, because in an earlier pilot experiment seven had shown a preference for a
relatively large mean force level (340 mN) and five had preferred a much smaller mean
force level (140 mN). In separate experiments, satisfaction scores (ratings on a 7-point
scale) and task completion times were measured for each group of participants, referred
to as ‘high’ and ‘low’ respectively.

The results are illustrated in Figure 3. One can see that the group preferring the low
mean force level does actually not care about the force field profile, as reflected by
preference scores, but actually does benefit from profile B as reflected by task
completion times. The group that prefers the high mean force level shows a definite
satisfaction preference for profile B and also profits from this profile in task completion
time [3].
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Figure 3. Average satisfaction scores (left) and task completion times (right) for 12 users,
divided into two groups according to mean force preference level. Error bars designate data
standard deviations.

There is a good intuitive reason for expecting a preference for, and improved
performance with a force field profile of shape B. Its gradual start may allow the user
to integrate the force that is externally applied to the track ball with the internally
applied muscle forces, without having an annoying startling effect. The abrupt drop in
force when the target area has been reached appears to have a functional effect,
signaling the user to stop pushing. Profile C has neither of these properties, whereas
profile A still may cause an initial startling effect. This general finding is likely not to
be trackball specific, but may be generalizable to other types of manual operations and
control tools.

3. Force Function Extent

If a target location is known in advance, as is often the case in medical applications, it
is obvious that a facilitating force that guides the user toward the target should be
turned on at the very beginning of the movement and thus extend over the entire work
area. If, however, the target location is unknown and must be estimated from the user’s
initial movement, a force cannot be turned on until the target’s location has been
estimated with a sufficient amount of certainty. Turning a force on too early (large-size
force field) causes frequent estimation errors, with the force pulling toward the wrong
target. Turning the force on when a larger portion of the path has been completed yields
better estimates of intended target, but leaves less space for the user to benefit from the
augmented force.

An experiment was performed with eight closely spaced targets, positioned
equidistant from a central starting point along a quarter-arc of a circle [4]. A single
target estimate was made by the system after either 30% (large field), 60% (medium) or
80% (small) of the path toward the target had been completed. At this point a force
field of profile B, centered on the target and with a mean force level of 340 mN, was
turned on. The ‘medium’ force field approximately corresponds to the point along the
path where the ballistic ‘distance covering phase’ ends and the fine-tuning ‘homing in
phase’ begins ([1,5]. A no-force condition was used as a control.

Twelve participants were asked to move the cursor and click on a lit-up target with
self-assigned speed-accuracy tradeoff, and provide a satisfaction rating in relation to
the no-force control condition. The results are shown in Figure 4. On the left hand side
one can see that the large force field, initiated halfway through the distance covering
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phase, scores very poorly in satisfaction compared with the no-force control condition
(which is 0 on the scale by construction). The results also show that there is little or no
change in participants’ satisfaction scores in a repeat experiment after a break. The
smallest field, initiated after 80% of the path to the target has been completed, scores
mildly positive compared with the no-force condition.

On the right hand side, however, one can see that force fields of any size do not
clearly improve efficiency. On the contrary, despite the large variance in the data the
trend is for task completion time to be shortest without any force feedback, longest
with the large force field, and to become shorter when the force field turn-on is delayed
till the cursor is closer to the target. The principal reason for this behavior appears to be
that with the large force field that is turned on early in the path to a selected target, the

system makes too many estimation errors, sending the user to a wrong unintended
target
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Figure 4. Preference scores (left) and task completion times (right) for 4 different force
conditions. Error bars designate data standard deviations.

Further experiments investigated the effects of an iterative target estimation
algorithm, where an intended target estimate is made at 30%, and again at 60% and
80% of the total path, and the direction of the applied force is corrected accordingly.
This procedure has yielded satisfaction scores well above the ‘no force’ control
condition, but task completion times that are still insignificantly different from no-force
control condition [6].

It therefore seems that force feedback is generally effective in making a manual
operation task ‘feel” more pleasant, as is reflected by user satisfaction scores, but that,
at least within the conditions investigated, it does not demonstrably improve task
performance.

4. Conclusions

e  When an augmented force is applied to aid manual movement of a virtual
object to a target location, users prefer a smooth, gradual onset of the
augmented force, and appreciate an abrupt offset as a signal that a target has
been reached.
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e Augmented force feedback generally enhances user satisfaction, but does not
appear to add significantly to operation performance and efficiency

e  User satisfaction and target acquisition performance are negatively affected by
system errors in correctly estimating an intended target’s location.
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Abstract. This paper presents progress in the development of an untethered haptic
feedback system for open surgery simulation and training being developed by
Energid Technologies. A key innovation in our simulation is an untethered haptic
feedback method. In this paper, we describe our approach to developing an
effective untethered haptic feedback system, and our current progress. We also
present the results of a haptic feedback effectiveness study which explores how
haptic rendering accuracy behaves as a function of sampling rate for tool tracking.

Keywords. Open surgery, magnetic haptic feedback, surgery simulation [1,2,3],
effectiveness, training, untethered

Introduction

Haptic feedback or touch sensation is important in surgical simulation. This may be
more true in open surgery than in laparoscopic since the instruments in open surgery
are not tethered to ports as in laparoscopic surgery. Very often haptics is used in open
surgery where visualization is not possible. The surgeon depends on haptic feedback
when identifying blood vessels under other tissues, differentiating between solid
masses or fluid filled structures, gauging the amount of force being applied to an organ
or tissue and in blunt and sharp dissection of tissues. Since open surgery depends on
haptic feedback in an untethered instrument or directly to the surgeons hand, open
surgical simulation would ideally provide the same sensations to the operator.

We have developed a method for accurately tracking surgical tools and generating
appropriate haptic feedback as a function of modeled tool tissue interaction. A surgical
tool can be tracked by means of a camera [4], magnetic sensors and optical sensors, and
haptic force feedback can be created magnetically on the surgical tool with high fidelity
[5]. This system will allow trainees to interface with a virtual surgical environment in
the most natural and cognitively correct manner, namely with standard, untethered
surgical tools.

This paper presents the development of an untethered magnetic haptic feedback
system for an open surgery simulation and training system, a cooperative effort for the
Army by personnel from Energid, MGH, and the MIT Touch Lab. In the paper, we
introduce the magnetic haptic feedback system design and describe an analysis of the
effectiveness of haptic feedback (tethered [6] vs. untethered) in open surgery
simulation. We also explore system bandwidth requirements and report our findings.

! Corresponding Author: Principal Robotics Scientist, Energid Technologies Corporation, 124 Mount Auburn
Street, Suite 200 North, Cambridge, MA 02138; E-mail: jju@energid.com.
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1. Open Surgery Simulation System

Figure 1 shows the top-level framework for the open surgery simulation system. We
capture information on tools using the tracker and use that information for visualization
and performance assessment. There are seven modules in the system: visual tool
tracking [4] (spatial processor & object tracker), tissue deformation [6] and bone
dissection, visualization, haptics, audio feedback, metrics (used for real-time quality
assessment through a database of “expert” values), and a database of surgery
procedures. We are exploring hardware alternatives for the optical sensors,
visualization devices, and the haptic feedback system [4,5].
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Figure 1: A Framework for the Surgical Trainer of Energid Technologies.
1. Effectiveness of Haptic Feedback

Effective haptic feedback is very important in open surgical simulation. Inaccurate
haptic feedback may actually be harmful in the training process. In open surgical
simulation, the haptic feedback system should use tools that are identical to those used
in the operating room. These tools should not be tethered mechanically to an electronic
tracing device or the platform, which would limit the natural tool-trainee interactions.
Free-space, full-degree-of-freedom haptic feedback becomes impossible when using
tethered devices. In addition, all surgical tools are typically simulated with a single
stylus—detracting from the realism. Energid’s magnetic haptic system overcomes the
shortcomings of tethered devices, and, as such, is a natural choice for open surgery
simulation. Figure 2 shows the complexity of open surgery procedures. Limiting the
surgeon’s hand motion in any way would prove to be unacceptable for the simulator.

Figure 2: Scenarios of surgical tools applied in open surgeries.



J. Hu et al. / Effectiveness of Haptic Feedback in Open Surgery Simulation and Training Systems 215

To generate effective haptic feedback for open surgery, the following conditions
need to be satisfied: (1) accurate tissue or bone model; (2) high-resolution tool tracking;
(3) high-fidelity haptic feedback, and (4) a large unconstrained workspace for haptic
rendering.

In past development of surgical simulation and training systems, much work has
gone into tissues and bone modeling and high fidelity haptic devices. However, not
enough emphasis has been placed on high resolution tool tracking and it’s influence on
haptic rendering. We have found some tool tracking done in laparoscopic surgical
simulation, but open surgery tool tracking requires six degrees of freedom.

Figure 3 below shows how tool orientation affects haptic feedback in open surgery.
Two scenarios are shown in this figure: one for tool-organ poking, another for tissue
cutting. The reaction force depends on the organ tissue model, tool tip position relative
to the organ, and cutting or poking direction. In this case if there is only three
dimensional (X, Y, Z) position information available for the tool without tool
orientation it is not possible to determine accurate haptic feedback

& Surgical Tool i Surgical Tool

Reaction Force

Reaction Force

(a) (b)
Figure 3: Reaction force in tool organ interaction. (a) shows the actual force on the tool as the organ is poked
by a scalpel, and (b) shows the reaction force on the scalpel as the tissue is cut.

2. Untethered Haptic Feedback in Open Surgery Simulation

An untethered magnetic haptic feedback system is under development at Energid. It
uses our vision-based surgical-tool tracking algorithm to determine the pose of the tool.
For haptic feedback, each tool is magnetized with a strong permanent magnet. Force
will be applied to the magnet using multiple electromagnets in a movable magnetic
actuator. This approach is illustrated in the left part of Figure 4 below.
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Figure 4: The untethered magnetic haptic feedback system (Left). On the right is the magnetic force data
generated from a 1 D magnetic haptic test platform.
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Force Feedback Loop: The force-feedback system includes two modules: mobile
stage control and magnetic force generation. The desired position signal will be
provided by means of a vision-based tool-tracking module in the surgery simulator,
and the desired force resulting from tool-tissue interaction will be computed using
the tissue models. The desired force vector is realized by adjusting the distribution
of the spatial electromagnetic field and the excitation currents in the field winding
array.

Sensory Measurement: Sufficient sensory information must be provided for the
magnetic haptic control system. The sensory measurement should be accurate and
fast. Live video cameras and magnetic sensors, such as Hall sensors are used to
capture the surgical tool motion and posture variations. We use cameras to provide
spatial information of tool-tissue interaction in a relatively low bandwidth, and the
Hall sensors and optical sensors will be considered for high bandwidth in the local
control loop of the haptic system.

Actuator Positioning Loop: The mobile stage expands the effective motion range
for the magnetic haptic system. The typical motion range for an effective free
space magnetic force interaction is limited. It is desirable to control the mobile
stage so that the electromagnetic stator can always follow the magnetized tool and
the surgery tool tip stays close to the central point of the electromagnetic field, and
hence sufficient magnetic interaction force can be created.

Magnetic Force Control: The right figure of Figure 4 shows the force generation
with a magnetic haptic device test platform in 1D. A maximum force of 8N was
generated in our experiment. Higher force can be produced by means of adjusting
the structural parameters in the haptic system and the control current values.
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Figure 5: Diagram for haptic rendering.

Haptic Rendering: Figure 5 shows a diagram for our design implementing haptic
rendering. There are four modules (haptic interface, tissue deformation model,
patient organ information database and visualization) and two processes (haptic
rendering and a related visual rendering). In our design, we will use the following
bandwidths 1000Hz, 200Hz, and 30Hz for haptic rendering, tissue deformation
computation, and visualization. Our minimum requirement for the haptic rendering
is chosen as 300Hz preliminarily.
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3. Bandwidth Requirement for Effective Haptic Feedback

There have been few systematic studies addressing bandwidth requirements for haptic
fidelity. It is widely accepted that a sampling rate between 300Hz-1000Hz should be
used for haptic feedback [7]. We were interested in understanding if it was possible to
reduce the frequency without significant degradation of haptic rendering fidelity for our
application. We specifically set out to understand the relationship between tracking
error and sampling rate.

Position data was collected from a Sensible Technology Phantom™ device. The
data was generated by moving the stylus in a free hand motion that mimicked what
would be expected from a surgeon performing a delicate surgery. A frequency analysis
of the dimension containing the highest amplitude data can be seen in upper figures of
Figure 6 below. Note that 95% of the energy is within the first 1.5 Hz. Even though
the Nyquist sampling theorem suggests that a sampling rate of 3 Hz will capture 95%
of the information, this is not necessarily sufficient for accurate estimation of future
states.
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Figure 6: Tracking data bandwidth analysis. Upper left: The power spectrum of the position data. Upper
right: The accumulated power, noticeable is 95% of the energy falls below 1.5 Hz. Lower left: a challenging
portion of the collected position data with the extrapolated data points shown in between the subsampled data
points. Lower right: mean tracking error as a function of sampling rate, which includes both extrapolation
error and sensor error.

To assess the error as a function of sampling rate, 1000 Hz data was subsampled at
various points and a Kalman filter was applied to the subsampled data. Between
subsampled data points, the state was propagated forward assuming a constant
acceleration. Figure 6 shows a portion of the position data. The subsampled data points
in the lower left figure in Figure 6 are used by the Kalman filter. In the case shown,
every tenth point was taken from the 1 KHz data resulting in an effective sampling rate
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of 100 Hz. The extrapolated values in between the subsampled data points were
computed from the last apriori state estimate returned by the filter. It is noticeable that
the estimator does a fairly good job of tracking the data though there are cases of both
overshoot and undershoot.

The average error was determined by comparison of the estimated measurement
with the colleted data. To understand how the sampling rate impacted the error, trials
were run over a span of 10Hz to 1000Hz, where 1000Hz corresponded to no
subsampling of the input data. The resulting curve is shown below in lower right figure
of Figure 6.

Our data analysis showed that a tool tracking bandwidth (sampling rate) of 300 Hz
yields an error bound of less than 0.1mm, which is consistent with our expectations.
For a sample rate of 100Hz the tracking error bound is about 0.16mm.

4. Conclusion and Future Work

In this paper, we have introduced our progress on an untethered magnetic haptic
feedback system. The effectiveness of haptic feedback for open surgery simulation has
been discussed, and a systematic data analysis on our experimental tracking data has
been presented. In the future, we will further investigate the effectiveness of the
untethered magnetic haptic feedback system for open surgery simulation, and we will
quantify its performance through validation studies.
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A Flexible Infrastructure for Delivering
Augmented Reality Enabled Transcranial
Magnetic Stimulation

Chris J Hughes ! and Nigel W John
University of Wales, Bangor

Abstract. Transcranial Magnetic Stimulation (TMS) is the process in which elec-
trical activity in the brain is influenced by a pulsed magnetic field. Common prac-
tice is to align an electromagnetic coil with points of interest identified on the sur-
face of the brain, from an MRI scan of the subject. The coil can be tracked using
optical sensors, enabling the targeting information to be calculated and displayed
on a local workstation. In this paper we explore the hypothesis that using an Aug-
mented Reality (AR) interface for TMS will improve the efficiency of carrying out
the procedure. We also aim to provide a flexible infrastructure that if required, can
seamlessly deploy processing power from a remote high performance computing
resource.

Keywords. Augmented Reality (AR), Transcranial Magnetic Stimulation (TMS),
Tracking, Visualization, High performance computing,

1. Introduction

Augmented Reality (AR) applications superimpose computer-generated artifacts onto an
existing view of the real world. These artifacts must be correctly orientated with the view-
ing direction of the user who typically wears a suitable Head Mounted Display (HMD).
AR is a technology growing in popularity in medicine, manufacturing, architectural vi-
sualization, remote human collaboration, and the military [1,2].

The use of AR in medicine has great potential and many clinical areas are currently
being addressed [3], particularly for image guided surgery and similar applications. How-
ever, no previous work has been published on applying AR to Transcranial Magnetic
Stimulation (TMS), a procedure in which electrical activity in the brain is influenced by
a pulsed magnetic field [4]. TMS is extremely important for researchers as it allows them
to accurately stimulate different points of the cortex and by recording the responses it
is possible to validate the function of different areas of the brain. TMS has also been
found to be useful in therapy and has had positive results when attempting to treat severe
depression, auditory hallucinations and tinnitus as well as other drug resistant mental
illnesses such as epilepsy. Common practice during the TMS procedure is to place an
electromagnetic coil on the subject’s head so that it is aligned with a region of interest

1Corresp011d¢;-:nce to: Chris J Hughes, School of Informatics, University of Wales - Bangor, Dean Street,
Bangor, Gwynedd, LL57 1UT. Tel.: (0) +44 1248 382686; E-mail: chughes @informatics.bangor.ac.uk
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on the cortex of their brain. The coil and subject’s head can be tracked using optical sen-
sors, and targeting information is calculated and displayed on a local workstation. This
procedure allows analysis of the visual induced perceptions related to the cortical site
stimulated. The Brainsight, frameless image-guided, TMS system (Magstim, UK) used
during this project, incorporates a Polaris optical tracking system for tracking.

In this paper we explore the hypothesis that using an AR interface for TMS will
improve the efficiency of carrying out the procedure. A complete implementation of this
application requires more computational resource than is currently available on a local
workstation. We therefore also aim to provide a flexible infrastructure that if required,
can seamlessly deploy processing power from a remote high performance computing
resource.

2. Implementation

We have written our own software for interfacing with the Brainsight tracking system
that allows us to find the quaternion and translation position of each of the tools (coil or
patient marker). We then use a custom written OpenGL application to render the subject’s
brain according to the operator’s viewpoint, allowing for a calibration of the markers
being tracked and movement of the patient. In order to accurately render the subject’s
brain from the view point of the operator, we need to know the orientation of both the
subject’s head and the view point of the operator. The Polaris Optical tracking system is
supplied with several tools, which include a head position tracker and a probe that is used
for the accurate pinpointing of positions in the trackers view. We use the head position
marker to represent the subject and the probe to identify the position of the operators
viewpoint through the HMD - see figure 1.

Head position marker

Polaris optical tracking system

Electromagnetic Coil

Probe tool

Figure 1. The tools being tracked

The operator’s HMD utilizes a USB webcam to capture a video stream from their
viewpoint. This video stream is then combined with the graphics rendered with our soft-
ware to produce the final image that the operator will see during the procedure.
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2.1. Polaris Interface

Communication between the operator’s laptop and the Tracking System is achieved by
sending ASCII text messages from the serial port of the laptop using the RS232 stan-
dard as shown in figure 2. All communications are initiated by the laptop which sends a
message and will in response receive a reply either containing the requested information
or a flag indicating whether or not the last command was successful. A 16-bit Cyclic
Redundancy Check (CRC) is used to validate the integrity of each command using the
polynomial 26 + 25 4+ 22 + 1 [5].
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Figure 2. System Diagram showing the flow of data and the tools which are being tracked.
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The description of the marker configuration for each tool is specified in a ROM file,
which is provided by the manufacturer, and each tool is "plugged" into the tracker by
passing the contents of these ROM files in messages. It is then possible to simply query
the tracker as to the position of each tool, which it returns as a quaternion and translation
pair.

2.2. Drawing the graphics

In order to correctly align the subject’s brain the position of each tool is requested from
the tracker and returned in quaternion and transformation form. Q0, Qz, Qy, Q= repre-
sent the quaternion rotation of the tool and 7'z, T'y, T'z represent the translational compo-
nents of the transformation. To enable the rotation to be used in our OpenGL application,
the quaternion representation is converted into a rotation matrix [6]:
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abc
RotationMatriz = |de f
ghi

a=(Q0x Q0) + (Qz x Qz) — (Qu x Qy) — (Qz x Qz)
b=2x((Qr x Qy) — (Q0 x Qz))

(Qr x Qz) + (Q0 x Qy))
d=2x((Qrx Qy)+ (Q0 x Qz))
e=(Q0 x Q0) — (Qz x Q) + (Qy x Qy) — (Qz x Q=z)
J=2x((Qy x Qz) — (Q0 x Qx))
g=2x((Qr x Qz) — (Q0 x Qy))
h=2x((Qy x Qz) + (Q0 x Qx))
i = (Q0 x Q0) — (Qz x Qx) — (Qy x Qy) + (Qz x Q=)

Using OpenGL we can then simply transform to the position of the subject’s head and
draw the brain, then transform to the operator’s viewpoint using an offset established
during calibration to produce the final viewpoint. This view is then composited onto the
video stream from the camera and presented back to the operator via the HMD.

3. Utilizing High Performance Computing Resources

The prototype developed is indicating that our initial hypothesis is correct. Although a
full validation study is outside the scope of this project, favourable comments about the
ease of use of the AR interface have been obtained from the Brainsight operator’s in
the School of Psychology. As shown in figure 3 the alignment is accurate, and the AR
interface for positioning the coil is more natural than having to look between the subject
and the results displayed on the workstation monitor (even if the workstation display
is also projected onto the wall). However there are some limitations as to how well the
software can perform. The laptop computer only has basic graphics capabilities and as
such can only render the graphics at a low screen resolution, whilst maintaining real time
performance.

Figure 3. The operator’s view showing accurate alignment of the real world and the computer graphics

One solution to this is to utilize high performance graphics resources on a remote
server either across a local network or using the computational Grid [7]. This raises
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many issues such as providing redundancy in mission critical situations, avoiding latency
problems, and maintaining real time performance. It is essential that the rendering is
produced in real time to ensure that the illusion of AR is not lost and also inaccurate
alignment can occur should the operator be working with graphics that are a few seconds
late.

The e-Viz project [9] is currently under development and aims to provide a generic
flexible infrastructure for remote visualization using the Grid [8]. e-Viz intends to ad-
dress many of the issues using a combination of intelligent scheduling for new rendering
pipelines and the monitoring and optimisation of running pipelines, all based on infor-
mation held in a knowledge base. Our application has been developed specifically to al-
low easy integration with the e-Viz framework by implementing our software as an e-Viz
client, as shown in figure 4. This means that once we receive the orientation of each tool
we can render the desired representation of the subject’s brain using any appropriate high
performance visualization resources rather than drawing it locally using the often limited
graphics resources available on the workstation. The operator, however, is unaware that
the system is utilising remote resources.
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Figure 4. System Diagram extended to use e-Viz.

4. Discussion and Conclusions

We are working to improve the accuracy and quality of the computer generated results,
whilst maintaining real time performance. We also need to extend the functionality of the
system, for example, to allow the operator to look inside the brain during the targeting
process. This involves using volume rendering as well as surface rendering, and using
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clip planes within the AR environment. A future aim is also to provide a version of the
TMS procedure that is not reliant on optical tracking equipment. There has recently been
new research into performing tracking by extracting feature points from the camera view
generated using simple edge and corner detection ideas [10]. Over a series of frames
these feature points can then be used to estimate the pose of an object in view and with
basic calibration this can provide an effective tracking mechanism for our AR applica-
tion. This novel method of tracking has to be integrated directly into the e-Viz framework
as a user defined control, and would use the data gathered from the camera directly to
steer the viewpoint rendering of the brain rather than just a set of transformations.

All of the above improvements to the system will mean that the processing require-
ment is too large for the local workstation alone to be able to achieve. Our solution is
therefore to integrate our system with the e-Viz framework and so enable access to re-
mote high performance computing resources.
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Abstract. Previous CT-based methods of measuring acetabular coverage of the
femoral head have either been labor-intensive or have required extensive pre-
processing of the data prior to visualization. We propose a method of measuring
acetabular coverage using stereoscopic digitally reconstructed radiographs that re-
quired very little labor or image preprocessing time. Taking a craniocaudal view
of the pelvis, we measured both preoperative and postoperative CTs of 10 patients
treated with transtrochanteric periacetabular osteotomy. Measurements were then
made in both monocular and stereoscopic rendering modes. Our method is fast,
easy, and provides an intuitive means of visualizing an orthopedic parameter that is
important in the progression of early hip arthritis.

Keywords. volume rendering, stereo, acetabular coverage, digitally reconstructed
radiograph

1. Introduction

Acetabular dysplasia is typically assessed by measuring the amount of acetabular cover-
age over the femoral head, but current 2D methods (such as center-edge (CE) angle of
Wiberg [1]), used to assess acetabular coverage are inaccurate due to the 3D nature of the
local anatomy [2,3,4,5]. Attempts at extrapolating 3D coverage from 2D images [4,6]
have met with limited success due to the necessity of making assumptions about the joint
geometry.

CT based approaches take advantage of the third dimension of the image to provide
multidimensional acetabular coverage information. While the increased radiation expo-
sure associated with acquiring a 3D image from CT is a concern, in cases treated by
computer-assisted periactabular osteotomy [7,8], a CT scan is taken as a matter of course.
The same data can be used to assess the acetabular coverage without additional imag-
ing. Metrics such as the acetabular roof-anteversion angle [9], radially parameterized CE
angle curves [2], and the surface area of acetabular overlap over the femoral head [3,5]
can be used to characterize acetabular coverage with greater precision than X-ray based
methods, but are time-intensive

The long term goal of our research is to develop a fast, accurate method of measur-
ing acetabular coverage area. We hypothesize that, by using craniocaudal-view digitally
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Figure 1. A craniocaudal DRR of the pelvis with outlined acetabulum and femoral head.

reconstructed radiographs (DRRs) and stereoscopic rendering, it will be possible for a
physician to quickly and accurately measure acetabular coverage without making many
separate measurements.

In this paper, we outline our experiences in using DRRs and stereoscopic rendering
to measure the acetabular coverage area. We describe our method of visualizing the hip,
and measuring the coverage area. We present some some preliminary results regarding
the reliability of our methods.

2. Tools and Methods

DRRs were generated and displayed in real-time on a PC with a 2.8 GHz Pentium 4 CPU,
1 GB of RAM, an nVidia Quadro FX1100 video card, and a ViewSonic Professional
Series P95f+ CRT monitor. Wireless 3D glasses (eDimensional 3D Vision System) were
used for stereoscopic visualization.

Our data consisted of pre-operative and post-operative CTs collected from ten volun-
teers previously treated with computer-assisted periacetabular osteotomy (20 total data
sets). The CTs were taken for the purposes of treatment by image-guided surgery, prior
to the conception of our research. The subject of the experiment was a graduate student
with experience in processing CT data for computer-assisted orthopaedic surgeries.

The data were aligned in the CT coordinate frame and displayed as DRRs in a cranio-
caudal view. The subject picked the outlines of the acetabulum and femoral head in both
monocular and stereoscopic rendering modes for each of the 20 data sets for a total of
40 tests. The order of the 40 tests was randomized. A DRR, with femoral and acetabular
outlines, is shown in Figure 1.

3. Results and Discussions

The average time for outlining the overlapping areas was 39 seconds for the monocular
renderings, and 42 seconds for the stereoscopic ones. Because there is no “gold stan-
dard” for area-based acetabular coverage assessment, it is difficult to validate our tech-
nique. We chose to compare to the method of Mechlenburg et al. [5] since the method
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is both straightforward and eminently reasonable. Two—way independent—sample t—
tests showed that stereoscopic DRR based measurements correlated with the method of
Mechlenburg(t = —0.825, p = 0.415), while the monocular DRR based measurements
did not(t = —2.148, p = 0.038).

The positive correlation of the stereoscopic measurements with the method of Mech-
lenburg et al. suggests that there is a benefit to using stereoscopic visualization, and that
our method is an accurate method of measuring acetabular coverage. Furthermore, our
method is fast, taking under a minute to perform. We hypothesize that in the case of the
monoscopic renderings, the visual cues present were insufficient to distinguish the artic-
ular surfaces from other artifacts in the image. This is consistent with the observations
of Nakamura et al. [9] that in a full pelvic view from the top down, occluding features
make measurements difficult even with translucency.

Our method is capable of coverage area measurements similar to Klaue et al.[3] but
with far fewer measurements and on a single image as opposed to approximately 20
images. Compared to Nakamura et al.[9], our method requires much less pre-processing
of CTs. The method of Mechlenburg et al. also measures the same coverage area, but
from a sagittal view, and requires visualizing many slices individually.

The next phase of this research will involve refinement of our system to allow stream-
lined testing and the recruitment of radiologist subjects to validate the accuracy of our
method, followed by pilot clinical testing of this method in the context of computer-aided
surgery.
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Abstract: The Material Point Method is used in the computational simulation of
ballistic projectile damage to the heart. A transversely isotropic hyperelastic
material model is used to model the myocardium. Computed estimates of tissue
damage are used to characterize damaged tissue. The method’s potential to
estimate the damaged tissue in the complete torso is considered.
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Introduction

Penetrating trauma injuries are frequent, occurring in both civilian situations and in
combat. They present a high socio-economic cost and represent a significant source of
morbidity [1]. In the case of torso injury, regardless of the injury type and source (e.g.,
projectile, fragment, blunt trauma, and blast), structural damage to the hard and soft
tissues determines subsequent changes in physiology and morbidity. Clinical and
ballistics data associated with penetrating injuries are available in the literature [1,2],
but the mechanisms of soft tissue failure are still poorly understood.

Modeling the mechanical failure of soft tissue can help calculate the type and
extent of spatial damage, providing information necessary to predict physiology and
outcome. Torso penetrating injuries are among the most dangerous and lethal, as the
heart and lungs are at high risk. The objective of the present research was to use the
Material Point Method (MPM) [3] and a previously developed hyperelastic soft tissue
failure model [4,5] to study ballistic wounds to the heart. This method is used within a
large-scale problem solving environment to model injuries to the heart and a simple
torso model.

' Corresponding author: Martin Berzins, Scientific Computing and Imaging Institute and School of
Computing, University of Utah, 50 S. Central Campus Dr. Rm. 3190, Salt Lake City, UT 84112,
mb(@sci.utah.edu
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The conclusion from this work is that the MPM is a flexible computational
technique that can robustly model soft tissue failure to the heart and may provide the
basic framework for simulating complete torso injuries.

1. Materials and Methods
1.1. Constitutive framework

The majority of soft tissues can be represented as composite materials, comprised of a
ground matrix reinforced by one or more fiber families. Such is the case of the
myocardium, for which a single fiber family reinforces the ground matrix and dictates
local material symmetry [6]. In the present research, a transversely isotropic
hyperelastic constitutive model was used to represent the myocardium: an isotropic
Mooney-Rivlin model was used for the ground matrix and an elastic model for the fiber
family. A two surface strain based failure criteria, developed to incorporate the
different failure mechanisms presented by the fibers and matrix substance [5], was used
to quantify the damage. The material response was assumed to be the sum of the
material responses of the constituents. Local failure of the matrix or fibers was dictated
by critical values of the strains (Table 1). In case of failure the material response of
fibers or matrix, respectively, was annulled.

Numerical modeling of tissue failure using Finite Elements (FE) would be a
computationally expensive and cumbersome task, due to the need to re-mesh the
models geometry as it changed due to excessive deformation, failure and/or contact.
To this end, the equations of motion were discretized in space using the Material Point
Method (MPM) [3,7], a quasi-meshless numerical method, suitable to model large
deformations and fragmentations. The MPM algorithm was implemented in the Uintah
Computational Framework (UCF) [8], an infrastructure for large scale parallel
scientific computing on structured Cartesian grids. @ The UCF used domain
decomposition and the Message Passing Interface (MPI) [9] to achieve parallelism on
distributed memory clusters. Previous experiments have shown that the MPM can scale
up to nearly 1000 processors [8].

1.2. Model Geometry

A finite element model of a porcine heart using hexahedral elements (Figure 1a) [10]
was used to obtain MPM geometry (Figure 1b). Each element of the volume was
discretized further into particles by regular sampling relative to the element shape.
Each particle was assigned volume relative to its portion in the sample. The local fiber
directions were linearly interpolated within the element at each particle. The ventricle
chambers were modeled using the internal surfaces of the of the ventricle walls, which
were closed, by adding triangles across the top of the ventricles. Using libraries from
Cubit [11], linked into SCIRun [12], the closed surface ventricles were transformed
into a tetrahedral volume. Once more, particles were created within the tetrahedral
elements using the method described above. These particles represented the blood
volume and were assigned elastic (neo-Hookean) properties.
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Figure 1. a) FE mesh of the myocardial wall; b) the resulting MPM particle distribution
(top views).

A projectile measuring 9 mm in diameter and 14 mm in length, with a slanted end
(Figure 2) was modeled with neo-hookean elastic material properties and assumed to
have an initial velocity of 150 m/s. Simulations were performed for bullet initial
velocities in the ‘low-speed’ range, i.e. less than 1000 ft/s as low speed projectiles have
been shown to produce most of their damage by crushing the tissue, and almost no
damage due to cavitation [2], as presently the model does not accommodate the
capability of modeling cavitation effects, i.e. temporary cavity. Table 1 contains the
list of material properties used for the myocardium.

Frictional contact was prescribed at the tissue-fragment interface. A coefficient of
friction of 0.08 was considered between the bullet and the soft tissue, based on the
value for metal in water [13]. The model consisted of 3x10° particles, 2.35x10° degrees
of freedom, and required 32 1GHz Opteron processors.

Table 1. Material properties.

Myocardium — Transversely Isotropic Material Properties [14]

C, C, C, C, Cs Bulk modulus A
2.1 KPa 0 0.14 KPa 22 100 KPa 100 KPa 1.4
Critical fiber strain 40% ( based on [6]) Critical ground matrix strain 50% (based on [14])
Blood Projectile [15]
U Bulk modulus u Bulk modulus Yield stress
1.0 KPa 1 GPa 5.6 GPa 46 GPa 18 MPa

* stretch at which the collagen fibers straighten

2. Results

The projectile penetrated the myocardial wall and left ventricle. The type of failure and
the distribution of failed particles, recorded in the results, assisted in interpretation of
the damage sustained by the tissue. The wound profile (Figure 2) showed an
approximate circular central area of complete tissue disruption in the bullet path,
presenting a diameter increase from entrance to exit.
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A layered distribution of failed particles was observed in the adjoining area of
‘injured’ soft tissue. The strain-based criterion assumed that a particle could undergo
matrix failure, fiber failure and/or total failure. The material was reinforced by collagen
fibers; therefore only a small ratio of particles experienced fiber or matrix only failure
in comparison to the number of totally failed particles. . As the bullet penetrated the
slab, it transferred its energy to the surrounding tissue producing damage. The damage
dissipated with the distance from the bullet tract, as physically expected.
Approximately 6% of the particles were damaged.

- = failed matrix
= failed fibers
= total failure

Figure 2. a) Heart wounding scenario; b) Detail of the injured area.

One of the important goals of this study was to predict physiological outcomes of
trauma. The failure data recorded in the MPM simulation was exported to the initial FE
mesh (Figure 3) and used to compute the response of the electromechanical heart
model post-injury. At the wound location, the active mechanics of the myocardial
model were disabled and the conduction in the electrophysiologic model features was
reduced [10]. The distribution of myofiber strains and depolarization in the area around
the wound was analyzed.

a) A

W 9

Figure 3. Injury data: a) MPM model; b) read into the FE
electromechanical heart model.
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A MPM model of the human torso containing detailed anatomical information (fat
layer, internal organs, bone structure) (Figure 4) was used to simulate the path of the
projectile through the external superficial tissues and into the left ventricle of the heart.
The computational model is currently under refinement as different constitutive models
with different embedded failure criteria are needed in order to accurately represent
damage. Preliminary results have yielded information regarding the ballistic pathway
and the resulting volume of damaged tissue for the entire torso (Figure 4).

fragment
path

fat
layer

Figure 4. Torso injury scenario.

3. Discussion

A computational heart model, which included accurate anatomical details and realistic
collagen fiber directions, was developed to model a ballistic injury scenario. A strain-
based formulation was used to describe the failure of the material. This formulation
incorporated two modes of failure: tensile failure for the collagen fibers and shear
failure of the ground matrix. The results showed a realistic wound tract that reflects the
geometry of wound tracts observed in experimental studies on cadaveric and animal
tissue.

The main advantages of the present framework are the ease of discretizing
complicated geometries, the ability to implement arbitrary constitutive models and to
accommodate large computations with excellent parallel scaling. A similar FE model
would have been cumbersome and computationally expensive to model using
traditional finite element methods as re-meshing would have been necessary for every
computational step to account for large changes in the contact surface between the
bullet and tissue.

Failure predictions are specific to the criteria chosen. A more comprehensive
failure criterion is needed to assess how damage propagates in the surrounding tissue as
a result of trauma (e.g., adjacent blood vessels injury, swelling of tissue, etc.). The
results obtained herein are both realistic and encouraging. The present framework
allows for easy accommodation of alternative constitutive/failure formulations and
could be extended to simulating the damage caused by a wide variety of penetrating
wounds to the torso and heart.
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