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Preface

In practice, a large class of physical systems has variable structures subject to
random changes. These may result from abrupt phenomena such as component and
interconnection failures, parameters shifting, tracking, and the time required to
measure some of the variables at different stages. Systems with this character may
be modeled as hybrid ones; that is, to the continuous state variable, a discrete
random variable called the mode, or regime, is appended. The mode describes the
random jumps of the system parameters and the occurrence of discontinuities. Such
a system model is useful particularly since it allows the decision maker to cope
adequately with the discrete events that disrupt and/or change the normal operation
of a system significantly, by using the knowledge of their occurrence and the
statistical information on the rate at which these events take place. Markovian jump
systems (MJS), with its powerful modeling capability in application areas such as
the aerospace industry, industrial processes, biomedical industry, and socioeco-
nomics, have proved to be of vital importance as a typical class of hybrid dynamical
system. However, MJS have many limitations in applications, since the jump time
in MJS is subject to exponential distribution or geometric distribution in continu-
ous- and discrete-time domains, respectively. So, the results obtained for the MJS
are intrinsically conservative due to constant transition rates. Compared with the
MJS, semi-Markovian jump systems (S-MJS) are characterized by a fixed matrix of
transition probabilities and a matrix of sojourn time probability density functions.
Due to their relaxed conditions on the probability distributions, S-MJS have much
broader applications than the conventional MJS. Thus, this area of research is
significant because of both its theoretical and practical values.

This book aims to present up-to-date research developments and novel
methodologies on S-MJS. The content of this book can be divided into three parts:
Part I is focused on stability analysis and control of the considered S-MJS, Part II
puts the emphasis on fault detection and filtering of S-MJS, while Part III sum-
marizes the results of the book. These methodologies provide a framework for
stability and performance analysis, robust controller design, robust filter design, and
fault detection for the considered systems. The main contents of Part I include the
following: Chapter 2 is concerned with stochastic stability of S-MJS with
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mode-dependent delays; Chapter 3 studies the constrained regulation problem of
singular S-MJS; Chapter 4 addresses the state estimation and sliding mode control
problems of S-MJS with mismatched uncertainties; and Chap. 5 investigates the
quantized dynamic output feedback control of nonlinear S-MJS. The main contents
of Part II include the following: Chapter 6 is concerned with the neural
network-based passive filter design for delayed neutral-type S-MJS; Chapter 7
studies event-triggered fault detection filtering problem for sojourn
information-dependent S-MJS; Chapter 8 addresses the fault detection filtering for
S-MJS via T-S fuzzy approach; Chapter 9 investigates the fault detection problem
for underactuated manipulators modeled by MJS; and Chap. 10 summarizes the
results of the book and discusses some future works.

This book is a research monograph whose intended audience is graduate and
postgraduate students as well as researchers. Prerequisite to reading this book is
elementary knowledge on mathematics, matrix theory, probability, optimization
techniques, and control system theory.

Changsha, China Fanbiao Li
Adelaide, Australia Peng Shi
Harbin, China Ligang Wu
July 2016
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Chapter 1
Introduction

Abstract This chapter introduced the research background and significance ofMJS,
as well as the current research status of MJS, so as to provide a basis of reference for
further research of S-MJS. The main differences between S-MJS andMJS have been
provided, followed by a description of the advantages of the S-MJS and its broad
application prospects. Additionally, we have mentioned several problems that are yet
to be solved, methods that require refinements and the main research contents of this
dissertation.

In order to control the behavior of a system, it is necessary to capture the salient
system features in a mathematical model. Dynamic systems are intrinsically difficult
due to their system complexities, the challenge of measuring various parameters and
also the uncertain and/or time-varying parameters. The development of systematic
methods for efficient and reliable design of such complex control systems is a key
issue in control technology and industrial information. It is currently of high interest
to control engineers, computer scientists and mathematicians in research institutions
as well as in many industrial sectors. MJS are a special class of parameter-switching
systems, and they are modeled by a set of linear or nonlinear systems with the
transitions between the models determined by a Markov chain taking values in a
finite set [1]. Some of the earliest works with these features include [2–6].

Applications of MJS can be found in many real world applications, such as eco-
nomic systems [7–9], flight systems [10], power systems [11–13], communication
systems [14] and networked control systems [15, 16]. In the following, we will give
a brief exposition of some selected topics regarding applications of MJS.

1.1 Analysis and Control of MJS

MJS can also be considered as special case of switched hybrid systems with the
switching signals governed by a Markovian chain. From a mathematical point of
view, MJS can be regarded as a special class of stochastic systems with system
matrices changing randomly at discrete-time points governed by a Markov process

© Springer International Publishing AG 2017
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2 1 Introduction

and remaining time-invariant between random jumps. Over the past decades, a great
amount of attention has been paid to MJS, due their wide applications in practical
systems. In recent years, to ease the practical application ofMJS, considerable efforts
have been made, and a lot of progresses have been made on topics such as: (1)
modeling of MJS; (2) stability and performance analysis; (3) control and filtering;
(4) fault detection and fault tolerance; (5) identification via networks; and so on.

1.1.1 Stability Analysis of MJS

It is common knowledge that the stability of a dynamical system is one of the primary
concerns in the design and synthesis of a control system.The studyof stability of jump
linear systems has attracted the attention of many researchers. The stability analysis
and stabilization problems for MJS have been addressed in [17–29]. To mention a
few, Cao and Lam investigated the stochastic stabilizability for discrete-time jump
linear systems with time delay in [19]; de Souza studied the robust stability and
stabilization problems for uncertain discrete-time MJS in [20]; Gao et al. considered
the stabilization problem for two-dimensional (2-D)MJS in [21]; Sun et al. discussed
the robust exponential stabilization forMJSwithmode-dependent input delay in [26];
Boukas and Yang proposed an exponential stabilizability condition for MJS in [17];
while Wang et al. solved the stabilization problem for bilinear uncertain time delay
MJS [27]; and some other results on MJS can be found, for example [30–37], and
the references therein.

1.1.1.1 Stability of Linear MJS

Consider the following continuous- and discrete-time MJS with state vectors x(t) ∈
R

n and x(k) ∈ R
n , respectively.

ẋ(t) = A(ηt )x(t), (1.1)

x(k + 1) = A(γk)x(k). (1.2)

For continuous-time systems, {ηt , t � 0} is a time homogeneous Markov process
with right continuous trajectories and taking values in a finite setM = {1, 2, . . . , M}
with stationary transition rates

Pr(ηt+h = j |ηt = i) =
{

πi j h + o(h), i �= j,
1 + πi j h + o(h), i = j,

(1.3)

where h > 0, limh→0 o(h)/h = 0 and πi j � 0 is the transition rate from mode i at
time t to mode j at time t + h, and πi i = −∑M

j=1, j �=i πi j . Furthermore, the Markov
process transition rate matrix � is defined by:
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� �

⎡
⎢⎢⎢⎣

π11 π12 . . . π1M

π21 π22 . . . π2M
...

...
. . .

...

πM1 πM2 . . . πMM

⎤
⎥⎥⎥⎦ .

For discrete-time systems, {γk, k ∈ Z
+} is a time homogeneous Markov chain

taking values in a finite setM = {1, 2, . . . , M} with stationary transition probabili-
ties

λi j = Pr(γk+1 = j |γk = i), (1.4)

where λi j � 0 is the transition probability from mode i at time k to mode j at time
k+1 and

∑M
j=1 λi j = 1. Likewise, the transition probability matrix� is defined by:

� �

⎡
⎢⎢⎢⎣

λ11 λ12 . . . λ1M

λ21 λ22 . . . λ2M
...

...
. . .

...

λM1 λM2 . . . λMM

⎤
⎥⎥⎥⎦ .

Much works have been done for the stability analysis of MJS (1.1) and (1.2).
Stability properties of systems described by multiple models switching according to
Markov processes/chains can be analyzed via the notion of stochastic stability intro-
duced in [22]. When parameters of Markov process/chain describing the transition
between different models are not completely known, it is important to know how
much uncertainty can be tolerated for the system to be stochastically stable. In [36],
the problem of almost sure instability was studied of the random harmonic oscillator.

Definition 1.1 [38, 39] For system (1.1) with transition probability satisfied (1.3),
the equilibrium point is

(i) asymptotically mean square stable, if for any initial state x0 and initial distrib-
ution η0

lim
t→+∞E

{‖x(t, x0, η0)‖2} = 0.

(ii) exponentially mean square stable, if for every initial state x0 and initial distri-
bution η0, there exist constants α > 0 and β > 0 such that

E
{‖x(t, x0, η0)‖2} < α‖x0‖2exp(−βt), ∀t > 0.

(iii) stochastically stable, if for every initial state x0 and initial distribution η0,

E
{∫ +∞

0
‖x(t, x0, η0)‖2dt

}
< +∞.
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(iv) almost surely (asymptotically) stable, if for any initial state x0 and initial distri-
bution η0

Pr

{
lim

t→+∞E {‖x(t, x0, η0)‖} = 0

}
= 1.

Remark 1.2 By analyzing the stochastic properties of the transition matrix for jump
linear systems, it has been shown in [36] that the second moment stability concepts,
namely, mean square stability, stochastic stability and exponential mean square sta-
bility are all equivalent, and any one of them implies almost sure stability.

Remark 1.3 Themoment stability implies almost sure sample stability was observed
earlier in [40], for a special class of randomly switched systems. A general result
for systems in the form (1.1) with {ηt , t � 0} an arbitrary stationary random process
satisfying certain separability and boundness conditions was obtained by [39]. In
particular, for (1.1), the results in [39] give the fact that (ii) or (iii) implies (iv).

Remark 1.4 For discrete-timeMJS (1.2)with a homogeneousMarkov chain {γk, k ∈
Z

+} satisfying (1.4), the definitions of stochastically stabile, mean square stable
and exponentially mean square stable are given in [41, 42]. Also, the work in [41]
established the equivalence of these three stability concepts. Moreover, the almost
sure stability for systems (1.2) and (1.4) are given in [41]. In particular, stochastically
stability, mean square stability and exponentially mean square stability are each
sufficient but not necessary for almost sure stability.

The following theorems on the stochastic stability of systems (1.1) and (1.2) are
recalled based on Lyapunov method. The proofs can be found in the cited references.

Theorem 1.5 [18] System (1.1) is stochastically stable if, and only if, there exists a
set of matrices Pi , i ∈ M satisfying

AT
i Pi + Pi Ai + Pi < 0, (1.5)

where Pi �
∑

j∈M πi j Pj and Ai � A(ηt ).

Theorem 1.6 [43] System (1.2) is stochastically stable if, and only if, there exists a
set of matrices Pi , i ∈ M satisfying

AT
i Pi Ai − Pi < 0, (1.6)

where Pi �
∑

j∈M λi j Pj .
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Remark 1.7 It should be emphasized that Theorems 1.5 and 1.6 play an important
role in determining the stability ofMJS, and are given in the formof strict linearmatrix
inequalities that allow solutions to be readily obtained via available optimization
techniques.

1.1.1.2 Stability of MJS with Incomplete Transition Descriptions

In previous subsections, all the transition rates or transition probabilities in the cor-
responding Markov jumping process, as a crucial factor, are assumed to be com-
pletely accessible. In practice, it is difficult to obtain the exact value of the switching
probabilities. For instance, in the soft landing process of a reentry body [44], the
probability of opening the parachute is determined by the altitude as well as its
rate of change. Another example refers to internet based networked control systems,
where the packets dropouts and channel delays can be modeled by Markov chains
[45], but the delay or packet loss is distinct at different periods, which leads to the
resulting transition probability matrix changing throughout the running time. Similar
phenomenon also arises in other systems, such as electronic circuits, mental health
analysis, and manpower systems. To overcome the above issues, MJS with uncertain
transition probabilities have been studied in [28, 46, 47], in which robust approaches
were adopted to cope with some compact sets with polytopic-type or norm-bounded
structure in the transition probability matrix.

In [48–50], the transition rates or transition probabilities of the jump are consid-
ered to be partially accessed, i.e., some elements in matrix � or � are unknown. For
notational clarity, denote l = liK + liUK for any i ∈ M with

liK � { j : πi j (orλi j ) is known}, (1.7)

liUK � { j : πi j (orλi j ) is unknown}. (1.8)

Also, we denote πi
K �

∑
j∈liK πi j and λi

K �
∑

j∈liK λi j , respectively.

Remark 1.8 The accessibility of the jumping process {ηt , t � 0} (or {γk, k ∈ Z
+})

in literature is commonly assumed to be completely accessible (lUK = ∅, lK = l)
or completely inaccessible (lUK = l, lK = ∅). Moreover, the transition rates or
probabilities with polytopic or norm-bounded uncertainties require the knowledge
of bounds or structure of uncertainties, which can still be viewed as accessible.
Therefore, the transition rates or probabilities matrix considered in [48–51] is a
more natural assumption to MJS, thus have more practical potentials.

The following theorems present sufficient conditions on the stochastic stability of
the considered system with partially known transition probabilities (1.7) and (1.8),
respectively.

Theorem 1.9 [50]Consider system (1.1)with partially known transition rates (1.7).
The corresponding system is stochastically stable if there exist matrix Pi , i ∈ M,
such that
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(1 + πi
K )(AT

i Pi + Pi Ai ) + P i
K < 0,

AT
i Pi + Pi Ai + Pj � 0, ∀ j ∈ liUK , j = i,

AT
i Pi + Pi Ai + Pj � 0, ∀ j ∈ liUK , j �= i,

where P i
K �

∑
j∈liK πi j Pj .

Theorem 1.10 [50] Consider system (1.2) with partially known transition proba-
bilities (1.8). The corresponding system is stochastically stable if there exist matrix
Pi , i ∈ M, such that

AT
i P i

K Ai − λi
K Pi < 0,

AT
i Pj Ai − Pi < 0, ∀ j ∈ liUK ,

where P i
K �

∑
j∈liK λi j Pj .

In [50], the stability and stabilization problems of a class of continuous-time and
discrete-timeMJS with partially known transition probabilities are investigated. The
system under consideration is more general, which covers the systems with com-
pletely known and completely unknown transition probabilities as two special cases-
the latter is hereby the switched linear systems under arbitrary switching. Moreover,
in contrast with the uncertain transition probabilities studied recently, the concept of
partially known transition probabilities proposed in [50] does not require any knowl-
edge of the unknown elements. The sufficient conditions for stochastic stability and
stabilization of the underlying systems are derived via linear matrix inequality for-
mulation, and the relation between the stability criteria currently obtained for the
usual MJS and switched linear systems under arbitrary switching, are exposed by
the proposed class of hybrid systems.

1.1.2 Control and Filtering of MJS

In this section, we will review some recent advancements on control and filter design
for MJS. Till date, a great number of fundamental concepts and results on MJS have
been developed, for instance, optimal control [2, 4, 8, 9, 52], dissipative control
[53], observer design [54–56]. Other results related to discrete-time MJS have also
been reported in [19, 25, 29, 57, 58].

Definition 1.11 [22] Consider the following MJS:

ẋ(t) = A(ηt )x(t) + B(ηt )u(t), (1.9)

x(k + 1) = A(γk)x(k) + B(γk)u(t). (1.10)
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If there exists a feedback control

u(t) = K (ηt)x(t), (respectively, u(k) = K (γk)x(k)), (1.11)

such that the resulting closed-loop control system is stable, where K (ηt ) (respectively
K (γk)) is the controller gain to be determined, respectively. Then the control system
(1.9) (respectively (1.10)) is said to be stochastically stabilizable in the corresponding
sense. If the resulting closed-loop system is absolutely stable, then (1.9) (respectively
(1.10)) is absolutely stabilizable.

For the stabilization problem ofMJS, readers may refer to [20, 21, 25–27, 29, 59,
60]. Design of control systems that can handle model uncertainties has been one of
the most challenging problems and received considerable attention from academics,
scientists and engineers in the past decades. There are two major issues in robust
controller design. The first is concerned with the robust stability of the uncertain
closed-loop system (see for example, [20] and the references therein), and another is
robust performance. On the other hand, convex analysis has shown to be a powerful
tool to derive numerical algorithms for control problems. For state feedback MJS
case, convex analysis had been previously considered in [61].

In order to ensure the performance of MJS, the researchers have proposed linear
quadratic control theory [22], H2 control theory [62, 63], H∞ control theory [19, 57,
64, 65], H∞ filtering theory [66–68], and so on by defining accordingly performance
index. Since its introduction in 1980s, the so-called H∞ optimal control has been
one of the most attractive and dominated research topics in the past 30years [69].

Consider the following MJS in probability space (�,F ,Pr):

ẋ(t) = A(ηt )x(t) + B(ηt )u(t) + G(ηt )w(t),

z(t) = C(ηt )x(t) + D(ηt )u(t), (1.12)

where {ηt , t � 0} are finiteMarkov processes satisfying (1.3); x(t) is the system state;
u(t) is control input satisfied (1.11); w(t) is the disturbance input which belongs to
L2[0,∞); and z(t) is the controlled output which belongs to L2[0,∞).

Definition 1.12 [64] Consider system (1.12) with {ηt , t � 0} are satisfied (1.3). We
are concerned with designing a state feedback controller (1.11), such that, for all
nonzero w(t) ∈ L2[0,∞)

‖z(t)‖E2 < γ‖w(t)‖2, (1.13)

where γ > 0 is a prescribed level of disturbance attenuation to be achieved and

‖z(t)‖E2 = E
{∫ T

0
zT (t)z(t)dt

}1/2
.
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When (1.13) is satisfied, the system (1.12) with controller (1.11) is said to have H∞
performance (1.13) over the horizon [0, T ].

Both the cases of continuous-time and discrete-time dynamical linear and nonlin-
ear systems have been intensively studied. H∞ control for MJS were investigated in
[19, 21, 57, 64, 65, 70, 71], while robust H∞ control for MJS with unknown nonlin-
earities was studied in [64]. H∞ control was designed in [57] for discrete-time MJS
with bounded transition probabilities; the robust H∞ control problem was consid-
ered in [19] for uncertain MJS with time delay; and the delay-dependent H∞ control
problem were discussed in [65, 71] for singular MJS with time-varying delays.

Remark 1.13 Note that H∞ performance analysis plays a vital role in controller
design of MJS. Apart from this approach, other methods for performance analysis
have also yielded important results. For instance, H2 performance [63], L1 gain
performance [72]. In addition, the L2–L∞ performance, which is also referred to as
the energy-to-peak performance [73] and H2 extended performance, is an important
index and has received considerable attention.

As is well known, filtering technique has been playing an important role in a
variety of application areas including signal processing, target tracking, and image
processing [74, 75]. Up to now, many important developments on the filtering prob-
lem have been made for MJS. The designed filters can be classified into two types:
mode-dependent filters [46, 66, 67, 76–79] and mode-independent filters [68, 75,
80–82].

Consider the following MJS in probability space (�,F ,Pr):

ẋ(t) = A(ηt )x(t) + B(ηt )w(t),

y(t) = C(ηt )x(t) + D(ηt )w(t),

z(t) = L(ηt )x(t), (1.14)

where {ηt , t � 0} is a finite Markov process satisfying (1.3); x(t) ∈ R
n is the state;

w(t) ∈ R
m is the noise signal (including process and measurement noises), which

is assumed to be an arbitrary signal in L2[0,∞); y(t) ∈ R
l is the measurement; and

z(t) ∈ R
s is the signal to be estimated.

The filtering problem to be addressed is to obtain an estimate ẑ(t) of z(t) via
a causal mode-dependent linear filter which provides a uniformly small estimation
error, z̃(t) � z(t)− ẑ(t), for all w(t) ∈ L2[0,∞). Attention is focused on the design
of a linear time-invariant, asymptotically stable, filter with state space-realization

˙̂x(t) = A f (ηt )x̂(t) + B f (ηt )y(t),

z(t) = C f (ηt )x̂(t), (1.15)

where the matrices A f (ηt ) ∈ R
n×n, B f (ηt ) ∈ R

n×l , and C f (ηt ) ∈ R
s×n are to be

designed.
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It follows from (1.14)–(1.15) that the dynamics of the estimation error z̃(t) can
be described by the following state-space model:

ξ̇(t) = Ã(ηt )ξ(t) + B̃(ηt )w(t),

z̃(t) = C̃(ηt )ξ(t), (1.16)

where

Ã(ηt ) �
[

A(ηt ) 0
B f (ηt )C(ηt ) A f (ηt )

]
, ξ(t) �

[
x(t)
x̂(t)

]
,

B̃(ηt ) �
[

B(ηt )
B f (ηt )D(ηt )

]
, C̃(ηt ) �

[
L(ηt ) −C f (ηt )

]
.

Then, the robust H∞ filtering problem addressed is formulated as follows: given
MJS (1.14), determine a filter system (1.15) such that the filtering error system (1.16)
is stochastically stability (exponential mean-square stability), and satisfies a pre-
scribed H∞ performance index. The problem of H∞ filter for MJS was investigated
in [46], where a method for designing a mode-independent filter was proposed. The
results reported in [46] further improved in [83]. The problem of mode-independent
H∞ filtering was discussed in [84] for singular MJS, and the full-order and reduced-
order filters were designed in a unified framework. In [85], the problem of mode-
independent H∞ filter was addressed for discrete-time MJS, and a design procedure
has been proposed. It is noted that themode-independent filter is very useful when the
system mode information is completely unaccessible. However, it should be pointed
out that the mode-independent filters cannot deal with the complex asynchronous
phenomenon between filter modes and system modes, all the available modes infor-
mation are neglected, which inevitably leads to conservatism to some extent. On the
other hand, Kalman filtering for continuous-time uncertain MJS was considered in
[76]; the H∞ filter problem for continuous- and discrete-time MJS were studied in
[66, 67], respectively. In the mean time, Wu et al. extended the H∞ filtering problem
to 2-D MJS; and the quantized H∞ filtering for Markovian jump linear parameter
varying systems was studied with intermittent measurements [82].

In addition of filtering design, the fault detection problem forMJSwas investigated
in [86–92]. Specifically, Meskin and Khorasani considered the fault detection and
isolation problems in [86] for discrete-time MJS with application to a network of
multi-agent systems with imperfect communication channels; while Nader et al.
proposed a geometric approach to fault detection and isolation for continuous-time
MJS in [87]. The work in [88] studied the problem of generalized H2 fault detection
for two-dimensional MJS; while the work in [89] developed fault detection filter
design for singular MJS with intermittent measurements. The problems of robust
fault detection were addressed in [90] and [91] respectively.
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Apart from the above-mentioned synthesis problems forMJS, themodel reduction
problem for such systems has also been investigated, see for example, [93, 94]. In
[93], the model reduction problem was considered for discrete-timeMJS; and Zhang
et al. considered H∞ model reduction for both continuous- and discrete-time MJS
[94].

On another research front line, sliding mode control (SMC) has received notice-
able attention since it has various attractive features such as fast response, good
transient performance, order reduction and so on. In particular, SMC laws are robust
with respect to the so-called matched uncertainty, see for example, [72, 74, 75,
95–103]. However, due to the system is switching stochastically between different
subsystems, the dynamics of the jump systems can not stay on each sliding surface
of subsystems forever, therefore, it can not be determined whether the closed-loop
system is stochastically stable or not. SMC of MJS with actuator nonlinearities was
considered in [98]; Ma and Boukas proposed a singular system approach to robust
SMC for uncertain MJS [100]; SMC problem for singular MJS was solved in [75];
the problems of state estimation and SMC of singular MJS were discussed in [74];
and also SMC design with bounded l2 gain performance for singular time-delay
MJS in [72]. Recently, Shi et al. designed the SMC of MJS [102]. Motivated by the
work in [102], Wu et al. considered the SMC problem for singular MJS where the
main difficulties come from the sliding surface function design and the stochastic
admissibility analysis for the resulting sliding mode dynamics [74].

1.1.2.1 Networked-Based Markovian Control Systems

Networked control systems (NCS) are a type of distributed control systems, where
the information of control system components is exchanged via communication net-
works. The introduction of networks also presents some constraints such as time
delays and packet dropouts which bring difficulties for analysis and design of NCS.
Nowadays, various methodologies have been proposed for modeling, stability analy-
sis, and controller design for NCS in the presence of network-induced time delays
and packet dropouts. The Markov chain, a discrete-time stochastic process with the
Markov property, can be effectively used to model the network-induced delays in
NCS. In [104, 105], the time delays in NCS were modeled by Markov chains, and
further an linear quadratic Gaussian optimal controller design method was proposed.
Xiao et al. developed two types of controller design methods for NCS modeled as
finite dimensional [106], discrete-time jump linear systems: One is the state feed-
back controller that only depends on delays from sensor to controller (S-C delays),
and is called the one-mode-dependent controller; the other is the output feedback
controller that does not depend on either the S-C delays or the C-A delays (delays
from controller to actuator), and called the mode-independent controller.

Zhang et al. extended the idea of [106] and used two Markov chains to model
the delays in both feedback and forward channels [107]. It is assumed that at each
sampling instant, the current S-C delay (τ k

sc) and previous C-A delay (τ k
ca) can be

obtained by the time-stamping technique. However, practically the previous C-A
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delay is not always available because the information about C-A delays needs to
be transmitted through the S-C communication link before reaching the controller.
More precisely, the discretized controlled plant is considered as

x(k + 1) = Ax(k) + Bu(k), (1.17)

x(k) = φ(k), k ∈ [−τ̄ − d̄,−τ̄ − d̄ + 1, . . . , 0]. (1.18)

The control input can be obtained as

u(k) = K
(
τ k
sc, τ

k−1
ca

)
x
(
k − τ k

sc − τ k
ca

)
,

where the delays τ k
ca and τ k

ca are subject to Markov chain with

λ̂i j = Pr
(
τ k+1
sc = j |τ k

sc = i
)
,

λ̌rs = Pr
(
τ k+1
ca = s|τ k

ca = r
)
,

where λ̂i j � 0, λ̌rs � 0,
∑r̄

j=0 λ̂i j = 1, and
∑d̄

s=0 λ̌rs = 1,∀i, j, r, s ∈ M.

Remark 1.14 Note that in [107], the designed controller gain (K (τ k
sc, τ

k−1
ca )) depends

on the current feedback channel delay and the previous forward channel delay. Yet,
the property of NCS listed above enables a set of control commands to be sent from
the controller site, bywhich the control command can be selected at the smart actuator
according to the current forward channel delay. In addition to the stochastic descrip-
tion of delay variations, nondeterministic descriptions can be considered within the
framework, i.e., assuming the transitions probabilities are completely unknown and
the variations of the time delays are state dependent or time dependent.

The work for network-induced delays issue is classified whether the methodology
is dependent on the delay information online or not. Similar thought is also applicable
to the context of packet losses problem in NCS.

Consider system (1.17). Let J � {i1, i2, . . .}, and a subsequence of {1, 2, 3, . . .}
denote the sequence of time points of successful data transmissions from the sampler
to the zero-order hold, and s � maxik∈J (ik+1 − ik) be the maximum packet-loss
upper bound. Then the following concept and mathematical models are introduced
to capture the nature of packet losses.

Definition 1.15 [108] A packet-loss process is defined as

{η(ik) � ik+1 − ik : ik ∈ L}, (1.19)

which takes values in the finite state space M.
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Definition 1.16 [108] Packet-loss process (1.19) is said to be Markovian if it
is a discrete-time homogeneous Markov chain on a complete probability space
(�,F ,Pr), and takes values in M with known transition probabilities matrix
� � (λi j ) ∈ R

M×M , where

λi j = Pr(η(ik+1) = j |η(ik) = i), (1.20)

for any i, j ∈ M, and
∑M

j=1 λi j = 1.

From the viewpoint of the zero-order hold, the control input is

u(l) � u(ik) = Kx(ik), (1.21)

for ik � l � ik+1 − 1. The initial inputs are set to zeros: u(l) = 0, 0 � l � i1 − 1.
Hence the closed-loop system becomes

x(l + 1) = Ax(l) + BK x(ik), (1.22)

for ik � l � ik+1 − 1, ik ∈ M. The objective of analysis and design of NCS with
packet losses is to construct controller (1.21) such that NCS (1.22) is stable.

Next, sufficient conditions for stochastic stability of the closed-loop NCS are
obtained via Markovian theories and the packet-loss-dependent Lyapunov function
approach.

Theorem 1.17 [108] The closed-loop system (1.22) with a Markovian packet-loss
process defined as in (1.20) is stochastically stable, if there exist positive symmetry
matrices Pi > 0, i ∈ M, such that

(A + BK )T

⎛
⎝ M∑

j=1

λi j Pj

⎞
⎠ (A + BK ) − Pi < 0, ∀i ∈ M.

One framework for the analysis and design of NCSwith packet losses is the offline
framework,where the controller is designed despite any situation of real packet losses
[108–110]. However, there exist the effects of the current packet cases (dropped
and received successfully) on the future packet cases. A Markov process is able to
represent such effect [108, 111]. In [108], the time interval between packet successful
transmissions was used as a state in aMarkov chain. The relations among the amount
of consecutive packet dropouts are employed to establish the transition probabilities
matrix. In [112], a Markov process was used to describe the quantity of packet
dropouts between the current time instant and the latest successful transmission.
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1.1.2.2 Control and Filtering for MJS with Incomplete
Transition Probabilities

The ideal knowledge on the transition probabilities are definitely expected to simplify
the system analysis and design. However, the likelihood of obtaining such available
knowledge is actually questionable, and the cost is probably expensive. Therefore,
rather than having a large complexity to measure or estimate all the transition prob-
abilities, it is significant and necessary, from control perspectives, to further study
more general jump systems with partially unknown transition probabilities.

The uncertainties in transition probabilities in [28] and [81] were represented by
norm-bounded or polytopic description. Then, robust control and filtering methods
are utilized to deal with the uncertainties presumed in the transition probabilities.
Considering a more realistic situation that some parts of the elements in the desired
transition probabilities matrix are hard to obtain, Zhang studied the stability, stabi-
lization, and H∞ filtering problems for MJS with partially known transition proba-
bilities in [48–50]. The significance of this hypothesis lies in that rather than having
a large complexity to measure all the transition probabilities, it is more meaningful
to directly study MJS with partially unknown transition probabilities. The transient
and steady performance for MJS with partially known transition probabilities were
considered in [113, 114] in time domain.

On the other hand, there is a general lack of online sensors in many fields, such
as pharmacy industry, fermentation process, and petrochemical industry. Therefore,
state estimation problem is an important research issue in control discipline. Mean-
while, considering the practical applications that transition probabilities are generally
determined by physical experiments or numerical simulations that lead to the tran-
sition probabilities with stochastic features, H∞ filtering problem for MJS, viewed
from the stochastic standpoint, was studied in [114]. It assumes that the exact value
of transition probabilities is unknown, but the distribution can be approximated by
Gaussian process. To obtain the expectation of unknown transition probabilities from
Gaussian probability density function (PDF), a discretization method is developed.
On this basis, a H∞ filter was designed such that the worst-case induced l2 gain from
process noise to estimation error is minimized. Different from the existing results
in literatures, a Gaussian PDF is utilized to characterize the relative likelihood for
unknown transition probabilities to occur at a given constant. With the Gaussian
distribution of transition probabilities, we can obtain the expectation of unknown
transition probabilities. Moreover, the considered systems are more general than the
systems with completely known and partially known transition probabilities, which
can be viewed as two special cases of the ones tackled here.
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1.2 Analysis and Control of S-MJS

1.2.1 Literature Review of S-MJS

MJS, although important in theory and useful to describe many practical systems,
have many limitations in applications, since sojourn-time in MJS is subject to
exponential distribution or geometric distribution in continuous- and discrete-time
domains, respectively. If this assumption is not satisfied, the transition rates or tran-
sition probabilities will be time-varying in the time domain. S-MJS are characterized
by a fixed matrix of transition probabilities and a matrix of sojourn-time probability
density functions. Due to their relaxed conditions on the probability distributions,
S-MJS have much broader applications than the conventional MJS. Indeed, most of
the modeling, analysis, and design results for MJS would be special cases of S-MJS.
Thus, this area of research is significant not only in theory, but also in practice.

Till now the developed theories on S-MJS are far from maturity yet. In
[115, 116], probability distributions of sojourn-time on Markovian processes, from
an exponential distribution to a Weibull one, were discussed. Therefore, the tran-
sition rate is time-varying instead of constant. It has been moved one step further
towards the numerically solvable conditions by making use of the upper and lower
bounds of the transition rate. However, the main proposition in [116] to partition the
sojourn-time into M sections in each working mode is relatively conservative and
practically infeasible. Stochastic stability of S-MJSwas studied in [117–119]. Zhang
et al. [120] proposed the concept of σ-mean square stability (σ-MSS) for S-MJS,
where σ is capable of characterizing the degree of approximation error of σ-MSS
to MSS, that is, some S-MJS are not MSS but σ-MSS. The semi-Markov kernel
was used to derive the stability and stabilization criteria so that the information of
probability density functions (PDF) of sojourn-time can be explicitly included and
the PDF are dependent on both current and next system mode.

Definition 1.18 [115, 116] The evolution of the semi-Markov process {ηt , t � 0}
is governed by the following probability transitions:

Pr(ηt+h = j |ηt = i) =
{

πi j (h)h + o(h), i �= j,
1 + πi j (h)h + o(h), i = j,

(1.23)

where h > 0 is the sojourn-time from mode i to mode j, limh→0 o(h)/h = 0 and
πi j � 0 is the transition rate from mode i at time t to mode j at time t + h, and
πi i (h) = −∑M

j=1, j �=i πi j (h).

Remark 1.19 The transition rate (1.23) in Definition 1.18 is different from (1.3)
since it is dependent on the sojourn-time h. �

The application of semi-Markov process in fault-tolerant control systems was
discussed in [121], and it was shown that when a practical system does not satisfy
the so-called memoryless restriction, the widely used Markov switching scheme
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would not be applicable. A typical transition rate in the bathtub shape in the reliability
analysiswas reported in [122].Also, thework in [123] considered the control problem
of singularly perturbed MJS and S-MJS, as well as a particular control problem in
accelerator physics known as the bunch-train cavity interaction (BTCI). It is shown
that the BTCI is in fact a physical model example of a linear S-MJS.

1.2.2 Mathematical Descriptions and Basic Concepts

In what follows, we recall some definitions and existing results, which will be used
in the development of our main results of the book.

Definition 1.20 [124]A probability distributionF(·) on [0,∞) is said to be a phase-
type (PH) distribution with representation (a, T ) if it is the distribution of the time
until absorption in a finite-state Markov processes on the states {1, 2, . . . ,m + 1}
with generator Q =

[
T T0

01×m 1

]
, where the matrix T = (Ti j )m×m satisfies Ti j � 0,

T e � e, and e denotes an appropriately dimensioned column vector with all compo-
nents equal to one. The initial PHdistribution is (a, am+1)wherea = (a1, a2, . . . , am)

and ae + am+1 = 1. The states {1, 2, . . . ,m} are transient and the state m + 1 is
absorbing.

Assumption 1 Assume that the absorbing state is reached with probability one for
a finite time.

Definition 1.21 [124] Let E be a finite or countable set. A stochastic process η̄t on
the state space E is called a denumerable PH semi-Markov process, if the following
conditions hold.

(i) The sample paths of (η̄t , t < +∞) are right-continuous functions and have
left-hand limits with probability one;

(ii) Denote the nth jump point of the process η̄t by τn , where τ0 = 0 < τ1 < τ2 <

. . . < τn < . . ., and τn, n = 1, 2, . . ., are Markovian moments of the process
η̄t ;

(iii) Fi j (t) � Pr(τn+1 − τn � t | r̄τn = i, r̄τn+1 = j) = Fi (t), i, j ∈ E, t � 0 do not
depend on j and n; and

(iv) Fi (t), i ∈ E is a PH distribution.

Remark 1.22 The definition of PH semi-Markov chain, readers may refer to [117,
118, 125] for more details. It is worth noting that the PH distribution is a gener-
alization of the exponential distribution while still preserving much of its analytic
tractability, and has been used in a wide range of stochastic modeling applications in
areas as diverse as reliability theory, queueing theory and biostatistics. Furthermore,
the family of PH distribution is dense in all the families of distributions on [0,+∞).
So, for every probability distribution on [0,+∞), we may choose a PH distribution
to approximate the original distribution in any accuracy.
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Lemma 1.23 [124] Let � be the time until absorption in the state m+1 defined by:

� = inf{t � 0| η̄t = m + 1}.

Then, the probability distribution F(·) of the time until absorption in the state m +
1, corresponding to the initial probability vector (a, am+1), is given by F(t) =
1 − a exp(T t)e, t � 0.

Proof From the definition of �, we have, for all t � 0,

� � t ⇔ η̄t = m + 1.

It follows, according to the form of Pi, j (t) = Pr(η̄t = j | r̄0 = i), that:

Pr(� � t) = Pr(η̄t = m + 1)

=
m+1∑
i=1

ai Pi,m+1(t)

= a
(
e − exp(T t)e

)+ am+1

= ae + am+1 − a exp(T t)e

= 1 − a exp(T t)e,

which completes the proof. 
�

Let a(i) �
(
a(i)
1 , a(i)

2 , . . . , a(i)
m(i)

)
and T (i) �

(
T (i)

vs , v, s ∈ E (i)
)
. Then (a(i), T (i)),

i ∈ E , denotes the m(i) order representation of Fi (t), and E (i) be the corresponding
set of all transient states set. It is not difficult to show that the number of the elements
in E (i) is m(i).

Also, let

pi j � Pr
(
r̄n+1 = j | r̄n = i, i, j ∈ E

)
,

P � (pi j , i, j ∈ E), (a, T ) � {(a(i), T (i)), i ∈ E}.

Obviously, the probability distribution of η̄t can be determined only by {P, (a, T )}.
For every n, τn � t � τn+1, define

J (t) � the phase ofFη̄t (·) at time t − τn.
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For any i ∈ E , define

T (i,0)
j � −

m(i)∑
s=1

T (i)
js , j = 1, 2, . . . ,m(i),

G �
{
(i, s(i))| i ∈ E, s(i) = 1, 2, . . . ,m(i)

}
. (1.24)

Lemma 1.24 [117] Z(t) = (η̄t , J (t)) is a Markov chain with state space G (G
is finite, if and only if E is finite). The infinitesimal generator of Z(t), given by
Q = (qμς ,μ, ς ∈ G), is determined only by the pair of (η̄t , J (t)) given by {P, (a, T )}
as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q(i,k(i))(i,k(i)) = T (i)
k(i)k(i) , (i, k(i)) ∈ G,

q(i,k(i))(i,k̄(i)) = T (i)
k(i) k̄(i) , k(i) �= k̄(i), (i, k(i)) ∈ G, (i, k̄(i)) ∈ G,

q(i,k(i))( j,k( j)) = pi j T
(i,0)
k(i) a( j)

k( j) , i �= j, (i, k(i)) ∈ G, ( j, k( j)) ∈ G.

By (1.24), we obtain that G has N = ∑
i∈E m(i) elements, then the state space of

Z(t) has N elements. For convenience, we denote the summation
∑i−1

r=1 m
(r) + s

by ψ(i, s) for 1 � s � m(i). Hence ψ(i, s) =
i−1∑
r=1

m(r) + s, i ∈ E, 1 � s � m(i).

Moreover, define rt � ψ(η̄t , J (t)) = ψ(Z(t)) and λψ(i,s)ψ(i ′,s ′) � qψ(i,s)ψ(i ′,s ′).
Therefore, by Lemma 1.24 and employing the same techniques as those used in

[117], rt is an associatedMarkovprocess of η̄t with the state spaceN � {1, 2, . . . , N }
and the infinitesimal generator is � = (παβ), 1 � α,β � N , such that

Pr (rt+h = β| rt = α) = Pr (ψ(Z(t) + h) = β| ψ(Z(t)) = α)

=
{

παβh + o(h), α �= β,

1 + παβh + o(h), α = β,

where παβ is the transition rate from mode α at time t to mode β at time t + h when
α �= β and παβ = −∑N

β=1,β �=α παβ ; also we have h > 0 and lim
h→0

o(h)/h = 0.

In the following, by a supplementary variable technique and a novel transforma-
tion, a finite PH semi-Markov process has been transformed into a finite Markov
chain, which is called its associated Markov chain. Consequently, a class of PH
S-MJS can be equivalently expressed as its associated Markovian system.

Consider a class of stochastic differential equations in the probability space
(�,F ,Pr) for t > 0

dx(t) = f̂ (x(t), t, r̂t )dt + ĝ(x(t), t, r̂t )dω(t),

x(0) = x0, (1.25)
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where ω(t) be an m-dimensional Brownian motion defined on the probability space,
andwe assume that the semi-Markov chain {r̂t , t � 0} is independent of theBrownian
motion ω(t). The initial state x0 ∈ R

n is a fixed constant vector. f (·) :Rn × R ×
M→R

n and g(·) : Rn × R × M→R
n×m .

By the following theorem, a PH S-MJS can be equivalently expressed as its asso-
ciated MJS. For the proof, the reader may refer to [117, 118, 125].

Theorem 1.25 [117] System (1.25) is equivalent to the following system for t > 0

dx(t) = f (x(t), t, rt )dt + g(x(t), t, rt )dω(t),

x(0) = x0,

where {rt , t � 0} is the associated Markov chain of PH semi-Markovian chain
{r̂t , t � 0}.
Remark 1.26 It is worth tomention that the advantages of Theorem 1.25 is that when
we study stochastic stability and control problems, we can replace MJS with S-MJS,
and achieve some similar results. Furthermore, more importantly, almost all the nice
results obtained so far on MJS, for example, [59, 117, 126–128] can be extended
S-MJS.

Next, we recall the following lemmas, which will be used to develop our main
results.

Lemma 1.27 Given any scalar ε and square matrix Q ∈ R
n×n, the following

inequality

ε
(
Q + QT

)
� ε2T + QT−1QT

holds for any symmetric positive definite matrix T ∈ R
n×n.

Lemma 1.28 [129] For any real matrices Y, H and E with appropriate dimensions,
and F(t) satisfying FT (t)F(t) � I , the following inequality holds:

Y + HF(t)E + ET FT (t)HT < 0,

if and only if there exists a scalar ε > 0 such that

Y + εHHT + ε−1ET E < 0.

Lemma 1.29 [130] Let W = WT ∈ R
n×n,U ∈ R

n×m and V ∈ R
k×n be given

matrices, and suppose that rank(U ) < n and rank(V ) < n. Consider the problem
of finding some matrix G satisfying

W +UG V + (UG V )T < 0. (1.26)
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Then, the inequality (1.26) is solvable for G if and only if

U⊥W (U⊥)T < 0 and V T⊥W (V T⊥)T < 0. (1.27)

Furthermore, if (1.27) holds, then all the solutions of G are given by

G = U+
R �V+

L + � −U+
R UR�VLV

+
L

with

� � −�−1UT
L �V T

R

(
VR�V T

R

)−1 + �−1�1/2L
(
VR�V T

R

)−1/2
,

� �
(
UL�

−1UT
L − W

)−1
> 0,

� � � −UT
L

(
� − �V T

R

(
VR�V T

R

)−1
VR�

)
UL > 0

where �,� and L are any appropriately dimensioned matrices satisfying � > 0
and ‖L‖ < 1.

Note that, to make each chapter in the book self-contained, some other definitions
or lemmas will be recalled when needed.

1.3 Outline of the Book

The general layout of presentation of this book is divided into three parts. Part I:
stability and control of some classes of S-MJS, Part II: fault detection and filtering
of S-MJS, and Part III: summary of the book. The organization structure of this book
is shown in Fig. 1.1, and the main contents of this book are shown in Fig. 1.2.

Chapter 1 introduced the research background and significance of MJS, as well as
the current research status of MJS, so as to provide a basis of reference for further
research of S-MJS. Secondly, the main differences between S-MJS andMJS have
been provided, followed by a description of the advantages of the S-MJS and its
broad application prospects. Additionally, we have mentioned several problems
that are yet to be solved, methods that require refinements and the main research
contents of this dissertation.

Part I focuses on the stability analysis and control design for some classes of
S-MJS. Part I which begins with Chap. 2 consists of four chapters as follows.

Chapter 2 is concerned with the stochastic stability for a class of S-MJS with time-
variant delays. By the Lyapunov function approach, together with a piecewise
analysis method, sufficient conditions are proposed to guarantee the stochastic
stability of the S-MJS. As more time-delay information is used, our results are

http://dx.doi.org/10.1007/978-3-319-47199-0_2
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Fig. 1.1 The organization structure of the book

Fig. 1.2 The main contents of the book
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much less conservative than some existing ones in literature. Finally, two examples
are given to show the effectiveness and advantages of the proposed techniques.

Chapter 3 studies the constrained regulation problem for a class of singular S-MJS.
Using a supplementary variable technique and a plant transformation presented in
this Chapter, a finite PH semi-Markov process has been transformed into a finite
Markov chain, which is called its associated Markov chain. Then, the S-MJS of
this kind has been transformed into its associatedMarkovian system.Motivated by
recent develops in positively invariant set, necessary and sufficient conditions for
the existence of full rank solutions for a class of nonlinear equations are derived,
and a new algorithm that provides a solution to the constrained regulation problem
is presented.

Chapter 4 investigates the state estimation and sliding mode control problems for
S-MJS with mismatched uncertainties. A sliding surface is then constructed and
a sliding mode controller is synthesized to ensure that the S-MJS satisfying the
reaching condition. Further, an observer-based sliding mode control problem is
investigated. Sufficient conditions are established for the solvability of the desired
observer. It is shown that the proposed SMC law based on the estimated states
can guarantee that the sliding modes within both the state estimation space and
the estimation error space are attained simultaneously.

Chapter 5 considers the quantized output feedback control problem for a class of
S-MJS with repeated scalar nonlinearities. A sufficient condition for the S-MJS is
developed. This condition guarantees that the corresponding closed-loop systems
are stochastically stable and have a prescribed H∞ performance. The existence
conditions for full- and reduced-order dynamic output feedback controllers are
proposed, and the cone complementarity linearization procedure is employed to
cast the controller design problem into a sequential minimization one, which can
be solved efficiently with existing optimization techniques. Finally, an application
to cognitive radio systems demonstrates the efficiency of the new design method
developed.

Part II studies the fault detection and filtering for S-MJS. Part II which begins
with Chap. 6 consists of five chapters as follows.

Chapter 6 is concerned with the problem of exponential passive filtering for a class
of stochastic neutral-type neural networks with both semi-Markovian jump para-
meters and mixed time delays. Our aim is to estimate the state by a Luenberger-
type observer such that the filter error dynamics are exponentially mean-square
stable with an expected decay rate and an attenuation level. Sufficient conditions
for existence of passive filters are obtained and a cone complementarity lineariza-
tion procedure is employed to transform a nonconvex feasibility problem into a
sequential minimization problem, which can be readily solved by existing opti-
mization techniques.

Chapter 7 considers the fault detection problem for a class of S-MJS with known
sojourn probability. An event-driven control strategy is developed to reduce the
frequency of transmission, and sufficient conditions for sojourn probability depen-
dent jumped systems are presented.A fault detection filter is designed such that the

http://dx.doi.org/10.1007/978-3-319-47199-0_6
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corresponding filtering error system is stochastically stable and has a prescribed
performance. In addition, a fault detection filter design algorithm is employed
such that the existence conditions for the designed filer are provided.

Chapter 8 investigates the problem of fault detection filtering for S-MJS by a
Takagi-Sugeno fuzzy approach. Attention is focused on the construction of a
fault detection filter such that the estimation error converges to zero in the mean
square and meets a prescribed system performance. The designed fuzzy model-
based fault detection filter can guarantee the sensitivity of the residual signal to
faults and the robustness of the external disturbances. By using the cone comple-
mentarity linearization algorithm, the existence conditions for the design of fault
detection filters are provided, and the error between the residual signal and the
fault signal can be made within a desired region.

Chapter 9 is concerned with the fault detection filtering problem for underactuated
manipulators based on the Markovian jump model. The purpose is to design a
fault detection filter such that the filter error system is stochastically stable and the
prescribed probability constraint performance can be guaranteed. The existence
conditions for a fault detection filter are proposed through the stochastic analysis
technique, and a new fault detection filter algorithm is employed to design the
desired filter gains. In addition, the cone complementarity linearization procedure
is employed to cast the filter design into a sequential minimization problem.

Chapter 10 summarizes the results of the book and then proposes some related
topics for the future research work.
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Chapter 2
Stochastic Stability of Semi-Markovian
Jump Systems

Abstract This chapter is concerned with the stochastic stability for a class of S-MJS
with time-variant delays. By the Lyapunov function approach, together with a piece-
wise analysis method, sufficient conditions are proposed to guarantee the stochastic
stability of the S-MJS. As more time-delay information is used, our results are much
less conservative than some existing ones in literature. Finally, two examples are
given to show the effectiveness and advantages of the proposed techniques.

2.1 Introduction

The presence of time delay is quite common in practical dynamical systems, which
is frequently the main cause of instability and poor performance of the systems. As
an extension of the delay-partitioning method, a piecewise analysis method (PAM)
was considered in the stability analysis of the time-delay systems. The idea of PAM
has initially appeared in [1], and then by this approach, some stability criteria for
linear time-varying delay systems with less conservativeness were presented.

In this chapter, the stochastic stability problem has investigated for S-MJS. Specif-
ically, the concepts of S-MJS, and mode-dependent time delays are introduced
together for the stochastically stable problem in order to reflect a more realistic
environment. By Lyapunov function approach, together with PAM, conditions are
proposed to ensure the stochastic stability of the underlying S-MJSwith time-delays.
Finally, numerical examples are given to illustrate the effectiveness of the proposed
control scheme.

2.2 System Description and Preliminaries

Consider a semi-Markovian jump time-delay system described by:

{
ẋ(t) = A(ηt )x(t) + Aτ (ηt )x(t − τηt (t)),
x(t) = φ(t), r(0) = r0, t ∈ [−τM , 0] ,

(2.1)
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where {ηt , t � 0} is a continuous-timeMarkovprocess on the probability spacewhich
has been defined in Definition 1.18 of Chap.1, and x(t) ∈ R

n is the system state,
A(ηt ) and Aτ (ηt ) arematrix functions of the random jumping process {ηt , t � 0}. For
notation simplicity, when the system operates in the i th mode, A(ηt ) and Aτ (ηt ) are
denoted by A(i) and Aτ (i), respectively. φ(t) is a vector-valued initial continuous
function defined on the interval [−τM , 0], and r0 is the initial conditions of the
continuous state and the mode. τηt (t) is the mode-dependent time-varying delay
(denoted by τi (t) for simplicity), and it satisfies

0 � τ i � τi (t) � τ̄i , τ̇i (t) � μ < 1, (2.2)

where τ i , τ̄i and μ are known scalars.

Remark 2.1 As mentioned in [2], we relax the probability distribution of sojourn-
time from exponential distribution to Weibull distribution, so the transition rate in
S-MJSwill be time-varying instead of constant inMJS. In practice, the transition rate
πi j (h) is general bounded by πi j � πi j (h) � π̄i j , with πi j and π̄i j are real constant
scalars. In this case, πi j (h) can always be described by πi j (h) = πi j + Δπi j , where
πi j = 1

2 (π̄i j + πi j ) and |Δπi j | � κi j with κi j = 1
2 (π̄i j − πi j ).�

Parallel to fullMJS,Wegive the following stochastic stability definition for system
(2.1).

Definition 2.2 System (2.1) is said to be stochastically stable if, for any finite φ(t)
defined on [−τM , 0], and r0 ∈ M, the following condition is satisfied,

lim
t→∞E

{∫ t

0
‖x(s)‖2ds|(φ, r0)

}
� ∞. (2.3)

Remark 2.3 The above definition is consistent with that of stochastic stability of
delayed S-MJS. It should be pointed out that Definition 2.2 has similar form with the
stochastic stability definition in [3, 4], however, theMJS and the S-MJS are governed
by different stochastic processes. The stochastic stability of S-MJS in Definition 2.2
mean that the trajectory of the state x(t) along the semi-Markovian process from the
initial state (φ, r0), in the mean-square sense, asymptotically to the origin.�

2.3 Main Results

In this section, we will use the PAM combined with the Lyapunov–Krasovskii func-
tion technique to analyze the stochastic stability for system (2.1). To this end,
firstly, let τm = min{τ i , i ∈ M} and τM = max{τ̄i , i ∈ M}, then, the variation
interval [τm, τM ] of time-delay can be divided into l parts with equal length. So
[τm, τM ] = ⋃l−1

q=0[τq , τq+1], where τq = τm + q(τM − τm)/ l, q = 0, 1, 2, . . . , l,
and δ = τq − τq−1. For a given l, a Lyapunov functional V (·) is constructed, and
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then by checking the variation of derivative of V (·) for the case τi (t) ∈ [τq , τq+1],
q = 0, 1, 2, . . . , l − 1, thus some delay-dependent conditions with less conserva-
tiveness will be obtained. Our first result in this chapter is as follows.

Theorem 2.4 For given scalars τ̄i , τ i and μ, system (2.1) is stochastically stable if
there exist a positive integer l, and matrices P(i) > 0, Q(i) > 0, W > 0, Sq > 0
and Rq > 0 (i ∈ M; q = 1, 2, . . . , l+1), such that the following inequalities hold:

[
Γ (i) + Φk A (i)M

∗ −M

]
< 0, k = 0, 1, . . . , l − 1, (2.4)

N∑
j=1

π̄i j Q j − W � 0, (2.5)

where

Γ (i) � A T (i)P(i)I1 + I
T
1 P(i)A (i) −

l∑
q=0

I
T
3i Sq+1I3i − (1 − μ)IT2 Q(i)I2

+ I
T
1

(
Q(i) + τMW +

l∑
q=0

Sq+1 +
N∑
j=1

πi j (h)P( j)

)
I1 − I

T
4 R1I4,

A (i) �
[
A(i) Aτ (i) 0m×(l+1)m

]
, M � τ 2

m R1 +
l∑

q=1

δRq+1,

Φk � −1

δ

l∑
q=1

q �=k+1

I
T
5i Rq+1I5i − 1

δ
I
T
6k Rk+2I6k − 1

δ
I
T
7k Rk+2I7k, k = 0, . . . , l − 1,

I1 �
[
Im 0m×(l+2)m

]
, I2 = [

0m Im 0m×(l+1)m
]
,

I3q �
[
0m×(q+2)m Im 0m×(l−q)m

]
, q = 0, 1, 2, . . . , l,

I4 �
[
Im 0m −Im 0m×lm

]
,

I5q �
[
0m×(q+1)m Im −Im 0m×(l−q)m

]
, q = 1, 2, . . . , l,

I6k �
[
0m Im 0m×km −Im 0m×(l−k)m

]
, k = 0, 1, . . . , l − 1,

I7k �
[
0m Im 0m×(k+1)m −Im 0m×(l−k−1)m

]
, k = 0, 1, . . . , l − 1.

Proof Let C[−τM , 0] be the space of continuous functions. Define a process x(t) ∈
C[−τM , 0], t � 0 by x(t) = x(t + θ), θ ∈ [−τM , 0]. Then {(x(t), rt ), t � 0} is a
semi-Markovian process with initial state (φ(t), r0).

Consider the following Lyapunov–Krasovskii function:

V
(
x(t), ηt

)
�

6∑
i=1

Vi
(
x(t), ηt

)
, (2.6)
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where

V1(x(t), ηt ) � xT (t)P(ηt)x(t),

V2
(
x(t), ηt

)
�

∫ 0

−τi (t)
xT (t + θ)Q(ηt)x(t + θ)dθ,

V3
(
x(t), t

)
�

∫ 0

−τi (t)

∫ t

t+θ

xT (s)Wx(s)dsdθ,

V4
(
x(t), t

)
�

l∑
q=0

∫ t

t−τq

xT (s)Sq+1x(s)ds,

V5
(
x(t), t

)
� τm

∫ t

t−τm

∫ t

s
ẋ T (ν)R1 ẋ(ν)dνds,

V6
(
x(t), t

)
�

l∑
q=1

∫ t−τq−1

t−τq

∫ t

s
ẋ T (ν)Rq+1 ẋ(ν)dνds,

with P(i) > 0, Q(i) > 0, W > 0, Sq > 0 and Rq > 0, i ∈ M; q = 0, 1, . . . , l, are
real matrices to be determined.

The infinitesimal generator L can be considered as a derivative of the Lyapunov
function V (x(t), ηt ) along the trajectory of the semi-Markovian process {ηt , t > 0}
at the point {x(t), ηt } at time t . The MJS and the S-MJS are governed by different
stochastic processes, so the infinitesimal generator of the Lyapunov function for the
S-MJS is essentially different from the one for generalMJS. Firstly, we need to derive
the infinitesimal generator L. According to the definition of L, we have

LV (x(t), ηt ) � lim
Δ→0

E
{
V (x(t + Δ), ηt+Δ)|x(t), ηt

}
− V (x(t), ηt )

Δ
,

(2.7)

where Δ is a small positive number. Applying the law of total probability and con-
ditional expectation with ηt = i , we have

LV1(x(t), ηt ) = lim
Δ→0

1

Δ

⎡
⎣ N∑

j=1, j �=i

Pr(ηt+Δ = j |ηt = i) xT (t + Δ)P( j)x(t + Δ)

+ Pr(ηt+Δ = i |ηt = i)xT (t + Δ)P(i)x(t + Δ) − xT (t)P(i)x(t)

]

= lim
Δ→0

1

Δ

⎡
⎣ N∑

j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

1 − Gi (h)
xT (t + Δ)P( j)x(t + Δ)

+ 1 − Gi (h + Δ)

1 − Gi (h)
xT (t + Δ)P(i)x(t + Δ) − xT (t)P(i)x(t)

]
, (2.8)
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where h is the time elapsed when the system stays at mode i from the last jump;
Gi (t) is the cumulative distribution function of the sojourn-time when the system
remains in mode i , and qi j is the probability intensity of the system jump from mode
i to mode j . Given that Δ is small, the first order approximation of x(t + Δ) is

x(t + Δ) = x(t) + ẋ(t)Δ + o(Δ)

= [A(i)Δ + I ] x(t) + Aτ (i)Δx(t − τi (t)) + o(Δ).

Then, (2.8) becomes

LV1(x(t), ηt ) = lim
Δ→0

1

Δ

{ N∑
j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

1 − Gi (h)
ξT1 (t)

[
AT (i)Δ + I
ATτ (i)Δ

]

× P( j)

[
AT (i)Δ + I
ATτ (i)Δ

]T
ξ1(t) +1 − Gi (h + Δ)

1 − Gi (h)
ξT1 (t)

[
AT (i)Δ + I
ATτ (i)Δ

]

× P(i)

[
AT (i)Δ + I
ATτ (i)Δ

]T
ξ1(t) − xT (t)P(i)x(t)

}
.

Using the condition of limΔ→0
Gi (h+Δ)−Gi (h)

1−Gi (h)
= 0, we have

LV1(x(t), ηt ) = ξT1 (t)

[
Λ(i) lim

Δ→0

1−Gi (h+Δ)

1−Gi (h)
P(i)A(i)

∗ 0

]
ξ1(t)

where ξ1(t) �
[
xT (t) xT (t − τi (t))

]T
, and

Λ(i) � AT (i)P(i) + P(i)A(i) + lim
Δ→0

N∑
j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

Δ(1 − Gi (h))
P( j)

+ lim
Δ→0

Gi (h) − Gi (h + Δ)

Δ(1 − Gi (h))
P(i).

By the same techniques used in [5], we have

lim
Δ→0

1 − Gi (h + Δ)

1 − Gi (h)
= 1 and lim

Δ→0

Gi (h) − Gi (h + Δ)

Δ(1 − Gi (h))
= πi (h),

where πi (h) is the transition rate of the system jumping from mode i .
Define

πi j (h) � qi jπi (h), i �= j and πi i (h) � −
N∑

j=1, j �=i

πi j (h),
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then we obtain

LV1(x(t), ηt ) = xT (t)

( N∑
j=1

P( j)πi j (h)

)
x(t) + 2xT (t)P(i)

×
[
A(i)x(t) + Aτ (i)x(t − τi (t))

]

= 2ξT (t)A T (i)P(i)I1ξ(t)

+ ξT (t)IT1

( N∑
j=1

πi j (h)P( j)

)
I1ξ(t), (2.9)

where A (i) and I1 are defined as in Theorem 2.4, and

ξ(t) �
[
xT (t) xT (t − τi (t)) xT (t − τm) . . . xT (t − τl−1) xT (t − τM)

]T
.

On the other hand,

E {V2(x(t + Δ), ηt+Δ)|x(t), ηt }
= E

{ ∫ 0

−τi (t+Δ)

xT (t + Δ + θ)Q(ηt+Δ)x(t + Δ + θ)dθ|x(t), ηt
}

= E
{∫ 0

−τi (t)
xT (t + θ)Q(ηt+Δ)x(t + θ)dθ|x(t), ηt

}

+E
{∫ 0

−τi (t+Δ)

xT (t + Δ + θ)Q(ηt+Δ)x(t + Δ + θ)dθ

−
∫ 0

−τi (t)
xT (t + θ)Q(ηt+Δ)x(t + θ)dθ|x(t), ηt

}

=
N∑

j=1, j �=i

Pr(ηt+Δ = j |ηt = i)
∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ

+Pr(ηt+Δ = i |ηt = i)
∫ 0

−τi (t)
xT (t + θ)Q(i)x(t + θ)dθ

+E
{∫ Δ

Δ−τi (t+Δ)

xT (t + θ)Q(ηt+Δ)x(t + θ)dθ

−
∫ 0

−τi (t)
xT (t + θ)Q(ηt+Δ)x(t + θ)dθ|x(t), ηt

}

=
N∑

j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ

+ 1 − Gi (h + Δ)

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q(i)x(t + θ)dθ
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+E
{∫ Δ

0
xT (t + θ)Q(ηt+Δ)x(t + θ)dθ

−
∫ Δ−(τi (t)+τ̇Δ+o(Δ))

−τi (t)
xT (t + θ)Q(ηt+Δ)x(t + θ)dθ|x(t), ηt

}

=
N∑

j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ

+ 1 − Gi (h + Δ)

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q(i)x(t + θ)dθ + ΔxT (t)Q(i)x(t)

−Δ(1 − τ̇i (t))x
T (t − τi (t))Q(i)x(t − τi (t)) + o(Δ).

The above, together with (2.7), yields

LV2(x(t), ηt ) = lim
Δ→0

1

Δ

{
E

{
V2(x(t + Δ), ηt+Δ)|x(t), ηt

} − V2(x(t), ηt )

}

= lim
Δ→0

1

Δ

{ N∑
j=1, j �=i

qi j (Gi (h + Δ) − Gi (h))

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ

+ 1 − Gi (h + Δ)

1 − Gi (h)

∫ 0

−τi (t)
xT (t + θ)Q(i)x(t + θ)dθ + ΔxT (t)Q(i)x(t)

+ o(Δ) − V2(x(t), ηt ) − Δ(1 − τ̇i (t))x
T (t − τi (t))Q(i)x(t − τi (t))

}
.

Then, similar to the development of (2.9) it follows

LV2
(
x(t), ηt

) =
N∑
j=1

πi j (h)

∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ

−(1 − τ̇i (t))x
T (t − τi (t))Q(i)x(t − τi (t)) + xT (t)Q(i)x(t)

� ξT (t)IT1 Q(i)I1ξ(t) − (1 − μ)ξT (t)IT2 Q(i)I2ξ(t)

+
N∑
j=1

πi j (h)

∫ 0

−τi (t)
xT (t + θ)Q( j)x(t + θ)dθ. (2.10)

Moreover, from (2.7), it can be shown that

L
( 6∑

i=3

Vi
(
x(t), ηt

)) = ξT (t)A T (i)MA (i)ξ(t) −
∫ t

t−τi (t)
xT (θ)Wx(θ)dθ

+ξT (t)IT1
(
τMW +

l∑
q=0

Si+1

)
I1ξ(t)
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−
l∑

q=0

ξT (t)IT3i Sq+1I3iξ(t) − τm

∫ t

t−τm

ẋ T (s)R1 ẋ(s)ds

−
l∑

q=1

∫ t−τq−1

t−τq

ẋ T (s)Rq+1 ẋ(s)ds. (2.11)

It follows by Jensen’s inequality that

−τm

∫ t

t−τm

ẋ T (s)R1 ẋ(s)ds � −ξT (t)IT4 R1I4ξ(t), (2.12)

−
l∑

q=1
q �=k+1

∫ t−τq−1

t−τq

ẋ T (s)Rq+1 ẋ(s)ds � −1

δ

l∑
q=1

q �=k+1

ξT (t)IT5i Rq+1I5iξ(t). (2.13)

Next, by checking τi (t) ∈ [τk, τk+1] for some positive integer k with 0 � k � l − 1,
one has

−
∫ t−τk

t−τk+1

ẋ T (s)Rk+2 ẋ(s)ds

= −
∫ t−τk

t−τi (t)
ẋ T (s)Rk+2 ẋ(s)ds −

∫ t−τi (t)

t−τk+1

ẋ T (s)Rk+2 ẋ(s)ds

� −1

δ
ξT (t)IT6k Rk+2I6kξ(t) − 1

δ
ξT (t)IT7k Rk+2I7kξ(t). (2.14)

By combining (2.9)–(2.14), we have

LV (x(t), ηt ) = ξT (t)
(
Γ (i) + Φk + A T (i)MA (i)

)
ξ(t)

−
∫ t

t−τi (t)
xT (θ)Wx(θ)dθ

+
N∑
j=1

πi j (h)

∫ t

t−τi (t)
xT (θ)Q( j)x(θ)dθ,

where ξ(t),Γ (i),Φk , andA (i) are defined as before. From (2.4)–(2.5) and the Schur
complement, it can be seen that LV (x(t), ηt ) < 0 for any i ∈ M.

Next, we set

Θi � Γ (i) + Φk + A T (i)MA (i),
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and

λ1 � min
i∈M

{λmin(−Θi )},

then for any t � τ we have

LV (x(t), ηt ) � −λ1‖ξ(t)‖2 � −λ1‖x(t)‖2.

By Dynkin’s formula, we have

E {V (x(t), ηt )|φ, r0} � E {V (φ, r0)} − λ1E
{∫ t

0
‖x(s)‖2ds

}
. (2.15)

So, from (2.6), it follows that for any t � 0

E{V (x(t), ηt )} � λ2E{‖x(t)‖2}, (2.16)

where λ2 = min
i∈M

{λmin(−P(i))} > 0. From (2.15) and (2.16), we have

E
{‖x(t)‖2} � ε2V (x(t), ηt ) − ε1E

{∫ t

0
‖x(s)‖2ds

}
,

with ε1 = λ1λ
−1
2 and ε2 = λ−1

2 . By Gronwell–Bellman lemma, one has

E
{‖x(t)‖2} � ε2V (x(t), ηt )e

−ε1t , (2.17)

then

E
{∫ t

0
‖x(s)‖2ds|φ, r0

}
� −ε−1

1 ε2V (x(t), ηt ) (e−ε1t − 1).

Let t → ∞, we have

lim
t→∞E

{∫ t

0
‖x(s)‖2ds|φ, r0

}
� ε−1

1 ε2V (x(t), ηt ).

Then there always exists a scalar c > 0, such that

lim
t→∞E

{∫ t

0
‖x(s)‖2ds|φ, r0

}
� c sup

−τ�s�0
‖φ(s)‖2,

which is the desired result, by Definition 2.2, and the proof is completed. �
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Remark 2.5 Based on the idea of PAM and the piecewise Lyapunov function tech-
nique, a new delay-dependent sufficient condition is proposed in Theorem 2.4 for the
stochastic stability of S-MJS (2.1).Due to the instrumental idea of PAM, the proposed
stability condition is much less conservative than the existing results. Moreover, the
conservatism reduction becomes more obvious with the partitioning getting thinner
(i.e., l becoming bigger). In addition, from the proof of Theorem 2.4, we can see
that the conditions to guarantee LV (x(t), ηt ) < 0 are derived by checking the delay
variation in the sub-intervals. So, the PAM for stability analysis in this chapter, actu-
ally, is quite different from the delay partitioning method used in [6, 7]. Compared
with the technique of dividing the lower bounded of the time-delay intom parts with
equal length in [6, 7], in our work, the variation interval of time-delay has divided
into l parts with equal length. So the PAM can be seen as an extension of the delay-
partitioning method, which may further reduce the conservativeness (see Example
2.7).�

Due to the time-varying term πi j (h), it is difficult to solve inequalities (2.4), since
they contain infinite number of inequalities, which limits the use of Theorem 2.4 in
practice. To overcome this shortcoming, we present our next result which reduces
infinite number of inequalities in Theorem 2.4 to finitely many ones, which will be
simple to solve.

Theorem 2.6 For given scalars τ̄i , τ i and μ, system (2.1) is stochastically stable if
there exists a positive integer l, and matrices P(i) > 0, Q(i) > 0, Q > 0, Sq > 0,
Rq > 0, and Ti j , (i, j ∈ M; q = 1, 2, . . . , l + 1), such that (2.5) and the following
inequalities hold:

⎡
⎣Γ̃ (i) + Φk A (i)M Mi

∗ −M 0
∗ ∗ −Λi

⎤
⎦ < 0, k = 0, 1, . . . , l − 1, (2.18)

where

Γ̃ (i) � I
T
1

(
Q(i) + τMW +

l∑
i=0

Si+1 +
N∑
j=1

πi j P( j) +
N∑

j=1, j �=i

κ2
i j

4
Ti j

)
I1

+A T (i)P(i)I1 + I
T
1 P(i)A (i) −

l∑
i=0

I
T
3i Si+1I3i

− I
T
4 R1I4 − (1 − μ)IT2 Q(i)I2,

Mi �
[
Pi − P1 . . . Pi − Pi−1 Pi − Pi+1 . . . Pi − Ps

]
,

Λi � diag{Ti1, · · ·, Ti(i−1), Ti(i+1), · · ·, Tis},

and Φk , A (i), I1, I2, I3i , and I4 are defined as in Theorem 2.4.
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Proof According toTheorem2.4, system (2.1) is stochastically stable if the following
inequalities hold for all i ∈ M,

⎡
⎣Ωi + I

T
1

(
N∑
j=1

(πi j + Δπi j )Pj

)
I1 A (i)M

∗ −M

⎤
⎦ < 0, (2.19)

where Ωi is defined as below,

Ωi � A T (i)P(i)I1 + I
T
1 P(i)A (i) + I

T
1

(
Q(i) + τMW +

l∑
i=0

Si+1

)
I1

−
l∑

i=0

I
T
3i Si+1I3i − I

T
4 R1I4 − (1 − μ)IT2 Q(i)I2 + Φk,

while (2.19) can be further rewritten as

[
Ψ (i) A (i)M

∗ −M

]
< 0.

where

Ψ (i) � Ωi + I
T
1

{ N∑
j=1

πi j Pj +
N∑

j=1, j �=i

[
1

2
Δπi j

(
P( j) − P(i)

)

+1

2
Δπi j

(
P( j) − P(i)

)]}
I1.

From Lemma 1.27, the above inequality holds for all |Δπi j | � κi j , if there exist
matrices Ti j (i, j ∈ M), such that

[
Ψ̂ (i) A (i)M

∗ −M

]
< 0, (2.20)

with

Ψ̂ (i) � Ωi + I
T
1

{ N∑
j=1

πi j Pj +
N∑

j=1, j �=i

[
κ2
i j

4
Ti j

+(P( j) − P(i))T−1
i j (P( j) − P(i))

]}
I1.

In view of Schur complement lemma, it can be seen that (2.20) is equivalent to
inequality (2.18). Then, by this fact together with Theorem 2.4, we can conclude that
system (2.1) is stochastically stable. The proof is completed. �

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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2.4 Illustrative Example

In this section, two examples will be presented to demonstrate the effectiveness and
superiority of the methods developed previously.

Example 2.7 Consider S-MJS in (2.1)with twomodes and the followingparameters:

A(1) =
[−2.0 0.0

0.0 −0.9

]
, Aτ (1) =

[−1.0 0.0
−1.0 −1.0

]
,

A(2) =
[−1.0 0.5

0.0 −1.0

]
, Aτ (2) =

[−1.0 0.0
−0.1 −1.0

]
.

In this example, we choose τm = 1, μ = 0.5, π11 = −0.1 and π22 = −0.8. The
maximum allowed τM , obtained by the criteria in [6, 8–10] and Theorem 2.4 in this
chapter, is shown in Table2.1.

From Table I, it is obvious that, when the delay partitioning number l becomes
larger, the conservatism of the result is further reduced, while the computational
cost increases. This is reasonable since l is related to the decision variables. Thus,
the larger l indicates that the solution can be searched in a wider space and a lager
maximum allowable delay τM can be obtained. Table I shows that for no partitioning
(l = 1), the new criterion given in Theorem 2.4 has the same conservatism with
the previous result in [10] and [6] (m = 1). Moreover, for l > 1, the conservatism
reduction by the PAM proved to be quite effective. Moreover, we can see that even
with the case l = 3 our results still outperform those in [6] with m = 5.

Table 2.1 Maximum upper delay bound τM with τm = 1 and μ = 0.5

Different results Maximum allowed τM

Theorem 3.1 of [8] 0.2237

Theorem 1 of [9] 1.4701

Theorem 1 of [10] 1.6602

Theorem 1 of [6] (m = 1) 1.6600

Theorem 1 of [6] (m = 2) 1.6902

Theorem 1 of [6] (m = 3) 1.7318

Theorem 1 of [6] (m = 4) 1.7456

Theorem 1 of [6] (m = 5) 1.7527

Theorem 1 (l = 1) 1.6602

Theorem 1 (l = 2) 1.7344

Theorem 1 (l = 3) 1.8023

Theorem 1 (l = 4) 1.8072
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Table 2.2 Maximum upper delay bound τM with different μ

Theorem 2.6 μ = 0.1 μ = 0.2 μ = 0.5 μ = 0.9

l = 3 τM = 5.405 τM = 4.001 τM = 2.068 τM = 1.437

l = 4 τM = 5.476 τM = 4.072 τM = 2.102 τM = 1.500

l = 5 τM = 5.512 τM = 4.101 τM = 2.125 τM = 1.542

l = 6 τM = 5.541 τM = 4.112 τM = 2.161 τM = 1.568

Example 2.8 Consider S-MJS in (2.1)with twomodes and the followingparameters:

A(1) =
[−1.0 0.4

0.0 −0.8

]
, Aτ (1) =

[−0.6 0.0
−1.0 −1.0

]
,

A(2) =
[−1.1 1.5

0.0 −1.2

]
, Aτ (2) =

[−1.1 0.0
−0.1 −0.9

]
.

In this example, the transition rates in themodel areπ11(h) ∈ (−2.2,−1.8),π12(h) ∈
(1.8, 2.2), π21(h) ∈ (2.6, 3.4) and π22(h) ∈ (−3.4,−2.6), so we can always set
π11 = −2, π12 = 2, π21 = −3, π22 = 3 and κ1 j = 0.2, κ2 j = 0.4 for the stochastic
stability analysis. Our purpose is to find the allowable maximum time delay τM such
that the delayed S-MJS is stochastic stable. The obtained allowable maximum delays
by testing the conditions in Theorem 2.6 for various partitioning number l are shown
in Table2.2. It can be seen from Theorem2.6 that the maximum allowable delay is
becoming larger as the partitioning becomes thinner. Moreover, it should be pointed
out that although conservatism is reduced as the partitioning becomes thinner, and
there is no significant improvement after l = 5.

When τm = 1, μ = 0.5 and l = 3, we can obtain feasible solutions to the
inequalities in Theorem 2.6 as follows:

P(1) =
[

0.65 −1.8
−0.28 1.37

]
, P(2) =

[
0.49 −1.23

−1.13 1.29

]
, Q(1) =

[
1.52 −0.25
1.15 0.07

]
,

Q(2) =
[

0.42 −0.25
−0.15 1.06

]
, W =

[
0.02 −0.02

−0.02 0.02

]
, T12 =

[
0.27 −1.34

−0.74 1.35

]
,

T21 =
[
1.88 −0.42
1.32 0.23

]
, S1 =

[−1.48 0.16
0.36 −0.46

]
, S2 =

[
1.24 0

0 1.24

]
,

S3 =
[

0.20 −0.02
−0.02 0.60

]
, S4 =

[
0.50 0

0 0.05

]
, R1 =

[
0.35 0.04
0.04 0.18

]
,

R2 =
[
0.29 0.05
0.05 0.47

]
, R3 =

[
0.46 0.05
0.05 0.17

]
, R4 =

[
0.53 0.02
0.02 0.33

]
,

and we can obtain the maximum allowed time-delay τM = 2.18. When setting the
initial condition as φ(0) = 0, r0 = 1, the simulation result is shown in Figs. 2.1
and2.2, which illustrates that the S-MJS with time-varying transition rates is stable.
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Fig. 2.1 Switched signal of the system in Example 2.8
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Fig. 2.2 States of the system in Example 2.8
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2.5 Conclusion

In this chapter, the problem of stochastic stability for a class of linear S-MJS with
time-delays has been addressed. Inspired by piecewise analysis method, a new sto-
chastic stability condition has been established for the S-MJS, which is less conser-
vative than some existing results. Moreover, by linear matrix inequality approach, a
criterion has been presented to reduced to infinite number of inequalities to finitely
many ones which are practically solvable. Two numerical examples have been given
to demonstrate the potential of the new design method.
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Chapter 3
Constrained Regulation of Singular
Semi-Markovian Jump Systems

Abstract This chapter studies the constrained regulation problem for a class of
singular S-MJS.Using a supplementary variable technique and a plant transformation
presented in Chap.1, a finite PH semi-Markov process has been transformed into a
finite Markov chain, which is called its associated Markov chain. Then, the S-MJS
of this kind has been transformed into its associated Markovian system. Motivated
by recent develops in positively invariant set, necessary and sufficient conditions for
the existence of full rank solutions for a class of nonlinear equations are derived,
and a new algorithm that provides a solution to the constrained regulation problem
is presented.

3.1 Introduction

As one of the basic problems in control theory, regulation for systems subject to
control constraints has long been an active and challenging area. In the past two
decades, many efforts have beenmade to develop numerical tractable solutions to the
problem, especially through the positively invariant set technique [1, 2]. However,
this approach has a major disadvantage that there does not always exist a control
strategy such that a given subset of the state space is a positively invariant set for the
controlled system [3–5]. Meanwhile, singular systems have attracted much research
interest due to the fact that singular systems can better describe the behavior of some
physical systems than state-space ones [6, 7].

In this chapter, we will investigate the regulation problem for singular S-MJS
subject to constrained control input. By the supplementary variable technique and
the novel transformation in Chap.1, a phase-type semi-Markov process has been
transformed into a finite Markov chain which is called its associated Markov chain.
Accordingly, a semi-Markovian system has been first transformed into its associated
Markovian system. In light of the positively invariant set approach, we deal with
the resolution of a class of nonlinear equations, which plays a fundamental rule in
the design of controllers of linear systems with constrained control. Consequently,
necessary and sufficient conditions are established for the existence of full rank solu-
tions for nonlinear equations. We also give a heuristic algorithm for the constrained
regulation problem.
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3.2 System Description and Preliminaries

Consider a semi-Markovian jump singular system described by

Eẋ(t) = Ā(η̄t )x(t) + B̄(η̄t )u(t), x(t0) = x0, (3.1)

where {η̄t , t � 0} is a continuous-time PH semi-Markov process on the probability
space which has been defined in Definition 1.21 of Chap. 1, and x(t) ∈ R

n represents
the state vector; u(t) ∈ R

m is the control input; E is constant matrix; Ā(η̄t ) and B̄(η̄t )
are matrix functions of the PH semi-Markov process {η̄t }. Denote rank(E) = r � n.

It follows from Lemma 1.24 of Chap.1, and employing the same techniques as
those used in [8]. We can construct the following associated Markovian system
equivalent to (3.1).

Eẋ(t) = A(ηt )x(t) + B(ηt )u(t), x(t0) = x0, (3.2)

where t0 and x0 are the initial time and state, respectively. For notational simplicity,
when the system operates in the αth mode A(ηt ) and B(ηt ) are denoted as A(α) and
B(α), respectively.

For the system (3.2), we consider the following control law:

u(t) = F(α)x(t), (3.3)

where F(α) is the gain matrix to be designed for each mode α. Then, the closed-loop
system is given by:

Eẋ(t) = [
A(α) + B(α)F(α)

]
x(t). (3.4)

As it generally occurs in practical situations, the set of admissible controls
S
(
F(α), u(α), u(α)

)
is an asymmetric polyhedral set defined as

S
(
F(α), u(α), u(α)

)
�

{
x(t)| − u(α) ≤ F(α)x(t) ≤ u(α)

}
, (3.5)

where u(α) > 0 and u(α) > 0,∀α ∈ M, represent the constraint bound on
the system input, respectively. Let S be the common set of all the modes, S �⋂

α∈M S
(
F(α), u(α), u(α)

)
.

Definition 3.1 [4] A set S ∈ R
n is said to be stochastically positively invariant with

respect to system (3.4) if, for all x0 ∈ Ω , and the initial mode r0 ∈ M,E{x(k)} lies
in the set S.

Definition 3.2 [6] For E, A(α) ∈ R
n×n , we have the following results:

(i) The pair (E, A(α)) is said to be regular if the characteristic polynomial det(sE−
A(α)) is not identically zero for each mode α ∈ M;

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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3.2 System Description and Preliminaries 49

(ii) Thepair (E, A(α)) is said to be impulse free, if deg(det(sE−A(α))) = rank(E)

for each mode α ∈ M;
(iii) The pair (E, A(α)) is said to be admissible, if it is regular, impulse-free and

stable; and
(iv) System (3.2) with u(t) = 0 is said to be admissible if the pair (E, A(α)) is

admissible.

Definition 3.3 [6] System (3.2) is said to be stabilizable if there exists a controller
(3.3) with F(α) satisfies (3.5), such that the closed-loop system (3.4) is regular,
impulse-free and stable.

Lemma 3.4 Let A ∈ R
n×n,B ∈ R

m×m, C ∈ R
m×n,H =

[A 0
C B

]
,σ(A) ∩

σ(B) = ∅. ThenH has n +m linearly independent eigenvectors if and only ifA has
n linearly independent eigenvectors and B has m linearly independent eigenvectors.

Proof Necessity. Let
λi ∈ σ(A), i = 1, 2, . . . , n,

λ j ∈ σ(B), j = n + 1, n + 2, . . . , n + m,

then

λk ∈ σ(H), k = 1, 2, . . . , n + m.

Since H has n + m linearly independent eigenvectors, we can assume that

[A 0
C B

] [
xk
yk

]
= λk

[
xk
yk

]
, k = 1, 2, . . . , n + m,

where

[
xk
yk

]
, k = 1, 2, . . . , n + m are linearly independent, and hence

Axk = λk xk, k = 1, 2, . . . , n + m,

Cxk + Byk = λk yk, k = 1, 2, . . . , n + m.

By σ(A) ∩ σ(B) = ∅, one obtains

x j = 0, j = n + 1, . . . , n + m.

Therefore, x1, . . . , xn and yn+1, . . . , yn+m are linearly independent, respectively,
and satisfying

Axi = λi xi , i = 1, . . . , n,

By j = λ j y j , j = n + 1, . . . , n + m.
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Sufficiency. SinceA has n linearly independent eigenvectors andB hasm linearly
independent eigenvectors, one can assume that

Aξi = λiξi , i = 1, . . . , n,

Bη j = λ jη j , j = n + 1, . . . , n + m,

where ξ1, . . . , ξn and ηn+1, . . . , ηn+m are linearly independent, respectively. Set

γi =
[

ξi
(λi I − B)−1Cξi

]
, i = 1, . . . , n,

γ j =
[
0
η j

]
, j = n + 1, . . . , n + m.

Then γ1, . . . , γn+m are linearly independent and satisfy that

Hγk = λkγk, k = 1, 2, . . . , n + m.

This completes the proof. �

We now formulate the constrained regulation problem as follows.
ConstrainedRegulationProblem:For given positive vectors u(α) > 0 and u(α) >

0,∀α ∈ M, design a state-feedback control law (3.3) such that the closed-loop
system (3.4) is admissible and S is a positively invariant set.

Since system (3.4) is admissible if and only if system (3.2) is stabilizable and
impulse controllable [6], the following assumption is a necessary condition under
which the constrained regulation problem has at least one solution.

Assumption 3.1 System (3.2) is stabilizable and impulse controllable.

Remark 3.5 The constrained regulation problem has been studied in [1] when the
controlled system is assumed completely controllable, in which the imposed con-
straints are stronger than Assumption 3.1. �

For any α ∈ M, let P and Q be nonsingular matrices, such that

PEQ =
[
Ir 0
0 0

]
. (3.6)

Correspondingly, let

PA(α)Q �
[
A11(α) A12(α)

A21(α) A22(α)

]
, PB(α) �

[
B1(α)

B2(α)

]
, (3.7)

F(α)Q �
[
F1(α) F2(α)

]
. (3.8)
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Then, the closed-loop system (3.4) can be written as:

ẋ1(t) = [A11(α) + B1(α)F1(α)]x1(t) + [A12(α) + B1(α)F2(α)]x2(t), (3.9a)

0 = [A21(α) + B2(α)F1(α)]x1(t) + [A22(α) + B2(α)F2(α)]x2(t), (3.9b)

where A11(α), A12(α), A21(α), A22(α), B1(α), B2(α), F1(α) and F2(α) are of
appropriate dimensions.

To guarantee that the linear system (3.9) is regular and impulse free, the matrix
F2(α) is required to satisfy that A22(α) + B2(α)F2(α) is nonsingular. The existence
of such F2(α) is guaranteed by Assumption 3.1.

By using (3.9b), x2(t) can be determined uniquely by

x2(t) = (
D1(α) + D2(α)F1(α)

)
x1(t),

where

D1(α) � −(A22(α) + B2(α)F2(α))−1A21(α), (3.10a)

D2(α) � −(
A22(α) + B2(α)F2(α)

)−1
B2(α). (3.10b)

Substituting (3.10) into (3.9a) and (3.5), we have

ẋ1(t) = (
A(α) + B(α)F1(α)

)
x1(t), (3.11)

and

S̄(F(α), u(α), u(α)) =
{[

x1(t)
x2(t)

]
∈ R

n :

− u(α) ≤ F(α)x1(t) ≤ u(α)and x2(t) = C(α)x1(t)

}
,

where

A(α) � A11(α) + (A12(α) + B1(α)F2(α))D1(α), (3.12a)

B(α) � B1(α) + (A12(α) + B1(α)F2(α))D2(α), (3.12b)

C(α) � D1(α) + D2(α)F1(α), (3.12c)

F(α) � (I + F2(α)D2(α))F1(α) + F2(α)D1(α), (3.12d)

and S̄ be the common set of all the modes, S̄ �
⋂

α∈M S̄
(
F(α), u(α), u(α)

)
.

Remark 3.6 By [1, 2, 9], the constrained regulation problem can be solved if there
existmatrices F(α) = [F1(α) F2(α)] such that the following conditions are satisfied:
(i) rank(A22(α) + B2(α)F2(α)) = n − r ; and
(ii) F(α)(A(α) + B(α)F1(α)) = H(α)F(α).
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The existence of F2(α) satisfying (i) can be guaranteed byAssumption 3.1. However,
it is generally difficult to solve the nonlinear matrix equation in (ii). In this subsection
we will solve the constrained regulation problem with the following assumption. �

Assumption 3.2 det(I + F2(α)D2(α)) �= 0, ∀α ∈ M.

Substituting (3.12d) into (ii) of Remark 3.6, it gives the following nonlinearmatrix
equation

Ω1 + Ω2F1(α) + F1(α)Ω3 + Ω4F1(α)Ω3 + F1(α)Ω5F1(α)

+Ω4F1(α)Ω5F1(α) = 0, (3.13)

where

Ω1 � F2(α)D1(α)A(α) − HF2(α)D1(α),

Ω2 � F2(α)D1(α)B(α) − H(I + F2(α)D2(α)),

Ω3 � A(α), Ω4 � F2(α)D2(α), Ω5 � B(α).

By using Assumption 3.2, (3.13) is equivalent to

F(α) [A(α) + B(α)F(α)] = H(α)F(α), (3.14)

where

A(α) � A(α) − B(α) [I + F2(α)D2(α)]−1 F2(α)D1(α), (3.15)

B(α) � B(α) [I + F2(α)D2(α)]−1 . (3.16)

Remark 3.7 From the discussions and analysis above, we know that the matrix para-
meters in the nonlinear matrix Eq. (3.14) are different from the parameters in [2]. In
addition, necessary and sufficient conditions have been established based onAssump-
tion 3.2 for the existence of full real rank solutions of matrix equation (3.16). So the
works in this chapter are indeed different from [1] and [2]. �

These results allow us to establish the exponentially stability conditions for system
(3.11) by the following lemma.

Lemma 3.8 [10] If there exist a matrix H(α) � [hi j (α)] and a vector ρ(α),∀α,β ∈
M, such that

(i) G(α) [A(α) + B(α)F(α)] = H(α)F(α);
(ii) H(α)U (α) � 0; and

(iii) A (α)ρ(α) +
[∑s

β=1 παβ max
1�i�n

ρi (α)

ρi (β)

]
ρ(α) < 0,
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where

G(α) �
s∑

β=1

rαβF(β), H(α) �
[
H1(α) H2(α)

H2(α) H1(α)

]
,

U (α) �
[
ū(α)

u(α)

]
, A (α) �

{ |A(α) + B(α)F1(β)| , α �= β,

A(α) + B(α)F1(α), α = β,

H1(α) �
{
hii (α), i = j,
sup{hi j (α), 0}, i �= j,

H2(α) �
{
0, i = j,
sup{−hi j (α), 0}, i �= j.

Then, the close-loop system (3.11) is exponentially stable.

Remark 3.9 InLemma3.8, conditions (i) and (ii) allow the closed-loop system (3.11)
to behave as a linear system inside the set S̄ that has the positive invariance property
in the presence of input constraints. In addition, it follows from Assumption 1.1 and
reference [10] that (iii) presents a sufficient condition of exponentially stability for
the closed-loop system (3.11). �

Notice that the design of the controller, we are looking for the solutions of the
Eq. (3.14). In the following section, we will show how to compute the matrix H(α)

that satisfies (3.14).

3.3 Main Results

The full rank solutions to the nonlinear matrix Eq. (3.14) are derived in this section.
Necessary and sufficient conditions under which the equations have full rank solu-
tions are proposed, and an approach for constructing a full rank solution is given.

3.3.1 Full-Column Rank Solutions

The following theorem gives a necessary and sufficient condition under which the
nonlinear matrix Eq. (3.14) have full-column rank solutions, and shows the construc-
tion of one full-column rank solution when such solutions exist.

Theorem 3.10 Let A(α) ∈ R
r×r ,B(α) ∈ R

r×m, H(α) ∈ R
m×m,λ(α)

1 , . . ., and
λ(α)
r ∈ C

−\σ(A(α)). Then the following two statements are equivalent when r � m.

(i) There exist linearly independent vectors θ(α)
1 , . . . , θ(α)

r such that

H(α)θ(α)
i = λ(α)

i θ(α)
i , ∀α ∈ M, i = 1, . . . , r,

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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and that vectors η(α)
i are linearly independent, where

η(α)
i �

(
λ(α)
i I − A(α)

)−1
B(α)θ(α)

i , ∀α ∈ M, i = 1, . . . , r. (3.17)

(ii) The nonlinear matrix Eq. (3.14) has full-column rank solutions X (α) such that

λ(α)
i ∈ σ

(
A(α) + B(α)X (α)

)
, i = 1, 2, . . . , r, (3.18)

and A(α) + B(α)X (α) has r linearly independent eigenvectors.

Furthermore, if (i) holds, then

Y(α) �
[
θ(α)
1 . . . θ(α)

r

] [
η(α)
1 . . . η(α)

r

]−1
, ∀α ∈ M,

are full-column rank solutions to (3.14) such that

λ(α)
i ∈ σ

(
A(α) + B(α)Y(α)

)
, i = 1, 2, . . . , r, (3.19)

and A(α) + B(α)Y(α) has r linearly independent eigenvectors.

Proof Statement (i) ⇒ Statement (ii). Let

X (α) = [
θ(α)
1 . . . θ(α)

r

] [
η(α)
1 . . . η(α)

r

]−1
.

Obviously, X (α) is of full-column rank. From (3.17), we have

A(α) + B(α)X (α)

=
(
A(α)

[
η(α)
1 . . . η(α)

r

] + B(α)
[
θ(α)
1 . . . θ(α)

r

] ) [
η(α)
1 . . . η(α)

r

]−1

= [
η(α)
1 . . . η(α)

r

]
diag

{
λ1, . . . ,λr

} [
η(α)
1 . . . η(α)

r

]−1
.

Thusλ(α)
i ∈ σ

(A(α)+B(α)X (α)
)
and A(α)+B(α)X (α) has r linearly independent

eigenvectors. Furthermore, it follows that

X (α)
(A(α) + B(α)X (α)

)
= X (α)

[
η(α)
1 . . . η(α)

r

]
diag

{
λ1, . . . , λr

} [
η(α)
1 . . . η(α)

r

]−1

= [
θ(α)
1 . . . θ(α)

r

]
diag

{
λ1, . . . , λr

} [
η(α)
1 . . . η(α)

r

]−1

= H(α)X (α).
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Statement (ii) ⇒ Statement (i). For any α ∈ M, assume that X (α) is a full-
column rank solution to (3.14) such that

λ(α)
i ∈ σ

(A(α) + B(α)X (α)
)
, i = 1, 2, . . . , r,

andA(α)+B(α)X (α) has r linearly independent eigenvectors ε(α)
1 , . . . , ε(α)

r . With-
out loss of generality, let

(A(α) + B(α)X (α))ε(α)
i � λ(α)

i ε(α)
i , i = 1, . . . , r (3.20)

and

X (α) �
[
I
0

]
, B(α) �

[BT
1 (α)

BT
2 (α)

]T

, H(α) �
[
H11(α) H12(α)

H21(α) H22(α)

]
,

where B1(α), H11(α) ∈ R
r×r . Since X (α) is a full-column rank solution to (3.14),

we have
[
I
0

]
A(α) +

[
I
0

] [B1(α) B2(α)
] [

I
0

]
=

[
H11(α) H12(α)

H21(α) H22(α)

] [
I
0

]
,

thus A(α) + B1(α) = H11(α) and H21(α) = 0. So A(α) + B(α)X (α) = H11(α),
this together with (3.20), implies that

H11(α)ε(α)
i =

(
A(α) + B(α)X (α)

)
ε(α)
i = λ(α)

i ε(α)
i . (3.21)

Set θ(α)
i �

[
ε(α)
i
0

]
, i = 1, . . . , r. Clearly, θ(α)

i , i = 1, . . . , r are linearly inde-

pendent. According to H21(α) = 0 and (3.21), we have H(α)θ(α)
i = λ(α)

i θ(α)
i , i =

1, . . . , r . On the other hand, one obtains from (3.20) that

(
λ(α)
i I − A(α)

)−1
B(α)θ(α)

i

= (λ(α)
i I − A(α))−1

[B1(α) B2(α)
] [

ε(α)
i
0

]

= (
λ(α)
i I − A(α)

)−1B(α)X (α)ε(α)
i

= ε(α)
i , i = 1, 2, . . . , r.

Hence, the vectors η(α)
i , i = 1, . . . , r defined by (3.17) are linearly independent.

Furthermore, when statement (i) is satisfied, we can conclude from the proof of
statement (i) ⇒ statement (ii) that for any α ∈ M,Y(α) is a full-column rank
solution to (3.14) such that (3.19) is satisfied and A(α) + B(α)Y(α) has r linearly
independent eigenvectors. �
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In order to guarantee that the full-column rank solutions obtained from Theorem
3.10 are real, we offer the following corollary.

Corollary 3.11 Let A(α) ∈ R
r×r ,B(α) ∈ R

r×m, H(α) ∈ R
m×m, and the group

of complex numbers λ(α)
1 , . . . ,λ(α)

r ∈ C
−\σ(A(α)) be symmetric, i.e., for every

1 ≤ i ≤ r , these exists 1 ≤ j ≤ r such that λ(α)
j is the conjugate of λ(α)

i . Then the
following two statements are equivalent for r ≤ m.

(i) There exist linearly independent vectors θ(α)
1 , . . . , θ(α)

r such that θ(α)
i = θ̄(α)

j if

and only if λ(α)
i = λ̄(α)

j , H(α)θ(α)
i = λ(α)

i θ(α)
i , i = 1, . . . , r , and vectors η(α)

i are
linearly independent, where

η(α)
i �

[
λ(α)
i I − A(α)

]−1
B(α)θ(α)

i , i = 1, . . . , r. (3.22)

(ii) The nonlinear matrix Eq. (3.14) has full-column rank real solutions X (α) such
that (3.18) is satisfied andA(α) +B(α)X (α) has r linearly independent eigen-
vectors ε(α)

1 , . . . , ε(α)
r subject to ε(α)

i = ε̄(α)
j if and only if λi = λ̄(α)

j .

Furthermore, if (i) holds, then

Y(α) �
[
θ(α)
1 . . . θ(α)

r

] [
η(α)
1 . . . η(α)

r

]−1
(3.23)

is a full-column rank real solution to (3.14) such that (3.19) is satisfied andA(α) +
B(α)Y(α) has r linearly independent eigenvectors.

Proof By the proof of Theorem 3.10, it suffices to show that the full-column rank
solution Y(α) defined by (3.23) is real. By using (3.22) and θ(α)

i = θ̄(α)
j , i, j =

1, 2, . . . , r whenever λ(α)
i = λ̄(α)

j , we obtain that η(α)
i = η̄(α)

j , i, j = 1, 2, . . . , r

whenever λ(α)
i = λ̄(α)

j . Hence (3.23) can be rewritten as

Y(α)
[H1(α) H1(α) H3(α)

] = [H2(α) H2(α) H4(α)
]
,

whereH1(α) andH2(α) are complex matrices, andH3(α) andH4(α) are real matri-
ces. This implies that

Y(α)H1(α) = H2(α), Y(α)H1(α) = H2(α),

Y(α)H3(α) = H4(α),

and hence

Y(α)
[H1(α) H1(α) H3(α)

] = Y(α)
[H1(α) H1(α) H3(α)

]
,

which implies that Y(α) = Y(α), i.e., Y(α) is real. �
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3.3.2 Full-Row Rank Solutions

The following theorem gives a necessary and sufficient condition under which the
nonlinear matrix Eq. (3.14) have full-row rank solutions, and gives the construction
of one full-row rank solution when such solutions exist.

Theorem 3.12 Let A(α) ∈ R
r×r ,B(α) ∈ R

r×m, H(α) ∈ R
m×m,λ(α)

1 , . . ., and
λ(α)
r ∈ C

−. If σ(H(α)) ∩ σ(A(α)) = ∅. Then the following two statements are
equivalent for r > m.

(i) There exist linearly independent vectorsθ(α)
1 , . . . , θ(α)

m andvectorsη(α)
m+1, . . . , η

(α)
r

such that

H(α)θ(α)
i = λ(α)

i θ(α)
i , i = 1, . . . ,m, (3.24)

A(α)η(α)
j = λ(α)

j η(α)
j , j = m + 1, . . . , r, (3.25)

and the vectors η(α)
i , i = 1, . . . , r are linearly independent, where

η(α)
i �

[
λ(α)
i I − A(α)

]−1B(α)θ(α)
i , i = 1, . . . ,m. (3.26)

(ii) The nonlinearmatrix Eq. (3.14) has full-row rank solutions X (α) such that (3.18)
is satisfied and A(α) + B(α)X (α) has r linearly independent eigenvectors.

Furthermore, if (i) holds, then

Y(α) �
[
θ(α)
1 . . . θ(α)

m 0 . . . 0
] [

η(α)
1 . . . η(α)

r

]−1

are full-row rank solutions to (3.14) such that (3.19) is satisfiedandA(α)+B(α)Y(α)

has r linearly independent eigenvectors.

Proof Statement (i) ⇒ Statement (ii). Let

X (α) = [
θ(α)
1 . . . θ(α)

m 0 . . . 0
] [

η(α)
1 . . . η(α)

r

]−1
.

Obviously, X (α) is of full-row rank. Using (3.25) and (3.26), we have

A(α) + B(α)X (α)

=
(
A(α)

[
η(α)
1 . . . η(α)

r

] + B(α)
[
θ(α)
1 . . . θ(α)

m 0 . . . 0
] ) [

η(α)
1 . . . η(α)

r

]−1

= [
η(α)
1 . . . η(α)

r

]
diag

{
λ(α)
1 , . . . , λ(α)

r

} [
η(α)
1 . . . η(α)

r

]−1
.
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Thus, λ(α)
i ∈ σ(A(α) +B(α)X (α)), andA(α) +B(α)X (α) has r linearly indepen-

dent eigenvectors. Furthermore, it follows that

X (α)
(A(α) + B(α)X (α)

)
= X (α)

[
η(α)
1 . . . η(α)

r

]
diag

{
λ(α)
1 , . . . , λ(α)

r

} [
η(α)
1 . . . η(α)

r

]−1

=
[
θ(α)
1 . . . θ(α)

n 0 . . . 0
]
diag

{
λ(α)
1 , . . . , λ(α)

r

} [
η(α)
1 . . . η(α)

r

]−1

= H(α)X (α).

Statement (ii) ⇒ Statement (i). Assume that X (α) is a full-row rank solution to
(3.14) such that

λi ∈ σ
(A(α) + B(α)X (α)

)
, i = 1, 2, . . . , r,

and for any α ∈ M,A(α) + B(α)X (α) has r linearly independent eigenvectors.
Without loss of generality, let

A(α) �
[A11(α) A12(α)

A21(α) A22(α)

]
, B(α) �

[B1(α)

B2(α)

]
, X (α) �

[
I
0

]T

,

where A11(α),B1(α) ∈ R
m×m . Since X (α) is a full-row rank solution to (3.14), we

have
[A11(α) A12(α)

] + [B1(α) 0
] = H(α)

[
I 0

]
,

and thus A11(α) + B1(α) = H(α) and A12(α) = 0. Hence

A(α) + B(α)X (α) =
[

H(α) 0
A21(α) + B2(α) A22(α)

]
.

According to σ(H(α)) ∩ σ(A(α)) = ∅ and Lemma 3.4, one can show that

H(α)θ(α)
i = λ(α)

i θ(α)
i , i = 1, . . . , m,

A22(α)ξ(α)
j = λ(α)

j ξ(α)
j , j = m + 1, . . . , r,

where θ(α)
1 , . . . , θ(α)

m and ξ(α)
m+1, . . . , ξ(α)

r are linearly independent, respectively. Set

η(α)
i �

[
λ(α)
i I − A(α)

]−1
B(α)θ(α)

i , i = 1, . . . , m, (3.27)

η(α)
j �

[
0

ξ(α)
j

]
, j = m + 1, . . . , r. (3.28)

Then, A(α)η(α)
j = λ(α)

j η(α)
j , j = m + 1, . . . , r, which implies that (3.25) holds.
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From (3.27), A12(α) = 0 and A11(α) + B1(α) = H(α), we have

η(α)
i =

[ [
λ(α)
i I − A11(α)

]−1B1(α)θ(α)
i∗

]
=

[
θ(α)
i∗

]
.

Hence the group of vectors η(α)
i , i = 1, . . . , r are linearly independent.

Furthermore, when statement (i) holds, we can conclude from the proof of state-
ment (i) ⇒ statement (ii) that Y(α) is a full-row rank solution to (3.14) such that
(3.19) is satisfied andA(α)+B(α)Y(α) has r linearly independent eigenvectors. �

In order to ensure that the full-row rank solutions to (3.14) constructed in Theorem
3.12 are real, we gives the following corollary.

Corollary 3.13 Let A(α) ∈ R
r×r ,B(α) ∈ R

r×m, H(α) ∈ R
m×m, and two groups

of complex numbers λ(α)
1 , . . . ,λ(α)

m ∈ C
− and λ(α)

m+1, . . . ,λ
(α)
r ∈ C

− be symmetric.
If σ(H(α)) ∩ σ(A(α)) = ∅, then the following two statements are equivalent for
r > m.

(i) There exist a group of linearly independent vectors θ(α)
1 , . . . , θ(α)

m and a group
of vectors η(α)

m+1, . . . , η
(α)
r such that θ(α)

i = θ̄(α)
j , i, j = 1, 2, . . . ,m whenever

λ(α)
i = λ̄(α)

j , η(α)
l = η̄(α)

k if and only if λ(α)
l = λ̄(α)

k , l, k = m + 1, . . . , r ,

H(α)θ(α)
i = λ(α)

i θ(α)
i , i = 1, . . . ,m,

A(α)η(α)
j = λ(α)

j η(α)
j , j = m + 1, . . . , r,

and the group of vectors η(α)
1 , . . . , η(α)

r are linearly independent, where

η(α)
i = (λ(α)

i I − A(α))−1B(α)θ(α)
i , i = 1, . . .m. (3.29)

(ii) The nonlinear matrix Eq. (3.14) has at least one full-row rank real solution X (α)

such that (3.18) is satisfied and A(α) + B(α)X (α) has r linearly independent
eigenvectors ε(α)

1 , . . . , ε(α)
r subject to ε(α)

i = ε̄(α)
j if and only if λ(α)

i = λ̄(α)
j .

Furthermore, if (i) holds, then

Y(α) �
[
θ(α)
1 . . . θ(α)

m 0 . . . 0
] [

η(α)
1 . . . η(α)

r

]−1
(3.30)

are full-row rank real solutions to (3.14) such that (3.19) is satisfied and A(α) +
B(α)Y(α) has r linearly independent eigenvectors.

Proof It can be carried out along the same line as that in the proof of Corollary 3.11.
�
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3.3.3 A Heuristic Algorithm for Constrained Regulation
Problem

If there exists H(α),α ∈ M, such that (ii) and (iii) in Lemma 3.8, and Corollaries
3.11 and 3.13 are satisfied, then

F(α) =
{[

θ1 . . . θr
][

η1 . . . ηr
]−1

, if r ≤ m,[
θ1 . . . θm 0m+1 . . . 0r

][
η1 . . . ηr

]−1
, if r > m,

(3.31)

is a full rank solution to (3.14) such that σ
(A(α) +B(α)F(α)

) ⊆ C
−. Furthermore,

we can obtain F1(α) and F(α) from (3.12d) and (3.8), respectively.
By the above discussion, we present a new algorithm to solve the regulation

problem for systems (3.2) with constrained control input, as follows.

Heuristic algorithm
Step 1. Find P(α) and Q(α) satisfied (3.6).
Step 2. Compute A11(α),A12(α),A21(α),

A22(α),B1(α) and B2(α) by (3.7).
Step 3. Choose F2(α) such that: A22(α) + B2(α)F2(α)

and I − F2(α)
(A22(α) + B2(α)F2(α)

)−1
B2(α)

are nonsingular.
Step 4. Compute D1(α), D2(α), A(α), B(α), A(α)

and B(α) by (3.10b), (3.12b) and (3.16).
Step 5. If r > m and NUM{A(α)} < r − m

break, else
Compute characteristic roots λ

(α)
m+1, . . . ,λ

(α)
r of A(α)

and corresponding eigenvectors ηm+1, . . . , ηr .
End

Step 6. Set p = min{r, m} and choose matrices H(α),
vector ρ(α), scalars λ

(α)
i and linearly independent

vectors θ(α)
i such that ii) and iii) in Lemma 4

and the following conditions are satisfied:
(1) H(α)θ(α)

i = λ(α)
i θ(α)

i , i = 1, . . . , p;
(2) σ(A(α)) ∩ λ(α)

i = ∅;
(3) η(α)

i � (λ(α)
i I − A(α))−1B(α)θ(α)

i
are linearly independent;

Step 7. Compute F(α), F1(α) and F(α) by (3.8) and (3.31),
and then output F(α).

Remark 3.14 Since Corollaries 3.11 and 3.13 offer necessary and sufficient condi-
tions, Step 6 can be easily satisfied when the nonlinear matrix Eq. (3.14) has full
rank solutions. �
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3.4 Simulation Results

In this section, we demonstrate the effectiveness of proposed constrained regulation
control scheme by a DC motor driving a load [6]. Let u(t), i(t) and ω(t) denote
respectively the voltage of the armature, the current in the armature and the speed of
the shaft at time t . If we neglect the inductance of the DC motor, then the DC motor
equation can be expressed as:

{
u(t) = Ri(t) + Kwω(t),
J ω̇(t) = Kti(t) − bω(t),

where R, Kw, Kt represent respectively the electric resistor of the armature, the
electromotive force constant, the torque constant, J and b are defined by J � Jm +
Jc/n2 and b � bm + bc/n2 with Jm and Jc being the moments of inertia of the
rotor and the load, bm and bc being the damping ratios of the motor and the load,
and n the gear ratio of the motor and the load. We set x1(t) � i(t), x2(t) � ω(t) and
y(t) � x2(t). Then, the state-space version of the system is described by: Eẋ(t) =
Ax(k) + Bu(k) where

E �
[
0 0
0 J

]
, A �

[
R Kw

Kt −b

]
, B �

[
1
0

]
.

Now we assume that the load changes randomly and abruptly which we can
model by the changes of the inertia J . Consider system (3.1) with the following
system matrices:

E =
[
0 0
0 1

]
, A(1) =

[−1.2 0.3
0.0 0.6

]
, B(1) =

[
1.2
0.1

]
,

A(2) =
[−0.7 0.5
0.2 0.4

]
, B(2) =

[
1.1
0.2

]
.

The analysis of a PH S-MJS, by Lemma 1.24, is reduced to the analysis of its
associated MJS. In particular, two parts can be identified in the second model for the
sojourn time which is a random variable exponentially distributed with parameter λ2

in Part 1 and λ3 in Part 2. This view suggests that the process A̧ η̄t must stay at the
first part for some time upon entering Model 2, before making its way to the second,
and finally returns to Model 1 again. Therefore

a(1) = (a(1)
1 ) = 1, a(2) =

(
a(2)
1 , a(2)

2

)
= (1, 0),

T (1) = (T (1)
11 ) = (−λ1),

T (2) =
[
T (2)
11 T (2)

12

T (2)
21 T (2)

22

]
=

[−λ2 λ2

0 −λ3

]
.

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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It is easy to see that the state space of Z(t) = (η̄t , J (t)) isG = (
(1, 1), (2, 1), (2, 2)

)
.

We enumerate the elements ofG asϕ
(
(1, 1)

) = 1,ϕ
(
(2, 1)

) = 2, andϕ
(
(2, 2)

) = 3.
Hence, the infinitesimal generator of ϕ(Z(t)) is

Q =
⎡
⎣−λ1 λ1 0

0 −λ2 λ2

−λ3 0 λ3

⎤
⎦ .

Now, let ηt = ϕ(Z(t)). Then, ηt is the associated Markov chain of η̄t with state
space {1, 2, 3}. The infinitesimal generator of ηt is given by Q. By choosing H(1) =
diag{−1,−2}, H(2) = diag{−1,−3}, we can obtain the state-feedback controller
gain matrices for Mode 1 and Mode 2 as

F(1) =
[−0.424 −0.237

−0.665 0.452

]
, F(2) =

[
0.342 −0.367
−0.832 0.205

]
.

For each mode, we set the constraint control as: −0.8 � u(t) � 0.8, and choose the
following different initial states x(0) = [−1.6 1.1]T , x(0) = [−1.6 − 0.63]T and
x(0) = [1.1 − 0.63]T , respectively.

The simulation result is given in Fig. 3.1. It shows that S̄ is a positively invariant set
of system (3.11), and that all state trajectories intersect at the origin of coordinates,
which presents the stability of the system (3.11). To further illustrate the effectiveness
of the proposed technique, we perform Monte Carlo simulation to capture realistic

−2 −1.5 −1 −0.5 0 0.5 1 1.5
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Fig. 3.1 State responses of the system inside the positive invariance set for different initial states
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randombehavior in real-life applications. In Fig. 3.1, the state responses of the closed-
loop system for 50 runs are shown. The semi-Markov processes are unique in each
run. It thus confirms that the system is stochastically stabilized for every run of
simulation.

3.5 Conclusion

In this chapter, the regulation problem has been addressed for singular S-MJS with
constrained control. Necessary and sufficient conditions under which the nonlinear
matrix equation have full rank solutions have been derived. Based on the proposed
resolution, we develop an algorithm for constructing a state-feedback control law
guaranteeing that the resultant closed-loop system is admissible with a positively
invariant set. A DC motor load changing simulation example is given to illustrate
the effectiveness of the proposed design schemes (Fig. 3.2).

−1 −0.5 0 0.5 1 1.5
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

Fig. 3.2 State responses of the system by Monte Carlo simulation
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Chapter 4
State Estimation and Sliding Mode Control
for Semi-Markovian Jump Systems

Abstract This chapter investigates the state estimation and sliding mode control
problems for S-MJS with mismatched uncertainties. A sliding surface is then con-
structed and a slidingmode controller is synthesized to ensure that the S-MJS satisfy-
ing the reaching condition. Further, an observer-based sliding mode control problem
is investigated. Sufficient conditions are established for the solvability of the desired
observer. It is shown that the proposed SMC law based on the estimated states can
guarantee that the sliding modes within both the state estimation space and the esti-
mation error space are attained simultaneously.

4.1 Introduction

SMC is an effective control approach due to its excellent advantage of strong robust-
ness against model uncertainties, parameter variations, and external disturbances. It
is worthwhile to mention that the SMC strategy has been successfully applied to a
variety of practical systems such as robot manipulators, aircraft navigation and con-
trol, and power systems stabilizers. Furthermore, the system states are not always
available. Thus, sliding mode observer technique has been developed to deal with
the state estimation problems for linear or nonlinear uncertain systems.

In this chapter, we will investigate the state estimation and sliding mode control
problems for S-MJS. This chapter addresses twoopen problems: (1) how to design the
appropriate sliding surface function to adjust the effect of the jumping phenomenon
in the plant; and (2) how to perform the reachability analysis for the resulting sliding
mode dynamics. Thus, sliding surface function design and reachability analysis of the
resulting sliding mode dynamics are the main issues to be addressed in this chapter.

© Springer International Publishing AG 2017
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65



66 4 State Estimation and Sliding Mode Control for . . .

4.2 System Description and Preliminaries

Consider the following S-MJS:

ẋ(t) = [
Â(η̄t ) + Δ Â(η̄t , t)

]
x(t) + B̂(η̄t )

[
u(t) + ϕ(t)

]
,

y(t) = Ĉ(η̄t )x(t), (4.1)

where {η̄t , t � 0} is a continuous-time PH semi-Markov process on the probability
space which has been defined in Definition 1.21 of Chap.1, and x(t) ∈ R

n is the
system state, u(t) ∈ R

p is the control input, y(t) ∈ R
q is the system output, and

ϕ(t) ∈ R
p is uncertainty disturbance. Â(η̄t ), B̂(η̄t ) and Ĉ(η̄t ) are matrix functions

of the random process {η̄t , t � 0}; and Δ Â(η̄t , t) is system uncertainty.
It follows from Lemma 1.24 in Chap.1, and employing the same techniques as

those used in [1].We can construct the following associatedMJSwhich are equivalent
to (4.1):

ẋ(t) = [
A(ηt ) + ΔA(ηt , t)

]
x(t) + B(ηt )

[
u(t) + ϕ(t)

]
,

y(t) = C(ηt )x(t), (4.2)

where {ηt , t � 0} is the associated Markov chain of PH semi-Markov chain
{η̄t , t � 0}. For notional simplicity, when the system operates in the i th mode,
A(ηt ),ΔA(ηt , t), B(ηt ) and C(ηt ) are denoted by A(i),ΔA(i, t), B(i) and C(i),
respectively.

4.3 Main Results

4.3.1 Sliding Mode Control

This section presents the design results of the sliding surface and reaching motion
controller. Firstly, we will analyze the sliding mode dynamics. Since B(ηt ) is of full
column rank by assumption, there exists the following singular value decomposition:

B(ηt ) = [
U1(ηt ) U2(ηt )

] [ Σ(ηt )
0(n−p)×p

]
V T (ηt ),

where U1(ηt ) ∈ R
n×p and U2(ηt ) ∈ R

n×(n−p) are unitary matrices, Σ(ηt ) ∈ R
p×p

is a diagonal positive-definite matrix, and V (ηt ) ∈ R
p×p is a unitary matrix. Let

T (ηt ) �
[
U2(ηt ) U1(ηt )

]T
. For each possible value ηt = i, i ∈ M, we denote

T (i) � T (ηt = i), i ∈ M. Then, by the state transformation z(t) � T (i)x(t),
system (4.2) has the regular form given by

http://dx.doi.org/10.1007/978-3-319-47199-0_1
http://dx.doi.org/10.1007/978-3-319-47199-0_1
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ż(t) = [
Ā(i) + Δ Ā(i, t)

]
z(t) +

[
0(n−p)×p

B2(i)

] [
u(t) + ϕ(t)

]
, (4.3)

where

Ā(i) � T (i)A(i)T−1(i), B2(i) � Σ(i)V T (i),

Δ Ā(i, t) � T (i)ΔA(i, t)T−1(i).

Let z(t) �
[
zT1 (t) zT2 (t)

]T
, where z1(t) ∈ R

n−p and z2(t) ∈ R
p, then system (4.3)

can be transformed into
⎧⎨
⎩
ż1(t) = [

Ā11(i) + Δ Ā11(i, t)
]
z1(t) + [

Ā12(i) + Δ Ā12(i, t)
]
z2(t),

ż2(t) = [
Ā21(i) + Δ Ā21(i, t)

]
z1(t) + [

Ā22(i) + Δ Ā22(i, t)
]
z2(t)

+ B2(i)
[
u(t) + ϕ(t)

]
, i ∈ M,

(4.4)

where

Ā11(i) � UT
2 (i)A(i)U2(i), Ā12(i) � UT

2 (i)A(i)U1(i),

Ā21(i) � UT
1 (i)A(i)U2(i), Ā22(i) � UT

1 (i)A(i)U1(i).

The mismatched time-varying uncertainties Δ Āuv(i, t), u, v ∈ {1, 2} are assumed to
carry the following structure

[
Δ Ā11(i, t) Δ Ā12(i, t)
Δ Ā21(i, t) Δ Ā22(i, t)

]
=
[
E1(i)
E2(i)

]
ΔF(i, t)

[
H1(i) H2(i)

]
,

where E1(i), E2(i), H1(i) and H2(i), i ∈ M are known real-constant matrices, and
ΔF(i, t) is the unknown time-varying matrix function satisfying

ΔFT (i, t)ΔF(i, t) � I, i ∈ M.

It is obvious that (4.4) represents the sliding mode dynamics of system (4.3), and
hence the corresponding sliding surface can be chosen as follows for each i ∈ M,

s(t, i) = [−C(i) I
]
z(t) = −C(i)z1(t) + z2(t) = 0, (4.5)

where C(i), i ∈ M are the parameters to be designed. When the system trajectories
reach onto the sliding surface s(t, i) = 0, that is, z2(t) = C(i)z1(t), the sliding mode
dynamics is attained. Substituting z2(t) = C(i)z1(t) into the first equation of system
(4.4) gives the sliding mode dynamics:

ż1(t) = A (i)z1(t), i ∈ M, (4.6)
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where

A (i) � Ā11(i) + E1(i)ΔFi H1(i) + (
Ā12(i) + E1(i)ΔFi H2(i)

)
C(i).

Let us recall the definition of the exponential stable of system (4.6).

Definition 4.1 System (4.6) is said to be exponentially stable, if for any initial con-
dition z1(0) ∈ R

n , and r0 ∈ M, there exist constants α1 and α2, such that

E
{‖z1(0, r0)‖2} � α1‖z1(0)‖2 exp(−α2t).

Let C2(R2 ×M;R+) denote the family of all nonnegative functions V (z1, i) on
R

n×Mwhich are continuously twice differentiable in z1. ForV ∈ C2(R2×M;R+),
define an infinitesimal operator LV (z1, i) as in Mao99, Mao02. Then, we have the
following lemma.

Lemma 4.2 [2, 3] If there exists a function V ∈ C2(R2 × M;R+) and positive
constants c1, c2 and c3 such that

c1‖z1‖2 � V (z1, i) � c2‖z1‖2,

and LV (z1, i) � −c3‖z1‖2, for all (z1, i) ∈ R
n ×M, then system (4.6) is exponen-

tially stable.

In the following, we consider the problem of sliding mode surface design.

Theorem 4.3 Associated MJS (4.6) is exponentially stable, if there exist matrices
Q(i) > 0 and general matrices M(i), i ∈ M such that the following inequalities
hold,

⎡
⎣Θ11(i) Θ12(i) Θ13(i)

∗ Θ22(i) 0
∗ ∗ Θ33(i)

⎤
⎦ < 0, (4.7)

where

Θ11(i) � λi i Q(i) + Ā11(i)Q(i) + Q(i) ĀT
11(i) + Ā12(i)M(i) + MT (i) ĀT

12(i),

Θ12(i) �
[
E1(i) ε1QT

1 (i)H1(i) E2(i) ε2MT (i)H1(i)
]
,

Θ22(i) � diag{−ε1 I,−ε1 I,−ε2 I,−ε2 I },
Θ13(i) �

[√
λi1Q(i) . . .

√
λi N Q(i)

]
,

Θ33(i) � diag{−Q(1), . . . ,−Q(N )}.

Moreover, the sliding surface of system (4.6) is

s(t, i) = −M(i)Q−1(i)z1(t) + z2(t), i ∈ M. (4.8)
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Proof To analyze the stability of the sliding motion (4.6), we choose the following
Lyapunov function:

V
(
z1(t), i

)
� zT1 (t)P(i)z1(t),

where P(i) � P(ηt = i) > 0, i ∈ M are real matrices to be determined.
The infinitesimal generator L can be considered as a derivative of the Lya-

punov function V (z1(t), i) along the trajectories of the associated Markov process
{ηt , t � 0}. Then

LV (z1(t), i) = zT1 (t)Φ(t)z1(t),

where

Φ(t) �
N∑
j=1

P( j)λi j + 2P(i)[ Ā11(i) + Ā12(i)C(i)]

+ 2P(i)[E1(i)ΔFi H1(i) + E1(i)ΔFi H2(i)C(i)].

Obviously, if Φ(t) < 0, then LV (z1(t), i) < 0,∀i ∈ M. Next, define Q(i) =
P−1(i), then pre- and post-multiplying Φ(t) by Q(i). Using λi i = −∑N

j=1, j �=i λi j

and from Schur complement, it gives that Φ(t) < 0, which is equivalent to
(4.7). Thus, one obtains LV (z1(t), i) < 0 for all z1(t) �= 0 and i ∈ M. Then,
LV (z1(t), i) � −λ1‖z1(t)‖2, where λ1 � min

i∈M
{−λmin(Φ(t))} > 0.

This result implies that the inequalities depend only on the global constant λ1. By
Lemma 4.2 and employing the same techniques as in [3], inequalities (4.7) ensure
that system (4.6) is exponentially stable. �

Next, we synthesize a SMC law to drive the system trajectories onto the predefined
sliding surface s(t, i) = 0 in (4.8) in a finite time.

Theorem 4.4 Suppose (4.7) has solutions M(i) and Q(i), i ∈ M, and the linear
sliding surface is given by (4.8). Then, the following controller (4.9)makes the sliding
surface s(t, i) = 0, i ∈ M, stable and globally attractive in a finite time

u(t) = −B−1
2 (i)

[
Mi

(
Ā(i) + Δ Ā(i, t)

)
z(t) + (

ς(i) + �(i)
)
sgn(s(t, i))

]
, (4.9)

where

Mi �
[−M(i)Q−1(i) I

]
, ς(i) > 0, i ∈ M,

are constants and �(i) � maxi∈M(‖B2(i)ϕ(t)‖).
Proof Wewill complete the proof by showing that the control law (4.9) can not only
make the system exponentially stable but also globally attractive in a finite time. For
each i ∈ M, from the sliding surface
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s(t, i) = [−C(i) I
]
z(t) � Mi z(t),

select the following Lyapunov function:

V (i, s(t, i)) � 1

2
sT (t, i)s(t, i), i ∈ M.

According to (4.3) and (4.5), for each i ∈ M, we obtain

ṡ(t, i) = Mi
[
Ā(i) + Δ Ā(i, t)

]
z(t) + Mi

[
0(n−p)×p
B2(i)

] [
u(t) + ϕ(t)

]
. (4.10)

Substituting (4.9) into (4.10) yields

ṡ(t, i) = −(ς(i) + �(i))sgn(s(t, i)) + B2(i)ϕ(t), i ∈ M.

Thus, taking the derivative of V (i, s(t, i)) and considering |s(t, i)| � ‖s(t, i)‖,
we obtain that

V̇ (i, s(t, i)) = sT (t, i)ṡ(t, i)

= −sT (t, i)(ς(i) + �(i))sgn(s(t, i)) + sT (t, i)B2(i)ϕ(t)

� −ς(i)‖s(t, i)‖
= −ς(i)

√
2V (i, s(t, i)).

Then, by applying Assumption 1.1 we obtain that the state trajectories of the
dynamics (4.6) arrive in the same subsystem within a finite time. Furthermore, the
state trajectories will reach the sliding path in a finite time and will remain within it.
This completes the proof. �

4.3.2 Observer-Based Sliding Mode Control

In this section, we will utilize a state observer to generate the estimate of unmeasured
state components, and then synthesize a sliding mode control law based on the state
estimates.

We design the following observer for systems (4.2):

˙̂x(t) = A(i)x̂(t) + B(i)u(t) + L(i)
[
y(t) − C(i)x̂(t)

]
, (4.11)

where x̂(t) ∈ R
n represents the estimate of x(t), and L(i) ∈ R

n×q , i ∈ M, are the
observer gains to be designed.

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Let δ(t) � x(t) − x̂(t) denote the estimation error. Consider (4.2) and (4.11), the
estimate error dynamics can be obtained as

δ̇(t) =
(
A(i) − L(i)C(i) + ΔA(i, t)

)
δ(t) + ΔA(i, t)x̂(t) + B(i)ϕ(t), (4.12)

where thematched uncertainty disturbanceϕ(t) is unknownbut bounded as‖ϕ(t)‖ �
ρ‖δ(t)‖, where ρ is a known scalar. Define the following integral slidingmode surface
function:

s̃(t, i) = G(i)x̂(t) −
∫ t

0
G(i)

(
A(i) + B(i)K (i)

)
x̂(v)dv, (4.13)

where G(i) and K (i), i ∈ M are coefficient matrices. In addition, K (i) is chosen
such that A(i) + B(i)K (i) is Hurwitz, and G(i) is designed such that G(i)B(i) is
non-singular.

It follows from (4.13) that

˙̃s(t, i) = G(i) ˙̂x(t) − G(i)
(
A(i) + B(i)K (i)

)
x̂(t)

= G(i)B(i)u(t) + G(i)L(i)C(i)δ(t) − G(i)B(i)K (i)x̂(t). (4.14)

Let ˙̃s(t, i) = 0 for each i ∈ M, we obtain the following equivalent control law:

ueq(t) = K (i)x̂(t) − (
G(i)B(i)

)−1
G(i)L(i)C(i)δ(t). (4.15)

Substituting (4.15) into (4.11), one can obtain the following sliding mode dynamics:

˙̂x(t) =
(
A(i) + B(i)K (i)

)
x̂(t)

+ [
I − B(i)

(
G(i)B(i)

)−1
G(i)

]
L(i)C(i)δ(t). (4.16)

In the following theorem, a sufficient condition for the stability analysis is given
for the overall closed-loop system composed of the estimation error dynamics (4.12)
and the sliding mode dynamics (4.16).

Theorem 4.5 Consider the associated MJS (4.2). Its unmeasured states are esti-
mated by the observer (4.11). The sliding surface functions in the state estimation
space and in the state estimation error space are chosen as (4.13). If there exist
matrices X (i) > 0 and L(i) such that for all i ∈ M,

[
Ω1(i) Ω2(i)

∗ Ω3(i)

]
< 0, (4.17)
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where

Ω1(i) �

⎡
⎣Ω11(i) L(i)C(i) X (i)B(i)

∗ Ω22(i) 0
∗ ∗ −BT (i)X (i)B(i)

⎤
⎦ ,

Ω2(i) �

⎡
⎣ 0 0 0
CT (i)LT (i) X (i)E(i) X (i)B(i)

0 0 0

⎤
⎦ ,

Ω3(i) � diag{−X (i),−ε1 I,−ε2 I },
Ω11(i) � X (i)

(
A(i) + B(i)K (i)

)
+ ε1H

T (i)H(i)

+
(
A(i) + B(i)K (i)

)T
X (i) +

N∑
j=1

X ( j)λi j ,

Ω22(i) � X (i)A(i) + AT (i)X (i) − L(i)C(i)

−CT (i)LT (i) + ε2ρ
2 I +

N∑
j=1

X ( j)λi j ,

then the overall closed-loop systems composed of (4.12) and (4.16) are mean-square
exponentially stable. Moreover, the observer gain is given by

L(i) = X−1(i)L(i), i ∈ M. (4.18)

Proof Select the following Lyapunov function:

Ṽ (x̂, δ, i) � x̂ T (t)X (i)x̂(t) + δT (t)X (i)δ(t). (4.19)

Along the solution of systems (4.12) and (4.16), we have

L(Ṽ (x̂, δ, i)) = 2x̂ T (t)X (i)
[(

A(i) + B(i)K (i)
)
x̂(t)

+
(
I − B(i)

(
G(i)B(i)

)−1
G(i)

)
L(i)C(i)δ(t)

]

+ 2δT (t)X (i)
[(

A(i) − L(i)C(i)

+ΔA(i, t)
)
δ(t) + ΔA(i, t)x̂(t) + B(i)ϕ(t)

]

+ x̂ T (t)

⎛
⎝ N∑

j=1

X ( j)λi j

⎞
⎠ x̂(t) + δT (t)

⎛
⎝ N∑

j=1

X ( j)λi j

⎞
⎠ δ(t). (4.20)
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From G(i) = BT (i)X (i), for ε1 > 0 and ε2 > 0, we obtain

− 2x̂ T (t)X (i)B(i)
(
BT (i)X (i)B(i)

)−1
G(i)L(i)C(i)δ(t)

� x̂ T (t)X (i)B(i)
(
BT (i)X (i)B(i)

)−1
BT (i)X (i)x̂(t)

+ δT (t)CT (i)LT (i)X (i)L(i)C(i)δ(t), (4.21)

− 2δT (t)X (i)ΔA(i, t)x̂(t) � ε−1
1 δT (t)X (i)E(i)ET (i)X (i)δ(t)

+ ε1 x̂
T (t)HT (i)H(i)x̂(t), (4.22)

and

− 2δT (t)X (i)B(i)ϕ(t) � ε−1
2 δT (t)X (i)B(i)BT (i)X (i)δ(t) + ε2ρ

2δT (t)δ(t).

(4.23)

Substituting (4.21)–(4.23) into (4.20), we have

L(Ṽ (x̂, δ, i)) � ξT (t)Θ(i)ξ(t), (4.24)

where

Θ(i) �
[

Θ11(i) L(i)C(i)
∗ Θ22(i)

]
, ξ(t) �

[
x̂ T (t) δT (t)

]T
,

Θ11(i) � X (i)
(
A(i) + B(i)K (i)

)
+

N∑
j=1

X ( j)λi j

+ X (i)B(i)
(
BT (i)X (i)B(i)

)−1
BT (i)X (i)

+
(
A(i) + B(i)K (i)

)T
X (i) + ε1H

T (i)H(i),

Θ22(i) � X (i)A(i) + AT (i)X (i) − L(i)C(i)

+CT (i)LT (i)X (i)L(i)C(i) − CT (i)LT (i)

+ ε−1
1 X (i)E(i)ET (i)X (i) + ε2ρ

2 I

+ ε−1
2 X (i)B(i)BT (i)X (i) +

N∑
j=1

X ( j)λi j .

Then by Schur complement, it follows that (4.17) implies Θ(i) < 0. Thus,

L(Ṽ (x̂, δ, i)) < 0, i ∈ M.
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Employing the same techniques as in Theorem 4.3 and [3], we know that the overall
system composed of the estimation error dynamics (4.12) and the sliding mode
dynamics in the state estimation space (4.16) is mean-square exponentially stable.
This completes the proof. �

In the following, we synthesize a SMC law, by which the sliding motion can be
driven onto the pre-specified sliding surface s̃(t, i) = 0 in a finite time and then are
maintained there for all subsequent time.

Theorem 4.6 The trajectories of systems (4.11) can be driven onto the sliding sur-
face s̃(t, i) = 0 in a finite time by the following observer-based SMC

u(t) = −ς s̃(t, i) + K (i)x̂(t) − χ(i, t)sgn(s̃(t, i)), (4.25)

where ς > 0 is a small constant, and χ(i, t) is given by

χ(i, t) = max
i∈M

{
‖BT (i)X (i)L(i)‖ ‖y(t)‖

+‖BT (i)X (i)C(i)‖ ‖x̂(t)‖
}
. (4.26)

Proof Select the following Lyapunov function:

V(s̃(t, i), i) = 1

2
s̃T (t, i)

[
BT (i)X (i)B(i)

]−1
s̃(t, i).

From ‖s̃(t, i)‖� |s̃(t, i)| and s̃T (t, i)sgn(s̃(t, i)) � |s̃(t, i)|, for any i ∈ M, we
obtain

V̇(s̃(t, i), i) = s̃T (t, i)
(
BT (i)X (i)B(i)

)−1 ˙̃s(t, i)
= s̃T (t, i)

(
BT (i)X (i)B(i)

)−1
BT (i)X (i)

[
B(i)u(t)

+ L(i)(y(t) − C(i)x̂(t)) − B(i)K (i)x̂(t)
]

= s̃T (t, i)(BT (i)X (i)B(i))−1BT (i)X (i)
[

− ςB(i)s̃(t, i)

− B(i)χ(i, t)sgn(s̃(t, i)) + L(i)(y(t) − C(i)x̂(t))
]

� −ς‖s̃(t, i)‖ − ‖s̃(t, i)‖ ‖(BT (i)X (i)B(i))−1‖
×‖BT (i)X (i)‖ ‖B(i)χ(i, t)sgn(s̃(t, i))‖
+‖s̃(t, i)‖ ‖(BT (i)X (i)B(i))−1‖
×‖BT (i)X (i)‖ ‖L(i)(y(t) − C(i)x̂(t))‖

� −ς‖s̃(t, i)‖ � −ϑiV 1
2 (t),

where ϑi � ς
√

2
λmin(BT (i)X (i)B(i)) > 0, i ∈ M.
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Therefore, by applying Assumption 1.1 we can conclude that the state trajectories
of the observer dynamics (4.11) can be driven onto the sliding surface s̃(t, i) = 0 by
the observer-based SMC (4.25) in a finite time. This completes the proof. �

Remark 4.7 As we know, the major drawback of SMC is that it is discontinuous
across sliding surfaces. The discontinuity leads to control chattering in practice, and
involves high frequency dynamics. How to reduce chattering will be a research topic
in future studies. �

4.4 Illustrative Example

In this section, we present two examples to show the effectiveness of the control
schemes proposed in this chapter.

Example 4.8 (SMCproblem)Consider the S-MJS in (4.1) with two operatingmodes
and the following parameters:

A(1) =
[−2.4 0

0 −1.9

]
, B(1) =

[−1.2 0
−1 −1.2

]
, ε1 = 0.3,

A(2) =
[−0.7 0.4

0 −1.1

]
, B(2) =

[−1.3 0
−0.2 −1.2

]
, ε2 = 0.1,

E(1) =
[
0.2
0.2

]
, E(2) =

[
0.2
0.1

]
, H(1) = [

0.2 0.1
]
,

H(2) = [
0.2 0.4

]
, ΔF(1, t) = ΔF(2, t) = 0.1sin(t),

ϕ(t) = 0.5 exp(−t)
√
x21 + x22 .

Let η̄t be a PH semi-Markov process taking values in {1, 2}. The sojourn time in
the first state is a random variable distributed according to a negative exponential
distribution with parameter λ1. The sojourn time in the second state is a random
variable distributed according to a two-order Erlang distribution. From Sect. 4.2 of
this chapter, we know that if we want to investigate a PH S-MJS, we can investi-
gate its associated MJS. The key is to look for the associated Markov chain and its
infinitesimal generator, and define the proper function.

In fact, the sojourn time in the second part can be divided into two parts. The
sojourn time in the first (respectively second) subdivision is a random variable that is
negative exponentially distributed with parameter λ2, (respectively λ3). More specif-
ically, if the process η̄t enters state 2, it must stay at the first subdivision for some
time, then enter the second subdivision, and finally returns to state 1 again. We know
that p12 = p21 = 1. Obviously,

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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a(1) = (a(1)
1 ) = 1, a(2) = (a(2)

1 , a(2)
2 ) = (1, 0),

T (1) = (T (1)
11 ) = (−λ1),

T (2) =
[
T (2)
11 T (2)

12

T (2)
21 T (2)

22

]
=
[−λ2 λ2

0 −λ3

]
.

It is easy to see the state space of Z(t) = (η̄t , J (t)) is G = (
(1, 1), (2, 1), (2, 2)

)
.

We number the elements of G as ϕ
(
(1, 1)

) = 1,ϕ
(
(2, 1)

) = 2, and ϕ
(
(2, 2)

) = 3.
Hence, the infinitesimal generator of ϕ(Z(t)) is

Q =
⎡
⎣−λ1 λ1 0

0 −λ2 λ2

−λ3 0 λ3

⎤
⎦ .

Now, let ηt = ϕ(Z(t)). It is obvious that ηt is the associated Markov chain of η̄t with
state space {1, 2, 3}. The infinitesimal generator of ηt is given by Q.

Therefore, our aim is to design a SMC such that the closed-loop system with
associated Markov chain ηt is stable. To check the stability of (4.2), we solve (4.7)
in Theorem 4.3, and obtain

C(1) = −0.6480, C(2) = 1.1734.

Thus, the sliding surface function in (4.5) can be computed as

s(t, i) =
{
s(t, 1) = [

0.6480 1
]
z(t), i = 1,

s(t, 2) = [−1.1734 1
]
z(t), i = 2.

Now, we will design the SMC of (4.9) in Theorem 4.4. By computation, we have

M1 = [−0.6480 1
]
, M2 = [

1.1734 1
]
,

�(1) = 0.6548, �(2) = 1.2538,

and set ς(1) = ς(2) = 0.15. Thus, the SMC in (4.26) can be computed as

u(t) =
{[−0.6480 1

]
z(t) + 0.704sgn(s(t, 1)), i = 1,[

1.1734 1
]
z(t) + 1.513sgn(s(t, 2)), i = 2.

(4.27)

To prevent the control signals from chattering, we replace sgn(s(t, i)) with
s(t,i)

0.1+‖s(t,i)‖ , i = {1, 2}. For a given initial condition of x(0) = [−2 − 1]T , the simu-
lation results are given in Figs. 4.1, 4.2, 4.3 and 4.4. A switching signal is displayed
in Fig. 4.1; here, ‘1’ and ‘2’ correspond to the first and second modes, respectively.
Figure4.2 shows the state response of the closed-loop system with control input
(4.27). The SMC input and sliding function are shown in Figs. 4.3 and 4.4, respec-
tively.
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Example 4.9 (Observer-based SMC problem) Consider the S-MJS in (4.1) with two
operating modes and the following parameters:

A(1) =
[−1.5 −1.1

1.0 −1.2

]
, B(1) =

[
0.2
1.1

]
, E(1) =

[
0.1
0.3

]
,

A(2) =
[−1.5 0.1

2.0 −1.5

]
, B(2) =

[
0.2
1.0

]
, E(2) =

[
0.1
0.2

]
,

C(1) =
[−2.5 −2.0

−2.0 −1.1

]
, C(2) =

[−2.5 −2.0
−2.0 −1.2

]
, ρ = 0.1,

H(1) = [
0.2 0.1

]
, ΔF(1, t) = ΔF(2, t) = 0.2sin(t),

H(2) = [
0.1 0.1

]
, ϕ(t) = exp(−t)

√
x21 + x22 ,

and η̄t is chosen as in Example 1. In this example, we consider the sliding mode
observer design when some system states are not available. According to Sect. 4.4,
we first design a sliding mode observer in the form of (4.11) to estimate the system
states, and synthesize an observer-based SMC as in (4.25). We select matrices K (1)
and K (2) as follows:

K (1) = K (2) = [−0.4 −0.6
]
.

Solving the conditions (4.17) and (4.18) in Theorem 4.5, we have

L(1) =
[−1.230 0.472

−0.368 0.626

]
, L(2) =

[
0.233 −0.324

−0.122 −0.061

]
.

According to (4.13)–(4.14), we have

s̃(t, i) =
{
s̃(t, 1) = [

0.2 0.3
]
x̂(t) + η1(t), i = 1,

s̃(t, 2) = [
0.1 0.4

]
x̂(t) + η2(t), i = 2,

with

η̇1(t) = [−0.07 −0.46
]
x̂(t), η̇2(t) = [

0.28 −0.34
]
x̂(t).

The state observer-based SMC is designed in (4.25) with ς = 0.1, then the sliding
mode controller designed in (4.25) can be obtained as

u(t) =

⎧⎪⎪⎨
⎪⎪⎩

u1(t) = −0.2s̃(t, 1) + [−0.2 −0.27
]
x̂(t)

−χ(i, t)sgn(s̃(t, 1)), i = 1,
u2(t) = −0.3s̃(t, 2) + [

0.3 −0.36
]
x̂(t)

−χ(i, t)sgn(s̃(t, 2)), i = 2,

(4.28)

with χ(i, t) = 0.0136‖y(t)‖ + 0.1132‖x̂(t)‖.
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To avoid the control signals from chattering, we replace sgn(s̃(t, i)) with
s̃(t,i)

0.1+‖s̃(t,i)‖ , i = {1, 2}. For a given initial condition of x(0) = [−1.2 − 0.2]T , and
with x̂(0) = 0, the results from the simulation are given in Figs. 4.5, 4.6 and 4.7.
Figure4.5 shows the state response of the error system with control input (4.28). The
control variables and the sliding surface functions are shown in Figs. 4.6 and 4.7,
respectively.

4.5 Conclusion

In this chapter, the state estimation and sliding mode control problems have been
addressed for S-MJS with mismatched uncertainties. Sufficient conditions for the
existence of sliding mode dynamics have been established, and an explicit para-
metrization for the desired sliding surface has also been given. Then, the sliding
mode controller for reaching motion has been synthesized. Moreover, an observer-
based sliding mode controller has been synthesized to guarantee the reachability of
the system’s trajectories to the predefined integral-type sliding surface. Finally, two
numerical examples have been provided to illustrate the effectiveness of the proposed
design schemes.
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Chapter 5
Quantized Output Feedback Control
of Nonlinear Semi-Markovian Jump Systems

Abstract This chapter considers the quantized output feedback control problem
for a class of S-MJS with repeated scalar nonlinearities. A sufficient condition for
the S-MJS is developed. This condition guarantees that the corresponding closed-
loop systems are stochastically stable and have a prescribed H∞ performance. The
existence conditions for full- and reduced-order dynamic output feedback controllers
are proposed, and the cone complementarity linearization procedure is employed to
cast the controller design problem into a sequential minimization one, which can
be solved efficiently with existing optimization techniques. Finally, an application
to cognitive radio systems demonstrates the efficiency of the new design method
developed.

5.1 Introduction

During the past decades, with the growing interest in networked control systems, the
problem of stabilizing plants over saturating quantized measurements has attracted
increasing attention from the research community. In the network environment, the
system outputs are always required to be quantized before transmission. In other
words, real-valued signals are mapped into piecewise-constant signals taking values
in finite sets, which are employed when the observation and control signals are
sent via constrained communication channels. More importantly, new quantization
techniques are needed for the sensor measurements and control commands that are
sent over networks. Some efforts have been made toward this line [1, 2]. In fact,
modern control theory has been the focus of significant research subjects in networks,
remote control technology, and communication.

In this chapter, we will consider the quantized H∞ dynamic output feedback con-
troller (DOFC) design problem for S-MJS with repeated scalar nonlinearities. The
main contributions of this paper can be summarized as follows: (1) Introducing a
novel nonlinear model with a semi-Markov process, which is described by a discrete-
time state equation involving a repeated scalar nonlinearity that typically appears in
recurrent neural networks and hybrid systems with finite discrete operation modes;
(2) Based on the mode-dependent positive definite diagonally dominant Lyapunov

© Springer International Publishing AG 2017
F. Li et al., Control and Filtering for Semi-Markovian Jump Systems,
Studies in Systems, Decision and Control 81, DOI 10.1007/978-3-319-47199-0_5
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function approach, the designed dynamic output feedback controller can guarantee
the corresponding closed-loop systems are stochastically stable and have a prescribed
H∞ performance; (3) Establishing a sufficient condition for existence of admissible
controllers in terms of matrix equalities, and a cone complementarity linearization
(CCL) procedure is employed to transform a nonconvex feasibility problem into a
sequential minimization problem, which can be readily solved by existing optimiza-
tion techniques; and (4) Designing full and reduced-order DOFCs to handle the case
of unmeasured states.

5.2 Problem Formulation and Preliminaries

Consider the following nonlinear S-MJS:

⎧⎨
⎩
x(k + 1) = Ā(γ̄k)g (x(k)) + B̄(γ̄k)u(k) + F̄(γ̄k)ω(k),

y(k) = C̄(γ̄k)g (x(k)) + D̄(γ̄k)ω(k),
z(k) = Ē(γ̄k)g (x(k)) ,

(5.1)

where {γ̄k, k ∈ Z
+} is a discrete-time phase-type (PH) semi-Markov process on

the probability space which has been defined in [3], and x(k) ∈ R
n represents

the state vector; y(k) ∈ R
p is the measured output; z(k) ∈ R

q is the controlled
output; u(k) ∈ R

m is the control input; ω(k) ∈ R
l is exogenous disturbance input

which belongs to �2[0,∞); Ā(γ̄k), B̄(γ̄k), C̄(γ̄k), D̄(γ̄k), Ē(γ̄k) and F̄(γ̄k) are matrix
functions of PH semi-Markov process {γ̄k, k ∈ Z

+}.
Employing the same techniques as those used in Lemma 1.24 and [4]. We can

construct the an associated Markov process γk of γ̄k with the state space M =
{1, 2, . . . , N } and the infinitesimal generator Λ = (λi j ), 1 � i, j � M , such that

λi j = Pr (rk+h = j | γk = i)

= Pr (ψ(Z(k) + h) = j | ψ(Z(k)) = i) ,

where λi j is the transition rate from mode i at time k to mode j at time k + h when
i �= j and

∑N
j=1 λi j = 1 for every i ∈ M.

Then,we can construct the associatedMJSwhich is equivalent to (5.1), as follows:

⎧⎨
⎩
x(k + 1) = Aig (x(k)) + Biu(k) + Fiω(k),

y(k) = Cig (x(k)) + Diω(k),
z(k) = Eig (x(k)) ,

where matrices Ai � A(γk = i), Bi � B(γk = i), Ci � C(γk = i), Di �
D(γk = i), Ei � E(γk = i) and Fi � F(γk = i) are known real constant matrices
of appropriate dimensions. The function g(·) is a nonlinear function satisfying the
following assumption as in [5].

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Assumption 5.1 The nonlinear function g(·) : R → R is assumed to satisfy

∀x, y ∈ R, |g(x) + g(y)| � |x + y| . (5.2)

In the sequel, for the vector

x(k) = [ x1(k) x2(k) . . . xn(k)
]T

,

we denote

g(x) �
[
g (x1(k)) g (x2(k)) . . . g (xn(k))

]T
.

Before entering the controller, the signal y(k) is quantized by the quantizer qi (·) �
qγk (·) described by

qi (·) �
[
q(1)
i (·) q(2)

i (·) . . . q(p)
i (·)

]T
, i ∈ M, (5.3)

where q( j)
i (·) is assumed to be symmetric, that is,

q( j)
i (y j (k)) = −q( j)

i (−y j (k)), j = 1, . . . , p.

For any i ∈ M, the sets of quantized levels are described by

Υ j �
{
±η

(i, j)
l | η(i, j)

l = (ρ(i, j))l · η
(i, j)
(0) , l = ±1,±2, . . .

}

∪
{
±η

(i, j)
(0)

}
∪ {0}, 0 < ρ(i, j) < 1, η

(i, j)
(0) > 0,

with ρ(i, j) represents the i th quantizer density of the sub-quantizer q( j)
i (·), and η

(i, j)
l

denotes the initial values for sub-quantizer qi (·). The associated quantizer q( j)
i (·) is

defined as follows:

q( j)
i (y j (k)) �

⎧⎪⎨
⎪⎩

η
(i, j)
l , if η

(i, j)
l

1+δ(i, j) < y j (k) � η
(i, j)
l

1−δ(i, j) ,

0, if y j (k) = 0,
−q( j)

i (−y j (k)), if y j (k) < 0,

(5.4)

where δ(i, j) = (1 − ρ(i, j))/(1 + ρ(i, j)).
Define Δi for all i ∈ M as Δi � diag{δ(i,1), . . . , δ(i,p)}. It is obvious that 0 <

Δi < Ip. From (5.4), it is not difficult to verify that the logarithmic quantizer can be
characterized as follows

(1 − δ(i, j))y2j (k)�q(i, j)
j (y j (k)) · y j (k)� (1 + δ(i, j))y2j (k). (5.5)
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Note that (5.5) is equivalent to

[qi (y(k)) − (Ip − Δi )y(k)]T [qi (y(k)) − (Ip + Δi )y(k)] � 0.

Thus, qi (·) can be decomposed as follows:

qi (y(k)) = (Ip − Δi ) · y(k) + qs
i (y(k)),

where qs
i (·) : Rp → R

p satisfies qs
i (·) = 0, and

(qs
i (y(k)))

T · [qs
i (y(k)) − 2 · Δi · y(k)] � 0. (5.6)

For convenience, let

K1i � Ip − Δi , K2i � Ip + Δi , Ki � K2i − K1i = 2Δi .

So, (5.6) can be written as

(qs
i (y(k)))

T · [qs
i (y(k)) − Ki · y(k)] � 0. (5.7)

In the following, it is assumed that the output data are quantized before being
transmitted to another node in the network. Thus, we get the following associated
MJS.

⎧⎪⎨
⎪⎩
x(k + 1) = Aig (x(k)) + Biu(k) + Fiω(k),

yq(k) = qi
[
Cig (x(k)) + Diω(k)

]
,

z(k) = Eig (x(k)) .

(5.8)

For system (5.8),we are interested in designing a nonlinearDOFCof the following
form:

{
x̂(k + 1) = Âig

(
x̂(k)

)+ B̂i yq(k),
u(k) = Ĉig

(
x̂(k)

)+ D̂i yq(k),
(5.9)

where x̂(k) ∈ R
s is the state vector of the DOFC. The matrices Âi , B̂i , Ĉi and D̂i

are the controller parameters to be designed.
Augmenting system (5.8) to include the states of system (5.9), the closed-loop

system is governed by

{
ξ(k + 1) = Ãig (ξ(k)) + B̃iω(k) + D̃iq

(s)
i (y(k)),

z(k) = C̃ig (ξ(k)) ,
(5.10)
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where ξ(k) �
[
xT (k) x̂ T (k)

]T
and

Ãi �
[
Ai + Bi D̂i K1iCi Bi Ĉi

B̂i K1iCi Âi

]
, C̃i �

[
Ei 0

]
,

B̃i �
[
Fi + Bi D̂i K1i Di

B̂i K1i Di

]
, D̃i �

[
Bi D̂i

B̂i

]
.

(5.11)

Definition 5.1 [6] The closed-loop system (5.10) with ω(k) = 0 is said to be sto-
chastically stable if the following condition hold for any initial condition ξ0 ∈ R

n

and r0 ∈ M.

lim
T→∞E

{
T∑

k=0

ξT (k)ξ(k)
∣∣ (ξ0, r0)

}
� M(ξ0, r0).

Definition 5.2 [7] For a given scalar γ > 0, system (5.10) is said to be stochastically
stable with an H∞ performance γ, if it is stochastically stable with ω(t) = 0, and
under zero initial condition, the following condition holds for all nonzero ω(t) ∈
�2[0,∞),

E

{ ∞∑
k=0

zT (k)z(k)

}
< γ2

∞∑
k=0

ωT (k)ω(k).

Definition 5.3 [5] A square matrix P �
[
pi j
] ∈ R

n×n is said to be positive diago-
nally dominant if P > 0 (positive definite) and (row) diagonally dominant, i.e.,

∀i, |pii | �
∑
j �=i

∣∣pi j ∣∣ .

Lemma 5.4 [5] Suppose a matrix P � 0 is diagonally dominant, then for all non-
linear functions g(·) satisfying (5.2), it holds that

∀x ∈ R
n, gT (x)Pg(x) � xT Px .

Lemma 5.5 [5] A matrix P is positive diagonally dominant if and only if P > 0
and there exists a symmetric matrix R such that

∀i �= j, ri j � 0, pi j + ri j � 0

∀i, pii �
∑
j �=i

(
pi j + 2ri j

)
,

which involves only n(n − 1)/2 variables ri j in addition to pi j and n2 inequalities
in addition to P > 0.
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In this paper, the quantized H∞ DOFC design problem to be solved can be
expressed as follows.

Quantized H∞ DOFC design problem: Given a PH S-MJS (5.8) with repeated
scalar nonlinearities, develop a mode-dependent quantized DOFC (5.9) such that
for all admissible ω(k) ∈ �2[0,∞), the closed-loop system (5.10) is stochastically
stable with an H∞ disturbance attenuation level γ.

5.3 Main Results

We first investigate the stochastic stability with an H∞ disturbance attenuation level
γ of the closed-loop system (5.10).

Theorem 5.6 Consider the associated nonlinear MJS (5.8), and suppose that the
controller gains ( Âi , B̂i , Ĉi , D̂i ) of system (5.9) are given. Then, the closed-loop
system (5.10) is stochastically stable with an H∞ disturbance attenuation level γ, if
there exist a set of positive diagonally dominant matrices Pi such that

⎡
⎢⎢⎢⎢⎣

−P̃−1
i 0 ˜Ai D̃i B̃i

∗ −I C̃i 0 0
∗ ∗ −Pi ΦT

i Ki 0
∗ ∗ ∗ −2I Ki Di

∗ ∗ ∗ ∗ −γ2 I

⎤
⎥⎥⎥⎥⎦ < 0, ∀ i ∈ M, (5.12)

where

P̃i � diag{λi1P1,λi2P2, . . . ,λi N PN }, Φi � [Ci 0],
˜Ai �

[
ÃT
i ÃT

i . . . ÃT
i

]T
, B̃i �

[
B̃T
i B̃T

i . . . B̃T
i

]T
,

D̃i �
[
D̃T

i D̃T
i . . . D̃T

i

]T
.

Proof By Schur complement, (5.12) is equivalent to

⎡
⎣−Pi + C̃T

i C̃i ΦT
i Ki 0

∗ −2I Ki Di

∗ ∗ −γ2 I

⎤
⎦+

⎡
⎣

˜A T
i

D̃T
i

B̃T
i

⎤
⎦ P̃i

⎡
⎣

˜A T
i

D̃T
i

B̃T
i

⎤
⎦

T

< 0. (5.13)

Let P̃i �
∑M

j=1 λi j Pj , then (5.13) yields

Ψi �

⎡
⎣Ψ1i ÃT

i P̃i D̃i + ΦT
i Ki ÃT

i P̃i B̃i

∗ D̃T
i P̃i D̃i − 2I D̃T

i P̃i B̃i + Ki Di

∗ ∗ −γ2 I + B̃T
i P̃i B̃i

⎤
⎦ < 0, (5.14)

where Ψ1i � ÃT
i P̃i Ãi − Pi + C̃T

i C̃i .
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First, we demonstrate the stability of the closed-loop system (5.10)withω(k) = 0.
The inequality (5.14) implies that

Θi �
[
ÃT
i P̃i Ãi − Pi ÃT

i P̃i D̃i + ΦT
i Ki

∗ D̃T
i P̃i D̃i − 2I

]
< 0.

Therefore, considering (5.10) with ω(k) = 0, we obtain

E{Vrk+1(ξ(k + 1), k + 1)| (ξ(k), γk = i)} − Vγk (ξ(k), k)

� ξ̃T (k)Θi ξ̃(k)

� −λmin (Θi ) ξ̃T (k)ξ̃(k)

� −βξT (k)ξ(k),

where

β � inf
i∈S

{λmin(Θi )} and ξ̃(k) �
[

ξ(k)
q(s)
i (y(k))

]
.

Then, for any T > 0,

E
{
VrT+1

(
ξ(T + 1), T + 1

)| (ξ(T ), rT )
}

− Vr0(ξ(0), 0)

� −β

T∑
k=0

E
{
ξT (k)ξ(k)

}
.

Consequently,

T∑
k=0

E
{
ξT (k)ξ(k)

}
� 1

β

(
E
{
Vr0(ξ(0), 0)

}

−E
{
VrT+1

(
ξ(T + 1), T + 1

)|(ξ(T ), rT )
})

� 1

β
E
{
Vr0(ξ(0), 0)

}
.

Hence, it follows that

lim
T→∞E

{
T∑

k=0

ξT (k)ξ(k)
∣∣ (ξ0, r0)

}
� M(ξ0, r0),

where M(ξ0, r0) is a positive number. Note that by applying Assumption 1.1 we
obtain that the state trajectories of the closed-loop system arrives in the same subsys-
tem within a finite time. Thus, the closed-loop system (5.10) is stochastically stable
in the sense of Definition 5.1.

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Next, we show that the H∞ performance in the sense of Definition 5.2 is assured
under zero initial condition. Choose a stochastic global Lyapunov function candidate
as:

Vγk (ξ(k), k) � ξT (k)P(rk)ξ(k),

where Pi � P(γk = i), for i ∈ M, and Pi are positive diagonally dominant matrices
to be determined.

Also, consider the following index:

J γ
T �

T∑
k=0

E
{
zT (k)z(k) − γ2ωT (k)ω(k)

}
.

Therefore, under zero initial condition, that is, Vr0(ξ(0), 0) = 0 for initial mode r0,
we obtain

J γ
T =

T∑
k=0

E
{
zT (k)z(k) − γ2ωT (k)ω(k) − Vγk (ξ(k), k)

}

+
T∑

k=0

E
{
Vrk+1(ξ(k + 1), k + 1)| (ξ(k), γk = i)

}

−E
{
VrT+1(ξ(T + 1), T + 1)

}
. (5.15)

On the other hand, for γk = i and rk+1 = j , we have

E
{
Vrk+1(ξ(k + 1), k + 1)|(ξ(k), γk = i)

}− Vγk (ξ(k), k)

=
M∑
j=1

Pr{rk+1 = j |γk = i}ξT (k + 1)Pj

× ξ(k + 1) − ξT (k)Piξ(k)

= ξT (k + 1)P̃iξ(k + 1) − ξT (k)Piξ(k), (5.16)

where P̃i is defined in (5.14). By Lemma 5.4, we obtain

gT (ξ(k))Pig(ξ(k)) � ξT (k)Piξ(k). (5.17)

Considering (5.7) and combining with (5.15)–(5.17) yields the following inequali-
ties:

J γ
T � E

⎧⎪⎨
⎪⎩

T∑
k=0

⎡
⎣ g(ξ(k))
q(s)
i (y(k))
ω(k)

⎤
⎦

T

Ψi

⎡
⎣ g(ξ(k))
q(s)
i (y(k))
ω(k)

⎤
⎦
⎫⎪⎬
⎪⎭ ,
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where Ψi is defined in (5.14). By Ψi < 0 in (5.14), we have J γ
T < 0 for all nonzero

ω(k) ∈ �2[0,∞). The proof is completed. �

We now shift our design focus to the full-order and reduced-order DOFC in (5.9).
A sufficient condition for the existence of such a DOFC for an nonlinear associated
MJS (5.8) is presented as follows.

Theorem 5.7 Given a constant γ > 0, the closed-loop system (5.10) is stochas-
tically stable with an H∞ disturbance attenuation level γ, if there exist matrices
0 < Pi � [pαβ]i ∈ R

(n+s)×(n+s), Ri = RT
i � [rαβ]i ∈ R

(n+s)×(n+s), and Pi > 0,
α,β ∈ {1, 2, . . . , (n + s)}, such that for all i ∈ M, the following inequalities are
satisfied

[
M⊥

i 0
0 I

]
⎡
⎢⎢⎢⎢⎣

−P̃i 0 ¯Ai0 B̄i

∗ −I C̄i 0 0
∗ ∗ −Pi ΦT

i Ki 0
∗ ∗ ∗ −2I Ki Di

∗ ∗ ∗ ∗ −γ2 I

⎤
⎥⎥⎥⎥⎦
[
M⊥

i 0
0 I

]T
< 0, (5.18)

[
I 0
0 N⊥

i

]
⎡
⎢⎢⎢⎢⎣

−P̃i 0 ¯Ai0 B̄i

∗ −I C̄i 0 0
∗ ∗ −Pi ΦT

i Ki 0
∗ ∗ ∗ −2I Ki Di

∗ ∗ ∗ ∗ −γ2 I

⎤
⎥⎥⎥⎥⎦
[
I 0
0 N⊥

i

]T
< 0, (5.19)

pααi −
∑
β �=α

(
pαβi + 2rαβi

)
� 0, ∀α, (5.20)

rαβi � 0, ∀α �= β, (5.21)

pαβi + rαβi � 0, ∀α �= β, (5.22)

PiPi = I. (5.23)

Moreover, if the aforementioned conditions hold, then the system matrices of
DOFC (5.9) are given by

Gi �
[
D̂i Ĉi

B̂i Âi

]
, where

Gi � −Π−1
i U T

i Λi V
T
i (ViΛi V

T
i )−1 + Π−1

i Ξ
1/2
i Li (ViΛi V

T
i )−1/2,

Λi � (UiΠ
−1
i U T

i − Ψi )
−1 > 0,

Ξi � Πi −UT
i (Λi − Λi V

T
i (ViΛi V

T
i )−1ViΛi )Ui > 0.

In addition, Πi and Li are any appropriate matrices satisfying Πi > 0, ‖Li‖ < 1,
and
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Ψi �

⎡
⎢⎢⎢⎢⎣

−P̃−1
i 0 ¯Ai 0 B̄i

∗ −I C̄i 0 0
∗ ∗ −Pi ΦT

i Ki 0
∗ ∗ ∗ −2I Ki Di

∗ ∗ ∗ ∗ −γ2 I

⎤
⎥⎥⎥⎥⎦ , I �

[
Ip

0s×p

]
,

Ui �

⎡
⎢⎢⎢⎢⎣

Xi

0q×(m+s)

0(n+s)×(m+s)

0p×(m+s)

0l×(m+s)

⎤
⎥⎥⎥⎥⎦ , Yi �

[K1iCi 0p×s

0s×n Is

]
,

Vi �
[
0(p+s)×(n+s) 0(p+s)×q Yi I Zi

]
, M⊥

i � I
T
N ⊗ X⊥

i ,

Ni �
[K1iCi 0p×s Ip K1i Di

0s×n Is 0s×p 0s×l

]T
, Xi �

[
Bi 0n×s

0s×m Is

]
,

P̃i � diag{π−1
i1 P1,π

−1
i2 P2, . . . ,π

−1
i N PN }, ¯Ai � IN ⊗ Āi ,

Zi �
[K1i Di

0s×l

]
, Xi � IN ⊗ X⊥

i , B̄i � IN ⊗ B̄i , (5.24)

Proof We can rewrite Ãi , B̃i , C̃i and D̃i in (5.11) as follows:

Ãi = Āi + XiGi Yi , B̃i = B̄i + XiGi Zi ,

C̃i = C̄i , D̃i = XiGiI, (5.25)

where

Āi �
[

Ai 0n×s

0s×n 0s×s

]
, B̄i �

[
Fi
0s×l

]
, C̄i � C̃i , (5.26)

and Xi , I, Yi and Zi are defined in (5.24). Using (5.25), (5.12) can be rewritten as

Ψi +UiGi Vi + (UiGi Vi )
T < 0, (5.27)

where Ψi , Ui and Vi are defined in (5.24).
Next, we assign

U⊥
i =

[
M⊥

i 0
0 I

]
, V T⊥

i =
[
I 0
0 N⊥

i

]
.

It follows from Lemma 1.29 that (5.27) is solvable for Gi if and only if the (5.18),
(5.19) and (5.23) are satisfied. In addition, from (5.20)–(5.22), we have

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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pααi �
∑
β �=α

(pαβi + 2rαβi )

=
∑
β �=α

|pαβi + rαβi | + | − rαβi | �
∑
β �=α

|pαβi |,

which implies, in view of Lemma 5.5, that the positive definite matrices Pi are
diagonally dominant. On the other hand, if conditions (5.18)–(5.23) are satisfied, the
parameters of an H∞ output feedback controller corresponding to a feasible solution
can be obtained using the results in [8]. This completes the proof. �

Remark 5.8 The result in Theorem 5.7, in fact, includes the reduced-order dynamic
output feedback control design. In (5.9), the reduced-order output feedback controller
is designed when s < n. �

Remark 5.9 It is worth noting that the convex optimization algorithm cannot be
used to find a minimum γ, since the conditions are no longer LMIs due to the matrix
equation (5.23). However, we can solve this problem by using the CCL algorithm
proposed in [9]. The core idea of the CCL algorithm is that if the following inequality

[
Pi I
I Pi

]
� 0, ∀ i ∈ M (5.28)

are solvable for Pi > 0 and Pi > 0, ∀ i ∈ M, then tr
(∑

i PiPi
)

� n, moreover,
tr
(∑

i PiPi
) = n if and only if PiPi = I . �

From the above discussion, we can solve the nonconvex feasibility problem by
formulating it into a sequential optimization problem.

The quantized H∞ DOFC design problem:

min tr
(∑

i
PiPi

)
,

subject to (5.18)–(5.22) and (5.28).

If there exists solutions that min tr
(∑

i PiPi
)
subject to (5.18)–(5.22), and tr

(∑
i

PiPi
) = n, then the inequalities in Theorem 5.7 are solvable.

Therefore, we propose the following algorithm to solve the above problem.

Step 1. Find a feasible set
(
P (0)
i ,P (0)

i , R(0)
i

)
satisfying (5.18)–(5.22) and (5.28).

Set κ = 0.
Step 2. Solve the following optimization problem:

min tr
(∑

i

(
P (κ)
i Pi + PiP (κ)

i

))
,

subject to (5.18)–(5.22) and (5.28).

and denote the optimum value as f ∗.
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Step 3. Substitute the obtained matrix variables (Pi ,Pi , Ri ) into (5.18)–(5.19). If
(5.18)–(5.19) are satisfied with

∣∣ f ∗ − 2N (n + s)
∣∣ < δ

for a sufficiently small scalar δ > 0, then output the feasible solutions
(Pi ,Pi , Ri ) and EXIT.

Step 4. If κ > N, where N is the maximum allowed iteration number, then EXIT.

Step 5. Set κ = κ + 1,
(
P (κ)
i ,P (κ)

i , R(κ)
i

)
= (Pi ,Pi , Ri ), and go to Step 2.

Remark 5.10 Note that in the above algorithm, an iteration method has been
employed to solve the minimization problem instead of the original nonconvex
feasibility problem addressed in (5.23). In order to solve the minimization prob-
lem, the stopping criterion | f ∗ − 2N (n + s)| should be checked since it can be
numerically difficult to obtain the optimal solutions to meet the condition that
tr
(∑

i PiPi
) = n. �

5.4 Illustrative Example

In this section, we demonstrate the effectiveness of proposed quantized output feed-
back control scheme by a PH semi-Markov model over cognitive radio networks
(Fig. 5.1). It is observed in [10] that cognitive radio systems hold promise in the
design of large-scale systems due to huge needs of bandwidth during interaction and
communication between subsystems. Each channel has two states (busy and idle) and
the number of times the channel stays in each state are independent and identically
distributed random variables following certain probability distribution functions that
having possible connection to both states to be switched. A semi-Markov process
has been employed in [10] for the cognitive radio structure to represent the switch
between idle and busy states.

In the following, we consider a nonlinear S-MJS (5.8) with two modes over
cognitive radio links:

Mode 1.

A1 =
[−2.0 1.0

−4.0 −3.0

]
, B1 =

[
1.4
0.7

]
, C1 = [1.1 −0.4

]
,

D1 = 3.6, E1 = [ 3.5 1.1
]
, F1 =

[
1.5
0.4

]
,

K11 = 0.1, K21 = 0.4.
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Fig. 5.1 Structure of a quantized closed-loop system with cognitive radio networks

Mode 2.

A2 =
[−3.1 5.1

4.2 −3.1

]
, B2 =

[
1.1
0.2

]
, C2 = [0.3 0.45

]
,

D2 = 4.2, E2 = [0.3 1.0
]
, F2 =

[
0.5
1.3

]
,

K12 = 0.1, K22 = 0.3.

Assume that at each step the sensor in cognitive radio infrastructure scans only
one channel. This assumption avoids the use of costly and complicated multichannel
sensors. The sensor first picks a channel to scan, then transmits the signal through it
if the channel is idle, or stops transmission to avoid collision otherwise. In addition,
we assume that the switch between the modes is governed by a semi-Markov process
takingvalues in {1, 2}. In these twomodels, the sojourn times are the randomvariables
distributed according to a negative exponential distribution with parameter λ1 and
according to a 2-order Erlang distribution, respectively. The analysis of a PH S-MJS,
by Lemma 1, is reduced to the analysis of its associated MJS. The main idea is to
search for the associated Markov chain and its infinitesimal generator and define the
proper representation.

In particular, two parts can be identified in the second model for the sojourn time
which is a random variable exponentially distributed with parameter λ2 in part 1 and
λ3 in part 2. This view suggests that the process γ̄k must stay at the first part for some
time upon entering model 2, before making its way to the second, and finally return
to model 1 again. We know that p12 = p21 = 1. Therefore,

[
p11 p12
p21 p22

]
=
[
0 1
1 0

]
, a(1) = (a(1)

1 ) = 1,

a(2) =
(
a(2)
1 , a(2)

2

)
= (1, 0), T (1) =

(
T (1)
11

)
= (−λ1),
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T (2) =
[
T (2)
11 T (2)

12

T (2)
21 T (2)

22

]
=
[−λ2 λ2

0 −λ3

]
.

It is easy to see that the state space of Z(k) = (γ̄k, J (k)) is G = (
(1, 1), (2, 1),

(2, 2)
)
. We enumerate the elements of G as ϕ

(
(1, 1)

) = 1, ϕ
(
(2, 1)

) = 2, and
ϕ
(
(2, 2)

) = 3. Hence, the infinitesimal generator of ϕ(Z(k)) is

Q =
⎡
⎣−λ1 λ1 0

0 −λ2 λ2

−λ3 0 λ3

⎤
⎦ .

Now, let γk = ϕ(Z(k)). Then, γk is the associated Markov chain of γ̄k with state
space {1, 2, 3}. The infinitesimal generator of γk is given by Q.

Consider the reduced-orderDOFCdesign, that is, s = 1 < n.As shown inFig. 5.1,
before entering the controller via the CR network, the signal y(k) is quantized by
the mode-dependent logarithmic quantizer (5.3). The quantizer density is chosen as
ρ(1,1) = 0.6667, ρ(1,2) = 0.7391, and η(1,1)

0 = η(1,2)
0 = 0.001. It can be calculated

that δ(1,1) = 0.4 and δ(1,2) = 0.5. Solving the quantized H∞ DOFC problem by
means of the designed algorithm of quantized H∞ DOFC implies that the minimum
γ is equal to γ� = 2.304, and the corresponding reduced-order DOFC parameters
are designed as

Â1 = −2.214, B̂1 = 2.250, Ĉ1 = −1.317, D̂1 = −1.347,

Â2 = −8.257, B̂2 = 0.155, Ĉ2 = −1.156, D̂2 = 2.231.

Now, we illustrate the effectiveness of the quantized full-order DOFC designed
in (5.9) through simulations. The repeated scalar nonlinearity in (5.8) is chosen as
g(x(k)) = sin(x(k)), which satisfies (5.2). Let the initial conditions be x(0) =[
1.2 −0.4

]T
and x̂(0) = 0. The disturbance input ω(k) is assigned as ω(k) =

0.2e−2k .

The simulation results are shown in Figs. 5.2, 5.3, 5.4, 5.5 and 5.6. Figure5.2
displays a switching signal; here, ‘1’ and ‘2’ correspond to the first and second
mode, respectively. Under this mode sequence, the trajectories of y(k) and quantized
measurements q(y(k)) are shown in Fig. 5.3. It can be seen that the mode-dependent
quantizer is adjusted according to the mode jumping sequences. The trajectory of
qs
i (y(k)) is demonstrated in Fig. 5.4. To further illustrate the effectiveness of the
proposed technique, we perform the Monte Carlo simulation. In Figs. 5.5 and 5.6,
the state responses of the closed-loop system and the full-order DOFC for 50 runs
are shown, respectively. The semi-Markov processes are unique in each run. It can
be seen that the system is stochastically stabilized for every run of simulation.
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Fig. 5.2 Switching signal

0 0.2 0.4 0.6 0.8 1 1.2 1.4
−5

−4

−3

−2

−1

0

1

2

Time in samples

y(k)
q(y(k))

Fig. 5.3 The trajectories of output y(k) and quantized output q(y(k))
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0 0.2 0.4 0.6 0.8 1 1.2 1.4
−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Time in samples

qsi (y(k))

Fig. 5.4 The trajectory of output qsi (y(k))
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Fig. 5.5 States responses of the closed-loop system with full-order DOFC
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Fig. 5.6 States responses of the full-order dynamic output feedback controller

5.5 Conclusion

In this chapter, the problem of quantized output feedback control has been addressed
for a class of S-MJS with repeated scalar nonlinearities. A mode-dependent loga-
rithmic quantizer has been employed to quantize the measured output signal. Then,
using the positive definite diagonally dominant Lyapunov function technique, a suf-
ficient condition has been proposed to ensure the stochastic stability with an H∞ per-
formance for the closed-loop system. Furthermore, a sufficient condition has been
decoupled into a convex optimization problem, which can be efficiently handled
using standard numerical software. The corresponding mode-dependent quantized
controller has been successfully designed for nonlinear S-MJS. Based on cogni-
tive radio communication networks, an example has been provided to illustrate the
applicability of the proposed techniques.
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Chapter 6
Passive Filtering for Delayed Neutral-Type
Semi-Markovian Jump Systems

Abstract This chapter is concernedwith the problemof exponential passive filtering
for a class of stochastic neutral-type neural networkswith both semi-Markovian jump
parameters and mixed time delays. Our aim is to estimate the state by a Luenberger-
type observer such that the filter error dynamics are exponentially mean-square sta-
ble with an expected decay rate and an attenuation level. Sufficient conditions for
existence of passive filters are obtained and a cone complementarity linearization
procedure is employed to transform a nonconvex feasibility problem into a sequen-
tial minimization problem, which can be readily solved by existing optimization
techniques.

6.1 Introduction

Neural networks (NNs) have been successfully applied to various areas such as
economic load dispatch, signal processing, pattern recognition, automatic control
and combinatorial optimization.Note also thatmany neural networksmay experience
in their structure and parameters abrupt changes caused by some phenomena such
as component failures or repairs, changing subsystem interconnections, and abrupt
environmental disturbances. In this situation, there exist finite modes in the neural
networks, and themodesmay switch (or jump) from one to another at different times.
In practical reality, delays seldom remain the same but are subject to variations in
time, and the problem of achieving exponential stability for delayed neural networks
has been investigated by many researchers [1, 2]. Meanwhile, studies continue in
modeling more realistic but complex delay dynamical behaviors by incorporating
delay differential equations of neutral types. This development stems from many
system behaviors found in applications such as the metal strip transmission lines
used in VLSI circuits, combustion systems, and controlled constrained manipulators
[3, 4].

In this chapter, we focus on the exponentially passive filter design problem for
neural-type neural networks (NTNN) with semi-Markovian jump parameters and
mixed time delays. Based on passivity theory, sufficient conditions are given to ensure
that the filtering error dynamics are strictly exponentially passive with performance

© Springer International Publishing AG 2017
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level γ. Comparing with existing works in [5, 6], the differential of the stability
analysis is considered in this chapter. The method proposed in [5, 6] only guarantees
asymptotical stability of the resulting system, but themethod proposed in this chapter
can ensure that the system is exponentially stable. This guarantees that the resulting
system will attain a fast and satisfactory response. By contrast of the models for
neutral-type time-delay neural networks used in [5–7], our work takes into account
the semi-Markovian jump parameters and mixed time-varying delays. To reduce
the computational burden of the cone complementarity linearization procedure, we
convert the corresponding passive filter design into a convex optimization problem
so that its solution can be efficiently found.

6.2 Problem Formulation and Preliminaries

Let {ηt, t � 0} be a semi-Markov chain taking values in state-space M =
{1, 2, . . . ,M}. As mentioned in Chap.2, we relax the probability distribution of
sojourn time from exponential distribution to Weibull distribution, so the transition
rate in S-MJS will be time varying instead of constant in MJS.

In this chapter, it is assumed that the transition probabilities � = [πij(h)]M×M

belongs to a polytope P�, with vertices {�(r), r = 1, 2, . . . , S} as follows:

P� �
{

�|� =
S∑

r=1

ar�
(r),

S∑
r=1

ar = 1, ar � 0

}
.

For notation clarity, for any i ∈ M, we denote M � Mi
uc ∪ Mi

uk , where

{Mi
uc �

{
j| πij(h) is uncertain

}
,

Mi
uk �

{
j| πij(h) is unknown

}
.

(6.1)

Also, define πi
uc �

∑
j∈Mi

uc

π(r)
ij , ∀r = 1, 2, . . . , S.

Consider the following uncertain NTNN with time-varying discrete and distrib-
uted delays:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ(t) = −A(ηt)x(t) + B(ηt)g(x(t))
+C(ηt)g(x(t − τ1,ηt )) + D(ηt)ẋ(t − τ2,ηt )

+E(ηt)

∫ t

t−τ3,ηt

g(x(s))ds + Cd(ηt)ω(t),

y(t) = C1(ηt)x(t) + Cg(ηt)g(x(t)) + Dd(ηt)ω(t),
z(t) = D1(ηt)x(t) + Ed(ηt)ω(t),
x(t) = φ(t), t ∈ [−τ , 0],

(6.2)

http://dx.doi.org/10.1007/978-3-319-47199-0_2
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where x(t) = [ x1(t) x2(t) . . . xn(t)
]T ∈ R

n is the state vector associated with n neu-
rons, with xi(t) being the state of the ith neuron; ω(t) ∈ R

l is exogenous disturbance
input belonging to L2[0,∞); z(t) ∈ R

p is the controlled output, and y(t) ∈ R
q is the

measurable output of the neural networks. The continuous vector-valued function
φ(t) denotes the initial data.

The variables τ1,ηt , τ2,ηt and τ3,ηt are time-varying transmission delays, where τ1,ηt
and τ2,ηt denote the mode-dependent discrete-time delays; and τ3,ηt characterizes
the mode-dependent upper bound of the distributed time delay. For presentation
convenience, we denote:

τ̄1 � max{τ1,i, i ∈ M}, τ 1 � min{τ1,i, i ∈ M},
τ̄2 � max{τ2,i, i ∈ M}, τ 2 � min{τ2,i, i ∈ M},
τ̄3 � max{τ3,i, i ∈ M}, τ � max{τ̄1, τ̄2, τ̄3},
τ̃1 � max{τ̇1,i, i ∈ M}, τ̃2 � max{τ̇2,i, i ∈ M},
δτ1 � τ̄1 − τ 1, δτ2 � τ̄2 − τ 2.

Remark 6.1 A neutral-type system is considered in system (6.2) since it contains
derivatives in delayed states. Unlike retarded systems, linear neutral systems may
be destabilized by small changes of the delay [8]. To guarantee robustness of the
results with respect to small changes of delay, we assume that all eigenvalues of the
matrix D(ηt) are inside the unit circle, which guarantees that the difference operator
T : C([−τ , 0],Rn) → R

n, defined by Tx(t) = x(t) − D(ηt)x(t − τ2,ηt ), is delay-
independently stable with respect to all τ2,ηt . �

The functions g(x(t))=[g1(x1(t)) g2(x2(t)) . . . gn(xn(t))]T , gi(s)(i = 1, . . . , n)
denote the neuron activation functions that satisfy the following assumption [9].

Assumption 6.1 The neuron activation functions gj(s)(j = 1, . . . , n) satisfy:

gj(0) = 0 and l−j � gj(ζ1) − gj(ζ2)

ζ1 − ζ2
� l+j , (6.3)

where ∀ζ1, ζ2 ∈ R, ζ1 �= ζ2, l
−
j and l+j are some constants.

In system (6.2), A(ηt), B(ηt), C(ηt), D(ηt), E(ηt), Cd(ηt), C1(ηt), D1(ηt), Cg(ηt),
Dd(ηt) and Ed(ηt) are connection weight matrices with appropriate dimensions, with
the system parameter uncertainties taking the form

[
A(ηt) B(ηt) C(ηt) D(ηt) E(ηt) Cd(ηt)

]
= [A(ηt) B(ηt) C(ηt) D(ηt) E(ηt) Cd(ηt)

]
+ M(ηt)F(t)

[
La(ηt) Lb(ηt) Lc(ηt) Ld(ηt) Le(ηt) Lcd (ηt)

]
,

where A(ηt), B(ηt),C(ηt),D(ηt), E(ηt),Cd(ηt),M(ηt), La(ηt), Lb(ηt), Lc(ηt), Ld(ηt),
Le(ηt) and Lcd (ηt) are known real constant matrices with appropriate dimensions,
and F(t) is the system uncertainty matrix such that
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FT (t)F(t) � I, ∀t � 0. (6.4)

For system (6.2), we consider the following full-order filter.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂x(t) = −A(ηt)x̂(t) + B(ηt)g(x̂(t)) + C(ηt)g(x̂(t − τ1,ηt ))

+D(ηt) ˙̂x(t − τ2,ηt ) + E(ηt)

∫ t

t−τ3,ηt

g(x̂(s))ds

+H(ηt)(y(t) − ŷ(t)),
ŷ(t) = C1(ηt)x̂(t) + Cg(ηt)g(x̂(t)),
ẑ(t) = D1(ηt)x̂(t),
x̂(t) = 0, t ∈ [−τ , 0],

(6.5)

where x̂(t), ŷ(t) and ẑ(t) are the estimations of x(t), y(t), and z(t), respectively and
H(ηt) are the filter gain matrices to be determined.

For each possible value ηt = i ∈ M, the filtering error dynamics can be obtained
from (6.2) and (6.5) as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ė(t) = Â(i)e(t) + B̂(i)g(e(t)) + Ĉ(i)g(e(t − τ1,i))

+D̂(i)ė(t − τ2,i) + Ê(i)
∫ t

t−τ3,i

g(e(s))ds + Ĉd(i)ω(t),

δ(t) = D̂1(i)e(t) + Ed(i)ω(t),
e(t) = φ̂(t), t ∈ [−τ , 0],

(6.6)

where

e(t) �
[
xT (t) x̂T (t)

]T
, D̂1(i) �

[
D1(i) −D1(i)

]
,

Â(i) �
[ −A(i) 0
H(i)C1(i) −A(i) − H(i)C1(i)

]
+ M̂(i)F̂(t)l̄a(i),

B̂(i) �
[

B(i) 0
H(i)Cg(i) B(i) − H(i)Cg(i)

]
+ M̂(i)F̂(t)l̄b(i),

Ĉ(i) �
[
C(i) 0
0 C(i)

]
+ M̂(i)F̂(t)l̄c(i),

Ĉd(i) �
[

Cd(i)
H(i)Dd(i)

]
+ M̂(i)F̂(t)l̄cd (i), M̂(i) �

[
M(i) 0
0 M(i)

]
,

D̂(i) �
[
D(i) 0
0 D(i)

]
+ M̂(i)F̂(t)l̄d(i),

Ê(t) �
[
E(i) 0
0 E(i)

]
+ M̂(i)F̂(t)l̄e(i), φ̂(t) �

[
φ(t)
0

]
,
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F̂(t) �
[
F(t) 0
0 F(t)

]
, l̄a(i) �

[−La(i) 0
0 0

]
,

l̄s(i) �
[
Ls(i) 0
0 0

]
(s = b, c, d, e), l̄cd (i) �

[
Lcd (i)
0

]
,

and δ(t) � z(t) − ẑ(t) is the output error.
Before ending this section, let us recall the following definitions and lemmas,

which will be used in the next section.

Definition 6.2 The filtering error dynamics (6.6) with ω(t) = 0 is said to be expo-
nentially mean-square stable, if for all finite initial functions φ(t) on (−∞, 0], all
initial conditions x0 ∈ R

n, and r0 ∈ M, there exist constants α > 0 and β > 0 such
that

E{‖e(t)‖2 | (x0, r0)} � βe−αt‖φ‖C1, ∀t � 0,

where ‖φ‖C1 � sup
s∈[−κ,0]

{‖φ(s)‖2, ‖φ̇(s)‖2}.

Clearly, if system (6.6) is exponentially stable, we can achieve x(t) → x̂(t). Then
system (6.2) can be observed by the full-order filter (6.5), which is a Luenberger-type
observer.

Definition 6.3 Given a scalar γ > 0, (6.6) is said to be strictly exponentially passive
with performance level γ > 0, if it is exponentially mean-square stable and under
zero initial conditions, the following relation holds

∫ T

0
E
{
ωT (t)δ(t) − γωT (t)ω(t)

}
dt � 0. (6.7)

Passive filter design problem: The objective of this chapter is to design a passive
filter to estimate the neuron states from the available network output, and derive
sufficient conditions under which the augmented filtering system (6.6) is strictly
exponentially passive with desired disturbance attenuation γ > 0. Furthermore, the
desired filter that meets the specified performance criterion by employing a convex
optimization algorithm.

6.3 Main Results

6.3.1 Passive Filtering Analysis

In this section, our aim is to design the parameters of the filter in (6.5) such that
the filtering error dynamics (6.6) are exponentially mean-square stable subject to
meeting desired disturbance attenuation γ > 0.
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Theorem 6.4 For given scalars τ 1, τ̄1, τ̃1, τ 2, τ̄2, τ̃2, τ̄3, and r3, system (6.6) is strictly
exponentially passive with performance level γ > 0, if there exist real symmetric

positive-definite matrices P(i) � P(ηt = i) =
[
P(i) 0
0 P(i)

]
, Q(i) � Q(ηt = i),

R(i) � R(ηt = i), Rν , Sν , (ν = 1, 2), Qs, Ts, (s = 1, 2, 3), Q̃, R̃, and diagonal
matrices Z1 > 0, Z2 > 0, and H(i) and positive scalar ε such that

⎡
⎣Σ(i) + Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦ < 0, (6.8)

M∑
j=1

πij(h)Q(j) � Q̃, (6.9)

M∑
j=1

πij(h)R(j) � R̃, (6.10)

where

Σ(i) �
[

Σ1(i) Ψ T (i)
Ψ (i) Φ(i)

]
, �5(i) �

[
P(i)E(i) 0

0 P(i)E(i)

]
,

Ψ (i) �
[
ΛT (i) ΛT (i) ΛT (i) ΛT (i) ΛT (i)

]T
,

Λ(i) �
[
�1(i) 0 0 0 0 0 0 �2(i) �3(i) �4(i) �5(i) �6(i)

]
,

�1(i) �
[−P(i)A(i) 0
H(i)C1(i) −P(i)A(i) − H(i)C1(i)

]
,

�2(i) �
[
P(i)D(i) 0

0 P(i)D(i)

]
, �6(i) �

[
P(i)Cd(i)
H(i)Dd(i)

]
,

�3(i) �
[

P(i)B(i) 0
H(i)Cg(i) P(i)B(i) − H(i)Cg(i)

]
,

�4(i) �
[
P(i)C(i) 0

0 P(i)C(i)

]
, Φ22(i) � −P(i)Q−1

3 P(i),

Φ(i) � diag{Φ22(i),Φ33(i), Φ44(i),Φ55(i),Φ66(i)},
Φ33(i) � −δ−1

τ1
P(i)S−1

1 P(i), Φ44(i) � −τ̄−1
1 P(i)S−1

2 P(i),

Φ55(i) � −δ−1
τ2
P(i)T −1

1 P(i), Φ66(i) � −τ̄−1
2 P(i)T −1

2 P(i),

Σ1(i) � Σ11(i) + Σ12(i) + Σ13(i) + ΛT (i)W1 + WT
1 Λ(i),

Σ11(i) � WT
1

(
2∑

i=1

Ri +
2∑

i=1

Qi + R(i) − L1Z1 + Q(i)

+
M∑
j=1

πij(h)P(j) − ZT
1 LT

1 + τ̄1R̃ + τ̄2Q̃

⎞
⎠W1,
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Σ12(i) � −WT
12

(
ET
d (i) + Ed(i) − 2γI

)W12 − WT
1 D̂

T
1 (i)W12 − WT

12D̂1(i)W1,

Σ13(i) � −WT
2

(
(1 − τ̃1)R3(i) + L1Z2 + ZT

2 LT
1

)W2 − WT
3 R1W3

−WT
4 R2W4 − (1 − τ̃2)WT

5 Q3W5 − WT
6 Q1W6 − WT

7 Q2W7

−(1 − τ̃2)WT
8 Q3W8 − WT

10

(Z2 + ZT
2

)W10 + WT
1 L2Z1W9

−δ−1
τ1

(W2 − W4)
TS1(W2 − W4) + WT

9 ZT
1 LT

2W1 − τ̄−1
3 WT

11T3W11

+WT
9

(
τ̄3T3 − Z1 − ZT

1

)W9 + WT
10ZT

2 LT
2W2 + WT

2 L2Z2W10

−δ−1
τ1

(W2 − W3)
TS1(W2 − W3) − δ−1

τ2
(W5 − W7)

TT1(W5 − W7)

−δ−1
τ2

(W5 − W6)
TT1(W5 − W6),

Σ0(i) � diag {Σ01, 0, 0, 0, 0, 0} , Ť1(i) �
[
τe(i) 0 0 0 0 0

]
,

Σ01(i) � −δ−1
τ1

(W2 − W4)
TS2(W2 − W4) − δ−1

τ1
(W2 − W3)

TS2(W2 − W3)

−τ−1
1 (W1 − W3)

TS2(W1 − W3) − δ−1
τ2

(W5 − W7)
TT2(W5 − W7)

−τ−1
2 (W1 − W6)

TT2(W1 − W6) − δ−1
τ2

(W5 − W6)
TT2(W5 − W6),

Ť2(i) �
[
M̂TP(i)W1 M̂TP(i) M̂TP(i) M̂TP(i) M̂TP(i) M̂TP(i)

]
,

τe(i) �
[
l̄a(i) 0 0 0 0 0 0 l̄d(i) l̄b(i) l̄c(i) l̄e(i) l̄cd (i)

]
,

Wi �
[
02n×(i−1)2n I2n 02n×(11−i)2n

]
, i = 1, . . . , 10,

W11 �
[
02n . . . I2n 02n×n

]
, W12 �

[
0n×2n . . . 0n×2n In

]
,

L̄1 � diag{l−1 l+1 , l−2 l
+
2 , . . . , l−n l

+
n }, L1 � diag{L̄1, L̄1},

L̄2 � diag{l−1 + l+1 , l−2 + l+2 , . . . , l−n + l+n }, L2 � diag{L̄2, L̄2}.

Furthermore, when inequality (6.8) is feasible, a desired filter is given by (6.5) with
H(i) = P−1(i)H(i).

Proof If inequality (6.8) is feasible, then there exists a scalar 0 < � < 1, such that

⎡
⎣Σ(i) + �Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦ < 0.

By the Schur complement formula, we obtain

Σ(i) + �Σ0(i) + εŤ T
1 Ť1 + ε−1Ť T

2 Ť2 < 0.

This inequality, together with Lemma 1.28, implies that

Σ(i) + �Σ0(i) + Ť T
1 F̂

T (t)Ť2 + Ť T
2 F̂(t)Ť1 < 0, (6.11)

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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for any F̂(t) satisfying F̂T (t)F̂(t) � I . Clearly, Eq. (6.11) implies that

[
Σ3(i) Ψ̃ T (i)
Ψ̃ (i) Φ(i)

]
< 0, t � 0, (6.12)

where

Ψ̃ (i) �
[
ΛT

1 (i) ΛT
1 (i) ΛT

1 (i) ΛT
1 (i) ΛT

1 (i)
]T

,

Λ1(i) � Λ(i) + P(i)M̂F̂(t)τe,

Σ3(i) � Σ11(i) + Σ12(i) + Σ13(i) + ΛT
1 (i)W1 + WT

1 Λ1(i) + �Σ01(i).

Set

Λ2(i) �
[
Â(i) 0 0 0 0 0 0 D̂(i) B̂(i) Ĉ(i) Ê(i)

]
.

Letting H(i) = P−1(i)H(i). We have

Λ1(i) = P(i)
[
Λ2(i) sĈd(i)

]
. (6.13)

Then, by Schur complement formula and (6.12), we have

Σ3(i) +
[

ΛT
2 (i)

ĈT
d (i)

]
Ξ1
[
Λ2(i) Ĉd(i)

]
< 0, (6.14)

where

Ξ1 � Q3 + δτ1S1 + τ̄1S2 + δτ2T1 + τ̄2T2.

Since (6.14) can be written as:

[
Σ5(i) Ξ(i) − WT

1 D̂
T
1 (i)

ΞT (i) − D̂1(i)W1 Ξ2(i)

]
< 0,

where

Ξ(i) � ΛT
2 (i)Ξ1(i)Ĉd(i) + WT

1 P(i)Ĉd(i),

Ξ2(i) � −ET
d (i) − Ed(i) + 2γI + ĈT

d (i)Ξ1(i)Ĉd(i),

Σ5(i) � Σ11(i) + Σ13(i) + ΛT
2 (i)W1 + WT

1 Λ2(i) + �Σ01(i),

it follows that

Σ5(i) < 0. (6.15)
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For the augmented filtering system (6.6) to be strictly exponentially passive, it
suffices to show, from Definitions 6.2 and 6.3, that (6.6) is exponentially stable when
ω(t) = 0 and satisfies (6.7) under the zero initial condition.

Choose a Lyapunov-Krasovskii functional as follows:

V (x(t), ηt) �
5∑

i=1

Vi(x(t), ηt), (6.16)

with

V1(x(t), ηt) � eT (t)P(i)e(t) +
∫ 0

−τ1,ηt

∫ t

t+θ

eT (s)R̃e(s)dsdθ

+
∫ 0

−τ2,ηt

∫ t

t+θ

eT (s)Q̃e(s)dsdθ,

V2(x(t), ηt) �
∫ t

t−τ1,ηt

eT (s)R(i)e(s)ds +
∫ t

t−τ̄2

eT (s)Q2e(s)ds,

+
∫ t

t−τ2,ηt

[
eT (s)Q(i)e(s) + ėT (s)Q3ė(s)

]
ds

+
∫ t

t−τ 1

eT (s)R1e(s)ds +
∫ t

t−τ̄1

eT (s)R2e(s)ds

+
∫ t

t−τ 2

eT (s)Q1e(s)ds

V3(x(t), ηt) �
∫ −τ 1

−τ̄1

∫ t

t+θ

ėT (s)S1ė(s)dsdθ +
∫ 0

−τ̄1

∫ t

t+θ

ėT (s)S2ė(s)dsdθ,

V4(x(t), ηt) �
∫ −τ 2

−τ̄2

∫ t

t+θ

ėT (s)T1ė(s)dsdθ +
∫ 0

−τ̄2

∫ t

t+θ

ėT (s)T2ė(s)dsdθ,

V5(x(t), ηt) �
∫ 0

−τ̄3

∫ t

t+θ

gT (e(s))T3g(e(s))dsdθ.

Set

ξ̂(t) �
[
eT (t) eT (t − τ1,ηt ) eT (t − τ 1) eT (t − τ̄1)

eT (t − τ2,ηt ) eT (t − τ 2) eT (t − τ̄2) ėT (t − τ2,ηt )

gT (e(t)) gT (e(t − τ1,ηt ))
(∫ t

t−τ3,ηt
g(e(θ))dθ

)T ]T
.

Then the first equation in (6.6) can be written as:

ė(t) = Λ2(i)ξ̂(t). (6.17)
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Firstly, we need to derive the infinitesimal generatorL. According to the definition
of L in [10], we have

LV (x(t), ηt) � lim
Δ→0

E {V (x(t + Δ), rt+Δ)|x(t), ηt} − V (x(t), ηt)

Δ
,

where Δ is a small positive number. Then, we have

LV1(x(t), ηt) = 2eT (t)P(i)ė(t) −
∫ t

t−τ1,ηt

eT (s)R̃e(s)ds

+eT (t)

⎛
⎝ M∑

j=1

πij(h)P(j) + τ̄1R̃ + τ̄2Q̃
⎞
⎠ e(t)

−
∫ t

t−τ2,ηt

eT (s)Q̃e(s)ds

= ξ̂T (t)
[
WT

1 P(i)Λ(i) + ΛT (i)P(i)W1

+WT
1

⎛
⎝ M∑

j=1

πij(h)P(j) + τ̄1R̃ + τ̄2Q̃
⎞
⎠W1

⎤
⎦ ξ̂(t)

−
∫ t

t−τ1,ηt

eT (s)R̃e(s)ds −
∫ t

t−τ2,ηt

eT (s)Q̃e(s)ds, (6.18)

LV2(x(t), ηt � ξ̂T (t)WT
1

(
2∑

i=1

Qi +
2∑

i=1

Ri + Q(i) + R(i)

)
W1ξ̂(t)

+ξ̂T (t)ΛT
2 (i)Q3Λ2(i)ξ̂(t) + ξ̂T (t)

(
− (1 − τ̃2)

×WT
5 Q(i)W5 − WT

7 Q2W7

)
ξ̂(t) + ξ̂T (t)

(− (1 − τ̃2))

×WT
8 Q3W8 − WT

6 Q1W6 − WT
3 R1W3

)
ξ̂(t)

+ξ̂T (t)
(− (1 − τ̃1)WT

2 R(i)W2 − WT
4 R2W4

)
ξ̂(t)

+
∫ t

t−τ2,ηt

eT (s)

⎛
⎝ M∑

j=1

πij(h)Q(j)

⎞
⎠ e(s)ds

+
∫ t

t−τ1,ηt

eT (s)

⎛
⎝ M∑

j=1

πij(h)R(j)

⎞
⎠ e(s)ds, (6.19)

LV3(x(t), ηt) = ėT (t)(δτ1S1 + τ̄1S2)ė(t) −
∫ t−τ 1

t−τ̄1

ėT (s)S1ė(s)ds

−�

∫ t

t−τ̄1

ėT (s)S2ė(s)ds − (1 − �)

∫ t

t−τ̄1

ėT (s)S2ė(s)ds



6.3 Main Results 113

� ξ̂T (t)ΛT
2 (i)(δτ1S1 + τ̄1S2)Λ2(i)ξ̂(t)

−ξ̂T (t)
(
δ−1
τ1

(W2 − W4)
TS1(W2 − W4)

+δ−1
τ1

(W2 − W3)
TS1(W2 − W3)

+�δ−1
τ1

(W2 − W4)
TS2(W2 − W4)

+�δ−1
τ1

(W2 − W3)
TS2(W2 − W3)

+�τ−1
1 (W1 − W3)

TS2(W1 − W3)
)
ξ̂(t)

−(1 − �)

∫ t

t−τ̄1

ėT (s)S2ė(s)ds, (6.20)

LV4(x(t), ηt) = ėT (t)(δτ2T1 + τ̄2T2)ė(t) −
∫ t−τ 2

t−τ̄2

ėT (s)T1ė(s)ds

−�

∫ t

t−τ̄2

ėT (s)T2ė(s)ds − (1 − �)

∫ t

t−τ̄2

ėT (s)T2ė(s)ds

� ξ̂T (t)ΛT
2 (i)(δτ2T1 + τ̄2T2)Λ2(i)ξ̂(t)

−ξ̂T (t)
(
δ−1
τ2

(W5 − W7)
TT1(W5 − W7)

+δ−1
τ2

(W5 − W6)
TT1(W5 − W6)

+�δ−1
τ2

(W5 − W7)
TT2(W5 − W7)

+�δ−1
τ2

(W5 − W6)
TT2(W5 − W6)

+�τ−1
2 (W1 − W6)

TT2(W1 − W6)
)
ξ̂(t)

−(1 − �)

∫ t

t−τ̄2

ėT (s)T2ė(s)ds, (6.21)

LV5(x(t), ηt) = τ̄3g
T (e(t))T3g(e(t)) −

∫ t

t−τ̄3

gT (e(t))T3g(e(t))ds

� τ̄3ξ̂
T (t)WT

9 T3W9ξ̂(t) − τ̄−1
3 ξ̂T (t)WT

11T3W11ξ̂(t). (6.22)

For the function g(s), by using (6.3), we have

[
gi(ei(t)) − l−i ei(t)

] [
gi(ei(t)) − l+i ei(t)

]
� 0,[

gi(ei(t − τ (t))) − l−i ei(t − τ (t))
] [

gi(ei(t − τ (t))) − l+i ei((t − τ (t))
]

� 0.

Then, for Zj � diag{z1j, . . . , znj} � 0, j = 1, 2, we obtain
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0 � −2
n∑

i=1

zi1[gi(ei(t)) − l−i ei(t)][gi(ei(t)) − l+i ei(t)]

= −2ξ̂T (t)WT
9 Z1W9ξ̂(t) + 2ξ̂T (t)WT

1 L2Z1W9ξ̂(t)

−2ξ̂T (t)WT
1 L1Z1W1ξ̂(t), (6.23)

0 � −2
n∑

i=1

zi2[gi(ei(t − τ (t))) − l−i ei(t − τ (t))]

×[gi(xi(t − τ (t))) − l+i ei(t − τ (t))]
= −2ξ̂T (t)WT

10Z2W10ξ̂(t) + 2ξ̂T (t)WT
2 L2Z2W10ξ̂(t)

−2ξ̂T (t)WT
2 L1Z2W2ξ̂(t), (6.24)

where

L1 � diag{L̄1, L̄1}, L2 = diag{L̄2, L̄2},
L̄1 � diag

{
l−1 l

+
1 , l−2 l

+
2 , . . . , l−n l

+
n

}
,

L̄2 � diag
{
l−1 + l+1 , l−2 + l+2 , . . . , l−n + l+n

}
.

It follows from (6.18)–(6.24) that

LV (x(t), ηt) =
5∑

i=1

LVi(x(t), ηt)

� ξ̂T (t)Σ5(i)ξ̂(t) − (1 − δ)

∫ t

t−τ2

ėT (s)S2ė(s)ds

−(1 − δ)

∫ t

t−h2

ėT (s)T2ė(s)ds. (6.25)

Applying Dynkin’s formula, we have

E
{
e2αtV (x(t), ηt)

}− E {V (x0, r0)}
= E

∫ t

0
e2αυ

(
2αV (x(υ), rυ) + LV (x(υ), rυ)

)
dυ, (6.26)

where α > 0 is a parameter to be determined.
On the other hand, for any t > 0, it follows from (6.25) that there exist positive

scalars κi (i = 1, . . . , 5) such that the following inequality holds:

∫ t

0
e2αt
(
2αV (x(υ), rυ) + LV (x(υ), rυ)

)
dυ � Θ(ηt, t),
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where

Θ(ηt, t) �
(
2αλmax(P(i)) − λmin(−Σ5)

) ∫ t

0
e2αυ‖e(υ)‖2dυ

+(2ακ3 − (1 − �)λmin(S2)
) ∫ t

0
e2αυ

∫ υ

υ−τ̄1

‖ė(s)‖2dsdυ

+(2ακ4 − (1 − �)λmin(T2)
) ∫ t

0
e2αυ

∫ υ

υ−τ̄1

‖ė(s)‖2dsdυ

+2ακ5

∫ t

0
e2αυ

∫ υ

υ−τ̄3

‖e(s)‖2dsdυ

+2ακ1

∫ t

0
e2αυ

∫ υ

υ−τ̄2

‖e(s)‖2dsdυ

+2ακ2

∫ t

0
e2αυ

∫ υ

υ−τ̄1

‖e(s)‖2dsdυ.

Subsequently, by exchanging integral order, we obtain

∫ t

0
e2αυ

∫ υ

υ−τ̄2

‖e(s)‖2dsdυ

�
∫ t

−τ̄2

∫ s+τ̄2

s
e2αυ‖e(s)‖2dυds

�
∫ t

−τ̄2

τ̄2e
2α(s+τ̄2)‖e(s)‖2ds

� τ̄2e
2ατ̄2

∫ 0

−τ̄2

‖e(t)‖2dt + τ̄2e
2ατ̄2

∫ t

0
e2αs‖e(s)‖2ds.

Similarly,

∫ t

0
e2αυ

∫ υ

υ−τ̄1

‖e(s)‖2dsdυ

� τ̄1e
2ατ̄1

∫ 0

−τ̄1

‖e(t)‖2dt + τ̄1e
2ατ̄1

∫ t

0
e2αs‖e(s)‖2ds,

∫ t

0
e2αυ

∫ υ

υ−τ̄3

‖e(s)‖2dsdυ

� τ̄3e
2ατ̄3

∫ 0

−τ̄3

‖e(t)‖2dt + τ̄3e
2ατ̄3

∫ t

0
e2αs‖e(s)‖2ds.

Choose the appropriate α > 0 such that
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2αλmax
(P(i)) − λmin(−Σ5(i)) + 2ατ2κ2e

2ατ2

+2αh2κ1e
2αh2 + 2αr2κ5e

2αr2 < 0,

2ακ4 − (1 − δ)λmin(T2) < 0,

2ακ3 − (1 − δ)λmin(S2) < 0.

Then, the following can be derived:

E
{
e2αtV (x(t), ηt)

}−E {V (x(0), r0)}
� 2α

(
κ2τ̄

2
1 e

2ατ̄1 + κ1τ̄
2
2 e

2ατ̄2 + κ5τ̄
2
3 e

2ατ̄3
)
E
{
‖φ̂‖22

}
.

On the other hand, there exist a scalar χ > 0 such that

E {V (x(0), r0)} � χE
{
‖φ̂‖2

}
,

which yields

λmin(P(i))E
{‖e(t)‖2} � E {V (x(t), ηt)} � e−2αtχ̄E

{
‖φ̂‖2

}
,

where

χ̄ � 2α
(
κ2τ̄

2
1 e

2ατ̄1 + κ1τ̄
2
2 e

2ατ̄2 + κ5τ̄
2
3 e

2ατ̄3
)+ χ.

Thus, for the arbitrariness of t > 0, we obtain

E {‖e(t)‖2} �
√

χ̄

λmin(P(i))
e−αtE

{
‖φ̂‖2

}
. (6.27)

Therefore, according to Definition 6.2, system (6.6) is exponentially mean-square
stable.

Next, we will show that condition (6.7) is satisfied for the filtering error dynamics
under the zero initial condition. By using a similar approach to get (6.18)–(6.22), we
can prove that the derivative of V (x(t), ηt) along the trajectories of (6.6) satisfies

LV (x(t), ηt) � ξT (t)
(
Σ4(i) + ΛT

3 (i)(Q3 + δτ1S1

+τ̄1S2 + δτ2T1 + τ̄2T2)Λ3(i)
)
ξ(t) (6.28)

with

ξ(t) �
[

ξ̂(t)
ω(t)

]
, Λ3(i) �

[
Λ2(i) Ĉd(i)

]
.
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Introduce the following index:

J(T) �
∫ T

0
[ωT (t)δ(t) − γωT (t)ω(t)]dt, ∀T � 0.

Then

− 2J(T) =
∫ T

0

[LV (x(t), ηt) − ωT (t)δ(t) − δT (t)ω(t)

+2γωT (t)ω(t)
]
dt − V (x(t), ηt)|T0 . (6.29)

By combining of (6.28) and (6.29), we obtain from V (x(0), r0) = 0 that

−2J(T) �
∫ T

0
ξT (t)Λ(i)ξ(t)dt − V (x(T), ηt),

where

Λ(i)�Σ3(i) + ΛT
3 (i)(Q3 + δτ1S1 + τ̄1S2 + δτ2T1 + τ̄2T2)Λ3(i).

Then, applying Schur complement formula and (6.12), we haveΛ(i) < 0, and hence
J(T) > 0, i.e., condition (6.7) holds. Thus, by Definition 6.3, it follows that the
augmented filtering system (6.6) is strictly exponentially passive with performance
level γ > 0. This completes the proof. �

6.3.2 Passive Filter Design

With the time-varying term πij(h), it becomes difficult to design the filter since
Theorem 6.4 contains an infinite number of inequalities. In the following, a new
theorem is presented to ensure the existence of such an exponential passive filter.

Theorem 6.5 For given scalars τ 1, τ̄1, τ̃1, τ 2, τ̄2, τ̃2, τ̄3, and r3, system (6.6) is
strictly exponentially passive with desired disturbance attenuation γ > 0, if there

exist real symmetric positive-definite matrices P(i) =
[
P(i) 0
0 P(i)

]
,Q(i),R(i),Rν ,

Sν , (ν = 1, 2), Qs, Ts, (s = 1, 2, 3), Q̃, R̃, and diagonal matrices Z1 > 0, Z2 > 0,
andH(i) and positive scalar ε such that (6.9), (6.10), and the following inequalities
hold,

⎡
⎣Σ(r)(i) + Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦ < 0, r = 1, 2, . . . ,M, (6.30)
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ΛT (i)W1 + WT
1 Λ(i) + WT

1 P(j)W1 < 0, j ∈ Mi
uk, j �= i, (6.31)

ΛT (i)W1 + WT
1 Λ(i) + WT

1 P(j)W1 > 0, j ∈ Mi
uk, j = i, (6.32)

where

Σ(r)(i) �
[

Σ
(r)
1 (i) Ψ T (i)

Ψ (i) Φ(i)

]
,

Σ
(r)
1 (i) � Σ

(r)
11 (i) + Σ12(i) + Σ13(i) +

⎛
⎝1 +

∑
j∈Mi

uc

π(r)
ij

⎞
⎠(ΛT (i)W1 + WT

1 Λ(i)
)
,

Σ
(r)
11 (i) � WT

1

(
2∑

i=1

Ri +
2∑

i=1

Qi + R(i) − L1Z1 + Q(i)

+
∑

j∈Mi
uc

π(r)
ij P(j) − ZT

1 LT
1 + τ̄1R̃ + τ̄2Q̃

⎞
⎠W1.

Proof Since
∑M

j=1 πij(h) = 0, we can rewrite the left-hand side of (6.8) as:

Υ (i) �

⎡
⎣Υ1(i) + Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦+

N∑
j=1

πij(h)

⎡
⎣Ωr(i) 0 0

0 0 0
0 0 0

⎤
⎦ ,

Ωr(i) � ΛT (i)W1 + WT
1 Λ(i), Υ1(i) �

[
Υ11(i) Ψ T (i)
Ψ (i) Φ(i)

]
,

Υ11(i) � Σ11(i) + Σ12(i) + Σ13(i) + Ωr(i),

where Σ0(i), Ť1, Ť2, Λ(i),W1, Ψ (i), Φ(i), Σ11(i), Σ12(i), and Σ13(i) are defined as
in Theorem 6.4.

Thus, from (6.1), we have

Υ (i) �

⎡
⎣ Υ̃1(i) + Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦+

∑
j∈Mi

uk

π(r)
ij

⎡
⎣Ωr(i) + P(j) 0 0

0 0 0
0 0 0

⎤
⎦ ,

Υ̃11(i) � Σ
(r)
11 (i) + Σ12(i) + Σ13(i) +

⎛
⎝1 +

∑
j∈Mi

uc

π(r)
ij

⎞
⎠Ωr(i),

Υ̃1(i) �
[

Υ̃11(i) Ψ T (i)
Ψ (i) Φ(i)

]
.
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Then, for j ∈ Mi
uk and if i ∈ Mi

uc, Υ (i) < 0 can be guaranteed by (6.30), (6.31)
and πij(h) � 0, i, j ∈ M, i �= j. On the other hand, for j ∈ Mi

uk and if i /∈ Mi
uc,

Υ (i) can be further expressed as

Υ (i) �

⎡
⎣ Υ̃1(i) + Σ0(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť2 0 −εI

⎤
⎦+

∑
j∈Mi

uk ,j �=i

π(r)
ij

⎡
⎣Ωr(i) + P(j) 0 0

0 0 0
0 0 0

⎤
⎦

+π(r)
ii

⎡
⎣Ωr(i) + P(j) 0 0

0 0 0
0 0 0

⎤
⎦ .

Since πii(h) = −∑N
j=1,j �=i πij(h) < 0, then according to (6.30), (6.31) and (6.32),

one can also obtain Υ (i) < 0. This completes the proof. �

6.3.3 Further Extensions

Note that Theorem 6.5 is derived from the augmented filtering system (6.6), which
requires more computing time to design the system parameters. Next, we will offer
a novel criterion for the existence of an exponentially passive filter of the form (6.5).

The nominal system of NTNN (6.2) can be described as follows:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋ(t) = −A(i)x(t) + B(i)g(x(t)) + C(i)g(x(t − τ1,ηt ))

+D(i)ẋ(t − τ2,ηt ) + E(i)
∫ t
t−τ3,ηt

g(x(θ))d`
+Cd(i)ω(t),

y(t) = C1(i)x(t) + Cg(i)g(x(t)) + Dd(i)ω(t),
z(t) = D1(i)x(t) + Ed(i)ω(t),
x(t) = φ(t), t ∈ [−τ , 0].

(6.33)

For this system, Theorem 6.4 is still available by setting Ť1 = 0 and Ť2 = 0. Define

ē(t) � x(t) − x̂(t).

Combining (6.5) with (6.33), we obtain the augmented filtering system as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄e(t) = −(A(i) + H(i)C1(i))ē(t) + C(i)ϕ(ē(t − τ1,ηt ))
+(B(i) − H(i)Cg(i))ϕ(ē(t)) + D(i) ˙̄e(t − τ2,ηt )

+(Cd(i) − H(i)Dd(i))ω(t) + E(i)
∫ t
t−τ3,ηt

ϕ(ē(s))ds,

δ̄(t) = D1(i)ē(t) + Ed(i)ω(t),
ē(t) = φ(t), t ∈ [−τ , 0],

(6.34)
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where δ̄(t) is the output error, and

ϕ(ē(t)) �
[
ϕ1(ē1(t)) ϕ2(ē2(t)) . . . ϕn(ēn(t))

)T
,

ϕj(ēj(t)) � gj(xj(t)) − gj(xj(t) − ēj(t)), j = 1, . . . , n.

From (6.3), we have

l−i � ϕj(ēj(t))

ēj(t)
� l+i , j = 1, 2, . . . , n.

Theorem 6.6 For given scalars τ 1, τ̄1, τ̃1, τ 2, τ̄2, τ̃2, τ̄3 and r3, system (6.34) is strictly
exponentially passive, if there exist real symmetric positive-definite matrices P̄(i),
Q̄(i), R̄(i), R̄ν , S̄ν , (ν = 1, 2), Q̄s, T̄s, (s = 1, 2, 3), Q̃, R̃, and diagonal matrices
Z̄1 > 0, Z̄2 > 0, and H̄(i) such that (6.9), (6.10), and the following inequality hold,

⎧⎪⎪⎨
⎪⎪⎩

[
Λ̃(r)(i) Ψ̄ T (i)
Ψ̄ (i) −Φ̄(i)

]
< 0, r = 1, 2, . . . ,M,

Λ̃T (i)W̃1 + W̃T
1 Λ̃(i) + W̃T

1 P̄(j)W̃1 < 0, j ∈ Mi
uk, j �= i,

Λ̃T (i)W̃1 + W̃T
1 Λ̃(i) + W̃T

1 P̄(j)W̃1 > 0, j ∈ Mi
uk, j = i,

(6.35)

where

Ψ̄ T (i) �
[
Λ̃T (i) Λ̃T (i) Λ̃T (i) Λ̃T (i) Λ̃T (i)

]
, Φ̄22(i) � −P̄(i)Q−1

3 P̄(i),

Φ̄(i) � diag{Φ̄22(i), Φ̄33(i), Φ̄44(i), Φ̄55(i), Φ̄66(i)},
Φ̄33(i) � −δ−1

τ1
P̄(i)S−1

1 P̄(i), Φ̄44(i) � −τ̄−1
1 P̄(i)S−1

2 P̄(i),

Φ̄55(i) � −δ−1
τ2
P̄(i)T −1

1 P̄(i), Φ̄66(i) � −τ̄−1
2 P̄(i)T −1

2 P̄(i),

Λ̃(r)(i) � Λ̃
(r)
1 (i) − W̃T

12

(
ET
d (i) + Ed(i) − 2γI

) W̃12

−W̃T
1 D

T
1 (i)W̃12 − W̃T

12D1(i)W̃1,

Λ̃
(r)
1 (i) � W̃T

1

(
2∑

i=1

R̄i +
2∑

i=1

Q̄i + R̄(i) − L1Z1 + Q̄(i)

+
∑

j∈Mi
uc

π(r)
ij P̄(j) − ZT

1 LT
1 + τ̄1R̃ + τ̄2Q̃

⎞
⎠ W̃1 − W̃T

3 R̄1W̃3

−δ−1
τ1

(W̃2 − W̃4)
TS1(W̃2 − W̃4) − δ−1

τ1
(W̃2 − W̃3)

TS1(W̃2 − W̃3)

−δ−1
τ1

(W̃2 − W̃4)
TS2(W̃2 − W̃4) − δ−1

τ1
(W̃2 − W̃3)

TS2(W̃2 − W̃3)

−τ−1
1 (W̃1 − W̃3)

TS2(W̃1 − W̃3) − δ−1
τ2

(W̃5 − W̃7)
TT1(W̃5 − W̃7)

−δ−1
τ2

(W̃5 − W̃6)
TT1(W̃5 − W̃6) − δ−1

τ2
(W̃5 − W̃7)

TT2(W̃5 − W̃7)

−τ−1
2 (W̃1 − W̃6)

TT2(W̃1 − W̃6) − δ−1
τ2

(W̃5 − W̃6)
TT2(W̃5 − W̃6)
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−W̃T
2

(
(1 − τ̃1)R̄(i) + L1Z̄2 + Z̄T

2 LT
1

)
W̃2 − W̃T

4 R̄2W̃4

+
⎛
⎝1 +

∑
j∈Mi

uc

π(r)
ij

⎞
⎠(Λ̃T (i)W̃1 + W̃T

1 Λ̃(i)
)

− W̃T
6 Q̄1W̃6

−(1 − τ̃2)W̃T
8 Q̄3W̃8 − W̃T

7 Q̄2W̃7 − (1 − τ̃2)W̃T
5 Q̄3W̃5

−W̃T
10(Z̄2 + Z̄T

2 )W̃10 − τ̄−1
3 W̃T

11T3W̃11 + W̃T
1 L2Z̄1W̃9

+W̃T
9 Z̄T

1 LT
2 W̃1 + W̃T

2 L2Z̄2W̃10 + W̃T
10Z̄T

2 LT
2 W̃2

+W̃T
9 (τ̄3T3 − Z1 − ZT

1 )W̃9,

Λ̃(i) �
[−(P(i)A(i) + H̄(i)C1(i)) 0 0 0 0 0 0

P(i)D(i) P(i)B(i) − H̄(i)Cg(i) P(i)C(i)

P(i)E(i) P(i)Cd(i) − H̄(i)Dd(i)
]
,

W̃i �
[
0n×(i−1) In 0n×(12−i)

]
, i = 1, . . . , 12,

and δτ1 , δτ2 , L1, and L2 are defined as in Theorem 6.4.
Furthermore, when inequality (6.35) is feasible, a desired filter is given by (6.5)

with H(i) = P̄−1(i)H̄(i).

Proof The desired result can be worked out along the same lines as those in the
proofs of Theorems 6.4 and 6.5. �

Remark 6.7 We consider system (6.2) as a parameter uncertainty system, whereas
system (6.33) is a nominal system. Themain results in this chapter are obtained based
on various error dynamic systems, i.e., based on output errors z(t) − ẑ(t), Theorem
6.5 is established for the error dynamics (6.6), and Theorem 6.6 is derived for the
error dynamic system (6.34) based on state errors x(t) − x̂(t). We will compare the
performance of these error dynamic systems via numerical simulations. It will reveal
that the filter design method presented in Theorem 6.6 is more efficient than that of
Theorem 6.5. �

6.3.4 Convex Optimization Algorithm for Filter Design

It is worth noting that the convex optimization algorithm cannot be used to find a
minimum γ, since the nonlinearity of the existing conditions.We can solve this prob-
lem by using the cone complementarity linearization algorithm. Before discussing
the algorithm we introduce the real symmetric positive-definite matrices P̃(i), Gs,
G̃s, (s = 1, . . . , 5), S̃i, T̃i, (i = 1, 2) and Q̃3 satisfying
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[−G̃1 P̃(i)
P̃(i) −Q̃3

]
� 0,

[−G̃2 P̃(i)
P̃(i) −δ−1

τ1
S̃1

]
� 0,

[−G̃3 P̃(i)
P̃(i) −τ̄−1

1 S̃2

]
� 0,

[−G̃4 P̃(i)
P̃(i) −δ−1

τ2
T̃1

]
� 0,

[−G̃5 P̃(i)
P̃(i) −τ̄−1

2 T̃2

]
� 0,

⎫⎪⎪⎬
⎪⎪⎭

(6.36)

with

P(i)P̃(i) = I, GsG̃s = I(s = 1, . . . , 5), S1S̃1 = I

S2S̃2 = I, Q3Q̃3 = I, T1T̃1 = I, T2T̃2 = I.

Obviously, inequality (6.8) is feasible if it satisfies (6.9), (6.10), (6.36), and

⎡
⎣Θ(r)(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť T
2 0 −εI

⎤
⎦ < 0, r = 1, . . . ,M, (6.37)

where

Θ(r)(i) �
[

Σ
(r)
1 (i) Θ12(i)

ΘT
12(i) −Θ22(i)

]
, Θ22(i) � diag{G1,G2,G3,G4,G5},

Θ12(i) �
[
ΛT (i) ΛT (i) ΛT (i) ΛT (i) ΛT (i)

]
,

where Σ
(r)
1 (i) and Λ(i) are defined as in Theorem 6.5.

We propose the following algorithm to solve the passive filter design problem.

Convex optimization algorithm for filter design:

Step 1. Find a feasible set of P0(i), P̃0(i), G0s, G̃0s (s = 1, . . . , 5), S01, S̃01, S02,
S̃02, Q03, Q̃03, T01, T̃01, T02, T̃02, satisfying (6.36), (6.37), and

[P(i) I
I P̃(i)

]
� 0,

[S1 I
I S̃1

]
� 0,[S2 I

I S̃2

]
� 0,

[Q3 I
I Q̃3

]
� 0,

[T1 I
I T̃1

]
� 0,[T2 I

I T̃2

]
� 0,

[Gs I
I G̃s

]
� 0 (s = 1, . . . , 5).

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(6.38)

Set k = 0.
Step 2. Solve the following problem for the variables H̃(i), P(i), P̃(i), Gs, G̃s,

(s = 1, . . . , 5), S̃i, T̃i, (i = 1, 2) and Q3:

min
subject to (6.36)−(6.38)

tr Θk(i),
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where

Θk(i) �Pk(i)P̃(i) + P(i)P̃k(i) +
5∑

s=1

(GsG̃ks + GksG̃s)

+ S1S̃k1 + Sk1S̃1 + S2S̃k2 + Sk2S̃2 + Qk3Q̃3

+ T1T̃k1 + Tk1T̃1 + T2T̃k2 + Tk2T̃2 + Q3Q̃k3.

Set Pk+1(i) = P(i), P̃k+1(i) = P̃(i), G(k+1)s = Gs, G̃(k+1)s = G̃s, (s =
1, . . . , 5), S(k+1)1 = S1, S(k+1)2 = S2, T(k+1)1 = T1, T(k+1)2 = T2, and
Q(k+1)3 = Q3.

Step 3. If the following condition in (6.39) is feasible for the variablesQ(i),R(i),
S1, S2, Qs, Ts, (s = 1, 2, 3), and the matrices H(i) and P(i) obtained in
Step 2, then set H(i) = P−1(i)H(i) and stop. If (6.39) is infeasible within
a specified number of iterations, then stop; otherwise, set k = k + 1 and
go to Step 2.

⎡
⎣ Θ̄(r)(i) εŤ T

1 Ť T
2

εŤ1 −εI 0
Ť T
2 0 −εI

⎤
⎦ < 0, r = 1, . . . ,M, (6.39)

where

Θ̄(r)(i) �
[

Σ
(r)
3 (i) Θ̄12(i)

Θ̄T
12(i) −Θ̄22(i)

]
,

Θ̄12(i) �
[
ΛT

3 (i)Q3 ΛT
3 (i)S1 ΛT

3 (i)S2 ΛT
3 (i)T1 ΛT

3 (i)T2
]
,

Θ̄22(i) � diag
{Q3, δ

−1
τ1
S1, τ̄

−1
1 S2, δ

−1
τ2
T1, τ̄−1

2 T2
}
,

and Σ
(r)
3 (i) and Λ3(i) are defined as in Theorem 6.4.

6.4 Illustrative Example

In this section, we provide three numerical examples with simulation results to
demonstrate the effectiveness of the developed method in designing the passive
filter for system (6.6). In the following three examples, we assume the systems
involve two jump modes and the transition probabilities matrix comprises two ver-
tices �(r), (r = 1, 2). The first lines of �(r), i.e., π(r)

1 , are given by

π(1)
1 �

[
? 0.2

]
, π(2)

1 �
[
? 0.5

]
,
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and the second lines of �(r), are given by

π(1)
2 �

[
0.4 −0.4

]
, π(2)

2 �
[
0.5 ?

]
,

where “?” represents the unknown entries.

Example 6.8 In order to evaluate the performance of proposed exponential passive
filter, we consider system (6.2) with two subsystems. The values for systems (6.2)
parameters are:

A(1) =
[
3.00 0

0 4.00

]
, A(2) =

[
1.00 0

0 2.00

]
, B(1) =

[−0.22 0
−0.43 0.25

]
,

B(2) =
[−0.33 0

−0.14 0.15

]
, C(1) =

[
0.23 0.14

−0.15 −0.18

]
, C(2) =

[
1.06 0.25

−0.45 −1.08

]
,

D(1) = D(2) = 0.1I, E(1) =
[
0.41 −0.58
0.29 0.31

]
, E(2) =

[
0.21 −0.18
0.29 0.51

]
,

Cd(1) =
[−0.34 2.21

0.31 0.30

]
, Cd(2) =

[
1.23 3.33
0.23 −1.18

]
, C1(1) =

[−1.20 0.13
−1.23 −0.34

]
,

C1(2) =
[−1.31 0.13

−2.23 1.54

]
, Cg(1) =

[−1.34 1.14
0.23 0.43

]
, Cg(2) =

[−1.63 0.13
0.83 −0.74

]
,

Dd(1) =
[
0.27 0.84
2.01 1.26

]
, Dd(2) =

[
0.23 0.83
2.93 1.24

]
, Ed(1) =

[
2.92 2.16
0.19 3.23

]
,

Ed(2) =
[
2.30 2.32
0.63 3.16

]
, F(t) = diag{0.2, 0.2}, D1(1) = D1(2) = 0.01I,

M(1) = M(2) = I, la(1) =
[

0 0
0.21 0.11

]
, la(2) =

[
0 0

0.01 0.13

]
,

lb(1) =
[

0 0
0.02 0.03

]
, lb(2) =

[
0 0

0.12 0.23

]
, lc(1) =

[
0 0

0.12 0.03

]
,

lc(2) =
[

0 0
0.02 0.02

]
, le(1) =

[
0 0

0.01 0.01

]
, le(2) =

[
0 0

0.11 0.21

]
,

lcd (1) =
[

0 0
0.15 0.02

]
, lcd (2) =

[
0 0

0.05 0.03

]
, ld(1) =

[
0 0

0.01 0.21

]
,

ld(2) =
[

0 0
0.11 0.21

]
, γ = 1.04, τ1,ηt = 0.2 + 0.1 sin(4t), ηt ∈ {1, 2}

τ2,ηt = 0.25 + 0.15 sin(2t), τ3,ηt = 0.2 + 0.2 sin t, g(s) = tanh(s/2),

l−1 = 0.3, l+1 = 0.7, l−2 = 0.2, l+2 = 0.8.

Solving the matrix inequality in Theorem 6.5 by the Toolbox YALMIP of
MATLAB, we obtain the desired filter gains

H(1) =
[

0.8500 0.2023
−0.3209 0.5625

]
, H(2) =

[
0.3540 1.0053

−0.2379 0.8625

]
.
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0 5 10 15 20 25 30 35 40

1

2

Times in samples

Fig. 6.1 Switching signal with two modes

We set the initial function φ(t) = 0 and the disturbance input ω(t) = e−0.1t[
sin(t) sin(0.4t)

]T
, and use the switching signal of the form shown in Fig. 6.1, where

‘1’ and ‘2’ correspond to the first and second modes, respectively. The actual and
estimated values of x1(t) and x2(t) in Figs. 6.2 and 6.3 clearly show that the esti-
mated states can track the real states smoothly, which illustrates the effectiveness of
the proposed approach in this chapter.

Example 6.9 Consider systems (6.33) with parameters as follows:

A(1) =
[
3.00 0

0 4.00

]
, A(2) =

[
2.00 0

0 1.00

]
, B(1) =

[−0.12 0
−0.27 0.13

]
,

B(2) =
[−0.34 0

−0.41 0.21

]
, C(1) =

[
0.11 0.24

−0.05 −0.38

]
, C(2) =

[
0.14 0.33

−0.05 −0.38

]
,

D(1) = D(2) = 0.2I, E(1) =
[
0.21 −0.15
0.59 0.31

]
, E(2) =

[
0.21 −0.32
0.29 0.13

]
,

Cd(1) =
[−1.10 0.23

0.23 1.31

]
, Cd(2) =

[−0.21 1.02
0.13 2.11

]
, C1(1) =

[−1.02 0.14
−1.01 −1.04

]
,

C1(2) =
[−1.04 0.21

−1.32 −1.03

]
, Cg(1) =

[−1.20 0.31
0.48 −1.47

]
, Cg(2) =

[−1.10 0.31
0.82 −0.37

]
,

Dd(1) =
[
0.22 0.84
2.01 1.22

]
, Dd(2) =

[
0.24 0.82
2.60 1.21

]
, Ed(1) =

[
2.02 0.42
0 0.23

]
,

Ed(2) =
[
2.01 2.63
0 3.01

]
,D1(1) = D1(2) = 0.01I, γ = 1.05,
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Fig. 6.2 State x1(t) and its estimation x̂1(t)
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Fig. 6.3 State x2(t) and its estimation x̂2(t)
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τ1,ηt = 0.35 + 0.15 sin 4t, τ2,ηt = 0.75 + 0.55 sin 0.4t, τ3,ηt = 0.34 + 0.42 sin t,

g(s) = tanh(s/2), l−1 = 0.34, l+1 = 0.56, l−2 = 0.23, l+2 = 0.78.

Using the Toolbox YALMIP ofMATLAB to solve the conditions in Theorem 6.5,
we obtain the desired filter gains

H(1) =
[

1.1612 0.0535
−1.0342 1.0329

]
, H(2) =

[
2.6218 −0.3788

−2.2147 1.8230

]
.

For performance comparison, we apply Theorem 6.6 to obtain the filter gains; it
gives

H(1) =
[

0.4342 0.4865
−1.2662 0.9809

]
, H(2) =

[
1.1928 −1.9258

−0.0687 0.0610

]
.

Let the initial function φ(t) = 0 and the disturbance input ω(t) = e−0.3t[
sin(t) sin(2t)

]T
, and use the switching signal as shown in Fig. 6.1, the state

responses of the error between x(t) and x̂(t) of these two filter designs are shown in
Figs. 6.4 and 6.5.

Remark 6.10 The filter based on the design criterion given in Theorem 6.6 takes
8 s for the two states to converge to 0, whereas more than 14s is required for the

0 2 4 6 8 10 12 14 16 18 20
−0.4

−0.2

0
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0.4
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1

1.2
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Times in samples

Fig. 6.4 Error of x̂1(t) − x1(t)
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Fig. 6.5 Error of x̂2(t) − x2(t)

filter designed using Theorem 6.5. It thus confirms that the filter design technique of
Theorem 6.6 outperforms that of Theorem 6.5. �

Example 6.11 To illustrate applications of the results developed in this chapter, we
employ a synthetic oscillatory network of transcriptional regulators in Escherichia
coli, which has been used to model repressilators, and experimentally investigated
in [11, 12]. We consider a synthetic oscillatory network of transcriptional regulators
with three repressor protein concentrations and their corresponding mRNA concen-
trations. In this example, it is assumed that the switching between different modes
can be governed by a semi-Markov chain. Consider the following genetic regulatory
network:

ṁ(t) = −Ā(ηt)m(t) + ṁ(t − τ2,t) + B̄(ηt)f (p(t − τ1,t))

+Ēd(ηt)ω(t),

ṗ(t) = −C̄(ηt)p(t) + ṗ(t − τ2,t) + D̄(ηt)m(t − τ1,t), (6.40)

where m(t) = [m1(t), . . . ,mn(t)]T , p(t) = [p1(t), . . . , pn(t)]T , and mi(t) and pi(t)
are concentrations of mRNA and protein of the ith node. Ā(ηt) = diag{ā1(ηt), . . . ,
ān(ηt)} with |āi(ηt)| < 1, C̄(ηt) = diag{c̄1(ηt), . . . , c̄n(ηt)} with |c̄i(ηt)| < 1,
where āi(ηt) and c̄i(ηt) are the decay rates of mRNA and protein, respectively.
D̄(ηt) = diag{d̄1(ηt), . . . , d̄n(ηt)}. f (p(t)) = [f1(p1(t)), . . ., fn(pn(t))]T , and fi(pi(t))
represents the feedback regulation of the protein on the transcription, which is
generally a nonlinear function but has a form of monotonicity with each variable.
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B̄ = (bij) ∈ R
n×n is the delayed connection weight matrix of the genetic network,

which is defined as in [11]. Letting

x(t) =
[
m(t)
p(t)

]
, g(x(t − τ1,t)) =

[
m(t − τ1,t)
f (p(t − τ1,t))

]
,

A(ηt) =
[
Ā(ηt) 0
0 C̄(ηt)

]
, C(ηt) =

[
0 B̄(ηt)

D̄(ηt) 0

]
,

Cd(ηt) =
[
Ēd(ηt)

0

]
,

we can transform genetic regulatory network (6.40) into neural network (6.33) with
B(ηt) = E(ηt) = 0 and D(ηt) = I .
It is assumed that the time delay satisfying τ1,t = 0.3 + 0.1sin(t), and τ2,t = 0.1 +
0.1sin(t). In order to design a filter to estimate the states of biological model (6.40),
we take the values for the parameters as follows:

Ā(1) = 0.2I, Ā(2) = 0.1I, C̄(1) = 0.09I, C̄(2) = 0.1I,

B̄(1) = −0.2W, B̄(2) = −0.1W, D̄(1) = 0.08I,

W =
⎡
⎣0 0 1
1 0 0
0 1 0

⎤
⎦ , Ēd(1) = [0.1, 0.2, 0]T ,

Ēd(1) = [0.2, 0, 0.1]T , D̄(2) = 0.09I.

Let us choose the regulation function f (·) as fm(s) = s2/(1 + s2), m = 1, 2, 3, and
the exogenous disturbance input is assumed to be ω(t) = 0.2 exp(0.2t)υt , where υt

is a random noise which is binomially distributed over [−0.1, 0.1]. The parameters
of the measurement output in (6.33) are selected as follows:

C1(1) = [0.2, 0, 0.1, 0.2, 0.3, 0.1],
C1(2) = [0.1, 0, 0.1, 0.1, 0.2, 0.1],
D1(1) = [0, 0.1, 0, 0, 0.2, 0.1],
D1(2) = [0, 0.2, 0.1, 0, 0.2, 0.2],

and Cg(i) = Ed(i) = 0, i = 1, 2. The residual errors of the state vector m(t) of
mRNAs and the state vector p(t) of protein are shown in Fig. 6.6 with the initial
condition [0.2, 0.4, 0.5]T . In addition, if we set γ = 0.8763, we have χ̄ = 0.8422,
and it follows from (6.27) that the estimate of state decay is given by:

E{‖e(t)‖2} � 2.1385e−0.2401t‖φ‖C1 , ∀t � 0.

Therefore, the filtering error dynamics (6.34) is exponentially stable in mean square
with a prescribed H∞ performance.
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Fig. 6.6 Residual errors of m(t) and p(t)

6.5 Conclusion

In this chapter, the exponential passive filtering problem for a class of neutral-type
neural networks with semi-Markovian jump parameters, discrete and distributed
delays has been investigated. The semi-Markovian switching signal has been simul-
taneously introduced to reflect the complex hybrid nature existing in the neural net-
works. Sufficient conditions for the existence of a desired filter are given to ensure
that the filtering error system is strictly exponentially passive with desired distur-
bance attenuation. In addition, a convex optimization algorithm for the filter design
has been developed. Finally, three numerical examples are given to demonstrate the
effectiveness of the proposed methods.
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Chapter 7
Event-Triggered Fault Detection
for Semi-Markovian Jump Systems

Abstract This chapter considers the fault detection problem for a class of S-MJS
with known sojourn probability. An event-driven control strategy is developed to
reduce the frequencyof transmission, and sufficient conditions for sojournprobability
dependent jumped systems are presented. A fault detection filter is designed such that
the corresponding filtering error system is stochastically stable and has a prescribed
performance. In addition, a fault detection filter design algorithm is employed such
that the existence conditions for the designed filer are provided.

7.1 Introduction

In networked control systems, an important issue is how to transmit signals more
effectively by utilizing the available but limited network bandwidth. To alleviate
the unnecessary waste of communication/computation resources that often occurs in
conventional time-triggered signal transmissions, a recently popular communication
schedule called event-triggered strategy has been proposed. In this chapter, we focus
on the fault detection problem for S-MJS with known sojourn probability. In light of
an event-triggered technique and the cone complementarity linearization approach, a
nonconvex feasibility problem has been transformed into a sequential minimization
problem, and then, sufficient conditions are established for the existence of event-
triggered fault detection filters. The new features of this chapter are the following
three folds: (1) Based on the relative error with respect to the measurement sig-
nal, an event indicator variable is introduced and the corresponding event-triggered
scheme is proposed in order to reduce the sampling or frequency of communication
between the components of the systems; (2) different from the existing works, the
sojourn probability is assumed to be known a prior. By using the sojourn probability
information, a new kind of jump system model is introduced, which is easier to be
measured than transitions probabilities in MJS; and (3) the developed fault detection
filter design algorithm is recursive and is thus suitable for online applications.

© Springer International Publishing AG 2017
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7.2 Problem Formulation

Consider the following S-MJS in the probability space (Ω,F ,Pr) for k ∈ Z
+:

x(k + 1) = ∑M
γk=1αγk (k)

[
Aγk x(k) + Bγk u(k) + Eγkω(k) + Fγk f (k)

]
,

y(k) = ∑M
γk=1αγk (k)

[
Cγk x(k) + Drk u(k) + Grkω(k) + Hrk f (k)

]
,

(7.1)

where x(k) ∈ R
n is the state vector; y(k) ∈ R

p is the measured output; u(k) ∈ R
m

is the deterministic input vector; ω(k) ∈ R
q is exogenous disturbance input which

belongs to �2[0,∞); and f (k) ∈ R
l is the fault vector which is also deterministic.

It is assumed that the transition probabilities � belongs to a polytope P�, with
vertices �(r), r = 1, 2, . . . , N as follows:

P� �
{

�|� =
N∑

ν=1

αν(k)�
(r),

N∑
ν=1

αν(k) = 1,αν(k) � 0

}

where �(r) � [λ(r)
i j ]M×M (i, j ∈ M; r = 1, . . . , N ) denotes the given transition

probability matrices that contain unknown elements. For notation simplicity, for any
i ∈ M, we denote M � Mi

uc ∪ Mi
uk , where

{
Mi

uc �
{
j |λh

i j is uncertain
}
,

Mi
uk �

{
j |λh

i j is unknown
}
.

Also, define λi
uc �

∑
j∈Mi

uc
λ(r)
i j , ∀r = 1, 2, . . . , N .

In this chapter, the probability of a jumped system staying in each subsystem is
assumed to be known a prior, i.e.

Pr{γk = i |k ∈ Z
+, i ∈ M} = βi .

where βi ∈ [0, 1] is called “sojourn probability” of the i th subsystem. Then, the
sojourn probability βi can be obtained through the following statistical method

βi = lim
n→∞

ki
n

,

where ki , n ∈ Z
+, and ki is the times of γn = i in the interval [1, n].

A set of stochastic variables αi (k) are defined as

αi (k) =
{
1, γk = i,
0, γk �= i,

i ∈ M,
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and the expectation of αi (k) is βi . αi (k) and βi satisfy

M∑
i=1

αi (k) = 1,
M∑
i=1

βi = 1.

The sojourn probability of the i th subsystemβi , i ∈ M can be obtained by solving
the following set of equations:

{
Λ(r)β = β,

β1 + β2 + · · · + βM = 1,
(7.2)

where β = [β1, . . . ,βM ]
T .

Remark 7.1 The sojourn probability information of jump systems has been consid-
ered in this chapter. One of the motivations to adopt sojourn probabilities in jump
systems is the difficulty to obtain the transition probabilities of S-MJS. Compared
with the transition probabilities in S-MJS, the sojourn probability information is
easier to measure: for a jump system with n subsystems, there are n2 transition prob-
abilities while there are only n sojourn probabilities to be known for analysis and
design purpose. �

For the purpose of reducing data communication frequency, the event generator
is constructed which uses the previously measurement output to determine whether
the newly measurement output will be sent out to the controller or not. As such, we
define the event generator function G(·, ·) as follows:

G (ψ(k), 	) � ψT (k)ψ(k) − 	yT (k)y(k), (7.3)

where ψ(k) � y(ki ) − y(k), and y(ki ) is the measurement at latest event time, y(k)
is the current measurement and 	 ∈ [0, 1).

The execution is triggered as long as the condition

G (ψ(k), 	) > 0, (7.4)

is satisfied. Therefore, the sequence of event-triggered instants 0 � k0 � k1 � · · · �
ki � · · · is determined iteratively by

ki+1 = inf{k ∈ N|k > ki , G (ψ(k), 	) > 0}. (7.5)

Accordingly, anymeasurement data satisfying the event condition (7.4) will be trans-
mitted to the controller.

For the stochastic system (7.1), we are interested in designing a fault detection
filter of the following form, for γk = i ,
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{
x f (k + 1) = ∑M

i=1αi (k)
[
A f i x f (k) + B f i y(ki )

]
,

δ(k) = ∑M
i=1αi (k)C f i x f (k),

(7.6)

where x f (k) ∈ R
s is the state of the fault detection filter; and δ(k) ∈ R

l is the residual
signal. A f i , B f i , and C f i are the filter parameters to be designed.

To improve or enhance the performance of fault detection system,we add aweight-
ing matrix function into the fault f (z), that is, fw(z) = W (z) f (z), where f (z) and
fw(z) denote respectively the ‘z’ transforms of f (k) and fw(k). Here,W (z) is given
a priori, and the choice of W (z) is to impose frequency weighting on the spectrum
of the fault signal for detection. One state space realization of fw(z) = W (z) f (z)
can be

{
xw(k + 1) = Awxw(k) + Bw f (k),

fw(k) = Cwxw(k),
(7.7)

where xw(k) ∈ R
k is the state vector, and matrices Aw, Bw, and Cw are priorly

chosen.
Denoting e(k) � δ(k) − fw(k), and augmenting the model of (7.1) to include

the states of (7.6) and (7.7), then the overall dynamics of fault detection system is
governed by

{
ξ(k + 1) = ∑M

i=1 αi (k)
[
Ãiξ(k) + B̃iυ(k) + D̃iψ(k)

]
,

e(k) = ∑M
i=1 αi (k)C̃iξ(k),

(7.8)

where

ξ(k) �
[
xT (k) xTf (k) x

T
w(k)

]T
,

υ(k) �
[
uT (k) ωT (k) f T (k)

]T
,

and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ãi �

⎡
⎣ Ai 0 0
B f iCi A f i 0
0 0 Aw

⎤
⎦ , D̃i �

⎡
⎣ 0
B f i

0

⎤
⎦ ,

B̃i �

⎡
⎣ Bi Ei Fi
B f i Di B f iGi B f i Hi

0 0 Bw

⎤
⎦ ,

C̃i �
[
0 C f i −Cw

]
.

(7.9)

Before presenting our main results in this chapter, we introduce the following
definitions.

Definition 7.2 The error system (7.8) with υ(k) = 0 is said to be stochastically
stable, if for any initial state (ξ(0), r0), the following condition holds
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E

{ ∞∑
k=0

‖ξ(k)‖2|(ξ(0), r0)
}

< Γ (ξ(0), r0),

where Γ (ξ(0), r0) is a nonnegative function of the system initial values.

Definition 7.3 For a given scalar γ > 0, the fault detection system (7.8) is said to be
stochastically stable with a generalized H2 performance level γ, if it is stochastically
stable with υ(k) = 0, and under zero initial condition, that is, ξ(0) = 0, ‖e(k)‖∞ <

γ ‖υ(k)‖2 for all nonzero υ(k) ∈ �2[0,∞), where ‖e(k)‖∞ � supk
√
E{|e(k)|2}.

Now, the problem of event-triggered fault detection problem can be transformed
into H2 filtering problem for system (7.1): develop a filter (7.6) for a residual signal
δ(k) to assure that the resulting overall fault detection system (7.8) to be stochastically
stable with a disturbance attenuation γ.

After generating the residual signal, a residual evaluation value will be computed
through a prescribed evaluation function. Here, we consider the following evaluation
function: J (δ) (where δ denotes δ(k) for simplicity) and a threshold Jth

J (δ) �
(
k0+k�∑
k=k0

δT (k)δ(k)

)1/2

,

Jth � sup
0 �=ω∈�2,0 �=u∈�2, f =0

J (δ),

where k0 denotes the initial evaluation time instant, and k� stands for the evaluation
time. For the detailed discussion of the threshold Jth , readers are referred to [1].

Based on above, the occurrence of faults can be detected by comparing J (δ) and
Jth according to the following test:

{J (δ) > Jth ⇒ with faults ⇒ alarm
J (δ) � Jth ⇒ no faults

7.3 Main Results

7.3.1 Fault Detection Filtering Analysis

In the following, sufficient conditionswill be developed to guarantee the asymptotical
stability of the residual system in (7.8) with a performance described.

Theorem 7.4 For given scalars γ > 0 and 0 < 	 < 1, the fault detection system
(7.8) is stochastically stable with a generalized H2 performance level γ, if there exist
matrices Pi > 0, i ∈ M such that
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⎡
⎣Ξ11 Ξ12 Ξ13

∗ −Ξ22 0
∗ ∗ −Ξ33

⎤
⎦ < 0, (7.10)

[−Pi Ξ14

∗ −Ξ44

]
< 0, (7.11)

where

Ξ11 � diag{−Pi ,−I,−I }, P i
uc �

∑
j∈Mi

uc

λ(r)
i j Pj ,

P j � P i
uc + (

1 − λi
uc

)
Pj , ∀i, j ∈ M × Mi

uk,

Ξ12 �
[
Φ1, . . . , ΦM

]
, Ξ13 �

[
Ψ1, . . . , ΨM

]
,

Φi �
[√

βiP j Ãi
√

βiP j B̃i
√

βiP j D̃i

]T
,

Ψi �
[
	
√

βiCi 	
√

βiDi 0
]T

,

Ξ22 � diag{P j , . . . ,P j︸ ︷︷ ︸
M

}, Ξ33 � diag{	I, . . . , 	I︸ ︷︷ ︸
M

},

Ξ14 �
[
(C̃1)

T , . . . , (C̃M)T
]
, Ξ44 � diag{γ2 I, . . . , γ2 I︸ ︷︷ ︸

M

},

Ci �
[
Ci 0 0

]
, Di �

[
Di Gi Hi

]
,

and Ãi , B̃i , C̃i , and D̃i are defined as in (7.9).

Proof First, let us consider generalized H2 performance criterion. Choose a stochas-
tic Lyapunov function candidate as:

V (ξ(k),α(k), γk) � ξT (k)
(
Pγk

)
ξ(k), (7.12)

where Pi � Pγk=i , i ∈ M are positive define matrices to be determined.
Note that

E{αi (k)α j (k)} =
{

βi , i = j,
0, i �= j.

Then, for γk = i , the increment of V (ξ(k),α(k), γk) from k to k + 1 satisfies

E{ΔV (ξ(k),α(k), γk)}
= E

{
V
(
ξ(k + 1), γk+1

)∣∣(ξ(k),α(k), γk
)} − V

(
ξ(k), γk

)

= E
{
ξT (k + 1)

(
P(γk+1= j |γk=i)

)
ξ(k + 1)

}
− ξT (k) (Pi ) ξ(k)
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=
M∑
i=1

βi

(
Ãiξ(k) + B̃iυ(k) + D̃iψ(k)

)T( M∑
j=1

λh
i j Pj

)

×
(
Ãiξ(k) + B̃iυ(k) + D̃iψ(k)

)
− ξT (k)Piξ(k)

=
M∑
i=1

βiζ
T (k)

(
Ai

)T( ∑
j∈M

λh
i j Pj

)
Aiζ(k) − ξT (k)Piξ(k) (7.13)

where ζ(k) �

⎡
⎣ ξ(k)

υ(k)
ψ(k)

⎤
⎦ and Ai �

[
Ãi B̃i D̃i

]
.

To establish the generalized H2 performance for the fault detection system
(7.8), we assume zero initial condition, that is, ξ(0) = 0, then we have V (ξ(k),
α(k), γk)|t=0 = 0. Consider the index

J � V (ξ(k),α(k), γk) −
k−1∑
s=0

υT (s)υ(s),

then for any nonzero υ(k) ∈ �2[0,∞) and t > 0, we have

J = E
{
V (ξ(k),α(k), γk) − V (ξ(0),α(0), r0)

}
−

k−1∑
s=0

υT (s)υ(s)

=
k−1∑
s=0

E
{
ΔV (ξ(s),α(s)) − υT (s)υ(s)

}
.

On the other hand, it follows from (7.4) and (7.13), that

E
{
ΔV (ξ(k),α(k)) − υT (k)υ(k)

}

� E
{
ζT (k)

(
Ai

)T( ∑
j∈M

λh
i j Pj

)
Aiζ(k) + 	ζT (k)

(
Bi

)T
Biζ(k)

+ ζT (k)diag{−Pi ,−I,−I }ζ(k)
}
, (7.14)

where Bi �
[
Ci Di 0

]
.

Now, we decompose the defective transition probability matrix as follows:

∑
j∈M

λh
i j Pj =

( ∑
j∈Mi

uc

M∑
ν=1

ανλ
(ν)
i j +

∑
j∈Mi

uk

λh
i j

)
Pj , (7.15)

where
∑M

ν=1 ανλ
(ν)
i j , j ∈ Mi

uc represents an uncertain element in the polytope uncer-
tainty description.
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Then, by using
∑M

ν=1 αν = 1 and αν � 0, (7.15) holds if and only if

∑
j∈M

λh
i j Pj =

M∑
ν=1

αν

( ∑
j∈Mi

uc

λ(ν)
i j +

∑
j∈Mi

uk

λh
i j

)
Pj ,

=
( ∑

j∈Mi
uc

λ(ν)
i j +

∑
j∈Mi

uk

λh
i j

)
Pj ,

= P i
uc + (

1 − λi
uc

) ∑
j∈Mi

uk

λh
i j

1 − λi
uc

Pj . (7.16)

Since
λh
i j

1−λi
uc

� 0 and
∑

j∈Mi
uk

λh
i j

1−λi
uc

= 1, (7.16) becomes

∑
j∈M

λh
i j Pj =

∑
j∈Mi

uk

λh
i j

1 − λi
uc

(
P i
uc + (

1 − λi
uc

)
Pj

)
.

Thus, for 0 � λh
i j � 1 − λi

uc, (7.14) is equivalent to ∀ j ∈ Mi
uk

E
{
ΔV (ξ(k),α(k)) − υT (k)υ(k)

}

�
M∑
i=1

βiζ
T (k)

(
Ai

)T(P i
uc + (

1 − λi
uc

)
Pj

)
Aiζ(k)

+ 	ζT (k)
(
Bi

)T
Biζ(k) + ζT (k)diag{−Pi ,−I,−I }ζ(k).

Thus by (7.10), together with Schur complement, we have

ΔV (ξ(k),α(k)) − υT (k)υ(k) < 0,

this guarantees J < 0, which further implies

V (ξ,α) <

k−1∑
s=0

υT (s)υ(s). (7.17)

On the other hand, by Schur complement again, (7.11) yields

M∑
i=1

βi (C̃i )
T C̃i − γ2Pi < 0. (7.18)
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Then, one can obtain that, for all t > 0,

E{eT (k)e(k)} − γ2V (ξ,α) � ξ(k)

(
M∑
i=1

βi C̃
T
i C̃i − γ2Pi

)
ξ(k).

Combining with (7.17)–(7.18) yields the following inequalities:

E{eT (k)e(k)} < γ2V (ξ,α)

� γ2
k−1∑
s=0

υT (s)υ(s) � γ2
∞∑
s=0

υT (s)υ(s),

which implies that ‖e(k)‖∞ < γ ‖υ(k)‖2 for all nonzero υ(k) ∈ �2[0,∞).
Next, we will show the stochastic stability of system (7.8) with υ(k) = 0. From

(7.10) we have

ϒi �
[

( Ãi )
T

(D̃i )
T

]
P j

[
Ãi D̃i

] −
[
Pi 0
0 I

]
< 0.

Next we calculate stochastic Lyapunov function (7.12) along the trajectories of
system, we have

E{Vγk+1(ξ(k + 1), k + 1)|(ξ(k), γk = i)} − Vγk (ξ(k), k)

� −λmin (ϒi ) ξT (k)ξ(k)

� −βξT (k)ξ(k),

where β � inf
i∈M

{λmin(ϒi )} .

Hence, it follows that

lim
T→∞E

{
T∑

k=0

ξT (k)ξ(k)
∣∣ (ξ0, r0)

}
� Γ (ξ0, r0),

where Γ (ξ0, r0) is a positive constant. Thus, the fault detection system (Π̃) in (7.8)
with υ(k) = 0 is stochastically stable in the sense of Definition 7.2. This completes
the proof. �

Remark 7.5 It should be emphasized that the sojourn probabilities of the subsystems
appear in Theorem 7.4, which will affect the validity of Theorem 7.4. If the sojourn
probabilities of the stable subsystems are big, the whole switched system is more
likely to be stable (or stable with large steady margin). �
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7.3.2 Fault Detection Filter Design

We now shift our design focus on the fault detection filter in (7.6) based on Theo-
rem 7.4 and Lemma 1.29. To this end, the filter matrices (A f i , B f i ,C f i ) should be
determined to guarantee the stochastic stability of the filter error system (7.8) with a
disturbance attenuation level γ. We establish a sufficient condition for the existence
of such a filter through the following theorem:

Theorem 7.6 Consider the stochastic system (7.1) with fault detection filter (7.6).
For the given disturbance attenuation level γ and the scalar 	 ∈ [0, 1), the fault
detection system (7.8) is stochastically stable with a generalized disturbance atten-
uation level, if there exist positive diagonally dominant matrices Xi > 0, Yi > 0,
Xi > 0, and Yi > 0, i ∈ M satisfying

⎡
⎣ Ξ̄11 Ξ̄12 Ξ̄13

∗ Ξ̄22 0
∗ ∗ Ξ̄33

⎤
⎦ < 0, (7.19)

[
M⊥

i 0
0 I

]⎡⎣ Ξ̄11 Ξ̃12 Ξ̄13

∗ Ξ̃22 0
∗ ∗ Ξ̄33

⎤
⎦[

M⊥
i 0
0 I

]T
< 0, (7.20)

[
Λ11 Λ12

∗ −Ξ44

]
< 0, (7.21)

X jX j = I, Y jY j = I, (7.22)

where

Ξ̄11 � diag{−Xi ,−Yi ,−I,−I }, Ξ̄12 �
[
Φ̄1, . . . , Φ̄M

]
,

Φ̄i �
[√

βi J Āi 0
√

βi J B̄i
√

βi J D̄i

0
√

βi Aw

√
βi B̂w 0

]T
, i ∈ M,

Ξ̄22 � diag{−JX j J
T ,−Y j , . . . ,−JX j J

T ,−Y j },
Ξ̄13 �

[
Ψ̄1, . . . , Ψ̄M

]
, Ψ̄i �

[
	
√

βi C̄i 0 	
√

βiDi 0
]
,

Ξ̃12 �
[
Φ̃1, . . . , Φ̃M

]
, Λ11 � diag{−J Xi J

T ,−Yi },

Φ̃i �
[√

βi Āi 0
√

βi B̄i
√

βi D̄i

0
√

βi Aw

√
βi B̂w 0

]T
, i ∈ M,

Ξ̃22 � diag{−X j ,−Y j , . . . ,−X j ,−Y j },
Λ12 � [Θ1, . . . , ΘM ] , Θi � [0 − Cw]

T ,

X j �
∑
j∈Mi

uc

λ(r)
i j X j + (1 − λi

uc)X j ,∀ j ∈ Mi
uk,

Y j �
∑
j∈Mi

uc

λ(r)
i j Y j + (1 − λi

uc)Y j ,∀ j ∈ Mi
uk .

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Moreover, if the above conditions (7.19)–(7.22) are feasible, then the systemmatrices
of a fault detection filter (7.6) are given by

Gi = −Π−1
1i U

T
1iΛ1i V

T
1i (V1iΛ1i V

T
1i )

−1 + Π−1
1i Ξ

1/2
1i L1i (V1iΛ1i V

T
1i )

−1/2

Ki = −Π−1
2i U

T
2iΛ2i V

T
2 (V2Λ2i V

T
2 )−1 + Π−1

2i Ξ
1/2
2i L2i (V2Λ2i V

T
2 )−1/2

Λ1i = (U1iΠ
−1
1i U

T
1i − W1i )

−1 > 0

Λ2i = (U2iΠ
−1
2i U

T
2i − W2i )

−1 > 0

Ξ1i = Π1i −UT
1i (Λ1i − Λ1i V

T
1i (V1iΛ1i V

T
1i )

−1V1iΛ1i )U1i > 0

Ξ2i = Π2i −UT
2i (Λ2i − Λ2i V

T
2 (V2Λ2i V

T
2 )−1V2Λ2i )U2i > 0

where Gi �
[
A f i B f i

]
, Ki � C f i . In addition, Πκi and Lκi , κ = 1, 2 are any

appropriate matrices satisfying Πκi > 0, ‖Lκi‖ < 1 and

Āi �
[
Ai 0
0 0

]
, U2 �

⎡
⎣ 0
0
I

⎤
⎦ , B̄i �

[
Bi Ei Fi
0 0 0

]
,

Mi �
[
0 I 0 0 0 0 0
Ci 0 0 0 Di Gi Hi

]T
, Ri �

[
0 I
Ci 0

]
,

Si �
[
0 0 0
Di Gi Hi

]
, E �

[
0
I

]
, V2 �

[
T 0 0

]
,

U1 �
[
0 0 0 0 ET 0 0

]T
, W2i �

[
Λ̄11 �12

∗ −Ξ44

]
,

W1i �

⎡
⎣ Ξ̄11 Ξ̃12 Ξ̄13

∗ Ξ̃22 0
∗ ∗ Ξ̄33

⎤
⎦ , V1i �

[
Ri 0 0 Si 0 0 0

]
,

Λ̄11 � diag{−Xi ,−Yi }, T �
[
0 I

]
, J �

[
I 0

]
. (7.23)

Proof Set Pi � diag (Xi ,Yi ), i ∈ M in (7.10), where Xi ∈ R
(n+s)×(n+s) and

Yi ∈ R
k×k . Then, from Theorem 7.4, the fault detection system (7.8) is stochastically

stable with a performance γ, if there exist matrices Xi > 0 and Yi > 0 such that

⎡
⎣ Ξ̄11 Ξ̂12 Ξ̄13

∗ Ξ̃22 0
∗ ∗ Ξ̄33

⎤
⎦ < 0, (7.24)

[
Λ̄11 Λ̂12

∗ −Ξ44

]
< 0, (7.25)
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where

Ξ̂12 �
[
Φ̂1, . . . , Φ̂M

]
, Λ̂12 �

[
Θ̂1, . . . , Θ̂M

]
,

Φ̂i �
[√

βi Âi 0
√

βi B̂i
√

βi D̂i

0
√

βi Aw

√
βi B̂w 0

]T
,

Âi �
[

Ai 0
B f iCi A f i

]
, D̂i �

[
0
B f i

]
,

Ĉi �
[
Ci 0

]
, Ĉi �

[
0 C f i

]
,

B̂i �
[

Bi Ei Fi
B f i Di B f iGi B f i Hi

]
,

B̂w �
[
0 0 Bw

]
, Θ̂i �

[
Ĉi − Cw

]T
. (7.26)

Rewrite (7.26) in the following form:

Âi = Āi + E
[
A f i B f i

]
Ri , Ĉi = C f i T,

B̂i = B̄i + E
[
A f i B f i

]
Si , (7.27)

where Āi , B̄i , C̄i , E , Ri , Si and T are defined in (7.23).
Using (7.27), the inequalities (7.24) and (7.25) can be rewritten as

W1i +U1
[
A f i B f i

]
V1i + (

U1
[
A f i B f i

]
V1i

)T
< 0, (7.28)

W2i +U2C f i V2 + (
U2C f i V2

)T
< 0, (7.29)

where W1i , W2i , U1, V1i , U2 and V2 are defined in (7.23).
Next, we assign

U⊥
1 = diag{I, I, I, I, J, I, I }, V T⊥

1i =
[
M⊥

i 0
0 I

]
.

It follows from Lemma 1.29 that inequality (7.28) is solvable for
[
A f i B f i

]
if

and only if (7.19) and (7.20) are satisfied.
In addition, set

U⊥
2 =

[
I 0 0
0 I 0

]
, V T⊥

2 =
⎡
⎣ J 0 0
0 I 0
0 0 I

⎤
⎦

Then, inequality (7.29) is solvable for C f i if and only if (7.21) hold. This completes
the proof. �

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Remark 7.7 It’s worth noting that the convex optimization algorithm cannot be used
to find a minimum γ, since the conditions are no longer LMIs due to the matrix equa-
tion (7.22). However, we can solve this problem by using the cone complementarity
linearization algorithm proposed in [2]. �

From the above discussion, we can solve the nonconvex feasibility problem by
formulating it into the following sequential optimization problem.
Fault Detection Filter Design Problem:

min trace
(∑

i
(XiXi )

)
+ trace

(∑
i
(YiYi )

)
subject to (7.19) − (7.21), and ∀i ∈ M[

Xi I
I Xi

]
� 0,

[
Yi I
I Yi

]
� 0. (7.30)

If there exists solutions such that

trace
(∑

i
(XiXi )

)
+ trace

(∑
i
(YiYi )

)
= N (n + s + k) ,

(7.31)

then the conditions in Theorem 7.6 are solvable.
Therefore, we propose the following event-triggered fault detection filter design

algorithm to solve the event-triggered fault detection filter design problem.

The fault detection filter design algorithm:
Step 1. Given the disturbance attenuation level γ > 0

and the scalar 	 ∈ [0, 1).
Step 2. Find a feasible set (X (0)

i , Y (0)
i ,X

(0)
i ,Y

(0)
i )

satisfying (7.19)–(7.21) and (7.30). Set κ = 0.
Step 3. Solve the following optimization problem:

min trace
(∑

i

(
X (κ)
i Xi + XiX

(κ)
i

))
+trace

(∑
i

(
Y (κ)
i Yi + YiY

(κ)
i

))
subject to (7.19)–(7.21) and (7.30), and denote f ∗
to be the optimized value.

Step 4. Substitute the obtained matrix variables
(Xi , Yi ,Xi ,Yi ) into (7.24)–(7.25). If there exists
a sufficiently small scalar ε, such that
| f ∗ − 2N (n + s + k)| < ε, then output the
feasible solutions (Xi , Yi ,Xi ,Yi ). Stop.

Step 5. If κ > N, where N is the maximum number of
iterations allowed, stop.

Step 6. Set κ = κ + 1, and
(X (κ)

i , Y (κ)
i ,X

(κ)
i ,Y

(κ)
i ) = (Xi , Yi ,Xi ,Yi ),

and go to Step 3.
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Remark 7.8 Note that, in the aforementioned algorithm, an iteration method has
been employed to solve the minimization problem instead of the original nonconvex
feasibility problem. In order to solve theminimization problem, the stopping criterion
| f ∗ −2N (n+s+k)| should be checked since it can be numerically difficult to obtain
the optimal solutions to meet the condition (7.31). �

7.4 Illustrative Example

In this section, we use a numerical example to illustrate the effectiveness of the
proposed approach. Consider the stochastic system (7.1) with two subsystems.

A1 =
[

0.5 0.1
−0.2 −0.8

]
, B1 =

[
0.2
0.3

]
, E1 =

[
0.5

−0.4

]
,

A2 =
[
0.3 0.2
0.1 −0.7

]
, B2 =

[
0.1
0.3

]
, E2 =

[
0.3
0.4

]
,

F1 =
[
0.2
0.1

]
,C1 = [

0.5 0.3
]
, D1 = 0.3,

F2 =
[−0.1

0.3

]
,C2 = [

0.6 0.2
]
, D2 = 0.4,

G1 = 0.8, H1 = 1.5, G2 = 0.5, H2 = 0.5.

The weighting matrixW (z) in fw(z) = W (z) f (z) is taken asW (z) = 5/(z + 5).
Its state space realization is given as (7.7) with Aw = 0.5, Bw = 0.5 and Cw = 1.
The transition probabilities matrix comprises two vertices Λ(r), (r = 1, 2). The first
rows of Λ(r), i.e., Λ(r)

1 are given by

Λ
(1)
1 �

[
? 0.7

]
, Λ

(2)
1 �

[
? 0.3

]
,

and the second rows of Λ(r) are given by

Λ
(1)
2 �

[
0.5 0.5

]
, Λ

(2)
2 �

[
0.3 ?

]
,

where ? represents the unknown entries.
Our purpose here is to design a full-order filter system (7.6) to generate the residual

signal δ(t) such that the fault detection system (7.8) is stochastically stable with a
performance index. Solving fault detection filter problem by using Algorithm of fault
detection filter design, it follows that the minimized feasible γ is γ∗ = 3.5022, and
the corresponding full-order filter parameters are given as
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Fig. 7.1 Generated residual δ(t)

A f 1 =
[−0.6047 −0.4312

−1.3923 −1.2383

]
, B f 1 =

[
1.4367

−0.6434

]
,

C f 1 = [
2.2321 0.3660

]
,

A f 2 =
[−3.3582 0.5149

−1.0526 −1.1935

]
, B f 2 =

[−0.5447
−0.3294

]
,

C f 2 = [−1.3638 0.5123
]
.

Figure7.1 depicts the generated residual signal δ(k); and Fig. 7.2 presents the
evaluation function of J (r) for both the fault case (solid line) and fault-free case
(dash-dot line). With a selected threshold

Jth = sup
ω �=0,u �=0, f =0

(
300∑
k=0

δT (k)δ(k)

)1/2

= 8.265,

the simulation results show that
(∑100

k=0 δT (k)δ(k)
)1/2= 8.373 > Jth . Thus, the

appeared fault can be detected after some time steps. The simulation result illustrates
the efficiency of the design techniques proposed in this chapter.
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Fig. 7.2 Evaluation function of J (r)

7.5 Conclusion

In this chapter, the problem of fault detection filtering has been addressed for a class
of S-MJS with known sojourn probability. A sojourn probability dependent event-
triggered filter has been designed to estimate the fault of the measured output signal.
Then, a sufficient condition has been proposed to ensure the stochastic stability with
an H2 performance for the filtering error system. Furthermore, the filter has been
designed, and a sufficient condition has been decoupled into a convex optimization
problem, which can be efficiently handled using standard method. An example has
been provided to illustrate the applicability of the proposed techniques.
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Chapter 8
Fuzzy Fault Detection Filtering
for Semi-Markovian Jump Systems

Abstract This chapter investigates the problem of fault detection filtering for S-
MJS by a Takagi-Sugeno fuzzy approach. Attention is focused on the construction
of a fault detection filter such that the estimation error converges to zero in the mean
square andmeets a prescribed system performance. The designed fuzzymodel-based
fault detection filter can guarantee the sensitivity of the residual signal to faults
and the robustness of the external disturbances. By using the cone complementarity
linearization algorithm, the existence conditions for the design of fault detection
filters are provided, and the error between the residual signal and the fault signal can
be made within a desired region.

8.1 Introduction

In many engineering areas of the real world, most physical systems and processes are
described by nonlinear models, which introduce serious difficulties in the control and
design of system. It has been well recognized that fuzzy control is a simple and effec-
tive approach to controlling many complex nonlinear systems or even non-analytic
systems. In many cases, fuzzy logic control (FLC) has been suggested as an alterna-
tive approach to conventional control techniques. However, it is also worth mention-
ing that the traditional FLC techniques suffer from a number of disadvantages such
as the difficulty for systematic design and inconsistent performance. Takagi–Sugeno
(T–S) fuzzy model is a fuzzy dynamic model, and has been applied to formulate a
complex nonlinear systems into a framework. Consequently, T–S fuzzy models are
less prone to the curse of dimensionality than other fuzzy models.

In this chapter, we focus on the fault detection filter design problem for S-MJS by
a T–S fuzzy approach. Attention is focused on the construction of a fault detection
filter such that the estimation error converges to zero in the mean square and the pre-
scribed performance requirement can be guaranteed. Intensive stochastic analysis is
carried out to obtain sufficient conditions for ensuring the stochastically stability of
the desired fault detection filters, and then, the corresponding solvability conditions
for the desired filter gains are established. By using the cone complementarity lin-
earization algorithm, the existence conditions for the design of fault detection filters
are provided, at the same time, the error between the residual signal and the fault
signal is made as small as possible.

© Springer International Publishing AG 2017
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8.2 Problem Formulation and Preliminaries

Consider the following T–S fuzzy system in complete probability space (Ω,F ,Pr):

� Plant Form:
Rule ν: IF θ1(t) is Mν1, θ2(t) is Mν2, . . . and θp(t) is Mν p, THEN

x(t + 1) = A(ν)
γt x(t) + B(ν)

γt u(t) + E(ν)
γt ω(t) + F(ν)

γt f (t)

y(t) = ϑ(t)C(ν)
γt x(t) + D(ν)

γt u(t) + G(ν)
γt ω(t) + H (ν)

γt f (t), ν = 1, . . . , L , (8.1)

where x(t) ∈ R
n is the system state; y(t) ∈ R

p is the measured output; u(t) ∈ R
m is

the deterministic input; ω(t) ∈ R
q is exogenous disturbance input which belongs to

�2[0,∞); and f (t) ∈ R
l is the fault to be detected. A(ν)

γt
, B(ν)

γt
, E (ν)

γt
, F (ν)

γt
, C (ν)

γt
, D(ν)

γt
,

G(ν)
γt
, and H (ν)

γt
are known constantmatriceswith appropriate dimensions.Mν p are the

fuzzy sets, L is the number of IF-THEN rules, and θ(t) = [θ1(t), θ2(t), . . . , θp(t)]
is the premise variables vector, and it is assumed that the premise variables do not
depend on the input variables u(t). The fuzzy basis functions are given by

αν(θ(t)) =

p∏
s=1

Mνs(θν(t))

L∑
ν=1

p∏
s=1

Mνs(θν(t))

, (8.2)

with Mνs(θν(t)) representing the grade of membership of θν(t) in Mνs (ν =
1, 2, . . . , L; s = 1, 2, . . . , p). Therefore, for all t we have αν(θ(t)) � 0 and
L∑

ν=1
αν(θ(t)) = 1.

In system (8.1), the stochastic variable ϑ(t) is a Bernoulli-distributed white noise
sequence specified by the following distribution law:

Pr(ϑ(t) = 1) = E{ϑ(t)} = ϑ̄,

where ϑ̄ ∈ [0, 1] is a known constant.
The variable ϑ(t) is introduced to represent missing measurements. We use ϑ(t)

to indicate the arrival (with value 1) or loss (with value 0) of the packets. Clearly, for
the stochastic variable ϑ(t), one has

E{ϑ(t) − ϑ̄} = 0, E{|ϑ(t) − ϑ̄|2} = ϑ̄(1 − ϑ̄).

Given a pair of (x(t), u(t)), the overall fuzzy system is inferred as

x(t + 1) =
L∑

ν=1
αν(θ(t))

[
A(ν)

γt
x(t) + B(ν)

γt
u(t) + E (ν)

γt
ω(t) + F (ν)

γt
f (t)

]

y(t) =
L∑

ν=1
αν(θ(t))

[
ϑ(t)C (ν)

γt
x(t) + D(ν)

γt
u(t) + G(ν)

γt
ω(t) + H (ν)

γt
f (t)

]
.

(8.3)
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Moreover, system (8.3) can be written as

{
x(t + 1) = A(α)

γt
x(t) + B(α)

γt
u(t) + E (α)

γt
ω(t) + F (α)

γt
f (t)

y(t) = ϑ(t)C (α)
γt

x(t) + D(α)
γt

u(t) + G(α)
γt

ω(t) + H (α)
γt

f (t),
(8.4)

where

A(α)
γt

�
L∑

ν=1
αν(θ(t))A(ν)

γt
, B(α)

γt
�

L∑
ν=1

αν(θ(t))B(ν)
γt

,

E (α)
γt

�
L∑

ν=1
αν(θ(t))E (ν)

γt
, F (α)

γt
�

L∑
ν=1

αν(θ(t))F (ν)
γt

,

C (α)
γt

�
L∑

ν=1
αν(θ(t))C (ν)

γt
, D(α)

γt
�

L∑
ν=1

αν(θ(t))D(ν)
γt

,

G(α)
γt

�
L∑

ν=1
αν(θ(t))G(ν)

γt
, H (α)

γt
�

L∑
ν=1

αν(θ(t))H (ν)
γt

.

Let {γt , t ∈ Z
+} be a Markov chain taking values in state-spaceM = {1, 2, . . . ,

M}. The evolution of the Markov process {γt , t ∈ Z
+} is governed by the following

probability transitions:

Pr (γt+h = j |γt = i) = λh
i j , (8.5)

where h is the sojourn time at the i th model, λh
i j is the transition rate from mode i at

time t to mode j at time t + h when i �= j and
∑M

j=1 λh
i j = 1.

It is assumed that the transition probabilities� = [λh
i j ]M×M belongs to a polytope

P�, with vertices �(r), r = 1, 2, . . . , N as follows:

P� �
{

�| � =
N∑

ν=1

αν(t)�
(r),

N∑
ν=1

αν(t) = 1, αν(t) � 0

}
, (8.6)

where �(r) � [λ(r)
i j ]M×M (i, j ∈ M; r = 1, . . . , N ) denotes the given transition

probability matrices that contain unknown elements. For notation clarity, for any
i ∈ M, we denote M � Mi

uc ∪ Mi
uk , where

{
Mi

uc �
{
j | λh

i j is uncertain
}
,

Mi
uk �

{
j | λh

i j is unknown
}
.

(8.7)

Also, define λi
uc �

∑
j∈Mi

uc

λ(r)
i j , ∀r = 1, 2, . . . , N .

For the stochastic system (8.4), we adopt the following fault detection filter:
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Fig. 8.1 Block diagram of the fault detection filter design

{
x f (t + 1) = A f i x f (t) + B f i y(t)

δ(t) = C f i x f (t)
(8.8)

where x f (t) ∈ R
s is the state vector of the fault detection filter; δ(t) ∈ R

l is the
residual signal; A f i , B f i and C f i are the filter parameters to be designed.

To improve or enhance the performance of fault detection system,we add aweight-
ingmatrix function into the fault vector f (z), that is, fw(z) = W (z) f (z), whereW (z)
is given a priori [1]. One state space realization of fw(z) = W (z) f (z) can be

{
xw(t + 1) = Awxw(t) + Bw f (t),

fw(t) = Cwxw(t)
(8.9)

where xw(t) ∈ R
k is the state vector, and matrices Aw, Bw, Cw are priorly chosen.

Figure8.1 shows the block diagram of the fault detection filter design.
Denoting e(t) � δ(t) − fw(t), and augmenting the model of (8.4) to incorporate

the states of (8.8) and (8.9), then the overall dynamics of fault detection system is
governed by

⎧⎨
⎩

ξ(t + 1) =
(
Ã(α)
i + ϑ̃A(α)

i

)
ξ(t) + B̃(α)

i υ(t)

e(t) = C̃ (α)
i ξ(t),

(8.10)

where

ξ(t) �
[
xT (t) xTf (t) xTw(t)

]T
, υ(t) �

[
uT (t) ωT (t) f T (t)

]T
,

and
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ã(α)
i �

⎡
⎣ A(α)

i 0 0
ϑ̄B f iC

(α)
i A f i 0

0 0 Aw

⎤
⎦ , ϑ̃ � ϑ(t) − ϑ̄,

A(α)
i �

⎡
⎣ A(α)

i 0 0
B f iC

(α)
i A f i 0

0 0 Aw

⎤
⎦ , C̃ (α)

i �
[
0 C f i −Cw

]
,

B̃(α)
i �

⎡
⎣ B(α)

i E (α)
i F (α)

i

B f i D
(α)
i B f iG

(α)
i B f i H

(α)
i

0 0 Bw

⎤
⎦ .

(8.11)

We introduce the following definitions, they will play key roles in deriving our
main results.

Definition 8.1 [2] The error system (8.10) is said to be stochastically stable, if for
any initial state (ξ(0), r0), the following condition holds

E

{ ∞∑
k=0

‖ξ(t)‖2|(ξ(0), r0)
}

< �(ξ(0), r0),

in case of υ(t) = 0, where �(ξ(0), r0) is a nonnegative function of the system initial
values.

Definition 8.2 [3] For given a scalar γ > 0, the fault detection system (8.10) is
said to be stochastically stable with a generalized H2 disturbance attenuation γ, if
it is stochastically stable with υ(t) = 0, and under zero initial condition, that is,
ξ(0) = 0, ‖e(t)‖∞ < γ ‖υ(t)‖2 for all nonzero υ(t) ∈ �2[0,∞), where ‖e(t)‖∞ �
supt

√
E{|e(t)|2}.

Therefore, the fault detection filtering problem can be expressed as the following
two steps.

Step 1. For the stochastic system (8.4), develop a filter in the form of (8.8) to
generate a residual signal δ(t). Meanwhile, the filter is designed to assure
that the resulting overall fault detection system (8.10) to be stochastically
stable with a disturbance attenuation γ.

Step 2. After generating the residual signal, a residual evaluation value will be com-
puted through a prescribed evaluation function. One of the widely adopted
approaches is to select a threshold and a residual evaluation function. We
consider the following evaluation function: J (δ) (where δ denotes δ(t) for
simplicity) and a threshold Jth are selected as

J (δ) �
(
t0+t�∑
k=t0

δT (t)δ(t)

)1/2

,

Jth � sup
0 �=ω∈�2,0 �=u∈�2, f =0

J (δ), (8.12)
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where t0 denotes the initial evaluation time, and t� stands for the evalu-
ation time. Then, we can detect the faults by using the following logical
relationship:

{J (δ) > Jth ⇒ with faults ⇒ alarm,

J (δ) � Jth ⇒ no faults.

Before ending this section, let us recall the following lemmas, which will be used
in the next section.

8.3 Main Results

8.3.1 Fault Detection Filtering Analysis

We first investigate the stochastic stability with a disturbance attenuation level of the
fault detection system (8.10).

Theorem 8.3 Given a disturbance attenuation level γ > 0, the fault detection sys-
tem (8.10) is stochastically stable with a performance disturbance γ, if there exist
positive definite matrices P (ν)

i , i ∈ M such that for all ν ∈ {1, 2, . . . , L},

⎡
⎢⎢⎢⎣

−P (ν)
i 0

(
Ã(ν)
i

)TP (ν)
j ϑ̄(1 − ϑ̄)

(A(ν)
i

)TP (ν)
j

∗ −I (B̃(ν)
i )TP (ν)

j 0

∗ ∗ −P (ν)
j 0

∗ ∗ ∗ −ϑ̄(1 − ϑ̄)P (ν)
j

⎤
⎥⎥⎥⎦ < 0 (8.13)

[−P (ν)
i (C̃ (ν)

i )T

∗ −γ2 I

]
< 0 (8.14)

where

{P (ν)
j �

∑
j∈Mi

uc
λ(r)
i j P

(ν)
j , ∀ j ∈ Mi

uc,

P (ν)
j � P (ν)

j , ∀ j ∈ Mi
uk .

Proof Choose a stochastic Lyapunov function candidate as:

V (ξ(t),α(t), γt ) � ξT (t)

(
L∑

ν=1

αν(t)P
(ν)
γt

)
ξ(t) (8.15)

where P (ν)
i , i ∈ M are positive definite matrices to be determined.
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We first demonstrate the stochastic stability of the fault detection system (8.10)
with υ(t) = 0. From (8.15), we have

E
{
V
(
ξ(t + 1),α(t + 1), rt+1

)∣∣(ξ(t),α(t), γt
)} − V

(
ξ(t),α(t), γt

)

= E
{
ξT (t + 1)P (ν+1)

(rt+1= j |γt=i)ξ(t + 1)
}

− ξT (t)P (l)
i ξ(t)

=
L∑

l=1

L∑
m=1

L∑
ν=1

αl(t)αm(t)αν(t + 1)

[
ξT (t)( Ã(l)

i )T
( M∑

j=1

λh
i j P

(ν)
j

)
Ã(m)
i ξ(t)

+ ϑ̄(1 − ϑ̄)ξT (t)(A(l)
i )T

( M∑
j=1

λh
i j P

(ν)
j

)
A(m)

i ξ(t) − ξT (t)P (l)
i ξ(t)

]

�
L∑

l=1

L∑
m=1

L∑
ν=1

αl(t)αm(t)αν(t + 1)ξT (t)

[
( Ã(l)

i )T
( M∑

j=1

λh
i j P

(ν)
j

)
Ã(m)
i

+ ϑ̄(1 − ϑ̄)(A(l)
i )T

( M∑
j=1

λh
i j P

(ν)
j

)
A(m)

i − P (l)
i

]
ξ(t)

=
L∑

l=1

L∑
ν=1

αl(t)αν(t + 1)ξT (t)

[
( Ã(l)

i )T
( M∑

j=1

λh
i j P

(ν)
j

)
Ã(l)
i + ϑ̄(1 − ϑ̄)

× (A(l)
i )T

( M∑
j=1

λh
i j P

(ν)
j

)
A(l)

i − P (l)
i

]
ξ(t) +

L∑
l=1

L∑
m>l

L∑
ν=1

αl(t)αm(t)

×αν(t + 1)ξT (t)

[
( Ã(l)

i )T

⎛
⎝ M∑

j=1

λh
i j P

(ν)
j

⎞
⎠ Ã(m)

i − P (l)
i + ϑ̄(1 − ϑ̄)

× (A(l)
i )T

⎛
⎝ M∑

j=1

λh
i j P

(ν)
j

⎞
⎠A(m)

i + ( Ã(m)
i )T

⎛
⎝ M∑

j=1

λh
i j P

(ν)
j

⎞
⎠ Ã(l)

i

+ ϑ̄(1 − ϑ̄)(A(m)
i )T

⎛
⎝ M∑

j=1

λh
i j P

(ν)
j

⎞
⎠A(l)

i − P (m)
i

]
ξ(t). (8.16)

Now in view of
∑M

j=1 λh
i j = 1, we rewrite the right-hand side of (8.16) as

ξT (t)Υiξ(t), where

Υi �
L∑

l=1

L∑
ν=1

αl(t)αν(t + 1)

[
( Ã(l)

i )T
( ∑

j∈M
λh
i j P

(ν)
j

)
Ã(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T

×
( ∑

j∈M
λh
i j P

(ν)
j

)
A(l)

i −
( ∑

j∈M
λh
i j

)
P (l)
i

]
+

L∑
l=1

L∑
m>l

L∑
ν=1

αl(t)αm(t)
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×αν(t + 1)

[
( Ã(l)

i )T
( ∑

j∈M
λh
i j P

(ν)
j

)
Ã(m)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T

×
( ∑

j∈M
λh
i j P

(ν)
j

)
A(m)

i − ( Ã(m)
i )T

( ∑
j∈M

λh
i j P

(ν)
j

)
Ã(l)
i −

( ∑
j∈M

λh
i j

)
P (l)
i

+ ϑ̄(1 − ϑ̄)(A(m)
i )T

( ∑
j∈M

λh
i j P

(ν)
j

)
A(l)

i −
( ∑

j∈M
λh
i j

)
P (m)
i

]
.

Therefore, considering (8.7), we obtain

Υi �
L∑

l=1

L∑
ν=1

αl(t)αν(t + 1)

[
( Ã(l)

i )T
( ∑

j∈Mi
uc

λh
i j P

(ν)
j

)
Ã(l)
i −

( ∑
j∈Mi

uc

λh
i j

)
P (l)
i

+ ϑ̄(1 − ϑ̄)(A(l)
i )T

( ∑
j∈Mi

uc

λh
i j P

(ν)
j

)
A(l)

i + ( Ã(l)
i )T

( ∑
j∈Mi

uk

λh
i j P

(ν)
j

)
Ã(l)
i

−
( ∑

j∈Mi
uk

λh
i j

)
P (l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
( ∑

j∈Mi
uk

λh
i j P

(ν)
j

)
A(l)

i

]

+
L∑

l=1

L∑
m>l

L∑
ν=1

αl(t)αm(t)αν(t + 1)

[
( Ã(l)

i )T
( ∑

j∈Mi
uc

λh
i j P

(ν)
j

)
Ã(m)
i

− ( Ã(m)
i )T

( ∑
j∈Mi

uc

λh
i j P

(ν)
j

)
Ã(l)
i −

( ∑
j∈Mi

uc

λh
i j

)
P (l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T

×
( ∑

j∈Mi
uc

λh
i j P

(ν)
j

)
A(m)

i + ϑ̄(1 − ϑ̄)(A(m)
i )T

( ∑
j∈Mi

uc

λh
i j P

(ν)
j

)
A(l)

i

−
( ∑

j∈Mi
uc

λh
i j

)
P (m)
i + ( Ã(l)

i )T
( ∑

j∈Mi
uk

λh
i j P

(ν)
j

)
Ã(m)
i

− (A (m)
i )T

( ∑
j∈Mi

uk

λh
i j P

(ν)
j

)
A (l)

i −
( ∑

j∈Mi
uk

λh
i j

)
P (l)
i

+ ϑ̄(1 − ϑ̄)(A(l)
i )T

( ∑
j∈Mi

uk

λh
i j P

(ν)
j

)
A(m)

i −
( ∑

j∈Mi
uk

λh
i j

)
P (m)
i

+ ϑ̄(1 − ϑ̄)(A(m)
i )T

( ∑
j∈Mi

uk

λh
i j P

(ν)
j

)
A(l)

i

]
. (8.17)
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Then, since one always has λh
i j � 0, ∀ j ∈ M, when (8.13) is satisfied we have

Υi < 0. Obviously, if we have no knowledge on λh
i j , ∀ j ∈ Mi

uk in (8.13), we have

( Ã(ν)
i )TP (ν)

j Ã(ν)
i + ϑ̄(1 − ϑ̄)(A(ν)

i )TP (ν)
j A(ν)

i − P (ν)
i < 0.

Then, combining with (8.16) and (8.17), we have

E{Vrt+1(ξ(t + 1), t + 1)| (ξ(t), γt = i)} − Vγt (ξ(t), t)

� ξT (t)Υiξ(t)

� −λmin (Υi ) ξT (t)ξ(t)

� −βξT (t)ξ(t),

where β � inf
i∈M

{λmin(Υi )} .

It follows that

lim
T→∞E

{
T∑

k=0

ξT (t)ξ(t)
∣∣ (ξ0, r0)

}
� �(ξ0, r0),

where �(ξ0, r0) is a positive number. Thus, the fault detection system (8.10) with
υ(t) = 0 is stochastically stable in the sense of Definition 8.1.

To establish the generalized H2 performance for the fault detection system (8.10),
we assume zero initial condition, that is, ξ(0) = 0, then we have V (ξ(t),α(t), γt )
|t=0 = 0. Consider the index

J � V (ξ(t),α(t), γt ) −
t−1∑
s=0

υT (s)υ(s).

For any nonzero υ(t) ∈ �2[0,∞) and t > 0, we have

J = E
{
V (ξ(t),α(t), γt ) − V (ξ(0),α(0), r0)

}
−

t−1∑
s=0

υT (s)υ(s)

=
t−1∑
s=0

E
{
ΔV (ξ(s),α(s)) − υT (s)υ(s)

}
,

where

E
{
ΔV (ξ(s),α(s))

}
=

L∑
i=1

L∑
l=1

αi (s)αl(s)E
{[(

Ã( j)
i + ϑ̃ Ã( j)

i

)
ξ(s) + B̃( j)

i υ(s)
]T

P j
[(

Ã( j)
i + ϑ̃ Ã( j)

i

)
ξ(s) + B̃( j)

l υ(s)
] − ξT (s)Piξ(s)

}
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�
L∑

i=1

L∑
l=1

αi (s)αl(s)

[
ξ(s)
υ(s)

]T {[
( Ã( j)

i )T

(B̃( j)
i )T

]
P j

[
Ã( j)
l B̃( j)

l

]

−
[
Pi 0
0 0

]
+ ϑ̄(1 − ϑ̄)

[
(A( j)

i )T

0

]
P j

[
A( j)

l 0
] } [ ξ(s)

υ(s)

]
.

Then,

J �
t−1∑
s=0

{ L∑
i=1

L∑
l=1

αi (s)αl(s)

[
ξ(s)
υ(s)

]T ([
( Ã( j)

i )T

(B̃( j)
i )T

]
P j

[
Ã( j)
l B̃( j)

l

]

−
[
P (ν)
i 0
0 I

]
+ ϑ̄(1 − ϑ̄)

[
(A( j)

i )T

0

]
P j

[
A( j)

l 0
])[

ξ(s)
υ(s)

]}
.

It is shown from (8.13) that

[
( Ã(ν)

i )T

(B̃(ν)
i )T

]
P j

[
Ã( j)
i B̃( j)

i

]
+ ϑ̄(1 − ϑ̄)

[
(A( j)

i )T

0

]
P j

[
A( j)

l 0
]

−
[
P (ν)
i 0
0 I

]
< 0,

this guarantees J < 0, which further implies

V (ξ,α) <

t−1∑
s=0

υT (s)υ(s). (8.18)

Moreover, (8.14) yields

(C̃ ( j)
i )T C̃ ( j)

i − γ2Pi < 0. (8.19)

Then, one can obtain that, for all t > 0,

E{eT (t)e(t)} − γ2V (ξ,α) �
N∑
i=1

N∑
l=1

αi (t)αl(t)ξ
T (t)

(
C̃T
i C̃l − γ2Pi

)
ξ(t).

Combining with (8.18)–(8.19) yields the following inequalities:

E{eT (t)e(t)} < γ2V (ξ,α) � γ2
t−1∑
s=0

υT (s)υ(s) � γ2
∞∑
s=0

υT (s)υ(s).

This implies that ‖e(t)‖∞ < γ ‖υ(t)‖2 for all nonzero υ(t) ∈ �2[0,∞). This com-
pletes the proof. �
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8.3.2 Fault Detection Filter Design

Next, we will design the fault detection filter in (8.8) based on Theorem 8.3 and
Lemma 1.29. To this end, the filter matrices (A f i , B f i ,C f i ) should be determined to
guarantee the stochastic stability of the filter error system (8.10) with a disturbance
attenuation level γ. We establish a sufficient condition for the existence of such a
filter through the following theorem:

Theorem 8.4 Consider the stochastic system (8.4). A fault detection filter (8.8)
exists, if there exist positive definite matrices X (ν)

i , Y (ν)
i , and positive definition matri-

ces X (ν)
i > 0, Y (ν)

i > 0, i ∈ M, such that

⎡
⎢⎢⎢⎢⎢⎣

−X (ν)
i 0 0 ( Ā(ν)

i )T J T

∗ −Y (ν)
i 0 0 Ψ1

∗ ∗ −I (B̄(ν)
i )T J T

∗ ∗ ∗ −JX (ν)
j J T

∗ ∗ ∗ ∗ −Ψ2

⎤
⎥⎥⎥⎥⎥⎦

< 0 (8.20)

[
M⊥

i 0
0 I

]⎡⎢⎢⎣
−X (ν)

i 0 0
∗ −Y (ν)

i 0 Ψ3

∗ ∗ −I
∗ ∗ ∗ −Ψ4

⎤
⎥⎥⎦
[
M⊥

i 0
0 I

]T
< 0, (8.21)

⎡
⎣−J X (ν)

i J T 0 0
∗ −Y (ν)

i −CT
w

∗ ∗ −γ2 I

⎤
⎦ < 0, (8.22)

X (ν)
j X (ν)

j = I, Y (ν)
j Y (ν)

j = I, (8.23)

where

Ψ1 �

⎡
⎢⎢⎣

0 ( Ā(ν)
i )T J T 0

AT
w 0 AT

w

B̂T
w 0 0
0 0 0

⎤
⎥⎥⎦ , Ψ3 �

⎡
⎣ ( Ā(ν)

i )T 0 ( Ā(ν)
i )T 0

0 AT
w 0 AT

w

(B̄(ν)
i )T B̂T

w 0 0

⎤
⎦ ,

Ψ2 � diag
{
Y (ν)

j ,JX (ν)
j J T ,Y (ν)

j

}
,  � ϑ̄(1 − ϑ̄),

Ψ4 � diag
{
X (ν)

j ,Y (ν)
j ,X (ν)

j ,Y (ν)
j

}
,

X (ν)
j �

∑
j∈Mi

uc

λ(r)
i j X

(ν)
j ,∀ j ∈ Mi

uc, X (ν)
j � X (ν)

j ,∀ j ∈ Mi
uk,

Y (ν)
j �

∑
j∈Mi

uc

λ(r)
i j Y

(ν)
j ,∀ j ∈ Mi

uc, Y (ν)
j � Y (ν)

j ,∀ j ∈ Mi
uk .

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Moreover, if the above conditions (8.20)–(8.23)are feasible, then the systemmatri-
ces of a fault detection filter (8.8) are given by

Gi = −Π−1
1i U

T
1iΛ1i V

T
1i (V1iΛ1i V

T
1i )

−1 + Π−1
1i Ξ

1/2
1i L1i (V1iΛ1i V

T
1i )

−1/2,

K(ν)
i = −Π−1

2i U
T
2iΛ2i V

T
2i (V2iΛ2i V

T
2i )

−1 + Π−1
2i Ξ

1/2
2i L2i (V2iΛ2i V

T
2i )

−1/2,

Λ1i = (U1iΠ
−1
1i U

T
1i − W1i )

−1 > 0,

Λ2i = (U2iΠ
−1
2i U

T
2i − W2i )

−1 > 0,

Ξ1i = Π1i −UT
1i (Λ1i − Λ1i V

T
1i (V1iΛ1i V

T
1i )

−1V1iΛ1i )U1i > 0,

Ξ2i = Π2i −UT
2i (Λ2i − Λ2i V

T
2i (V2iΛ2i V

T
2i )

−1V2iΛ2i )U2i > 0,

where Gi �
[
A f i B f i

]
, Ki � C f i . In addition, Πκi and Lκi , κ = 1, 2 are any

appropriate matrices satisfying Πκi > 0, ‖Lκi‖ < 1 and

Ā(ν)
i =

[
A(ν)
i 0
0 0

]
, U2 =

⎡
⎣0(n+s)×l

0k×l

Il×l

⎤
⎦ , B̄(ν)

i =
[
B(ν)
i E (ν)

i F (ν)
i

0 0 0

]
,

Mi =
[
0s×n Is×s 0s×k 0s×m 0s×q 0s×l

C (ν)
i 0p×s 0p×k D(ν)

i G(ν)
i H (ν)

i

]T
, R(ν)

i =
[
0s×n Is×s

C (ν)
i 0p×s

]
,

E =
[
0n×s

Is×s

]
, S(ν)

i =
[
0s×m 0s×q 0s×l

D(ν)
i G(ν)

i H (ν)
i

]
, V2 = [

T 0s×k 0s×l
]
,

W1i j =

⎡
⎢⎢⎢⎢⎢⎣

−X (ν)
i 0 0 ĀT

i

∗ −Y (ν)
i 0 0 Ψ̄1

∗ ∗ −I B̄T
i

∗ ∗ ∗ −X (ν)
j

∗ ∗ ∗ ∗ −Ψ̄2

⎤
⎥⎥⎥⎥⎥⎦

, U1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0(n+s)×s

0k×s

0(m+q+l)×s

ϑ̄E
0k×s

E
0k×s

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ψ̄1 =

⎡
⎢⎢⎣

0  ĀT
i 0

AT
w 0 AT

w

B̂T
w 0 0
0 0 0

⎤
⎥⎥⎦ , W2i =

⎡
⎣−X (ν)

i 0 0
∗ −Y (ν)

i −CT
w

∗ ∗ −γ2 I

⎤
⎦ ,

Ψ̄2 = diag
{
Y (ν)

j ,X (ν)
j ,Y (ν)

j

}
, J = [

In×n 0n×s
]
,

V1i = [
Ri 0(p+s)×k Si 0(p+s)×(n+s) 0(p+s)×k

]
, T = [

0s×n Is×s
]
. (8.24)
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Proof Set P (ν)
i � diag

(
X (ν)
i ,Y (ν)

i

)
, i ∈ M in (8.13), where X (ν)

i ∈ R
(n+s)×(n+s)

and Y (ν)
i ∈ R

k×k . Then, from Theorem 8.3, the fault detection system (8.10) is sto-
chastically stable with a performance index γ, if there exist positive definite matrices
X (ν)
i and Y (ν)

i such that

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−X (ν)
i 0 0 ( Â(ν)

i )T 0 (Â(ν)
i )T 0

∗ −Y (ν)
i 0 0 AT

w 0 AT
w

∗ ∗ −I (B̂(ν)
i )T B̂T

w 0 0
∗ ∗ ∗ −X (ν)

j 0 0 0

∗ ∗ ∗ ∗ −Y (ν)
j 0 0

∗ ∗ ∗ ∗ ∗ −X (ν)
j 0

∗ ∗ ∗ ∗ ∗ ∗ −Y (ν)
j

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (8.25)

⎡
⎣−X (ν)

i 0 (Ĉ (ν)
i )T

∗ −Y (ν)
i −CT

w

∗ ∗ −γ2 I

⎤
⎦ < 0, (8.26)

where

Â(ν)
i �

[
A(ν)
i 0

ϑ̄B f iC
(ν)
i A f i

]
, Â(ν)

i �
[

A(ν)
i 0

B f iC
(ν)
i A f i

]
,

B̂(ν)
i �

[
B(ν)
i E (ν)

i F (ν)
i

B f i D
(ν)
i B f iG

(ν)
i B f i H

(ν)
i

]
,

B̂w �
[
0 0 Bw

]
, Ĉ (ν)

i �
[
0 C f i

]
. (8.27)

Rewrite (8.27) in the following form:

Â(ν)
i = Ā(ν)

i + ϑ̄E
[
A f i B f i

]
R(ν)
i , Ĉ (ν)

i = C f i T,

Â(ν)
i = Ā(ν)

i + E
[
A f i B f i

]
R(ν)
i ,

B̂(ν)
i = B̄(ν)

i + E
[
A f i B f i

]
S(ν)
i , (8.28)

where Ā(ν)
i , B̄(ν)

i , C̄ (ν)
i , E , R(ν)

i , S(ν)
i and T are defined in (8.24).

Using (8.28), the inequalities (8.25) and (8.26) can be rewritten as

W1i j +U1
[
A f i B f i

]
V1i + (

U1
[
A f i B f i

]
V1i

)T
< 0, (8.29)

W2i +U2C f i V2 + (
U2C f i V2

)T
< 0, (8.30)

where W1i j , W2i , U1, V1i , U2 and V2 are with same definition as in (8.24).
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Next, we set

U⊥
1 = diag{I, I, I, J, I, J, I }, V T⊥

1i =
[
M⊥

i 0
0 I

]
.

By using Lemma 1.29, inequality (8.29) is solvable for
[
A f i B f i

]
if and only if

(8.20) and (8.21) are satisfied.
In addition, set

U⊥
2 =

[
I 0 0
0 I 0

]
, V T⊥

2 =
⎡
⎣ J 0 0
0 I 0
0 0 I

⎤
⎦ .

Then, inequality (8.30) is solvable for C f i if and only if (8.22) hold. This completes
the proof. �

Remark 8.5 Due to the matrix equation (8.23) are not LMIs, it is quite difficult to
find a minimum γ by using convex optimization algorithm. However, we can solve
this problem utilize the cone complementarity linearization algorithm [4]. �

From the above discussion, we can solve the nonconvex feasibility problem by
formulating it into the following sequential optimization problem.

Fault Detection Filter Design Problem:

min trace
(∑

i

(
X (ν)
i X (ν)

i

))
+ trace

(∑
i

(
Y (ν)
i Y (ν)

i

))
subject to (8.20)–(8.22) and ∀i ∈ {1, . . . , S}[

X (ν)
i I
I X (ν)

i

]
� 0,

[
Y (ν)
i I
I Y (ν)

i

]
� 0. (8.31)

If there exists solutions such that

trace
(∑

i

(
X (ν)
i X (ν)

i

))
+ trace

(∑
i

(
Y (ν)
i Y (ν)

i

))
= N (n + s + k) , (8.32)

then the conditions in Theorem 8.4 are solvable.
Therefore, we propose the following fault detection filter algorithm to design the

fault detection filter.

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Heuristic fault detection filter algorithm
Step 1. Given the disturbance attenuation level γ > 0.
Step 2. Find a feasible set

(X (ν0)
i , Y (ν0)

i ,X
(ν0)
i ,Y

(ν0)
i )

satisfying (8.20)–(8.22) and (8.31). Set κ = 0.
Step 3. Solve the following optimization problem:

min trace
(∑

i

(
X (νκ)
i Xi + XiX

(νκ)
i

))
+trace

(∑
i

(
Y (νκ)
i Yi + YiY

(νκ)
i

))
subject to (8.20)–(8.22) and (8.31), and denote f ∗
to be the optimized value.

Step 4. Substitute the obtained matrix variables
(X (ν)

i , Y (ν)
i ,X

(ν)
i ,Y

(ν)
i ) into (8.25)–(8.26). If there

exists a sufficiently small scalar ε, such that
| f ∗ − 2N (n + s + k)| < ε, then output the
feasible solutions (X (ν)

i , Y (ν)
i ,X

(ν)
i ,Y

(ν)
i ). Stop.

Step 5. If κ > N, where N is the maximum number of
iterations allowed, stop.

Step 6. Set κ = κ + 1, and
(X (νκ)

i , Y (νκ)
i ,X

(νκ)
i ,Y

(νκ)
i )

= (X (ν)
i , Y (ν)

i ,X
(ν)
i ,Y

(ν)
i ), and go to Step 3.

Remark 8.6 Since it is difficult to solve the optimal problems to meet the condition
in (8.32). In above algorithm, an iteration method has been applied to solve the
minimization problem, in which the termination condition | f ∗ − 2N (n + s + k)|
should be checked. �

8.4 Simulation

To illustrate the fault detection filtering scheme, an inverted pendulum system is con-
sidered in the simulation. The experimental layout picture of this inverted pendulum
system is shown in Fig. 8.2.

The motion of the system can be described by [5].

M
d2y

dt2
+ m

d2

dt2
(y + l sin θ) = Fω − Fr + u,

m
d2

dt2
(y + l sin θ) · l cos θ = mgl sin θ,

where Fr = cr ẏ is the resultant force of the damper of the track; Fω is the position-
dependent stochastic perturbation, which is caused by the rough track. The associated
parameters are as follows: M denotes the mass of the slider associated with frame;m
denotes the mass of the bob on the pendulum; l denotes the length of the pendulum;
g denotes the acceleration due to gravity; θ denotes the angle the pendulum makes
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Fig. 8.2 Inverted pendulum system (from the University of Adelaide)

with vertical; y denotes the displacement of the slider; and u denotes the applied
force.

By choosing of the state variables x1 = y, x2 = θ, x3 = ẏ and x4 = θ̇, the state
space dynamic system is

ẋ1 = x3,

ẋ2 = x4,

ẋ3 = −mg sin x2
M cos x2

− (cr x3 − Fω − u)

M
,

ẋ4 = (M + m)g sin x2
Ml cos2 x2

+ x24 sin x2
cos x2

+ cr x3 − Fω −u

Ml cos x2
.

To apply our filter design method, we should first describe the original nonlinear
system by a T–S fuzzy model. We will obtain this model by the following approxi-
mation method.

(i) When x2 is near zero, the nonlinear equations can be simplified as

ẋ1 = x3,

ẋ2 = x4,

ẋ3 = −mgx2
M

− cr x3 − Fω − u

M
,

ẋ4 = (M + m)gx2
Ml

+ cr x3 − Fω − u

Ml
.
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(ii) When x2 is near φ (0 < |φ| < 90◦), the nonlinear equations can be simplified
as

ẋ1 = x3,

ẋ2 = x4,

ẋ3 = −mgβx2
Mα

− cr x3 − Fω − u

M
,

ẋ4 = (M + m)gβx2
Mlα2

+ cr x3 − Fω − u

Mlα
,

where α = cosφ, and β = (sin φ)/φ.
To analyze the effects of the fault and disturbance on the residual of the detection

filter, we consider the occurrence of the stuck fault

f (t) =
{
1, 100 � t � 200,
0, otherwise.

The model is transformed to its discrete-time equivalence using first the local
approximation in fuzzy partition spaces [6], and employing the Euler first-order
approximation. It gives

Plant Rule 1: IF x1(t) isM1, THEN

{
x(t + 1) = A(1)

γt
x(t) + B(1)

γt
u(t) + E (1)

γt
ω(t) + F (1)

γt
f (t)

y(t) = ϑ(t)C (1)
γt

x(t) + D(1)
γt
u(t) + G(1)

γt
ω(t) + H (1)

γt
f (t),

Plant Rule 2: IF x1(t) isM2, THEN

{
x(t + 1) = A(2)

γt
x(t) + B(2)

γt
u(t) + E (2)

γt
ω(t) + F (2)

γt
f (t)

y(t) = ϑ(t)C (2)
γt

x(t) + D(2)
γt
u(t) + G(2)

γt
ω(t) + H (2)

γt
f (t),

whereM1 = 0,M2 = φ, and ω(t) is the exogenous disturbance introduced by Fω .
The system matrices are expressed as

A(1)
γt

=

⎡
⎢⎢⎢⎣
1 0 T 0
0 1 0 T
0 − Tmg

M 1 − T cr
M 0

0 T (M+m)g
Ml

Tcr
Ml 1

⎤
⎥⎥⎥⎦ , B(1)

γt
=

⎡
⎢⎢⎣

0
0
T
M
−T
Ml

⎤
⎥⎥⎦ ,

A(2)
γt

=

⎡
⎢⎢⎢⎣
1 0 T 0
0 1 0 T
0 − Tmgβ

Mα
1 − T cr

M 0

0 T (M+m)gβ
Mlα2

Tcr
Mlα 1

⎤
⎥⎥⎥⎦ , B(2)

γt
=

⎡
⎢⎢⎣

0
0
T
M−T
Mlα

⎤
⎥⎥⎦ ,
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E (1)
γt

=

⎡
⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 T gω

M 0 0

0 −T gω

Ml 0 0

⎤
⎥⎥⎥⎦ , F (1)

γt
= F (2)

γt
=

⎡
⎢⎢⎣
0
0
1
1

⎤
⎥⎥⎦ , H (1)

γt
= 0.3,

E (2)
γt

=

⎡
⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 T gω

M 0 0

0 −T gω

Mlα 0 0

⎤
⎥⎥⎥⎦ , D(1)

γt
= D(2)

γt
= 0.6, H (2)

γt
= 0.8,

C (1)
γt

= C (2)
γt

= [
0 0 1 1

]
, G(1)

γt
= G(2)

γt
= 0.4, (8.33)

where T denotes the sampling time, gω the coefficient of the exogenous disturbance.
It is assumed that the nonuniform sampling periods are time varying among T and
2T , and the transition probabilities matrix comprises two vertices Λ(r), (r = 1, 2).
The first lines of Λ(r), i.e., Λ(r)

1 are given by

Λ
(1)
1 �

[
? 0.5

]
, Λ

(2)
1 �

[
? 0.5

]
,

and the second lines of Λ(r) are given by

Λ
(1)
2 �

[
0.4 0.6

]
, Λ

(2)
2 �

[
0.3 ?

]
,

where ? represents the unknown entries.
Under the assumption that |x2(t)| should be smaller then |φ|, we can represent

M1(x2(t)) and M2(x2(t)) by the following expressions:

M1(x2(t)) = 1 − |x2(t)|
|φ| , M2(x2(t)) = |x2(t)|

|φ| .

From (8.2), we will further obtain the following fuzzy basis functions:

h1(x2(t)) = 1 − |x2(t)|
|φ| , h2(x2(t)) = |x2(t)|

|φ| .

To simulate this model, we set g = 9.8m/s2, gω = 1.1 kg/(ms), m = 0.041 kg,
l = 0.335m, cr = 5.80 kg/s, M = 1.298 kg, T = 0.026 s, and θ = 15◦. Then, we
have

A(1)
1 =

⎡
⎢⎢⎣
1 0 0.025 0
0 1 0 0.025
0 −0.0091 0.8915 0
0 0.7817 0.3338 1

⎤
⎥⎥⎦ , B(1)

1 =

⎡
⎢⎢⎣

0
0

0.0181
−0.056

⎤
⎥⎥⎦ ,
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A(1)
2 =

⎡
⎢⎢⎣
1 0 0.025 0
0 1 0 0.025
0 −0.01 0.8915 0
0 0.9954 0.3855 1

⎤
⎥⎥⎦ , B(1)

2 =

⎡
⎢⎢⎣

0
0

0.0181
−0.065

⎤
⎥⎥⎦ ,

A(2)
1 =

⎡
⎢⎢⎣
1 0 0.05 0
0 1 0 0.05
0 −0.0181 0.783 0
0 1.5635 0.6676 1

⎤
⎥⎥⎦ , B(2)

1 =

⎡
⎢⎢⎣

0
0

0.0363
−0.112

⎤
⎥⎥⎦ ,

A(2)
2 =

⎡
⎢⎢⎣
1 0 0.05 0
0 1 0 0.05
0 −0.02 0.783 0
0 1.9907 0.7709 1

⎤
⎥⎥⎦ , B(2)

2 =

⎡
⎢⎢⎣

0
0

0.0363
−0.129

⎤
⎥⎥⎦ ,

E (1)
1 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0.0218 0 0
0 −0.067 0 0

⎤
⎥⎥⎦ , E (2)

1 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0.0435 0 0
0 −0.1340 0 0

⎤
⎥⎥⎦ ,

E (1)
2 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0.0218 0 0
0 −0.0773 0 0

⎤
⎥⎥⎦ , E (2)

2 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0.0435 0 0
0 −0.1547 0 0

⎤
⎥⎥⎦ ,

and C (ν)
μ , D(ν)

μ , G(ν)
μ , H (ν)

μ and F (ν)
μ , μ, ν ∈ {1, 2} are given as in (8.33). The two

fuzzy basis functions become

h1(x2(t)) = 1 − 1.91|x2(t)|, h2(x2(t)) = 1.91|x2(t)|.

The weighting matrixW (z) in fw(z) = W (z) f (z) is taken asW (z) = 5/(z + 5).
Its state-space realization is given as (8.9) with Aw = 0.5, Bw = 0.5 and Cw = 1.
Suppose disturbance input ω(t) = 1.5e−t and control input u(t) = sin(t). Let
ϑ̄ = 0.7. The solution to the fault detection filter problem using Algorithm FDF
gives the minimized feasible γ∗ = 1.3272, and the parameters of full-order filter as
follows:

A f 1 =

⎡
⎢⎢⎣

−0.304 0.431 0.642 0.520
−0.204 1.680 0.203 0.261
1.440 −0.032 0.127 0.412

−1.552 1.705 0.204 0.434

⎤
⎥⎥⎦ , B f 1 =

⎡
⎢⎢⎣

0.246
−0.442
0.340

−0.143

⎤
⎥⎥⎦ ,

C f 1 = [
1.432 0.260 0.310 0.561

]
,
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Fig. 8.3 State response of the fault detection filter

A f 2 =

⎡
⎢⎢⎣
0.534 −0.731 0.401 0.213
0.730 1.634 0.247 0.434
1.292 0.523 −1.323 0.412
1.407 0.308 0.540 0.210

⎤
⎥⎥⎦ , B f 2 =

⎡
⎢⎢⎣

0.476
−0.243
1.402
0.702

⎤
⎥⎥⎦ ,

C f 2 = [
1.201 0.330 1.411 1.652

]
.

Set the initial function x f (0) = [0.2, 0,−0.3,−0.5]T , the state trajectories of the
filter are shown in Fig. 8.3; and Fig. 8.4 shows the evolution of residual evaluation
function, in which the dashed line is fault-free case, the solid line is the case with
fault.

Remark 8.7 With a selected threshold

Jth = sup
ω �=0,u �=0, f =0

(
200∑
t=0

δT (t)δ(t)

)1/2

= 6.2232,

the simulation results show that
(∑100

t=0 δT (t)δ(t)
)1/2 = 6.3143 > Jth . Thus, the

appeared fault can be detected after some time steps. The simulation results thus
illustrate the efficiency of the approach. �
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Fig. 8.4 Evaluation function of J (r)

8.5 Conclusion

In this chapter, we have dealt with the fault detection filtering problem for a class
of S-MJS by a Takagi–Sugeno fuzzy approach. A sufficient condition has been pro-
posed to guarantee the stochastically stability for the fault detection system with
a disturbance attenuation level. The corresponding fault detection filters have been
successfully designed for the filtering error dynamics. In addition, a new algorithm
has been given utilize the cone complementarity linearization procedure, then the
fault detection filter design problem have been derived in terms of a sequential mini-
mization problem. Finally, a simulation example is presented to illustrate the theory
development.

References

1. Patton, R.J., Frank, P.M., Clark, R.N.: Fault Diagnosis in Dynamic Systems: Theory and Appli-
cations. Prentice-Hall, Upper Saddle River (1989)

2. Shi, P., Boukas, E.K., Agarwal, R.K.: Control of Markovian jump discrete–time systems with
norm bounded uncertainty and unknown delay. IEEE Trans. Autom. Control 44(11), 2139–2144
(1999)



170 8 Fuzzy Fault Detection Filtering for Semi-Markovian Jump Systems

3. Zhang, H., Shi, Y., Wang, J.: On energy-to-peak filtering for nonuniformly sampled nonlinear
systems: a Markovian jump system approach. IEEE Trans. Fuzzy Syst. 22(1), 212–222 (2014)

4. El Ghaoui, L., Oustry, F., Ait Rami, M.: A cone complementarity linearization algorithm for
static output-feedback and related problems. IEEE Trans. Autom. Control 42(8), 1171–1176
(1997)

5. Landry, M., Campbell, S.A., Morris, K., Aguilar, C.O.: Dynamics of an inverted pendulum with
delayed feedback control. SIAM J. Appl. Math. 4(2), 333–351 (2005)

6. Tanaka, K.,Wang, H.O.: Fuzzy Control Systems Design and Analysis: A LinearMatrix Inequal-
ity Approach. Wiley, New York (2001)



Chapter 9
Fault Detection for Underactuated
Manipulators Modeled by MJS

Abstract This chapter is concerned with the fault detection filtering problem for
underactuated manipulators based on the Markovian jump model. The purpose is
to design a fault detection filter such that the filter error system is stochastically
stable and the prescribed probability constraint performance can be guaranteed. The
existence conditions for a fault detection filter are proposed through the stochastic
analysis technique, and a new fault detection filter algorithm is employed to design
the desired filter gains. In addition, the cone complementarity linearization procedure
is employed to cast the filter design into a sequential minimization problem.

9.1 Introduction

Extensive research on the kinematics, dynamics and control of robots has been car-
ried out for regular conventional manipulators, i.e., one actuator for each joint in a
manipulator whose degree of freedom equals the number of actuators [1]. In con-
trast, an underactuated manipulator has passive joints equipped with no actuators.
The passive joints, which can rotate freely, can be indirectly driven by the effect of
the dynamic coupling between the active and passive joints [2]. Previous works on
the modeling and control of such manipulators can be found in [3–5]. Specifically,
Markov theory was used to characterize and capture the abrupt changes in the opera-
tion points of the robotic manipulator [3]. The nonlinear system is linearized around
operation points, and a Markovian model was developed in regard to the changes at
the operation points and the probability of a fault.

One common engineering practice is to associate a specific system performance
with some desired probability of attaining that performance [6]. Motivated by this
practical requirement, we adopt a probabilistic approach to solve robust H2 perfor-
mance analysis and fault detection problem. The main works of this chapter can
be summarized as follows: (1) the underactuated manipulators modeled as MJSs are
considered. Based on such amodel, a fault detection filter will be designed to demon-
strate the effectiveness of the design scheme; (2) to solve the fault detection problem
for the stochastic jumping systems, the probability guaranteedH2 index is introduced
to evaluate the performance; (3) based on the stochastic analysis and Lyapunov func-
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172 9 Fault Detection for Underactuated Manipulators Modeled by MJS

tion techniques, sufficient conditions are proposed to guarantee the fault detection
systems to be stochastically stable with a probability guaranteed performance; and
(4) to combat with computation burden, via the cone complementarity linearization
procedure, we convert the corresponding fault detection filter design problem into a
convex optimization one such that its solutions can be found efficiently.

9.2 Problem Formulation and Preliminaries

In this section, the dynamic model of a general underactuated manipulator with
single passive joint is presented. Figure9.1 shows the model of a general 2-link
underactuated manipulator with the first joint being passive and the other one being
actuated. The variables related to the passive (or actuated) joint and the link attached
to the joint are as follows (j = 1, 2): qj is the angle of the jth link either relative
to the vertical when the link is attached to the base or relative to the line described
by the front link; q̇j is the angular velocity of the jth link; τj is the torque applied to
joints and g is the gravitational acceleration.

The dynamic of an actuated manipulator with n joints can be represented as:

τ = M(q)q̈ + b(q̇, q̈), (9.1)

where q̈ ∈ R
n is the joint acceleration vector; M(q) is the n × n symmetric positive

definite inertia matrix; b(q̇, q̈) is the n × 1 noninertial torque vector, including the

Fig. 9.1 Model of underactuated manipulators
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Coriolis and centrifugal forces and the gravitational torques; τ is the n × 1 applied
torque vector.

Consider a manipulator with n joints, of which np are passive and na are active
joints. It is known from [3] that, no more than na joints of the manipulator can be
controlled at every instant. Based on this fact, the na joints being controlled is grouped
in the vector qc ∈ R

na . The remaining joints are grouped in the vector qr ∈ R
n−na .

Then, Eq. (9.1) can be partitioned as:

[
τa
0

]
=
[
Mac(q) Mar(q)
Muc(q) Mur(q)

] [
q̈c
q̈r

]
+
[
ba(q̇, q̈)
bu(q̇, q̈)

]
, (9.2)

where the indices a and u represent the active and unlocked passive joints, respec-
tively. Note that, the torques in the passive joints are set to zero. Isolating the vector
q̈r in the second line of (9.2) and substituting in the first one:

τa = M̄(q)q̈c + b̄(q, q̇), (9.3)

where

M̄(q) � Mac(q) − Mar(q)M
−1
ur (q)Muc(q),

b̄(q, q̇) � ba(q, q̇) − Mar(q)M
−1
ur (q)bu(q, q̇).

The linearization of the manipulator around an operation point with position q0
and velocity q̇0, is given by

ẋ(t) = Ãx(t) + B̃u(t), (9.4)

z(t) = C̃x(t) + D̃u(t), (9.5)

where

Ã �
[

0 I

Ã21 −M̄−1(q)
[

∂
∂q̇

(
b̄(q, q̇) − KD

)]
] ∣∣∣∣

(q0,q̇0)

,

Ã21 � − ∂

∂q

(
M̄−1(q)b̄(q, q̇)

)
+ M̄−1(q)Kp, D̃ �

[
0
βI

]
,

B̃ �
[

0
M̄−1(q)

] ∣∣∣∣
q0

, C̃ �
[

αI 0
0 0

]
, x �

[
qd − q
q̇d − q̇

]
.

where qd and q̇d are the desired reference trajectory and the corresponding velocity,
respectively. α and β are constants defined by the designer and are used to adjust the
Markovian controllers. The discretized version of system (9.5) is described by

x(t + 1) = Ãx(t) + B̃u(t),

z(t) = C̃x(t) + D̃u(t).
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More generally, we consider the following stochastic systems in the probability
space (Ω,F ,Pr) for t > 0:

(Π) :
{
x(t + 1) = A(α)

γt
x(t) + B(α)

γt
u(t) + E(α)

γt
ω(t) + F(α)

γt
f (t),

y(t) = ϑ(t)C(α)
γt

x(t) + D(α)
γt

u(t) + G(α)
γt

ω(t) + H(α)
γt

f (t),
(9.6)

where {γt, t ∈ Z
+} is a semi-Markov process on the probability spacewhich has same

definition in (8.5) and (8.6) of Chap.9, and x(t) ∈ R
n is the state vector; y(t) ∈ R

p

is the measured output; u(t) ∈ R
m is the deterministic input vector; ω(t) ∈ R

q and
f (t) ∈ R

l are disturbance and fault inputs, respectively. In system (Π), the stochastic
variable. ϑ(t) is a Bernoulli distributed white sequences taking values on 0 or 1 with
Pr{ϑ(t) = 1} = ϑ̄, where ϑ̄ ∈ [0, 1] is a known constant.

Clearly, for the stochastic variable ϑ(t), one has

E{ϑ(t) − ϑ̄} = 0, E{|ϑ(t) − ϑ̄|2} = ϑ̄(1 − ϑ̄).

The uncertain matrices of (9.6) belong to a convex polytope with the following
form:

Φα �
(
A(α)

γt
,B(α)

γt
,E(α)

γt
,F(α)

γt
,C(α)

γt
,D(α)

γt
,G(α)

γt
,H(α)

γt

)
,

Φα ∈ R, (9.7)

where R is a given convex-bounded polytope domain described by N vertices

R �
{

Φα

∣∣∣∣ Φα =
N∑

ν=1

αν(t)Φ
ν
γt
, α(t) ∈ Γ

}
,

where Φν
γt

�
(
A(ν)

γt
,B(ν)

γt
,C(ν)

γt
,D(ν)

γt
,E(ν)

γt
,F(ν)

γt
,G(ν)

γt
,H(ν)

γt

)
denoting the vertices of

the polytope, and α(t) denoting the unit simplex, that is,

Γ �
{(

α1(t),α2(t), . . . ,αN (t)
)

:
N∑

ν=1

αν(t) = 1,αν(t) � 0
}
.

It is assumed that random variables αν(t), ν = 1, 2, . . . ,N are mutually indepen-
dent scalars which belong to [βν, γν], i.e.,

αν(t) ∈ [βν, γν], ν = 1, 2, . . . ,N .

where βν and γν are known. Thus, the parameter vector α(t) � [α1(t),α2(t), . . .,
αN (t)]T ∈ R

N lies in an N-dimensional hyper-rectangle B.
Note that B is a hyper-rectangle parameter box, but not a general polytope,

it includes 2N vertices and they are completely defined by the N pairs αν(t) ∈
{βν, γν}, ν = 1, 2, . . . ,N .

http://dx.doi.org/10.1007/978-3-319-47199-0_8
http://dx.doi.org/10.1007/978-3-319-47199-0_8
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For the stochastic system (Π ) in (9.6), we adopt the following fault detection
filter form:

(Π̂) :
{
xf (t + 1) = A(α)

fi xf (t) + B(α)

fi y(t),

δ(t) = C(α)

fi xf (t),
(9.8)

where xf (t) ∈ R
s and δ(t) ∈ R

l represent the state of the filter and the residual signal,
respectively; A(α)

fi , B(α)

fi and C(α)

fi are the filter parameters to be designed with similar
expressions as in (9.7).

To improve or enhance the performance of fault detection system,we add aweight-
ingmatrix function into the fault f (z), that is, fw(z) = W (z)f (z), where f (z) and fw(z)
denote the ‘z’ transforms of f (t) and fw(t), respectively. Here,W (z) is given a priori,
the choice of W (z) is to impose frequency weighting on the spectrum of the fault
signal for detection. One state space realization of fw(z) = W (z)f (z) can be

(Πw) :
{
xw(t + 1) = Awxw(t) + Bwf (t),

fw(t) = Cwxw(t),
(9.9)

where xw(t) ∈ R
k is the state vector, and matrices Aw, Bw and Cw are previously

chosen.
Let e(t) � δ(t) − fw(t), the filtering error dynamics can be obtained from (Π ),

(Π̂) and (Πw)

(Π̃) :
{

ξ(t + 1) =
(
Ã(α)
i + ϑ̃A(α)

i

)
ξ(t) + B̃(α)

i υ(t),

e(t) = C̃(α)
i ξ(t),

(9.10)

where

ξ(t) �

⎡
⎣ x(t)
xf (t)
xw(t)

⎤
⎦ , υ(t) �

⎡
⎣ u(t)

ω(t)
f (t)

⎤
⎦ ,

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ã(α)
i �

⎡
⎢⎣

A(α)
i 0 0

ϑ̄B(α)
fi C(α)

i A(α)
fi 0

0 0 Aw

⎤
⎥⎦ , C̃(α)

i �
[

0 C(α)
fi −Cw

]
,

A(α)
i �

⎡
⎢⎣

A(α)
i 0 0

B(α)
fi C(α)

i A(α)
fi 0

0 0 Aw

⎤
⎥⎦ , ϑ̃ � ϑ(t) − ϑ̄,

B̃(α)
i �

⎡
⎢⎣

B(α)
i E(α)

i F(α)
i

B(α)
fi D(α)

i B(α)
fi G(α)

i B(α)
fi H(α)

i
0 0 Bw

⎤
⎥⎦ .

(9.11)



176 9 Fault Detection for Underactuated Manipulators Modeled by MJS

Next, let us recall the following definitions and lemmas, which will be used in the
next section.

Definition 9.1 The filtering error dynamics (9.10) is said to be stochastically stable,
if for any initial state (ξ(0), r0), the following condition holds

E

{ ∞∑
k=0

‖ξ(k)‖2| (ξ(0), r0)

}
< Γ (ξ(0), r0),

in case of υ(t) = 0, where Γ (ξ(0), r0) is a nonnegative function of the system initial
values.

Definition 9.2 For given a scalar γ > 0, the filtering error dynamics (Π̃) in (9.10)
is said to be stochastically stable with a generalized H2 disturbance attenuation γ,
if it is stochastically stable with υ(t) = 0, and under zero initial condition, that is,
ξ(0) = 0, ‖e(t)‖∞ < γ ‖υ(t)‖2 for all nonzero υ(t) ∈ �2[0,∞), where ‖e(t)‖∞ �
supt

√
|e(t)|2.

Therefore, the probability guaranteed fault detection problem to be solved can be
expressed as follows.

Probability Guaranteed Fault Detection Problem: Given a probability 0 <

p < 1 and a specified disturbance attenuation level γ > 0, develop a fault detection
filter (Π̂) in (9.8) such that

Pr {‖e(t)‖∞ − γ ‖υ(t)‖2 � 0} � p. (9.12)

In particular, we will design filter parameters A(α)

fi , B(α)

fi and C(α)

fi in (9.8), and find a
parameter-box B (B ∈ B) satisfying:

R1. The probability of α(t) ∈ B is not less than p,
R2. The H2 performance requirement can be guaranteed in the parameter-box

B, where the parameter-box B is generated by αν(t) ∈ [aν, bν] ⊆ [βν, γν] (ν =
1, 2, . . . ,N), and the set of the 2N vertices VB of B is given by

VB �
{ [

α1(t) α2(t) . . . αN (t)
]T ∣∣∣∣ αν(t) ∈ {aν, bν},

ν = 1, 2, . . . ,N

}
. (9.13)

We will solve the probability guaranteed fault detection problem in two steps:

Step 1. Generate a Residual Signal: For the stochastic system (Π ) in (9.6),
develop a filter in the form of (9.8) to generate a residual signal δ(t). Mean-
while, the filter is designed to assure that the resulting overall fault detection
system (Π̃) in (9.10) to be stochastically stablewith a disturbance attenuation
γ and a prescribed probability satisfies (9.12).
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Step 2. Set Up a Fault Detection Measure: After generating the residual
signal, a residual evaluation value will be computed through a prescribed
evaluation function. When the evaluation value is larger than a predefined
threshold, an alarm of fault is generated. Here, we consider the following
evaluation function:J (δ) (where δ denotes δ(t) for simplicity) and a thresh-
old Jth are selected as

J (δ) �

⎛
⎝t0+t�∑

k=t0

δT (k)δ(k)

⎞
⎠

1/2

,

Jth � sup
0 �=ω∈�2,0 �=u∈�2,f=0

J (δ), (9.14)

where t0 denotes the initial evaluation time, and t� stands for the evaluation
time. Then, we can detect the faults by using the following logical relation-
ship:

{J (δ) > Jth ⇒ with faults ⇒ alarm
J (δ) � Jth ⇒ no faults

Firstly, we will discuss the probability issue of R1. From [6], there are mutually
independent αν(t), which are uniformly distribute over [βν, γν], and the probability
constraint of α(t) ∈ B can be expressed as

N∏
ν=1

(bν − aν) � p̄, (9.15)

where p̄ = p
∏N

ν=1(γν − βν), and the endpoints aν , bν (ν = 1, 2, . . . ,N) are the
parameters to be determinedwhich are associatedwith the parameter-boxB in (9.13).
By using the algorithm in [6], the probability constraint in R1 can be converted into
the following Lemma.

Lemma 9.3 [6]For a given positive probability constraint p. The inequality in (9.15)
is equivalent to

m1∏
ν=1

s1,ν �
√
p̄, (9.16)

where s1,ν (ν = 1, 2, . . . ,m1) are the positive scalars to be determined.
When M is even, we let m1 = M

2 and find m1 positive scalars s1,ν such that

[
b2ν−1 − aν−1 s1,ν

∗ b2ν − aν

]
� 0, ν = 1, 2, . . . ,m1. (9.17)
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When M is odd, we set m1 = M−1
2 + 1 and find m1 positive scalars s1,ν such that

(9.17) holds for ν = 1, 2, . . . ,m1 − 1 and

[
bM − aM s1,m1

∗ 1

]
� 0. (9.18)

9.3 Main Results

Wefirst investigate the stochastic stability with a probability guaranteed performance
of the fault detection system (Π̃ ) in (9.10), and we have the following theorem.

Theorem 9.4 For a given positive constants γ and p, the fault detection system (Π̃)
in (9.10) is stochastically stable with a probability constraint disturbance γ, if there
exist matrices P(ν)

i > 0, i ∈ M such that for all ν ∈ M,

⎡
⎢⎢⎢⎢⎣

−P(ν)
i 0

(
Ã(ν)
i

)T
P (ν)
j ϑ̄(1 − ϑ̄)

(
A(ν)

i

)T
P (ν)
j

∗ −I (B̃(ν)
i )TP (ν)

j 0

∗ ∗ −P (ν)
j 0

∗ ∗ ∗ −ϑ̄(1 − ϑ̄)P (ν)
j

⎤
⎥⎥⎥⎥⎦ < 0, (9.19)

[−P(ν)
i (C̃(ν)

i )T

∗ −γ2I

]
< 0, (9.20)

where

{
P (ν)
j �

∑
j∈Mi

uc
λ(r)
ij P

(ν)
j , ∀j ∈ Mi

uc,

P (ν)
j � P(ν)

j , ∀j ∈ Mi
uk .

Proof Choose a stochastic Lyapunov function as follows:

V (ξ(t),α(t), γt) � ξT (t)

(
N∑

ν=1

αν(t)P
(ν)
γt

)
ξ(t) (9.21)

where P(ν)
i , i ∈ M are positive diagonally dominant matrices to be determined.

First, we demonstrate stochastic stability of the fault detection system (Π̃) with
υ(t) = 0. From (9.21), we have

E
{
V
(
ξ(t + 1),α(t + 1), rt+1

)∣∣(ξ(t),α(t), γt
)}− V

(
ξ(t),α(t), γt

)

= E
{
ξT (t + 1)P(ν+1)

(rt+1=j|γt=i)ξ(t + 1)
}

− ξT (t)P(l)
i ξ(t)

=
N∑
l=1

N∑
m=1

N∑
ν=1

αl(t)αm(t)αν(t + 1)

[
gT (ξ(t)) (Ã(l)

i )T
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×
( M∑

j=1

λh
ijP

(ν)
j

)
Ã(m)
i g (ξ(t)) + ϑ̄(1 − ϑ̄)gT (ξ(t))

× (A(l)
i )T

( M∑
j=1

λh
ijP

(ν)
j

)
A(m)

i g (ξ(t)) − ξT (t)P(l)
i ξ(t)

]

�
N∑
l=1

N∑
m=1

N∑
ν=1

αl(t)αm(t)αν(t + 1)gT (ξ(t))

×
(

(Ã(l)
i )T

( M∑
j=1

λh
ijP

(ν)
j

)
Ã(m)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T

×
( M∑

j=1

λh
ijP

(ν)
j

)
A(m)

i − P(l)
i

)
g (ξ(t))

=
N∑
l=1

N∑
ν=1

αl(t)αν(t + 1)gT (ξ(t))

[
(Ã(l)

i )T
( M∑

j=1

λh
ijP

(ν)
j

)

× Ã(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
( M∑

j=1

λh
ijP

(ν)
j

)
A(l)

i − P(l)
i

]

× g (ξ(t)) +
N∑
l=1

N∑
m>l

N∑
ν=1

αl(t)αm(t)αν(t + 1)

× gT (ξ(t))

[
(Ã(l)

i )T

⎛
⎝ M∑

j=1

λh
ijP

(ν)
j

⎞
⎠ Ã(m)

i − P(l)
i

+ ϑ̄(1 − ϑ̄)(A(l)
i )T

⎛
⎝ S∑

j=1

λh
ijP

(ν)
j

⎞
⎠A(m)

i

+ (Ã(m)
i )T

⎛
⎝ M∑

j=1

λh
ijP

(ν)
j

⎞
⎠ Ã(l)

i + ϑ̄(1 − ϑ̄)(A(m)
i )T

×
⎛
⎝ M∑

j=1

λh
ijP

(ν)
j

⎞
⎠A(l)

i − P(m)
i

]
g (ξ(t)) . (9.22)

Now, due to
∑M

j=1 λh
ij = 1, we rewrite the right-hand side of (9.22) as

ϒi �
N∑
l=1

N∑
ν=1

αl(t)αν(t + 1)gT (ξ(t))

[
(Ã(l)

i )T
(∑

j∈M
λh
ijP

(ν)
j

)
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×Ã(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
(∑

j∈M
λh
ijP

(ν)
j

)
A(l)

i

−
(∑

j∈M
λh
ij

)
P(l)
i

]
g (ξ(t)) +

N∑
l=1

N∑
m>l

N∑
ν=1

αl(t)αm(t)

×αν(t + 1)gT (ξ(t))

[
(Ã(l)

i )T
(∑

j∈M
λh
ijP

(ν)
j

)
Ã(m)
i

+ϑ̄(1 − ϑ̄)(A(l)
i )T

(∑
j∈M

λh
ijP

(ν)
j

)
A(m)

i

−(Ã(m)
i )T

(∑
j∈M

λh
ijP

(ν)
j

)
Ã(l)
i −

(∑
j∈M

λh
ij

)
P(l)
i

+ϑ̄(1 − ϑ̄)(A(m)
i )T

(∑
j∈M

λh
ijP

(ν)
j

)
A(l)

i −
(∑

j∈M
λh
ij

)
P(m)
i

]
g (ξ(t)) .

Therefore, considering (??), we have

ϒi �
N∑
l=1

N∑
ν=1

αl(t)αν(t + 1)gT (ξ(t))

[
(Ã(l)

i )T
( ∑

j∈Mi
uc

λh
ijP

(ν)
j

)
Ã(l)
i

−
( ∑

j∈Mi
uc

λh
ij

)
P(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
( ∑

j∈Mi
uc

λh
ijP

(ν)
j

)
A(l)

i

+(Ã(l)
i )T

( ∑
j∈Mi

uk

λh
ijP

(ν)
j

)
Ã(l)
i −

( ∑
j∈Mi

uk

λh
ij

)
P(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T

×
( ∑

j∈Mi
uk

λh
ijP

(ν)
j

)
A(l)

i

]
g (ξ(t)) +

N∑
l=1

N∑
m>l

N∑
ν=1

αl(t)αm(t)αν(t + 1)

×gT (ξ(t))

[
(Ã(l)

i )T
( ∑

j∈Mi
uc

λh
ijP

(ν)
j

)
Ã(m)
i − (Ã(m)

i )T
( ∑

j∈Mi
uc

λh
ijP

(ν)
j

)

×Ã(l)
i −

( ∑
j∈Mi

uc

λh
ij

)
P(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
( ∑

j∈Mi
uc

λh
ijP

(ν)
j

)
A(m)

i

+ϑ̄(1 − ϑ̄)(A(m)
i )T

( ∑
j∈Mi

uc

λh
ijP

(ν)
j

)
A(l)

i −
( ∑

j∈Mi
uc

λh
ij

)
P(m)
i

+(Ã(l)
i )T

( ∑
j∈Mi

uk

λh
ijP

(ν)
j

)
Ã(m)
i − (A (m)

i )T
( ∑

j∈Mi
uk

λh
ijP

(ν)
j

)
A (l)

i



9.3 Main Results 181

−
( ∑

j∈Mi
uk

λh
ij

)
P(l)
i + ϑ̄(1 − ϑ̄)(A(l)

i )T
( ∑

j∈Mi
uk

λh
ijP

(ν)
j

)
A(m)

i + ϑ̄(1 − ϑ̄)

×(A(m)
i )T

( ∑
j∈Mi

uk

λh
ijP

(ν)
j

)
A(l)

i −
( ∑

j∈Mi
uk

λh
ij

)
P(m)
i

]
g (ξ(t)) . (9.23)

Then, since one always has λh
ij � 0, ∀j ∈ M, it is straightforward that ϒi < 0, if

(9.19) holds. Obviously, if we have no knowledge onλh
ij ,∀j ∈ Mi

uk in (9.19), we have

(Ã(ν)
i )TP (ν)

j Ã(ν)
i + ϑ̄(1 − ϑ̄)(A(ν)

i )TP (ν)
j A(ν)

i − P(ν)
i < 0.

Then, combining with (9.22) and (9.23), we have

E{Vrt+1(ξ(t + 1), t + 1)| (ξ(t), γt = i)} − Vγt (ξ(t), t)

� ξT (t)Θiξ(t)

� −λmin (Θi) ξT (t)ξ(t)

� −βξT (t)ξ(t),

where

β � inf
i∈M

{λmin(Θi)} .

Hence, it follows that

lim
T→∞E

{
T∑

k=0

ξT (k)ξ(k)
∣∣ (ξ0, r0)

}
� Γ (ξ0, r0),

where Γ (ξ0, r0) is a positive number. Thus, the fault detection system (Π̃) in (9.10)
with υ(t) = 0 is stochastically stable in the sense of Definition 9.1.

To establish the generalized H2 performance for the fault detection system
(Π̃) in (9.10), we assume zero initial condition, that is, ξ(0) = 0, then we have
V (ξ(t),α(t), γt)|t=0 = 0. Consider the following index:

J � V (ξ(t),α(t), γt) −
t−1∑
s=0

υT (s)υ(s),



182 9 Fault Detection for Underactuated Manipulators Modeled by MJS

then for any nonzero υ(t) ∈ �2[0,∞) and t > 0, we have

J = E
{
V (ξ(t),α(t), γt) − V (ξ(0),α(0), r0)

}
−

t−1∑
s=0

υT (s)υ(s)

=
t−1∑
s=0

E
{
ΔV (ξ(s),α(s)) − υT (s)υ(s)

}
,

where

E
{
ΔV (ξ(s),α(s))

}
=

N∑
i=1

N∑
l=1

αi(s)αl(s)

× E
{ [(

Ã(j)
i + ϑ̃Ã(j)

i

)
g (ξ(s)) + B̃(j)

i υ(s)
]T

Pj

×
[(

Ã(j)
i + ϑ̃Ã(j)

i

)
g (ξ(s)) + B̃(j)

l υ(s)
]

− ξT (s)Piξ(s)
}

�
N∑
i=1

N∑
l=1

αi(s)αl(s)

[
g (ξ(s))

υ(s)

]T {[
(Ã(j)

i )T

(B̃(j)
i )T

]
Pj

×
[
Ã(j)
l B̃(j)

l

]
−
[
Pi 0
0 0

]
+ ϑ̄(1 − ϑ̄)

[
(A(j)

i )T

0

]

× Pj

[
A(j)

l 0
] } [ g (ξ(s))

υ(s)

]
.

Then,

J �
t−1∑
s=0

{ N∑
i=1

N∑
l=1

αi(s)αl(s)

[
g (ξ(s))

υ(s)

]T ([
(Ã(j)

i )T

(B̃(j)
i )T

]

×Pj

[
Ã(j)
l B̃(j)

l

]
−
[
P(ν)
i 0
0 I

]
+ ϑ̄(1 − ϑ̄)

[
(A(j)

i )T

0

]

×Pj

[
A(j)

l 0
])[ g (ξ(s))

υ(s)

]}
.

It is shown from (9.19) that

[
(Ã(ν)

i )T

(B̃(ν)
i )T

]
Pj

[
Ã(j)
i B̃(j)

i

]
+ ϑ̄(1 − ϑ̄)

[
(A(j)

i )T

0

]

×Pj

[
A(j)

l 0
]

−
[
P(ν)
i 0
0 I

]
< 0,
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this guarantees J < 0, which further implies

V (ξ,α) <

t−1∑
s=0

υT (s)υ(s). (9.24)

On the other hand, by Schur complement, (9.20) yields

(C̃(j)
i )T C̃(j)

i − γ2Pi < 0. (9.25)

Then, one can obtain that, for all t > 0,

eT (t)e(t) − γ2V (ξ,α)

�
N∑
i=1

N∑
l=1

αi(t)αl(t)g
T (ξ(t))

(
C̃T
i C̃l − γ2Pi

)
g (ξ(t)) .

Combining with (9.24)–(9.25) yields the following inequalities:

eT (t)e(t) < γ2V (ξ,α)

� γ2
t−1∑
s=0

υT (s)υ(s) � γ2
∞∑
s=0

υT (s)υ(s),

this implies that ‖e(t)‖∞ < γ ‖υ(t)‖2 for all nonzero υ(t) ∈ �2[0,∞). This com-
pletes the proof. �

We now shift our design focus to the probability guaranteed fault detection filter
in (9.8) based on Theorem 9.4 and Lemma 1.29. To this end, the filter matrices
(A(α)

fi ,B(α)

fi ,C(α)

fi ) should be determined to guarantee the stochastic stability of the

filter error system (Π̃) in (9.10) with a probability constraint disturbance attenuation
level γ. We establish a sufficient condition for the existence of such a filter through
the following theorem:

Theorem 9.5 Consider the stochastic system (Π ) in (9.6). A probability guaranteed
fault detection filter of the form in (9.8) exists, if there exist positive definitionmatrices
X(ν)
i , Y (ν)

i ,X (ν)
i and Y (ν)

i , i ∈ M such that for i, j ∈ M,

⎡
⎢⎢⎢⎢⎢⎣

−X(ν)
i 0 0 (Ā(ν)

i )TJT

∗ −Y (ν)
i 0 0 Ψ1

∗ ∗ −I (B̄(ν)
i )TJT

∗ ∗ ∗ −JX (ν)
j JT

∗ ∗ ∗ ∗ −Ψ2

⎤
⎥⎥⎥⎥⎥⎦

< 0, (9.26)

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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[
M⊥

i 0
0 I

]
⎡
⎢⎢⎣

−X(ν)
i 0 0

∗ −Y (ν)
i 0 Ψ3

∗ ∗ −I
∗ ∗ ∗ −Ψ4

⎤
⎥⎥⎦
[
M⊥

i 0
0 I

]T
< 0, (9.27)

⎡
⎣−JX(ν)

i JT 0 0
∗ −Y (ν)

i −CT
w

∗ ∗ −γ2I

⎤
⎦ < 0, (9.28)

X (ν)
j X (ν)

j = I, Y (ν)
j Y (ν)

j = I, (9.29)

where

Ψ1 �

⎡
⎢⎢⎣

0 �(Ā(ν)
i )TJT 0

AT
w 0 �AT

w

B̂T
w 0 0
0 0 0

⎤
⎥⎥⎦ , Ψ3 �

⎡
⎣ (Ā(ν)

i )T 0 �(Ā(ν)
i )T 0

0 AT
w 0 �AT

w

(B̄(ν)
i )T B̂T

w 0 0

⎤
⎦ ,

Ψ2 � diag
{
Y (ν)

j ,�JX (ν)
j JT ,�Y (ν)

j

}
, � � ϑ(1 − ϑ),

X (ν)
j �

∑
j∈Mi

uc

λ(r)
ij X

(ν)
j ,∀j ∈ Mi

uc, X (ν)
j � X(ν)

j ,∀j ∈ Mi
uk,

Y (ν)
j �

∑
j∈Mi

uc

λ(r)
ij Y

(ν)
j ,∀j ∈ Mi

uc, Y (ν)
j � Y (ν)

j ,∀j ∈ Mi
uk,

Ψ4 � diag
{
X (ν)

j ,Y (ν)
j ,�X (ν)

j ,�Y (ν)
j

}
.

Moreover, if the above conditions (9.26)–(9.29) are feasible, then the systemmatrices
of a fault detection filter (9.8) are given by

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

G(ν)
i = −Π−1

1i U
T
1iΛ1iV T

1i (V1iΛ1iV T
1i )

−1 + Π−1
1i Ξ

1/2
1i L1i(V1iΛ1iV T

1i )
−1/2,

K(ν)
i = −Π−1

2i U
T
2iΛ2iV T

2i (V2iΛ2iV T
2i )

−1 + Π−1
2i Ξ

1/2
2i L2i(V2iΛ2iV T

2i )
−1/2,

Λ1i = (U1iΠ
−1
1i U

T
1i − W1i)

−1 > 0,
Λ2i = (U2iΠ

−1
2i U

T
2i − W2i)

−1 > 0,
Ξ1i = Π1i − UT

1i(Λ1i − Λ1iV T
1i (V1iΛ1iV T

1i )
−1V1iΛ1i)U1i > 0,

Ξ2i = Π2i − UT
2i(Λ2i − Λ2iV T

2i (V2iΛ2iV T
2i )

−1V2iΛ2i)U2i > 0,

where G(ν)
i �

[
A(ν)

fi B(ν)

fi

]
and K(ν)

i � C(ν)

fi . In addition, Πκi and Lκi, (κ = 1, 2) are

any appropriate matrices satisfying Πκi > 0, ‖Lκi‖ < 1 and

Ā(ν)
i =

[
A(ν)
i 0
0 0

]
, U2 =

⎡
⎣0(n+s)×l

0k×l

Il×l

⎤
⎦ , E =

[
0n×s

Is×s

]
, R(ν)

i =
[
0s×n Is×s

C(ν)
i 0p×s

]
,

B̄(ν)
i =

[
B(ν)
i E(ν)

i F(ν)
i

0 0 0

]
, Mi =

[
0s×n Is×s 0s×k 0s×m 0s×q 0s×l

C(ν)
i 0p×s 0p×k D(ν)

i G(ν)
i H(ν)

i

]T
,
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S(ν)
i =

[
0s×m 0s×q 0s×l

D(ν)
i G(ν)

i H(ν)
i

]
, J = [

In×n 0n×s
]
, T = [

0s×n Is×s
]
,

W1ij =

⎡
⎢⎢⎢⎢⎢⎣

−X(ν)
i 0 0 ĀT

i

∗ −Y (ν)
i 0 0 Ψ̄1

∗ ∗ −I B̄T
i

∗ ∗ ∗ −X (ν)
j

∗ ∗ ∗ ∗ −Ψ̄2

⎤
⎥⎥⎥⎥⎥⎦

, U1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0(n+s)×s

0k×s

0(m+q+l)×s

ϑ̄E
0k×s

E
0k×s

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ψ̄1 =

⎡
⎢⎢⎣

0 �ĀT
i 0

AT
w 0 �AT

w

B̂T
w 0 0
0 0 0

⎤
⎥⎥⎦ , W2i =

⎡
⎣−X(ν)

i 0 0
∗ −Y (ν)

i −CT
w

∗ ∗ −γ2I

⎤
⎦ ,

Ψ̄2 = diag
{
Y (ν)

j ,�X (ν)
j ,�Y (ν)

j

}
, V2 = [

T 0s×k 0s×l
]
,

V1i = [
Ri 0(p+s)×k Si 0(p+s)×(n+s) 0(p+s)×k

]
. (9.30)

Proof Set P(ν)
i � diag

(
X(ν)
i ,Y (ν)

i

)
, i ∈ M in (9.19), where X(ν)

i ∈ R
(n+s)×(n+s)

and Y (ν)
i ∈ R

k×k . Then, from Theorem 9.4, the fault detection system (Π̃) in (9.10)
is stochastically stable with a probability guaranteed performance γ, if there exist
positive diagonally dominant matrices X(ν)

i and Y (ν)
i such that

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−X(ν)
i 0 0 (Â(ν)

i )T 0 �(Â(ν)
i )T 0

∗ −Y (ν)
i 0 0 AT

w 0 �AT
w

∗ ∗ −I (B̂(ν)
i )T B̂T

w 0 0
∗ ∗ ∗ −X (ν)

j 0 0 0

∗ ∗ ∗ ∗ −Y (ν)
j 0 0

∗ ∗ ∗ ∗ ∗ −�X (ν)
j 0

∗ ∗ ∗ ∗ ∗ ∗ −�Y (ν)
j

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (9.31)

⎡
⎣−X(ν)

i 0 (Ĉ(ν)
i )T

∗ −Y (ν)
i −CT

w

∗ ∗ −γ2I

⎤
⎦ < 0, (9.32)
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where

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Â(ν)
i �

[
A(ν)
i 0

ϑ̄B(ν)

fi C(ν)
i A(ν)

fi

]
, Â(ν)

i �
[

A(ν)
i 0

B(ν)

fi C(ν)
i A(ν)

fi

]
,

B̂(ν)
i �

[
B(ν)
i E(ν)

i F(ν)
i

B(ν)

fi D(ν)
i B(ν)

fi G(ν)
i B(ν)

fi H(ν)
i

]
,

B̂w �
[
0 0 Bw

]
, Ĉ(ν)

i �
[
0 C(ν)

fi

]
.

(9.33)

Rewrite (9.33) in the following form:

Â(ν)
i = Ā(ν)

i + ϑ̄E
[
A(ν)

fi B(ν)

fi

]
R(ν)
i , Ĉ(ν)

i = C(ν)

fi T ,

Â(ν)
i = Ā(ν)

i + E
[
A(ν)

fi B(ν)

fi

]
R(ν)
i ,

B̂(ν)
i = B̄(ν)

i + E
[
A(ν)

fi B(ν)

fi

]
S(ν)
i , (9.34)

where Ā(ν)
i , B̄(ν)

i , C̄(ν)
i , E, R(ν)

i , S(ν)
i and T are defined in (9.30).

Using (9.34), the inequalities (9.31)–(9.32) can be rewritten as

W1ij + U1

[
A(ν)

fi B(ν)

fi

]
V1i +

(
U1

[
A(ν)

fi B(ν)

fi

]
V1i

)T
< 0, (9.35)

W2i + U2C
(ν)

fi V2 +
(
U2C

(ν)

fi V2

)T
< 0, (9.36)

where W1ij, W2i, U1, V1i, U2 and V2 are defined in (9.30).
Next, we assign

U⊥
1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0 J 0 0 0
0 0 0 0 I 0 0
0 0 0 0 0 J 0
0 0 0 0 0 0 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, V T⊥
1i =

[
M⊥

i 0
0 I

]
.

It follows from Lemma 1.29 that inequality (9.35) is solvable for
[
A(ν)

fi B(ν)

fi

]
if and

only if (9.26) and (9.27) are satisfied.
In addition, set

U⊥
2 =

[
I 0 0
0 I 0

]
, V T⊥

2 =
⎡
⎣ J 0 0
0 I 0
0 0 I

⎤
⎦ .

http://dx.doi.org/10.1007/978-3-319-47199-0_1
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Then inequality (9.36) is solvable for Cfi if and only if (9.28) hold. This completes
the proof. �

Remark 9.6 Due to thematrix equation (9.29) is not linear matrix inequalities, it will
bring difficult to design the minimum γ by using the convex optimization algorithm.
However, we can solve this problem take advantage of the cone complementarity
linearization algorithm. �

From the above discussion, we can transform the nonconvex feasibility problem
into the following sequential optimization problem.

Find a feasible set

Satisfying (9.26)-(9.28) and (9.37). Set

Solve the following optimization problem:

Subject to (9.26)-(9.28) and (9.37), and denote to be the optimized value.

Substitute the obtained matrix variables

into (9.31) and (9.32).

If there exists a sufficiently small scalar
such that

If where is the maximum
number of iterations allowed.

No solutions

Solutions exist

EXIT
Yes

No

Fig. 9.2 Probability guaranteed fault detection algorithm
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Probability Guaranteed Fault Detection (PGFD) Filter Design Problem:

min trace
(∑

i

(
X(ν)
i X (ν)

i

))

+ trace
(∑

i

(
Y (ν)
i Y (ν)

i

))
subject to (9.26) − (9.28) ∀i ∈ M[

X(ν)
i I
I X (ν)

i

]
� 0,

[
Y (ν)
i I
I Y (ν)

i

]
� 0. (9.37)

If there exists solutions such that

trace
(∑

i

(
X(ν)
i X (ν)

i

))
+ trace

(∑
i

(
Y (ν)
i Y (ν)

i

))
= N (n + s + k) ,

then the inequalities in Theorem 9.5 are solvable.
Therefore, we propose a novel algorithm (Fig. 9.2) to solve the probability guar-

anteed fault detection filtering problem.

9.4 Illustrative Example

To demonstrate the effectiveness of the proposed method, this section presents a
simulation result of a 2-link underactuated manipulator being reduced to be MJS.
The fault detection control system for manipulators developed in this paper utilizes
the Markovian control of [3].

Unlike the work of [3], we consider a set of stochastic systems with modal tran-
sition governed by a Markovian chain. The transition probabilities matrix comprises
two vertices �(r), (r = 1, 2). The first lines of �(r), i.e., �(r)

1 are given by

�
(1)
1 �

[
? 0.6

]
, �

(2)
1 �

[
? 0.4

]
,

and the second lines of �(r) are given by

�
(1)
2 �

[
0.5 0.5

]
, �

(2)
2 �

[
0.3 ?

]
,

where ‘?’ represents the unknown entries.
Consider the stochastic system in (9.6) with ν = 1, and the following two sub-

systems:



9.4 Illustrative Example 189

Subsystem 1.

A1 =
[

0.4 0.2
−0.2 −0.7

]
, B1 =

[
0.2
0.3

]
, E1 =

[
0.5

−0.4

]
,

F1 =
[
0.2
0.1

]
, C1 = [

0.5 0.3
]
, D1 = 0.3,

G1 = 0.8, H1 = 1.5,

Subsystem 2.

A2 =
[−0.3 −0.2

0.6 −0.2

]
, B2 =

[
0.8

−0.1

]
, E2 =

[
0.4

−0.9

]
,

F2 =
[
0.8
0.3

]
, C2 = [

0.1 0.5
]
, D2 = 0.9,

G2 = 0.4, H2 = 0.8

The weighting matrix W (z) in fw(z) = W (z)f (z) is taken as W (z) = 5/(z + 5).
Its state space realization is given as (9.9) with Aw = 0.5, Bw = 0.5 and Cw = 1.
Figure9.3 gives a switching signal, which is generated randomly, here, ‘1’ and ‘2’
represent respectively the first and the second subsystem.

Our purpose here is to design a full-order filter in the form of (Π̂) in (9.8) to
generate the residual signal r(t) such that the fault detection system (Π̃) in (9.10) is
stochastically stable with a probability guaranteed performance.

Next, consider the full-order case, that is s = 2. Solving probability guaranteed
fault detection filter problem by using Algorithm PGFD, then the minimized feasible
γ can be obtained γ∗ = 1.7532, and the corresponding parameters of the full-order
filter are:

Af 1 =
[−0.6137 −0.4202

−1.2364 −2.0083

]
, Bf 1 =

[
1.1327

−0.2954

]
,

Cf 1 = [
1.3341 0.3670

]
,

Af 2 =
[−2.0982 1.1039

−0.7246 −1.0135

]
, Bf 2 =

[−0.8347
−0.5654

]
,

Cf 2 = [−1.3238 0.7123
]
.

In the following, we shall further show the effectiveness the developed results in this
paper. Letting the initial condition be x(0) = 0. Suppose the unknown disturbance
input ω(t) = 0.5e−t, 0 � t � 200. It is assumed that the control input u(t) =
0.2e−t, 0 � t � 200; and the fault signal satisfying:

f (t) =
{
2, 50 � t � 130
0, otherwise

Thus, Fig. 9.4 plots the weighting fault signal fw(t).
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Fig. 9.3 Switching signal
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Fig. 9.4 Weighting fault signal fω(t)
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Fig. 9.5 Generated residual signal r(t)
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Fig. 9.6 States of the stochastic system
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Fig. 9.7 States of the fault detection filter
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Fig. 9.8 Evaluation function of J (r)



9.4 Illustrative Example 193

Consider the evaluation function and the threshold as in (9.14). The generated
residual signal r(t) is depicted in Figs. 9.5 and 9.6 shows the trajectories of the
stochastic system, and Fig. 9.7 gives the simulation results for the trajectories of
the designed fault detection filter under disturbance. Figure9.8 shows the evaluation
function of J (r), which clearly indicate that the residual can also detect the fault.

Next, we will set up the fault detectionmeasure.Without loss of generality, select-

ing the threshold Jth = supω �=0,u �=0,f=0

(∑200
t=0 r

T (t)r(t)
)1/2 = 7.2961, the simula-

tion results show that
(∑62

t=0 r
T (t)r(t)

)1/2 = 7.3013 > Jth. Thus, the appeared fault

can be detected after some time steps.

9.5 Conclusion

In this chapter, the probability guaranteed fault detection filtering problem has been
investigated for an underactuated manipulator which is modeled asMJS. A sufficient
condition has been proposed to guarantee the stochastically stability with a proba-
bility constraint performance for the filtering error system. The corresponding fault
detection filter has been successfully designed for the MJS. In addition, a cone com-
plementarity linearization procedure has been employed to transform a nonconvex
feasibility problem into a sequential minimization problem, which can be readily
solved by existing optimization techniques. Finally, a numerical example has been
given to illustrate the effectiveness of the developed theoretic results.
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Chapter 10
Conclusion and Further Work

Abstract This chapter summarizes the results of the book and then proposes some
related topics for the future research work.

10.1 Conclusion

The focus of the book has been placed on stability, control, filtering, and fault detec-
tion problems for some classed of S-MJS (including state-delayed systems, singular
systems, neural networked systems, and T–S fuzzy systems). Specifically, several
research problems have been investigated in detail.

1. New stochastic stability conditions are presented for a class of S-MJS. Specif-
ically, the concepts of S-MJS, and mode-dependent time-delays are introduced
together for the stochastically stable problem in order to reflect a more realistic
environment. By Lyapunov function approach, together with piecewise analysis
method, conditions are proposed to ensure the stochastic stability of the underly-
ing S-MJS with time delays. The system under consideration not only contains
time-varying delays, but also involves uncertainties in the mode transition rate
matrix.

2. A new regulation methodology for the singular S-MJS with constrained control
input is concerned. Motivated by recent developments in positively invariant set,
necessary and sufficient conditions for the existence of full rank solutions for
a class of nonlinear equations are derived, and a new algorithm that provides a
solution to the constrained regulation problem is presented.

3. A new integral sliding surface has been designed and some sufficient conditions
have been proposed for the stochastic stability of sliding mode dynamics in terms
of strict LMI. Also, an explicit parametrization of the desired sliding surface
has been given. A sliding mode controller has been synthesized to guarantee
the reachability of the system state trajectories to the sliding surface. Moreover,
we have further studied the observer design and observer-based SMC problems
for the case that some system state components are not accessible. Sufficient
conditions have also been proposed for the existence of the desired sliding mode,
and the observer-based SMC law has been designed for the reaching motion.
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4. The results obtained in dynamic output feedback controller design problem for
S-MJS with repeated scalar nonlinears have extended some of the results in for
MJS, and the CCL procedure is employed to transform a nonconvex feasibility
problem into a sequential minimization problem subject to LMIs. The desired
full- and reduced-order dynamic output feedback controllers are designed in a
whole framework.

5. We have utilized construction of a residual signal approach to solve the fault
detection filter design problem in the case that it could be made sensitive to faults
and robust tomodelling errors or disturbances.Also, theweighted H2 performance
index has been employed to test the noise attenuation performance. Based on the
switching-sequence dependent Lyapunov function approach and the T–S fuzzy
technique, a sufficient condition, which guarantees the filtering error dynamics to
be stochastically stable with a weighted H2 error performance, has been obtained,
and the developed fault detection filter design algorithm is employed that can be
readily solved using optimization techniques.

6. A new structure of fault detection filter is proposed for sojourn information
(sojourn time and sojourn probability) dependent S-MJS. A key restriction in the
underlying S-MJS is that the sojourn time of each subsystem is subject to geo-
metric distribution. To relax the restriction, the concept of a nonhomogeneous
Markov chain, where the transition probabilities are sojourn time-dependent, has
been introduced, and studies on the corresponding systems have been gradually
launched.

7. A new probability guaranteed fault detection filter has been designed for an under-
actuated manipulator which is modeled as MJS. Some system parameters might
be randomly perturbed within certain intervals. The uniform distribution has been
used to characterize the statistical characteristics of the uncertain parameters. By
employing the parameter-dependent Lyapunov functional approach, a novel fault
detection filter has been designed and a parameter-box has been sought such that
the disturbance attenuation level and the required probability are simultaneously
guaranteed. Also, a computational algorithm has been proposed for the design of
the robust probability-guaranteed H2 filter.

10.2 Further Work

Related topics for the future research work are listed below:

(i) For the time-delay S-MJS, the results on stability have some conservativeness.
Some recently developedmethods such as delay-partitioningmethod, small gain
based input–output method, and reciprocally convex method can be utilized to
further reduce the conservativeness caused by time-delay.

(ii) The insertion of the shared communication networks in the control/filter loop,
which may cause network-induced delays, packet dropouts, data disorder and
so on. So, it is meaningful and important to consider the analysis and synthesis
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problemwith network-induced delays and data disorder phenomenon in control
and filtering of S-MJS.

(iii) Chattering problem is one of the most common handicaps for applying SMC
to real applications. The chattering in SMC systems is usually caused by (1)
the dynamics with small time constants, which are often neglected in the ideal
model; and (2) utilization of digital controllers with finite sampling rate, which
causes so called ‘discretization chattering’. The discontinuity leads to control
chattering in practice, and involves high frequency dynamics. How to reduce
chattering will be a research topic in future studies.

(iv) Another future research direction is to investigate two-dimensional (2-D) S-
MJS, which consist of a family of subsystems described by 2-D dynamical
systems, and a rule specifying the switching among them. Some advanced
techniques (such as quadratic Lyapunov functions and piecewise Lyapunov
functions) used in analyzing and designing for 1-D S-MJS can be extended to
deal with 2-D S-MJS.

(v) In an industrial process, the dynamic behaviors are generally complex and
nonlinear, and their realmathematicalmodels are always difficult to obtain.How
to design the filter for unknown systems using input/output data has become
one main focus of research. The study of passive filter design algorithm in this
book for a class of neural network systems is one solution to this challenging
problem. In our future work, it will be one of our main focuses to explore the
practical realization and applications of the theoretic results obtained in this
book. Moreover, we will consider the robustness of a neural network against
noise and variation of weights in a noisy environment.
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