
Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Financial Enterprise Risk Management

Second Edition

This comprehensive, yet accessible, guide to enterprise risk management for financial institutions

contains all the tools needed to build and maintain an ERM framework. It discusses the internal and

external contexts within which risk management must be carried out, and it covers a range of

qualitative and quantitative techniques that can be used to identify, model and measure risks.

This new edition has been thoroughly updated to reflect new legislation and the creation of the

Financial Conduct Authority and the Prudential Regulation Authority. It includes new content on

Bayesian networks, expanded coverage of Basel III, a revised treatment of operational risk, a fully

revised index and more than 150 end-of-chapter exercises. Over 100 diagrams are used to illustrate

the range of approaches available and risk management issues are highlighted with numerous case

studies. This book also forms part of the core reading for the UK Actuarial Profession’s specialist

technical examination in enterprise risk management, ST9.

PAU L S W E E T I N G is Professor of Actuarial Science at the University of Kent, where he teaches

enterprise risk management. His research covers areas as diverse as longevity, pensions accounting

and investment strategy. Prior to joining the University of Kent, Professor Sweeting was Head of

Research at Legal and General Investment Management and Managing Director at J.P. Morgan

Asset Management. Professor Sweeting is a Fellow of the Institute of Actuaries, the Royal

Statistical Society and the Chartered Institute for Securities and Investment. He is also a CFA

Charterholder and a Chartered Enterprise Risk Actuary. He has written a number of articles on

financial issues and is a regular contributor to the written and broadcast media.

www.ebook3000.com

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

INTERNATIONAL SERIES ON ACTUARIAL SCIENCE

Editorial Board

Christopher Daykin (Independent Consultant and Actuary)

Angus Macdonald (Heriot-Watt University)

The International Series on Actuarial Science, published by Cambridge University Press in conjunction with

the Institute and Faculty of Actuaries, contains textbooks for students taking courses in or related to actuarial

science, as well as more advanced works designed for continuing professional development or for describing and

synthesizing research. The series is a vehicle for publishing books that reflect changes and developments in the

curriculum, that encourage the introduction of courses on actuarial science in universities, and that show how

actuarial science can be used in all areas where there is long-term financial risk.

A complete list of books in the series can be found at www.cambridge.org/statistics. Recent titles include the

following:

Insurance Risk and Ruin (2nd Edition)

David C.M. Dickson

Computation and Modelling in Insurance and Finance

Erik Bølviken

Predictive Modeling Applications in Actuarial Science, Volume 1: Predictive Modeling Techniques

Edited by Edward W. Frees, Richard A. Derrig & Glenn Meyers

Actuarial Mathematics for Life Contingent Risks (2nd Edition)

David C.M. Dickson, Mary R. Hardy & Howard R. Waters

Solutions Manual for Actuarial Mathematics for Life Contingent Risks (2nd Edition)

David C.M. Dickson, Mary R. Hardy & Howard R. Waters

Risk Modelling in General Insurance

Roger J. Gray & Susan M. Pitts

Regression Modeling with Actuarial and Financial Applications

Edward W. Frees

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

FINANCIAL ENTERPRISE

RISK MANAGEMENT

Second Edition

PAUL SWEETING

University of Kent

www.ebook3000.com

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

University Printing House, Cambridge CB2 8BS, United Kingdom

One Liberty Plaza, 20th Floor, New York, NY 10006, USA

477 Williamstown Road, Port Melbourne, VIC 3207, Australia

4843/24, 2nd Floor, Ansari Road, Daryaganj, Delhi – 110002, India

79 Anson Road, #06-04/06, Singapore 079906

Cambridge University Press is part of the University of Cambridge.

It furthers the University’s mission by disseminating knowledge in the pursuit of

education, learning, and research at the highest international levels of excellence.

www.cambridge.org

Information on this title: www.cambridge.org/9781107184619

DOI: 10.1017/9781316882214

c© Paul Sweeting 2011, 2017

This publication is in copyright. Subject to statutory exception

and to the provisions of relevant collective licensing agreements,

no reproduction of any part may take place without the written

permission of Cambridge University Press.

First published 2011

Second edition 2017

Printed in the United Kingdom by Clays, St Ives plc

A catalogue record for this publication is available from the British Library.

ISBN 978-1-107-18461-9 Hardback

Cambridge University Press has no responsibility for the persistence or accuracy of

URLs for external or third-party Internet Web sites referred to in this publication

and does not guarantee that any content on such Web sites is, or will remain,

accurate or appropriate.

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents

Preface page xi

1 An Introduction to Enterprise Risk Management 1

1.1 Definitions and Concepts of Risk 1

1.2 Why Manage Risk? 3

1.3 Enterprise Risk Management Frameworks 5

1.4 Corporate Governance 6

1.5 Models of Risk Management 8

1.6 The Risk Management Time Horizon 9

1.7 Further Reading 10

2 Types of Financial Institution 11

2.1 Introduction 11

2.2 Banks 12

2.3 Insurance Companies 14

2.4 Pension Schemes 16

2.5 Foundations and Endowments 18

2.6 Further Reading 19

3 Stakeholders 20

3.1 Introduction 20

3.2 Principals 20

3.3 Agents 31

3.4 Controlling 42

3.5 Advisory 48

3.6 Incidental 51

3.7 Further Reading 53

4 The Internal Environment 54

4.1 Introduction 54

4.2 Internal Stakeholders 54

www.ebook3000.com

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

vi Contents

4.3 Culture 55

4.4 Structure 57

4.5 Capabilities 60

4.6 Further Reading 60

5 The External Environment 62

5.1 Introduction 62

5.2 External Stakeholders 62

5.3 Political Environment 63

5.4 Economic Environment 63

5.5 Social and Cultural Environment 65

5.6 Competitive Environment 66

5.7 Regulatory Environment 67

5.8 Professional Environment 88

5.9 Industry Environment 92

5.10 Further Reading 99

6 Process Overview 101

7 Definitions of Risk 103

7.1 Introduction 103

7.2 Market and Economic Risk 103

7.3 Interest Rate Risk 104

7.4 Foreign Exchange Risk 104

7.5 Credit Risk 105

7.6 Liquidity Risk 106

7.7 Systemic Risk 107

7.8 Demographic Risk 109

7.9 Non-life Insurance Risk 111

7.10 Environmental Risk 112

7.11 Operational Risks 113

7.12 Different Definitions of Operational Risk 117

7.13 Residual Risks 124

7.14 Basis Risk 125

7.15 Further Reading 125

8 Risk Identification 126

8.1 Introduction 126

8.2 Risk Identification Tools 126

8.3 Risk Identification Techniques 129

8.4 Assessment of Risk Nature 132

8.5 Risk Register 133

8.6 Further Reading 133

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents vii

9 Some Useful Statistics 134

9.1 Location 134

9.2 Spread 135

9.3 Skew 137

9.4 Kurtosis 137

9.5 Correlation 139

9.6 Further Reading 145

10 Statistical Distributions 146

10.1 Univariate Discrete Distributions 146

10.2 Univariate Continuous Distributions 149

10.3 Multivariate Distributions 180

10.4 Copulas 204

10.5 Further Reading 225

11 Modelling Techniques 228

11.1 Introduction 228

11.2 Fitting Data to a Distribution 230

11.3 Fitting Data to a Model 235

11.4 Smoothing Data 243

11.5 Using Models to Classify Data 249

11.6 Uncertainty 264

11.7 Credibility 267

11.8 Bayesian Networks 275

11.9 Model Validation 280

11.10 Further Reading 281

12 Extreme Value Theory 286

12.1 Introduction 286

12.2 The Generalised Extreme Value Distribution 286

12.3 Generalised Pareto Distribution 290

12.4 Further Reading 292

13 Modelling Time Series 294

13.1 Introduction 294

13.2 Deterministic Modelling 294

13.3 Stochastic Modelling 295

13.4 Time Series Processes 298

13.5 Data Frequency 318

13.6 Discounting 319

13.7 Further Reading 322

www.ebook3000.com

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

viii Contents

14 Quantifying Particular Risks 326

14.1 Introduction 326

14.2 Market and Economic Risk 326

14.3 Interest Rate Risk 339

14.4 Foreign Exchange Risk 351

14.5 Credit Risk 351

14.6 Liquidity Risk 372

14.7 Systemic Risks 374

14.8 Demographic Risk 375

14.9 Non-life Insurance Risk 384

14.10 Environmental Risk 391

14.11 Operational Risks 391

14.12 Further Reading 392

15 Risk Assessment 397

15.1 Introduction 397

15.2 Risk Appetite 398

15.3 Upside and Downside Risk 401

15.4 Risk Measures 402

15.5 Unquantifiable Risks 415

15.6 Return Measures 417

15.7 Optimisation 418

15.8 Further Reading 425

16 Responses to Risk 429

16.1 Introduction 429

16.2 Market and Economic Risk 432

16.3 Interest Rate Risk 446

16.4 Foreign Exchange Risk 450

16.5 Credit Risk 450

16.6 Liquidity Risk 457

16.7 Systemic Risk 457

16.8 Demographic Risk 459

16.9 Non-life Insurance Risk 461

16.10 Environmental Risk 463

16.11 Operational Risks 463

16.12 Different Definitions of Operational Risk 465

16.13 Further Reading 473

17 Continuous Considerations 476

17.1 Introduction 476

17.2 Documentation 476

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents ix

17.3 Communication 477

17.4 Audit 479

17.5 Further Reading 480

18 Economic Capital 481

18.1 Introduction 481

18.2 Definition of Economic Capital 481

18.3 Economic Capital Models 482

18.4 Designing an Economic Capital Model 483

18.5 Running an Economic Capital Model 484

18.6 Calculating Economic Capital 485

18.7 Economic Capital and Risk Optimisation 486

18.8 Capital Allocation 487

18.9 Further Reading 490

19 Risk Frameworks 491

19.1 Mandatory Risk Frameworks 491

19.2 Advisory Risk Frameworks 507

19.3 Proprietary Risk Frameworks 521

19.4 Further Reading 526

20 Case Studies 528

20.1 Introduction 528

20.2 The 2008 Global Financial Crisis 528

20.3 Barings Bank 534

20.4 Equitable Life 537

20.5 Korean Air 540

20.6 Long Term Capital Management 542

20.7 Bernard Madoff 544

20.8 Robert Maxwell 545

20.9 Space Shuttle Challenger 546

20.10 Heartland Payment Systems 548

20.11 Kim Philby 549

20.12 Conclusion 550

20.13 Further Reading 550

21 Solutions to Questions 552

References 573

Index 586

www.ebook3000.com

www.cambridge.org/9781107184619
www.cambridge.org


Cambridge University Press
978-1-107-18461-9 — Financial Enterprise Risk Management
Paul Sweeting 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Preface

I found myself writing the first edition of this book during a time of crisis for finan-

cial institutions around the world. The global financial crisis was under way, and

it was clear that poor risk management had played a part – both within firms and

on a macro-economic scale. As a result, regulations were strengthened. For banks,

Basel III was introduced. This brought capital requirements that were stronger yet

more flexible, and a new focus on liquidity. For insurance companies, planning for

a new regulatory regime was already well underway. However, the financial crisis

meant that Solvency II included measures to provide some protection for insurance

companies from capital market volatility.

In the years since the crisis, the stability of financial institutions has largely been

maintained. However, we are still in a time of enormous uncertainty. With interest

rates reaching new lows around the world, the efficacy of monetary policy is now

being questioned. And from a local perspective, the decision of the United King-

dom to leave the European Union could have global implications, both economic

and political, even if the nature of these implications remains to be seen.

On a smaller scale, the issue of cyber risk is of growing importance. Hack-

ers seem regularly able to gain access to supposedly secure account information

through attacks on firms’ IT systems. Individuals are also at risk from phishing

emails, which can lead them to infect their computers with malware, or even to

hand over personal data explicitly. These and other forms of cyber risk are causing

ever growing losses for individuals and for financial institutions.

But risk management techniques are also developing. For example, Bayesian

approaches are being used increasingly to model complex networks of risks, even

extending to the calculation of capital requirements.

In this second edition, I have tried to address these changes as well as updating

the book more generally. I have also added questions at the end of each chapter,

to try to help understanding of the various topics covered. More questions can be
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xii Preface

found at http://www.paulsweeting.com; a QR code for this site is given at the

end of this preface.

Despite these changes, the principle behind the way in which these risks should

be approached remains the same – in particular, all risks should be considered

together. Whilst identifying the extent – or even the existence – of individual risks is

important, it is even more important to look at the bigger picture. Such an approach

can highlight both concentration and diversification. And, of course, risk is bad

only if the outcome is adverse. Upside risks exist, and without them, there would

be no point in taking risks at all.

This second edition has benefited greatly from the views of those kind enough

to comment on the first edition, particularly Patrick Kelliher. I am also grateful

to the team of reviewers for the Japanese translation to the first edition, led by

Professor Naoki Matsuyama. Finally, I must mention again those whose work was

so helpful with the development of the first edition, namely Andrew Cairns and

Lindsay Smitherman.
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1

An Introduction to Enterprise Risk Management

1.1 Definitions and Concepts of Risk

The word ‘risk’ has a number of meanings, and it is important to avoid ambiguity
when risk is referred to. One concept of risk is uncertainty over the range of pos-
sible outcomes. However, in many cases uncertainty is a rather crude measure of
risk, and it is important to distinguish between upside and downside risks.
Risk can also mean the quantifiable probability associated with a particular out-

come or range of outcomes; conversely, it can refer to the unquantifiable possibility
of gains or losses associated with different future events, or even just the possibility
of adverse outcomes.
Rather than the probability of a particular outcome, it can also refer to the likely

severity of a loss, given that a loss occurs. When multiplied, the probability and the
severity give the expected value of a loss.
A similar meaning of risk is exposure to loss, in effect the maximum loss that

could be suffered. This could be regarded as the maximum possible severity, al-
though the two are not necessarily equal. For example, in buildings insurance, the
exposure is the cost of clearing the site of a destroyed house and building a replace-
ment; however, the severity might be equivalent only to the cost of repairing the
roof.
Risk can also refer to the problems and opportunities that arise as a result of an

outcome not being as expected. In this case, it is the event itself rather than the
likelihood of the event that is the subject of the discussion. Similarly, risk can refer
to the negative impact of an adverse event.
Risks can also be divided into whether or not they depend on future uncertain

events, on past events that have yet to be assessed or on past events that have already
been assessed. There is even the risk that another risk has not yet been identified.
When dealing with risks it is important to consider the time horizon over which

they occur, in terms of the period during which an organisation is exposed to a
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2 An Introduction to Enterprise Risk Management

particular risk, or the way in which a risk is likely to change over time. The link
between one risk and others is also important. In particular, it is crucial to recognise
the extent to which any risk involves a concentration with or can act as a diversifier
to other risks.
In the same way that risk can mean different things to different people, so can

enterprise risk management (ERM). The key concept here is the management of
all risks on a holistic basis, not just the individual management of each risk. Fur-
thermore, this should include both easily quantifiable risks such as those relating
to investments and those which are more difficult to assess such as the risk of loss
due to reputational damage.
A part of managing risks on a holistic basis is assessing risks consistently across

an organisation. This means recognising both diversifications and concentrations of
risk. Such effects can be lost if a ‘silo’ approach to risk management is used, where
risk is managed only within each individual department or business unit. Not only
might enterprise-wide concentration and diversification be missed, but there is also
a risk that different levels of risk appetite might exist in different silos. The concept
of risk appetite is explored in Chapter 15. Furthermore, enterprise-wide risks might
not be managed adequately with some risks being missed altogether due to a lack
of ownership.
The term ‘enterprise risk management’ also implies some sort of process – not

just the management of risk itself, but the broader approach of:

• recognising the context;
• identifying the risks;
• assessing and comparing the risks with the risk appetite;
• deciding on the extent to which risks are managed;
• taking the appropriate action; and
• reporting on and reviewing the action taken.
When formalised into a process, with detail added on how to accomplish each

stage, then the result is an ERM framework. However, the above list raises another
important issue about ERM: that it is not just a one-off event that is carried out and
forgotten, but that it is an ongoing process with constant monitoring and with the
results being fed back into the process.
It is important that ERM is integrated into the everyday way in which a firm

carries out its business and not carried out as an afterthought. This means that
risk management should be incorporated at an early stage into new projects. Such
integration also relates to the way in which risks are treated since it recognises
hedging and diversification, and should be applied at an enterprise rather than a
lower level.
ERM also requires the presence of a central risk function, headed by a chief
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1.2 Why Manage Risk? 3

risk officer. This person should be responsible for all things risk related, and in
recognition of his or her importance, the chief risk officer should have access to or,
ideally, be member of the board of the organisation.
Putting an ERM framework into place takes time, and requires commitment from

the highest level of an organisation. It is also important to note that it is not some
sort of ‘magic bullet’, and even the best risk management frameworks can break
down or even be deliberately circumvented. However, an ERM framework can
significantly improve the risk and return profile of an organisation.

1.2 Why Manage Risk?

With all this discussion of ERM, it is important to consider why it might be desir-
able to manage risk in the first place. At the broadest level, risk management can
benefit society as a whole. The effect of risk management failures in banking on
the economy, as shown by the global liquidity crisis, gave a clear illustration of this
point.
It could also be argued that risk management is what boards have been appointed

to implement, particularly in the case of non-executive directors. This does not
mean that they should remove all risk, but they should aim to meet return targets
using as little risk as possible. This is a key part of their role as agents of share-
holders. It is in fact in the interests of directors to ensure that risks are managed
properly, since it reduces the risk of them losing their jobs, although there are re-
muneration structures that can reward undue levels of risk.
On a practical level, risk management can also reduce the volatility in an or-

ganisation’s returns. This could help to increase the value of a firm, by reducing
the risk of bankruptcy and perhaps the tax liability. This can also have a positive
impact on a firm’s credit rating, and can reduce the risk of regulatory interference.
Reduced volatility also avoids large swings in the number of employees required
– thus limiting recruitment and redundancy costs – and reduces the amount of risk
capital needed. If less risk capital is needed, then returns to shareholders or other
providers of capital can be improved or, for insurance companies and banks, lower
profit margins can be added to make products more competitive.
Improved risk management can lead to a better trade-off between risk and return.

Firms are more likely to choose the projects with the best risk-adjusted rates of
returns, and to ensure that the risk taken is consistent with the corporate appetite
for risk. Again, this benefits shareholders.
These points apply to all types of risk management, but ERM involves an added

dimension. It ensures not only that all risks are covered, but also that they are
covered consistently in terms of the way they are identified, reported and treated.
ERM also involves the recognition of concentrations and diversifications arising
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4 An Introduction to Enterprise Risk Management

from the interactions between risks. ERM therefore offers a better chance of the
overall risk level being consistent with an organisation’s risk appetite.
Treating risks in a consistent manner and allowing for these interactions can

be particularly important for banks, insurers and even pension schemes, as this
means that the amount of capital needed for protection against adverse events can
be determined more accurately.
ERM also implies a degree of centralisation, and this is an important aspect of

the process that can help firms react more quickly to emerging risks. Centralisation
also helps firms to prioritise the various risks arising from various areas of an or-
ganisation. Furthermore, it can save significant costs if extended to risk responses.
If these are dealt with across the firm as a whole rather than within individual busi-
ness lines, then not only can this reduce transaction costs, but potentially-offsetting
transactions need not be executed at all. Going even further, ERM can uncover po-
tential internal hedges arising from different lines of business that reduce or remove
the need to hedge either risk.
Having a rigorous ERM process also means that the choices of response are more

likely to be consistent across the organisation, as well as more carefully chosen.
Another important advantage of ERM is that it is flexible – an ERM framework

can be designed to suit the individual circumstances of each particular organisation.
ERM processes are sometimes implemented in response to a previous risk man-

agement failure in an organisation. This does mean that there is an element of
closing the stable door after the horse has bolted, and perhaps of too great a focus
on the risk that was faced rather than potential future risks. It might also lead to
excessive risk aversion, although introducing a framework where none has existed
is generally going to be an improvement.
A risk management failure in one’s own organisation is not necessarily the pre-

cursor to an ERM framework. A high-profile failure in another firm, particularly a
similar one, might prompt other firms to protect themselves against similar events.
An ERM framework might also be required by an industry regulator, or by a firm’s
auditors or investors.
ERM can be used in a variety of contexts. It should be considered when devel-

oping a strategy for an organisation as a whole and within individual departments.
Once it has been decided what an organisation’s objectives are, the organisation
must consider what risks might result in them not being achieved. The organisation
must then consider how to assess and deal with the risks, considering the impact
on performance both before and after treating the risks identified. Importantly, the
organisation needs to ensure that there is a framework in place for carrying out
each of these stages effectively.
ERM can also be used for developing new products or undertaking new projects

by considering both the objectives and the risks that they will not be met. Here, it
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1.3 Enterprise Risk Management Frameworks 5

is also possible to determine the levels of risk at which it is desirable to undertake a
project. This is not just about deciding whether risks are acceptable or not; it is also
about achieving an adequate risk-adjusted return on capital, or choosing between
two or more projects.
Finally, ERM is also important for pricing insurance and banking products. This

involves avoiding pricing differentials being exploited by customers, but also en-
suring that premiums include an adequate margin for risk.

1.3 Enterprise Risk Management Frameworks

ERM frameworks typically share a number of common features. The first stage
in most frameworks is to assess the context in which it is operating. This means
understanding the internal risk management environment of an organisation, which
in turn requires an understanding of the nature of an organisation and the interests
of various stakeholders. It is important to carry out this analysis so that potential
risk management issues can be understood. The context also includes the external
environment, which consists of the broader cultural and regulatory environment, as
well as the views of external stakeholders.
Then, a consistent risk taxonomy is needed so that any discussions on risk are

carried out with an organisation-wide understanding. This becomes increasingly
important as organisations get larger and more diverse, especially if an organisa-
tion operates in a number of countries. However, whilst a consistent taxonomy can
allow risk discussions to be carried out in shorthand, it is important to avoid exces-
sive use of jargon so that a framework can be externally validated.
Once a taxonomy has been defined, the risks to which an organisation is exposed

must be identified. The risks can then be divided into those which are quantifiable
and those which are not, following which the risks are assessed. These assessments
are then compared with target levels of risk – which must also be determined – and
a decision must be taken on how to deal with risks beyond those targets. Finally,
there is implementation, which involves taking agreed measures to manage risk.
However, it is also important to ensure that the effectiveness of the approaches

used is monitored. Changes in the characteristics of existing risks need to be high-
lighted, as does the emergence of new risks. In other words, risk management is
a continual process. The process also needs to be documented. This is important
for external validation, and for when elements of the process are reviewed. Finally,
communication is important. This includes internal communication to ensure good
risk management and external communication to demonstrate the quality of risk
management to a number of stakeholders.
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6 An Introduction to Enterprise Risk Management

1.4 Corporate Governance

Corporate governance is the name given to the process of running of an organi-
sation. It is important to have good standards of corporate governance if an ERM
framework is to be implemented successfully. Corporate governance is important
not only for company boards, but also for any group leading an organisation. This
includes the trustees of pension schemes, foundations and endowments. Their con-
siderations are different because they have different constitutions and stakeholders,
but many of the same issues are important.
The regulatory aspects of corporate governance are discussed in depth in Chap-

ter 5, whilst board composition is described in Chapter 4. However, regardless of
what is required, it is worth commenting briefly on what constitutes good corporate
governance.

1.4.1 Board Constitution

The way in which the board of an organisation is formed gives the foundation of
good corporate governance. Whilst the principles are generally expressed in rela-
tion to companies, analogies can be found in other organisations such as pension
schemes.
A key principle of good corporate governance is that different people should

hold the roles of chairman and chief executive. The chief executive is responsi-
ble for running the firm whilst the chairman is responsible for running the board.
Indeed, the EU Capital Requirements Directive 2013/36/EU 2013 (CRD IV) and
the EC Markets in Financial Instruments Directive 2004/39/EC (2004) (MiFID)
from the European Commission require financial firms to be controlled by at least
two individuals. There are also restrictions on combining the roles of chairman and
chief executive in CRD IV.
It can be argued that having an executive chairman – that is, a combined chief

executive and chairman – ensures consistency between the derivation of a strategy
and its implementation. Indeed, this argument is used in many public companies in
the United States. However, since the board is intended to monitor the running of
the firm there is a clear potential conflict of interest if the roles of chief executive
and chairman are combined. For this reason, there is pressure even in the United
States for the roles of chief executive and chairman to be separated.
It is also good practice for the majority of directors to be non-executives. This

means that the board is firmly focussed on the shareholders’ interests. Ideally, the
majority of directors should also be independent, with no links to the company
beyond their role on the board. Furthermore, independent directors should be the
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sole members of committees such as remuneration, audit and appointments, where
independence is important. The chief risk officer should be a board member.

1.4.2 Board Education and Performance

Whilst the composition of the board is important, it is also vital that the members
of the board perform their roles to a high standard. One way of facilitating this
is to ensure that directors have sufficient knowledge and experience to carry out
their duties effectively. Detailed specialist industry knowledge is needed only by
executive members of the board – for non-executive directors it is more important
that they have the generic skills necessary to hold executives to account.
These skills are not innate, and new directors should receive training to help them

perform their roles. It is also important that all directors receive continuing educa-
tion so that they remain well-equipped, and that their performance is appraised
regularly. So that appraisals are effective, it is important to set out exactly what is
expected of the directors. This means that the chairman should agree a series of
goals with each director on appointment and at regular intervals. The chairman’s
performance should be assessed by other members of the board.

1.4.3 Board Compensation

An important way of influencing the performance of directors is through compen-
sation. Compensation should be linked to the individual performance of a director
and to the performance of the firm as a whole. The latter can be achieved by basing
an element of remuneration on the share price. Averaging this element over several
periods can reduce the risk of short-termism.
A similar way of incentivising directors is to encourage or even oblige them to

buy shares in the firm on whose board they sit.

1.4.4 Board Transparency

Good corporate governance implies transparency in dealings with stakeholders
who include shareholders, regulators, customers and employees to name but a few.
This means sharing information as openly as possible, including the minutes of
board meetings, as far as this can be done without the disclosure of commercially
sensitive information.
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8 An Introduction to Enterprise Risk Management

1.5 Models of Risk Management

In an ERM framework, the way in which the department responsible for risk man-
agement – the central risk function (CRF) – interacts with the rest of the organisa-
tion can have a big impact on the extent to which risk is managed. The role of the
CRF is discussed in more detail in Chapter 3, but it is worth exploring the higher
level issue of interaction here first.

1.5.1 The ‘Three Lines of Defence’ Model

One common distinction involves classifying the various parts of an organisation
into one of three lines of defence, each of which has a role in managing risk. The
first line of defence is carried out as part of the day-to-day management of an or-
ganisation, for example those pricing and selling investment products. Their work
is overseen on an ongoing basis, with a greater or lesser degree of intervention, by
an independent second tier of risk management carried out by the CRF. Finally,
both of these areas are overseen on a less frequent basis by the third tier, audit.
This model explains the division of responsibilities well. However, it leaves open

the degree of interaction between these different lines, in particular the first and
second.

1.5.2 The ‘Offence and Defence’ Model

One view of the interaction of the first-line business units and the CRF is that
the former should try and take as much risk as it can get away with to maximise
returns, whilst the CRF should reduce risk as much as possible to minimise losses.
This is the offence and defence model, where the first and second lines are set up
in opposition.
The results of such an approach are rarely optimal. There is no incentive for

the first-line units to consider risk, since they regard this as the role of the CRF.
Conversely, the CRF has an incentive to stifle any risk-taking – even though taking
risk is what an organisation must often do to gain a return.
It is better for first-line units to consider risk whilst making their decisions. It is

also preferable for the CRF to maximise the effectiveness of the risk budget rather
than to try to minimise the level of risk taken. This means that whilst the offence
and defence model might reflect the reality in some organisations, it should be
avoided.
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1.6 The Risk Management Time Horizon 9

1.5.3 The Policy and Policing Model

A different approach involves the CRF setting risk management policies and then
monitoring the extent to which those policies are complied with. This avoids the
outright confrontation that can arise in the offence and defence model, but is not
an ideal solution.
The problem with this approach is that it can be too ‘hands-off’. To be effective,

it is essential that the CRF is heavily involved in the way in which business is
carried out, and this model might lead to a system that leaves the CRF too detached.

1.5.4 The Partnership Model

This is supposed to be the way in which a CRF interacts with the first-line business
units, with each working together to maximise returns subject to an acceptable level
of risk. It can be achieved by embedding risk professionals in the first-line teams
and ensuring that there is a constant dialogue between these teams and the CRF.
However, even this approach is not without its problems. In particular, there is

the risk that members of the CRF will become so involved in managing risk within
the first-line units that they will no longer be in a position to give an independent as-
sessment of the risk management approaches carried out by those units. The degree
to which the CRF and the first-line units work together is therefore an important
issue that must be resolved.

1.6 The Risk Management Time Horizon

Risk occurs because situations develop over time. This means that the time horizon
chosen for risk measurement is important.
The level of risk over a one-year time horizon might not be the same as that

faced after ten years – this is clear. However, as well as considering the risk present
over a time horizon in terms of the likelihood of a particular outcome at the end of
that period, it is also important to consider what might happen in the intervening
period. Are there any significant outflows whose timing might cause a solvency or
a liquidity problem?
It is also important to consider the length of time it takes to recover from a

particular loss event, either in terms of regaining financial ground or in terms of
reinstating protection if it has been lost. For example, if a derivatives counter-party
fails, how long will it take to put a similar derivative in place – in other words, for
how long must a risk remain uncovered?
Finally, the time horizon itself must be interpreted correctly. For example, Sol-

vency II – a mandatory risk framework for insurance companies – requires that
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10 An Introduction to Enterprise Risk Management

firms have a 99.5% probability of solvency over a one-year time horizon. How-
ever, this is sometimes interpreted as being able to withstand anything up to a
one-in-two-hundred year event. Is this an accurate interpretation of the solvency
standard? Would one interpretation be modelled differently from the other? All of
these questions must be considered carefully.

1.7 Further Reading

There are a number of books that discuss approaches to enterprise risk management
and the issues that ought to be considered. Lam (2003) and Chapman (2006) give
good overviews, whilst McNeil et al. (2005) concentrates on some of the more
mathematical aspects of enterprise risk management.
It is also important to remember that risk management frameworks can be used

to gain an understanding of the broader risk management process. This is partic-
ularly true of the advisory risk frameworks such as International Organization for
Standardization (2009).

Questions on Chapter 1

1. Describe why a firm with a large number of employees in a regulated industry
might want to manage risk.

2. Describe the attractions of ERM as a way of managing risks in an organisation.
3. Give reasons for and against separating the roles of chairman and chief execu-
tive.

4. State four models of risk management.
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2

Types of Financial Institution

2.1 Introduction

Whilst ERM can be applied to any organisation, this book focusses on financial
institutions, concentrating on the following four broad categories of organisation:

• banks;
• insurance companies;
• pension schemes; and
• foundations and endowments.

There is, of course, an enormous range of financial institutions, many of which
are not covered in as much detail as those above. For example, investment (or asset)
managers are an important feature of the financial landscape. However, their in-
volvement with financial markets does not involve taking significant balance sheet
risk in relation to the investment decisions made; rather, investment managers are
responsible for investing assets on behalf of institutions and individuals. As such,
their main role is as agent. A similar argument can be made for brokers, whose aim
is typically to act on behalf of clients when trading securities.
It is also important to note that there are links between the four institutions listed

above. Insurance companies will frequently sell policies to pension schemes, some-
times even taking on all liability for pension scheme members. Furthermore, banks
will have both insurance companies and pension schemes as clients.
Before looking at the risks that these four organisations face, it is important

to understand their nature. By looking at the business that they conduct and the
various relationships they have, the ways in which they are affected by risk can
be appreciated more fully. This is the first – and broadest – aspect of the context
within which the risk management process is carried out.
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12 Types of Financial Institution

2.2 Banks

A direct line can be drawn to current commercial banks from the merchant banks
that originated in Italy in the twelfth century. These organisations provided a way
for businessmen to invest their accumulated wealth: bankers lent their own money
to merchants, occasionally supplemented by additional funds that they had them-
selves borrowed. The provision of funds to commercial enterprises remains a core
business of commercial banks today.

By the thirteenth century, bankers from Lombardy in Italy were also operating in
London. However, a series of bankruptcies resulted in the Lombard bankers leaving
the United Kingdom towards the end of the sixteenth century, at which point they
were replaced by Tudor and Stuart goldsmiths. These goldsmiths had moved away
from their traditional business of fashioning items from gold, starting instead to
take custody of customers’ gold for safekeeping. Following on from a practice
devised by the Italian bankers, these goldsmith-bankers gave their customers notes
in exchange for the deposited gold, the notes being the basis of the paper currency
used today. There also existed a clearing network for settling payments between
the goldsmith-bankers. Much of the deposited gold was then invested, with only
a proportion retained by the goldsmith-bankers. This forms the basis for what is
known as fractional-reserve banking, where only a proportion of the currency in
issue is supported by reserves held.

Over time, the banking industry grew. In London, goldsmith-bankers were joined
by money scriveners who acted as a link between investors and borrowers, and by
the early eighteenth century the first cheque accounts appeared.

For much of the history of banks, particularly before the twentieth century, the
industry was characterised by a large number of local banks. This meant that banks
did not really need a network of branches. The location of the bank also reflected
the clientèle it served. In the United Kingdom, banks based in the City of London
were more likely to be merchant banks, whilst banks in the West End of London
were more likely to serve the gentry. TheseWest End banks took deposits and made
loans (often in the form of residential mortgages), but were mainly involved in set-
tling transactions. Smaller firms, as well as wealthy individuals, often found their
needs served by the local (or country) banks of the eighteenth and nineteenth cen-
turies. Following many mergers, these firms developed into the ‘high street’ banks
seen today in the United Kingdom and elsewhere. Today, they raise capital from
equity shareholders and bondholders, but also from holders of current and savings
accounts with the bank. These funds are then used to fund short-term unsecured
loans and longer term mortgages to individuals and to firms. Many banks also lend
funds to each other in order to make use of surplus capital or, as borrowers, to ob-
tain additional finance. This lending is generally done over the short-term. A final
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2.2 Banks 13

and important function of many of these institutions is as clearing banks. This is
the process by which transactions are settled between as well as within banks, a
function that can be traced back to some of the earliest work carried out by the
goldsmith-bankers in the seventeenth century.
Although high street banks are now limited liability firms, this structure devel-

oped relatively recently. Following legislative changes in the early eighteenth cen-
tury, all banks in England were restricted to partnerships with six or fewer partners.
The only exception was the Bank of England, which was a joint-stock bank with
limited liability. This restriction remained until legislation allowing the formation
of new joint-stock banks was introduced in the nineteenth century. Some banking
partnerships do still exist, being more commonly referred to as private banks today,
but most banks are now owned by shareholders, being publicly traded companies
or corporations. However, another form of bank, predominantly in the retail sector,
is the mutual bank. A mutual bank is owned by savers with and borrowers from the
bank, rather than by shareholders or partners. In the United Kingdom, the dominant
form of mutual bank is the building society, whose main purpose is to raise funds
which are then lent out as residential mortgages. The first building societies were
set up in the United Kingdom in the late eighteenth century. They were generally
small organisations whose customers lived close to each society’s headquarters,
and whilst there are now building societies operating on a national basis, many of
these small, local firms still exist. This is in contrast with the consolidation seen in
the rest of the banking sector.
Compared with building societies, investment banks are a much more recent

phenomenon. Their original role was to raise debt and equity funds for customers,
and to advise on corporate actions such as mergers and acquisitions. These activi-
ties are still undertaken, but today investment banks also buy and sell securities and
derivatives. In some cases, this is with the intention of holding a position in a partic-
ular market, for example, being an investor in equities. However, in other cases the
aim is for the bank to hold a ‘flat book’ – for example, to take on inflation risk from
a utility firm and to provide inflation exposure to a pension scheme. The range of
investment positions that a bank can hold is huge, and the potential links between
the various exposures that a bank holds can lead to large risks. It is important that
the impact of each risk on the bank as a whole is well understood. Investment
banks are also involved in taking on risk in the form of securities or derivatives
and repackaging these risks for sale to other investors. The best-known examples
are the asset-backed security (ABS) and mortgage-backed security (MBS). These
provide a way of turning a bank’s loans into a form of security held at arm’s length
from the bank. As a result, the risk and reward of the loans is transferred from the
bank to a range of investors.
These days, investment banks and merchant banks exist together as departments
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14 Types of Financial Institution

in more general commercial banks. However, this arrangement has only recently
become possible internationally. In the United States, the US Banking Act of 1933,
known as the Glass–Steagall Act, required the separation of merchant and invest-
ment banking activity in that country. This act was only effectively repealed by the
US Financial Services Modernization Act of 1999, known as the Gramm–Leach–
Bliley Act. This latter piece of legislation led to the existence of more broadly-
based commercial banks, serving all of the needs of commercial customers.
Many of these retail banks also merged with commercial banks, so offering the

full range of services to the full range of clients. Furthermore, many banks have
merged to form groups catering for both commercial and retail customers, and
many have gone further, adding insurance products to their range, the resulting
organisations being known as ‘bancassurers’. The next section, however, considers
the nature of insurance companies as distinct entities.

2.3 Insurance Companies

There are two ways in which insurance companies can be classified. First, there are
life insurance (or assurance) firms, whose payments are contingent on the death or
survival of policyholders; then there are non-life (or general, or property and casu-
alty) firms. It is true that, technically, insurance is intended to replace the loss of
a policyholder whilst assurance is intended to compensate for that loss (so a life
cannot be insured). It is also true that non-life insurance is not a particularly spe-
cific term. However, because the terms life and non-life insurance are nonetheless
broadly understood, only these terms are used.
Non-life insurance appears to have started in fourteenth century Sicily, with the

insurance of a shipping cargo of wheat, and such policies had made their way to
London by the fifteenth century. Life insurance came out of marine insurance, with
the cover being extended to people travelling on a voyage. Insurance companies
started to appear in the late seventeenth century, initially providing buildings in-
surance, not least as a response to the Great Fire of London in 1666. At around
the same time, a specialist market for marine insurance was forming in what later
became Lloyd’s of London. Today, Lloyd’s and the London Market constitute an
international centre not just for marine and aviation insurance, but also for un-
usual risks such as satellite insurance and, more famously, the body parts of various
celebrities (the fingers of Rolling Stones guitarist Keith Richards, for instance).
Lloyd’s provides a framework for risks to be covered. The capital for this used

to be provided by individuals who had unlimited liability for any losses. More
recently, limited liability capital has been used to support risks, this capital coming
from insurance companies.
Many insurance companies are themselves limited liability organisations, known
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2.3 Insurance Companies 15

as proprietary insurance companies. However, not all insurance companies are cap-
italised solely with shareholder’s funds. Many are mutual insurance companies
owned by their policyholders. These with-profits or participating policyholders de-
rive returns, at least partly, from non-profit or non-participating policyholders due
to the fact that the former provide capital to support business written to the latter.
It is also worth noting that some proprietary insurance companies also write with-
profits business. This business is supported partly by the capital of with-profits
policyholders and partly by shareholder capital.
The class of mutual insurers also includes friendly societies, which came into ex-

istence in the eighteenth century. These institutions offered (and still offer) benefits
on sickness and death.
Marine, aviation and satellite insurance have already been discussed. However,

the full range of insurance classes is enormous. The three classes above are all
forms of non-life insurance and are generally (although not exclusively) written
for corporate clients. Car insurance, on the other hand, is predominantly provided
to individuals, as is insurance for household buildings and contents. A particularly
important class is employer liability insurance. This covers, among other things, in-
jury to employees during the course of their work. However, some types of injury
may not become apparent until many years after the initial cause. A prime example
of this is asbestosis, a lung disease arising from exposure to asbestos dust. Claims
on many policies held by firms that used asbestos did not occur until many years af-
ter the industrial injuries had occurred. These so-called ‘long-tail’ liabilities, which
resulted in the restructuring of Lloyd’s of London, demonstrate another distinction
between different classes of insurance. For some classes such as employer liability
insurance, the claims can occur for many years after the policy year; conversely,
the claims for ‘short-tail’ insurance classes, such as car insurance, are mostly re-
ported very soon after they are incurred. These differences lead to a difference in
the importance of the various risks faced by insurers.
Life insurance has short- and long-term classes, although most fall into the latter

category. However, life insurance is not generally long-tail, as claims are typically
made and settled soon after they are incurred, even if they occur many years in
the future. An example of a short-term class would be group life insurance cover,
where a lump sum is paid on the death of an employee (often written through a
pension scheme for tax reasons). These policies are frequently annual policies, and
deaths are generally notified soon after they occur, not least because there is a finan-
cial incentive to do so. However, individual life insurance policies can have much
longer terms. Term assurance – a life insurance policy often linked to a mortgage
– will regularly have an initial term of 25 years. Also in existence are whole-life
policies which, as the name suggests, remain in force for the remaining lifetime of
the policyholder. On the other side of the equation from these policies that pay out
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on death are annuities which pay out for as long as an annuitant survives. These
too have risk issues linked to their long-term nature.
Life insurance companies also provide a variety of investment policies for indi-

viduals and institutions such as pension schemes. Some of these are unit-linked,
where the return for the policyholder is simply the return on the underlying assets
(after an allowance for fees). In this sense, the insurance company is acting as an in-
vestment or fund manager. However, there are two aspects of life office investment
products that can differ from other products. The first is the with-profits policy. As
mentioned above, these policies provide a return based not only on the underly-
ing investments held in the with-profits fund, but also from the profits made from
writing non-profit business such as life insurance policies or (non-profit) annuities.
However, another important aspect of with-profits policies is that the returns to pol-
icyholders are smoothed over time. This is done by paying a low guaranteed rate
on funds, and then supplementing this with bonuses. Bonuses are paid each year
and at the end of a policy’s life. When investment returns are good, not all of these
returns are given to policyholders; when they are poor, the bonus may be lower, but
a bonus will generally be given. This means that not only is there smoothing, but
for most with-profits products, the value cannot fall.
Whilst the typical with-profits products are investment funds, often in the form of

endowment policies which pay out on a fixed date in the future, there are also with-
profits annuities which apply a type of bonus structure to annuity payments. Some
with-profits policies have also included options allowing investors to buy annuities
at a guaranteed price. Since these guarantees were given many years before the
options were exercised, the risks taken were significant and, in one case, resulted
in the firm writing those policies being unable to meet its obligations.
Many insurance companies offer both life and non-life insurance policies. Such

providers are known as composite insurers. In the European Union, the creation
of new composite insurers is banned by the EEC First Life Directive 79/267/EEC
(1979), except when the life component relates only to health insurance.

2.4 Pension Schemes

As with banks and insurance companies, pension schemes have a long history. Oc-
cupational pension schemes date back to the fourteenth century in the United King-
dom, with schemes providing lifetime pensions on retirement appearing in the sev-
enteenth century in both the United Kingdom and France. The United States even-
tually followed suit in the nineteenth century. Defined benefit pension schemes,
with a format similar to that in place today, also appeared in the nineteenth century
in the United Kingdom. These are schemes where the benefit paid is calculated
according to some formula, generally relating to the length of an individual’s ser-

terms of use, .003
:57, subject to the Cambridge Core

www.ebook3000.com

http://www.ebook3000.org


2.4 Pension Schemes 17

vice with a firm and their earnings. The most common form of defined benefit
arrangement is a final salary scheme, where the benefits are based on the salary
immediately prior to retirement.
These types of arrangements were generally pay-as-you-go (PAYG) arrange-

ments, as were the universal pension systems appearing in Germany in the nine-
teenth century, and in the United Kingdom and the United States in the twentieth
century. This means that no assets were set aside to pay for the pensions – the
cost was met as pensions fell due. This model is still the typical method used for
state pension schemes, particularly in the United Kingdom. Many of these schemes
have grown so large in terms of liabilities that capitalisation is no longer a viable
proposition.
Funded pensions, where assets were set aside to pay for pension benefits, found

popularity in the twentieth century with schemes being set up under trust law in
the United Kingdom. This arrangement had a number of tax advantages for firms,
contributions having been exempt from tax since the mid-nineteenth century. How-
ever, investment returns also received exemption in the early twentieth century.
With funded pension schemes this means that both the benefits due and the assets
held in respect of those benefits need to be considered. Virtually all defined benefit
pension schemes present today in the United Kingdom were set up under trust law.
Although set up by an employer, such schemes are governed by a group of trustees
on behalf of the beneficiaries.
From the 1970s onwards, the regulation of defined benefit pension schemes in-

creased, particularly in the United Kingdom. What was previously a largely discre-
tionary benefit structure changed to one that carried a large number of guarantees.
This changed fundamentally the degree of risk carried by pension schemes, and the
employers (sponsors) that were responsible for ensuring that the pension schemes
had sufficient assets.
Although it is not always the case, unfunded, PAYG pension schemes are still

generally found in the public sector, and funded pension schemes, where assets are
held to cover the benefits due, are found in the private sector. A ‘middle ground’
between these two types of scheme is the book reserve scheme. Here, the capi-
talised value of the liabilities is assessed but is held as a liability on the balance
sheet rather than being run as a financially separate, funded entity. Such schemes
have been popular in Germany, particularly prior to the provision of tax incentives
for funded arrangements.
Whilst defined benefit pension schemes are still by far the most important type of

retirement arrangement, increasing costs and an increasing appreciation of the risk
they pose has led to a large increase in defined contribution pensions. Here, assets
are accumulated – usually free of tax – and they are then withdrawn at retirement.
In the United Kingdom, there was a requirement that 75% of the proceeds were
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18 Types of Financial Institution

used ultimately to buy a whole-life annuity, with the remainder being available as
a tax-free cash lump sum. However, whilst the tax-free lump sum still exists (as of
2016), individuals are now able to draw down the remaining assets – subject to tax
at their marginal rate – as quickly or as slowly as they like. This brings the United
Kingdom into line with countries such as the United States and Australia. How-
ever, it is worth noting the differences in approaches to taxation. The system in the
United Kingdom and United States can be characterised as exempt-exempt-taxed,
or ‘EET’ – that is, contributions are paid from pre-tax income, and they accrue
investment returns free of tax, with tax being paid when funds are withdrawn. In
Australia, the system is instead taxed-taxed-exempt. The effective tax on contribu-
tions and on returns is lower than for non-pension products, so the system could be
characterised as ‘ttE’.
Whereas the majority of the risk in a defined benefit arrangement lies with the

sponsor, in a defined contribution scheme it rests with the scheme member. In the
United Kingdom, many defined contribution schemes set up in the past were trust-
based schemes. However, an increasing number of defined contribution pension
arrangements, whether arranged by an employer or not, are actually held as policies
with insurance companies. This became even more common after the introduction
of personal pensions in 1988.

2.5 Foundations and Endowments

The final types of institution are the broad group that can be classed as foundations
and endowments. For the purposes of this analysis, these are institutions that hold
assets for any number of reasons. They might be charities or individual trust funds;
they might have a specific purpose such as funding research, or a more general
function such as providing an income to a dependent; however, the common factor
is that they do not have any well-defined pre-determined financial liability.
Some of these institutions will be funded by a single payment (endowments)

whilst others will be open to future payments and may even have ongoing fund-
raising programmes (foundations). These imply very different levels of risk.
In the United Kingdom, the most common type of foundation is the charitable

trust, this structure giving beneficial tax treatment. Some such organisations, like
the British Heart Foundation, have the term ‘foundation’ in their name; however,
this is an exception. Terms such as ‘campaign’, ‘society’ and ‘trust’ are just as
likely to be found, as are names which have no reference to their charitable status.
Endowments are most commonly seen in the context of academic posts, such

as the Lucasian Chair in Mathematics at the University of Cambridge. This prac-
tice has existed since the start of the sixteenth century in the United Kingdom. In
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2.6 Further Reading 19

the United States endowments are also used to finance entire institutions such as
universities or hospitals.

2.6 Further Reading

Information on the early history of banking was provided by the Goldsmiths’ Com-
pany in the City of London. They were helpful in directing me to a number of useful
publications, including Gilbart (1834) and Green (1989). There are also a number
of popular books dealing with the development of individual banks, such as Cher-
now (2010) (‘The House of Morgan: An American Banking Dynasty and the Rise
of Modern Finance’) and Fisher (2010) (‘When Money Was In Fashion: Henry
Goldman, Goldman Sachs, and the Founding of Wall Street’). More information
on Lloyd’s of London is available in Lloyd’s of London (2006).
A good early history of pensions and insurance is given by Lewin (2003). The

developments in pensions around the start of the twentieth century are covered
in detail by Hannah (1986), with more recent legislative developments being dis-
cussed by Blake (2003).

Questions on Chapter 2

1. State the historical and current roles of investment banks.
2. Define the terms ‘long-term’ and ‘long-tail’ in relation to insurance.
3. Distinguish between defined contribution and defined benefit pension schemes.
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3

Stakeholders

3.1 Introduction

The nature of an organisation gives the basis on which other aspects of the risk
management context can be built. One of the more important aspects is the nature
of the relationships that various stakeholders have with an institution. There are a
number of ways in which these relationships can be described, but a good starting
point is to classify them into one of several broad types, these types being:

• principal;
• agency;
• controlling;
• advisory; and
• incidental.
In this chapter, these relationships are considered in more detail, to make it easier

to understand where risks can occur.

3.2 Principals

All financial institutions need and use capital (as do all non-financial institutions),
and the principal relationships describe those parties who either contribute capi-
tal to or receive capital from the institution. Providers can be categorised broadly
into those who expect a fixed, or at least predetermined, return on their capital
(providers of debt capital, debt-holders) and those who expect whatever is left
(providers of equity capital, shareholders). The former will generally be creditors
of the institution. This means that they have lent money to the institution, and are
reliant on the institution being able to repay the debt. Shareholders, on the other
hand, are not owed money by the institution; rather, they can be regarded as part
owners of the institution. On the other side, institutions have relationships with
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Insurance and
Financial
Markets

Institution

Debt-holders

Shareholders

Government

Customers

Figure 3.1 Principal Relationships of a Financial Institution

their customers. The customers provide the raison d’être of the institution. Finan-
cial institutions also have a number of relationships with governments. Among
these are direct financial relationships, justifying the inclusion of governments in
this category. Whilst these now include the provision of financial support for some
institutions, including privatisation, this is really only the government acting as a
provider of capital. The relationships that are exclusively governmental more typ-
ically involve taxation. Finally, as well as drawing capital from capital markets,
financial institutions are unique in that they are also significant investors in capi-
tal markets. Similarly, whilst some financial institutions provide insurance, many
also purchase insurance, often due to statutory requirements and generally in order
to protect their customers. In the context of relationships, markets are generally
insensitive to the actions of an individual investor. This means that those whose
relationship with capital is broadly a principal one can be summarised as:

• shareholders;
• debt-holders
• customers;
• the government; and
• insurance and financial markets.

Excluded from this list are those with whom the firm’s financial relationship is
typically incidental (for the firm). This includes trade debtors and creditors, sub-
contractors and suppliers, and the general public. Figure 3.1 shows the relationship
between the main parties.
In broad terms, the theoretical aim of most institutions should be to maximise

the profit stream payable to the shareholders from the customers and investment in
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financial markets whilst ensuring that the profit stream is stable enough to meet the
fixed payments to debt-holders.
This will have an impact on the way in which capital will be used. In particular,

shareholders will wish to maximise the return on the capital they supply, whereas
debt-holders and customers will wish to minimise the risk to capital. The former
group is concerned with investing aggressively enough and the model used for
pricing; the latter group is concerned with matching assets to liabilities and the
model used for reserving.
Whilst this categorisation of principals is true in general terms, the individual

parties involved with any industry will differ from type to type. A comprehensive
list is:

• public shareholders;
• private shareholders;
• public and private debt-holders;
• bank customers;
• insurance company policyholders;
• pension scheme sponsors;
• pension scheme members;
• endowment and foundation beneficiaries;
• governments (financial relationships);
• insurance providers; and
• financial markets.

3.2.1 Public Shareholders

Many banks and many insurance companies are listed on stock exchanges. This
means that they have a large number of public shareholders who can buy and sell
the securities that they own. Public shareholders have few direct protections. The
key safeguard they have is limited liability – they cannot lose more than their in-
vestment in a firm. This gives them an incentive to demand that a firm take more
risk since investors have effectively purchased call options on the firm’s profits.
Some legislative protection available to investors is discussed in Chapter 5. Be-
yond this, a major safeguard for investors is the information used to assess the value
of their investments, and to the extent that markets can be said to reflect the true
value of investments the market itself could be said to offer protection to investors
through the information it contains; however, markets are very often wrong.
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3.2.2 Private Shareholders

Private shareholders are subject to the same restrictions as public shareholders, but
these restrictions are less likely to be relevant as private shareholders tend to be
long-term investors. They are also frequently directors or even managers of the
firms that they own, but they still have the same protection afforded by the limited
liability nature of being a shareholder.
This is not necessarily the case if the organisation is structured as a partnership.

Traditionally, partners are jointly and severally liable for each other’s losses. This
means that the private assets of all partners are at risk if a firm becomes insolvent.
The structure of limited liability partnerships can reduce or remove this risk.

These types of institution exist largely to allow firms that must exist as partnerships
for statutory reasons, or tend to exist as partnerships for tax reasons, to continue
with the threat of personal insolvency lessened.
For the United Kingdom, the UK Limited Liability Partnerships Act 2000 allows

this type of firm to exist. In effect, this converts a partnership to a private limited
company which remains as a partnership only in tax terms. This is not necessarily
the case in the United States, where the liability differs from state to state, but can
simply limit the liability of some, rather than all, of the partners.

3.2.3 Public and Private Debt-holders

The other main suppliers of capital to banks and insurance companies are holders
of debt issued by these firms. These suppliers of debt capital are creditors of the
institutions, and obligations to these parties must be met before any returns can be
given to the shareholders. This means that investors in this type of capital want the
firm to take enough risk to meet their interest payments but no more – their concern
is security.
The priority of payments between the various issues of bonds and bills depends

on the terms specified in this lending. These terms are included in covenants, and
covenants provide an important protection for debt-holders, covering not just the
seniority of different issues but also the way in which each issue is constructed.
Debt-holders can also get protection from any collateral to which the debt is linked,
the degree of protection depending on the nature of the collateral.
Public debt comprises securities sold in the open market, so ownership is typi-

cally spread across a large number of investors. Investors in these securities receive
the same protection and are subject to the same obligations as investors in public
equity. The most common types of public debt are corporate bonds and commer-
cial paper. The distinction between these two types of security is that the former are
long-term debt instruments (often issued with terms of many years, or with no set
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date for redemption), whereas the latter are issued for the short term (often a year or
less). With corporate bonds, the issuer will borrow a fixed amount, will make inter-
est payments on that amount that may be fixed, varying with the prevailing interest
rates, or linked to some index, and then – assuming that the bond is redeemable
– will repay the amount borrowed at some point in the future. With commercial
paper, the issuer will specify the amount to be repaid and will borrow a smaller
amount, the interest effectively being reflected in the lower amount borrowed. In
other words, commercial paper is sold at a discount.
Private debt involves a direct relationship between the lender and the borrower.

As such, this type of borrowing is difficult to trade. Before the 2008 financial cri-
sis, private debt typically involved using some type of bank facility. However, the
liquidity requirements of Basel III have made this less attractive. As a result, insti-
tutions such as investment managers are increasingly providing such financing. To
the extent that bank financing is used, this facility might be pre-arranged or ad hoc,
and short- or long-term.
The borrowing by one bank from another constitutes the interbank lending mar-

ket. This is an important source of liquidity that in normal market conditions helps
to ensure the smooth functioning of financial markets. A particularly important
type of bank that gets involved in this market is the central bank. These banks can
play an important role in ensuring liquidity in financial systems.
When considering debt finance it is important to recognise that it should be

looked at in the context of financing as a whole. There are a number of theo-
ries that explain the extent to which debt and equity may be used to finance a
firm. A good starting point is the famous proposition from Modigliani and Miller
(1958, 1963). This states that the value of any firm is independent from its capital
structure. This works well in the first order, but since interest paid on debt is tax-
deductible whereas dividends are paid post-tax, allowing for tax suggests that all
firms should be funded completely from debt. One argument for why they are not
is that insolvency is costly, and funding a firm entirely from debt raises the risk of
insolvency to an unacceptably high level. Controlling the tax liability and the risk
of insolvency are therefore two important risks to be considered.
Another theory considers agency costs, which are discussed in more detail in

Section 3.3. This view suggests that the freedom that managers of a firm – the
agents – have to act in their own interests will have an impact on the ownership
structure used. For example, in industries where it is very difficult to monitor the
activities of managers, the dominant form of ownership will be private – owners
will also be managers, since it is difficult to persuade a range of small shareholders
to delegate management responsibility in such circumstances. In industries where
it is easy to alter the risk profile of the business, it will be difficult to attract debt
capital, since providers of debt know that the managers will have an incentive to
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act against them; however, in heavily regulated industries, investors should be more
willing to supply debt and equity capital, more so the former since the scope for
excess profits is more limited.
The level and term of debt might also be designed by management in order to

pass on useful information about the firm, and to reduce the incentives of debt-
holders to force a firm into insolvency. There is also an argument that a firm’s
choices of sources of finance might be different for existing and future business
opportunities. In particular, the ‘pecking order’ theory suggests that firms will be
inclined to finance future opportunities with equity share capital so that profits from
the investment are not captured by debt-holders.

3.2.4 Bank Customers

Banks have a wide variety of customers. Consider, for example, counter-parties to
derivative transactions. Many derivative contracts will require each party to pay
assets over in advance of settlement if the value of the derivative moves signifi-
cantly. This offers protection in the event that one of the counter-parties becomes
insolvent. However, to the extent that this collateral is insufficient, a price move in
favour of the customer means that the customer becomes a creditor of the bank,
effectively providing debt capital.
The position of individual and commercial bank account holders is even more

ambiguous – are they customers or creditors? The answer is, of course, that they are
both. Similarly, those holding bank mortgages are customers but they are also debt-
like investments of the bank. The situation for building societies is complicated still
further, because bank account holders are also effectively equity shareholders of a
building society, as are customers with mortgages, since both are owners of the
firm.
In terms of risk appetite, these factors mean that the interests of bank customers

are aligned with debt-holders – less risk is better.

3.2.5 Insurance Company Policyholders

The situation for insurance company policyholders is as complex as that of bank
customers. Non-profit and non-life policyholders are unambiguously customers of
most insurance companies. However, for a mutual insurance company, the share-
holders are also customers, being with-profits policyholders; and even for a propri-
etary insurance company, part of the equity capital is provided by with-profits poli-
cyholders (if they exist) in addition to that provided by more traditional sharehold-
ers. The situation is slightly different for friendly societies, where all policyholders
are part-owners of the firm as well. This means that with-profits policyholders and
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the policyholders of friendly societies will tend to have risk preferences that are
similar to those of equity shareholders, since they all receive a share of the excess
profits earned. For with-profits policyholders, the extent to which they will prefer
more risk will depend on the bonus policy of the insurance company. All other
things being equal, a greater degree of smoothing of bonus rates over time will
lead to a reduction in risk tolerance as the maturity date of the policy approaches.

3.2.6 Pension Scheme Sponsors

The sponsor of a defined benefit pension scheme can also be regarded as the
provider of equity capital to that scheme, being the party that must make up any
shortfall and that receives the benefit of any surplus of assets over liabilities (usu-
ally through a reduction in contributions payable). Sponsors set the initial levels of
benefits that they are willing to fund when the scheme is set up. With trust-based
arrangements, these benefits are included in the pension scheme’s trust deed and
rules, although for many older pension schemes legislation has increased the level
of these benefits – what might have originally been offered on a discretionary basis
has often subsequently been turned into a guarantee.
An important concept here is the concept of the pensions-augmented balance

sheet, where the values of pension assets and liabilities are added to the value of
firm assets and liabilities with the value of corporate equity being the balancing
item. In this context, a pension deficit can be regarded as a put option and a sur-
plus a call option for the employer and, therefore, the shareholders of the firm.
The deficit as a put option is a particularly important concept. It comes about by
recognising that a pension scheme deficit is money owed by the company. The firm
has the option to default on the deficit in the same way that it has the option to
default on debt, and this option has value to the firm. The firm will only default
on the deficit when it is insolvent (so the value of its liabilities exceeds that of its
assets) and when a deficit exists (so the value of the pension scheme’s liabilities
exceeds that of its assets). The greater the deficit and the less financially secure
the sponsoring employer, the greater the value of this put option. In addition to the
economic impact of pension schemes on their sponsors there are the accounting
impacts. For example, increasing pensions costs (in the accounting sense) affects
the retained profit of firms. It is possible that losses could be so large as to reduce
the free reserves to such a level that the ability to pay dividends is affected; even
if the situation does not reach this level the pension scheme might adversely affect
profitability or other key financial indicators.
Regarding the deficit as a put option implies that the riskier a firm is the greater

the incentive to increase the value of this put option. This can be done by chang-
ing the strike price of the option (by reducing pension scheme contributions and
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increasing the deficit) and by increasing its volatility (by encouraging the pension
scheme to invest in riskier assets). This is the opposite course of actions to those
that the members ought to prefer, which is full funding and low risk investments.
At the other end of the scale, a financially sound sponsor has reasons to remove

risk from the pension scheme and to put in as much money as possible. To the
extent that pension benefits are guaranteed and the sponsor is responsible for meet-
ing these benefits, they constitute a debt owed to the members and, as such, debt
financing for the sponsor. The assets in the pension scheme can be regarded as col-
lateral held against the pension scheme liabilities. To the extent that the assets do
not match the liabilities, those liabilities represent an increase in debt funding. This
reduces the extent to which a firm can use true debt funding in place of equity fund-
ing. This is important as the interest payments on debt are tax-deductible whereas
dividend payments are not; there is, though, no corresponding disadvantage or ad-
vantage to investing in debt in a pension scheme – all returns are generally free
of tax. This means that if a sponsor is financially secure and can therefore borrow
cheaply, then there is an incentive for the sponsor to fully match the liabilities in
the pension scheme with bonds whilst increasing the level of debt funding relative
to equity funding for the firm itself. This strategy is known as Tepper-Black tax
arbitrage (Black, 1980; Tepper, 1981).
However, if the members of a pension scheme are entitled to the surplus in a

pension scheme, then there is an incentive for them to demand a more aggressive
investment strategy. A financially strong sponsor is unlikely to default on its pen-
sion promise so the risk of pension benefits not being met is small; however, the
potential increase in benefits is significant.

3.2.7 Pension Scheme Members

Defined contribution pension schemes can be thought of as non-profit or with-
profits investments with a life insurance company or investment firm. This means
that their members can be thought of as policyholders or investors except to the
extent that a sponsoring employer is late in the payment of contributions. How-
ever, when considering members of defined benefit pension schemes, a change in
perspective is needed. Pension scheme liabilities can be regarded as collateralised
borrowing against scheme member’s future benefit payments. This being the case,
pension scheme members might be regarded as debt-holders as much as customers.
This places them in a similar position to the customers of banks, but with arguably
less security. Pension schemes are allowed to rely to an extent on the continued
existence of their sponsors for solvency, but because banks have no such recourse
to their shareholders the capitalisation requirements are much stricter.
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3.2.8 Endowment and Foundation Beneficiaries

Endowments are a little different, in that the customers are also the equity share-
holders, the main relationship is with markets through the investments used, and
there are no obvious debt-holders. The benefits of any profit or loss are reflected en-
tirely in the returns to the beneficiary or beneficiaries for whom the endowment is
run, who therefore hold the dual role of customer and shareholder. This means that
in the absence of any contractual payout requirement as would be seen with, say,
pension scheme benefits the choice of investment objective needs to be carefully
considered. For a foundation, the situation is only slightly more complicated, since
contributors might also be regarded as customers – the investment and divestment
strategies adopted by the charity will influence the level of contributions made.

3.2.9 Governments (Financial Relationships)

Governments have a large number of relationships with financial institutions, their
customers and those funding them. However, it is the financial relationships alone
that are of interest here. A government’s incentive here can broadly be summarised
as seeking to maximise its income from corporate taxation. However, this is not
so straightforward as simply raising the rate of taxation. Too high a figure might
lead to insolvencies, reduced incentives to increase profits, or incentives to move
an organisation to a more favourable tax regime. In relation to pension schemes, it
might lead to unpopularity and the risk of electoral losses.
A government’s regulatory role is also relevant here, since it will wish to max-

imise the risks that firms can take (in order to generate higher taxable profits) whilst
limiting the risk of insolvency to an acceptable (and hopefully negligible) level.
Taxation affects the choice of defined contribution vehicle in a number of ways.

In many cases people will move from a higher to a lower tax band when retiring.
In this case tax relief on contributions will be most attractive. This attraction is
enhanced if there is an additional tax-free lump sum available, as in the United
Kingdom. However, some people’s tax positions might move in the opposite di-
rection, particularly young people who expect large increases in their income over
time. Furthermore, vehicles that take post-tax contributions often allow individuals
to withdraw their assets at any time. To the extent that this additional liquidity is
valuable, it might outweigh any tax advantages.
The effect on risk of tax limits is also interesting. If tax relief is only available

on assets up to a particular level then as the accumulated fund gets closer to this
level the incentive to reduce risk increases as the potential upside is reduced by a
potential tax liability, thus increasing the asymmetry of returns distribution.
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3.2.10 Insurance Providers

Many types of insurance taken out by financial institutions will be incidental to the
nature of the business. For example, banks in the United Kingdom must, like all
employers, have employer liability insurance.

Financial institutions can also use insurance as a customer. Pension schemes
might choose to insure some of the benefits provided such as death in service pen-
sions or lump sums. Insurance companies are also important purchasers of insur-
ance in the form of reinsurance.

However, an important area of insurance for financial institutions is that of statu-
tory insurance that must be purchased to protect an organisation’s members, cus-
tomers or policyholders in the event that the financial institution becomes unable
to meet its obligations.

Statutory insurance schemes are often (though not always) government spon-
sored, but they are generally set up to be financially separate organisations. As
such, they are responsible for ensuring that the premiums received cover the ben-
efits paid. This means that whilst the various statutory insurance schemes are dis-
cussed in terms of the protection they grant to members, it is worth considering the
risks that such institutions face in their own right.

The first risk is that such institutions will not collect enough premiums to cover
the benefits. Providing the premiums can be reset to recoup any losses (or reduced
if any surplus becomes embarrassingly large), then this ought not to be a problem
in most circumstances. However, this is not always the case. For example, the pre-
mium rates for the Pension Benefit Guaranty Corporation (PBGC) in the United
States are set out in primary legislation, so changing them is not straightforward.
There are also circumstances where being able to change premium rates is not suf-
ficient to stop problems. In particular, if a new insurance arrangement is set up
from scratch then there is a risk that exceptionally large claims in early years will
be sufficient to bankrupt the fund before it has accumulated sufficient reserves to
protect itself from volatility.

An ongoing risk for some schemes is the risk of moral hazard. This occurs when
the presence of insurance gives the insured party an incentive to increase the level
of risk taken. On the face of it, this would not appear to be a significant issue for
schemes set up for customers of banks and insurance companies. The premium
is ultimately paid by shareholders, but these shareholders would extract no benefit
from the insurance in the event of insolvency. However, an insurance scheme could
tempt institutions to pursue riskier strategies in order to win business. For example,
a bank might accept higher leverage in order to offer higher deposit rates. In the ab-
sence of insurance, depositors might steer clear of such a bank due to the increased
risk of insolvency. However, the presence of insurance might tempt customers to
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give their money to the bank in the knowledge that there would be compensation
paid in the event of insolvency.

In pension insurance schemes, moral hazard is a clearer issue. The initial design
of the PBGC caused particular problems. It provided insurance for pension scheme
members if the sponsoring employer became insolvent or terminated the pension
scheme voluntarily, although termination allowed the PBGC to recover up to 30 per
cent of the net worth of the company to fund any deficit. This is a valuable double
American option, where either party can force termination at any point in time (as
distinct from a European option, which can be exercised only at a single point in
time). This ability of both parties to exercise the option at any point in time is at
the root of most of the complaints of moral hazard arising from the PBGC, giving
an incentive for the pension schemes of riskier firms to invest in riskier assets,
knowing that the option of termination would limit any downside risk.

This formulation of the PBGC also allowed a number of ways in which moral
hazard could occur, for example by firms spinning off divisions with deficits and
collecting the surplus on retained divisions. A firm might also have split a pension
scheme into two parts, one for active members and one for pensioners, placing
all surplus assets into the pensioner plan, terminating it and capturing the entire
surplus. The original structure also used a flat premium structure that took into ac-
count neither the riskiness of the employer nor the riskiness of the pension scheme
– this too led to moral hazard.

The US Single Employer Pension Plan Amendments Act of 1986 removed a
major flaw from the original legislation by effectively requiring the sponsoring
employer to be insolvent, thus removing the ability for solvent employers to pass
their deficits on to the PBGC. A risk-based element was introduced to the PBGC
premium calculation in 1988, although it ignored the risk of bankruptcy and had an
upper limit. This meant that it was more exposure- than risk-related. The increase
in premium for schemes with deficits was increased again with the US Pension
Protection Act of 2006.

The Pension Protection Fund (PPF) in the United Kingdom also has a risk-based
component to its levy, although the levy is applied to the deficit rather than the
liabilities. This also means that the risk-based levy could more accurately be de-
scribed as exposure related. This part of the levy is calculated using asset and lia-
bility values that are ‘stressed’ to allow for potential adverse market changes. If the
levy using stressed figures is lower than it would be if unstressed figures were used,
then unstressed figures are used in the calculation of the risk-based levy instead.
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3.2.11 Financial Markets

There are two ways in which an institution might have exposure to the financial
markets. The first is in directly investing customers’ assets, giving customers an
indirect relationship to these markets. The key example of this is where an investor
has a unit-linked policy. Here, the vast majority of the risk is faced by the customer,
the impact of returns on the institution’s fee income generally being secondary.
The second way in which institutions have exposure is when they invest assets

to make a profit for shareholders. Here, the institution’s exposure to investment
returns is much more direct.
The nature of an institution’s exposure to financial risk, and that of agents, has

a major impact on the investment approaches taken. For example, some pension
scheme sponsors might have preferred a risky investment strategy, as this would
have increased the opacity of the pension scheme’s funding position. In the past,
this would have given the sponsor freedom to increase contributions for tax pur-
poses, or to decrease them to ease cash flow problems or to leave more funds for
investment in the sponsor’s business. However, accounting standards have increas-
ingly standardised companies’ disclosures in respect of their pension schemes,
leaving little room for ‘window dressing’.
If investing in the markets on behalf of another party, there might be an incen-

tive to reduce the deviation of investment decisions from those of competitors for
fear of under-performing them. Alternatively, they may keep the allocations within
their portfolios close to the allocations in the index against which they are being
measured, for exactly the same reason. This is not to say that investors will take
less risk in absolute terms – equity allocations may still be high, and if indices
include high-risks stocks, investors are likely to hold them.
This convergent behaviour is particularly evident with pension schemes, where

assets are ultimately invested for the good of members. In the past, this has been
seen in the form of ‘peer group benchmarks’, where pension schemes measure the
performance of their portfolios – and, more importantly, set their asset allocations
– relative to other pension schemes, regardless of the extent to which the liabilities
of the two schemes are similar. This approach became less common with the ad-
vent of liability-driven investment at the start of the twenty-first century. However,
within many asset classes, some managers are still accused of being ‘closet index
trackers’.

3.3 Agents

As the name suggests, those parties with an agency relationship act on behalf of a
principal. The main risks that occur can therefore be classified as agency risks, and
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the costs arising from these issues are agency costs. However, many of the interests
of principal parties are delegated to agents, and without such arrangements large
firms would find it impossible to operate. The agents considered are:

• company directors;
• trustees;
• company managers;
• company employees;
• trade unions;
• central risk functions;
• pricing teams;
• auditors;
• pension scheme administrators; and
• investment managers.

3.3.1 Company Directors

Company directors are generally appointed by shareholders, or owners in the case
of a mutual organisation, to act on their behalf. This means that for banks and
insurance companies they are some of the most important agents. As discussed in
Chapter 2 above, the one organisation considered so far where this might not be the
case is a private bank, where the directors are likely to include the shareholders, so
there is no distinction between principal and agent. However, for all other banks
and insurance companies, the shareholders must rely on the directors to determine
the strategic direction of the organisation.
This is in fact eminently sensible. For most of these firms, the number of share-

holders will be so large that for these parties to make any decisions in relation to
firm strategy would be impractical. Furthermore, many of these shareholders, par-
ticularly private individuals, will not have the knowledge or skills to make such
decisions. These shareholders will also often have many similar investments, and
would not be able to devote sufficient attention to every holding in their portfolio.
For public limited companies there is also the issue that shares are bought and sold
frequently, meaning that the ultimate owners of the firm change far too frequently
for there to be any continuity of decision making.
The approach taken by directors to running an organisation is known as cor-

porate governance. ERM is a fundamental part of good corporate governance and
it is important that boards recognise this – it is easy for risk management to be
squeezed out by the many other concerns faced by boards. This means disseminat-
ing a system and culture of risk management through an organisation, as well as
taking more specific actions.
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In financial institutions, directors also have an additional responsibility: deter-
mining the value of the assets and liabilities held. Advice is taken on these issues,
but the responsibility remains with the directors. However, there is a risk that the
directors aggregating the assets and liabilities will not understand the products to
as great an extent as the groups creating them. The distribution of returns might
not be understood, or greater diversification of positions might be assumed than is
actually the case. This needs to be recognised in any ERM structure.
Boards of directors will delegate many important functions to committees of

board members. This is important in some cases as the correct constitution – inde-
pendent, non-executive members in the majority or exclusively – ensures that there
is sufficient independence within these committees from the executive members of
the board.
Whilst many of the considerations of the roles of directors can be applied to

trustees, the legislative framework in which they operate is very different, and it is
trustees that are discussed next.

3.3.2 Trustees

In pension schemes, where the ‘shareholder’ is the scheme sponsor, the ‘directors’
are pension scheme trustees. However, trustees are not necessarily appointed only
by shareholders, as discussed below. Pension scheme trustees are responsible, to-
gether with the sponsoring employer, for pricing in the context of a defined benefit
pension scheme. Whilst the guaranteed benefits are specified by the sponsoring
employer, as amended by legislation, trustees may still be involved in the provi-
sion of discretionary benefits, but this depends on the terms set out in the pension
scheme’s trust deed and rules.
Since trustees act on behalf of beneficiaries they should generally want the pen-

sion scheme to be as well funded as possible. However, the question of asset allo-
cation is more complex. If the risk of sponsor insolvency is low and if the pension
scheme is entitled to spend any surplus on discretionary benefits for members, then
the trustees ought to prefer as risky an investment strategy as possible; if, however,
the sponsor is weak, then there is an incentive for the trustees to match benefits as
closely as possible. It is interesting to note that the opposite is true for the sponsor
in each case, as discussed earlier – Tepper-Black tax arbitrage implies that a sol-
vent sponsor should prefer a low risk investment strategy for the pension scheme,
and the pension put implies that a risky sponsor should prefer risky investments.
The addition of statutory pension insurance, such as that available with the PPF
in the United Kingdom, or the PBGC in the United States complicates this deci-
sion. If the scheme has insufficient assets to fund even the insured benefits, then no
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matter how high the risk of sponsor insolvency, taking additional risk could seem
attractive not only to the trustees but also to the sponsor.
However, there are potential conflicts of interest here. Many pension scheme

trustees are also potential beneficiaries of pension schemes so might act in their
own benefit, in particular benefiting one class of member – their own – over an-
other. Many are also trustees as a result of their roles within the sponsoring em-
ployer. This might lead them to act in the firm’s best interest if their remuneration
is based on firm- but not scheme-related metrics. For example, if a lower level of
discretionary pension benefits increases a manager’s bonus by more than it reduces
his or her pension benefits, then he or she is likely to find it attractive. Even inde-
pendent trustees are not immune. If they are appointed because a pension scheme is
winding up, then they are best served by the continuation of the scheme – and their
own remuneration. This means that they have an incentive to make any wind-up
proceedings last as long as possible.
The trustees’ first concern should always be whether there are sufficient assets

to meet the liabilities as they fall due. One measure is the buyout valuation. This
is a valuation that tells the trustees whether there would be sufficient assets in the
pension scheme to secure members’ benefits with an insurance company if the
scheme were to discontinue immediately. This is a risk faced by all private sector
pension funds. If buyout is the focus, then the scheme’s actuary should ensure
that the projected contributions will be sufficient to maintain solvency on a buyout
basis with an adequate degree of confidence over the projection period, given the
proposed investment strategy.
However, buyout need not be the only measure of absolute solvency. Whilst a

pension scheme with an insolvent sponsor might choose to buy benefits out, an
alternative approach would be to run the assets and liabilities off. In this case, a
suitable measure of solvency might be the likelihood that the assets will outlast the
liability cash flows with a particular degree of confidence. Depending on the assets
held and the liabilities that need to be met, this might result in a lower value of
assets being needed, even for a high required likelihood.
Whatever approach is used, the funding valuation should then be assessed with

reference to the minimum contribution rate acceptable for each asset allocation on
the ‘sponsor insolvency’ basis.
The purpose of the funding valuation is to calculate the level of contributions

required to maintain or achieve an acceptable level of funding on an ongoing basis
with an adequate degree of confidence over a specified time horizon. As alluded
to above, the funding valuation should also be considered together with the asset
allocation. Provided the contribution rates arrived at are at least as great as those
calculated for the buyout valuation, then there is much more freedom in relation to
the appropriate range of assumptions.
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Trustees must themselves delegate many of their functions and they may choose
to delegate more. The delegated roles are discussed later in this chapter. However,
first the roles delegated by company directors are considered.

3.3.3 Company Managers and Employees

Whilst directors are responsible for much of the strategic work involved in running
a firm such as a bank or an insurance company, the day-to-day tasks are generally
delegated to managers. Managers are responsible for implementing the strategy set
out by the directors, and managers will themselves delegate many tasks to other
employees. It should be clear that managers, and those who report to them, should
be more inclined to act for themselves than for those to whom they report and,
ultimately, the shareholders. This is a clear example of agency risks and the re-
sulting financial impacts are agency costs. For example, managers and employees
might be inclined to use work-issued mobile phones for personal calls, or to use
expense accounts for non-business expenditure. As outlined earlier, the extent to
which managers and employees can escape scrutiny can have an impact on a firm’s
capital structure. However, if acting in the interests of shareholders, directors and
managers will also be inclined to structure remuneration and working practices in
such a way as to minimise these agency costs.

3.3.4 Trade Unions

Trade unions have existed since the eighteenth century as a way of representing
groups of workers in a consistent manner. They are agents for employees in a num-
ber of ways, the most important of which relate to pay and conditions. Here, trade
unions can help by acting on behalf of groups of employees, a process known as
collective bargaining. By acting on behalf of groups of employees, trade unions can
also apply pressure through lobbying and even strikes. Since their beginnings, the
strength of trade unions has grown considerably, even becoming the basis of one
of the main political parties in the United Kingdom (the Labour Party). However,
whilst most of their practices could be regarded as being on behalf of the members
they represent, trade unions are also susceptible to agency risk. In particular, an
institution known as the closed shop – where union membership is a condition of
employment – could be regarded as benefiting trade unions rather than trade union
members.
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3.3.5 Central Risk Functions

Whilst employees have been considered in general terms, there is a particular class
of employee that has a central role in ERM: the central risk function (CRF). In
small organisations, this could be a single person, but larger firms could have a full
team of specialist risk managers. The CRF does not usually manage risks directly
– this task is carried out by employees in all areas of the firm. Instead, the CRF’s
roles require an involvement in risk at all levels.

One of the most important roles is to advise the board on risk. To do this ef-
fectively requires that the board is willing to hear about the risk issues faced in an
organisation. However, in order to do this effectively, the CRF needs to assess the
level of risk at an organisational level, by aggregating information from around the
organisation. This again requires a good level of communication. Communication
is also fundamental to the role of the CRF in educating managers and employees
on the identification, quantification and management of risks.

The CRF is also responsible for using the information received and processing
it for the use of the Board. In particular, this means comparing the actual level of
risk with the risk appetite and monitoring progress on risk management.

The CRF is headed by a chief risk officer (CRO). One aspect of this leadership
is to co-ordinate the various risk management divisions that might exist, such as
credit, liquidity (treasury), investment, operational, insurance and legal. The heads
of these groups would in some cases report to the CRO but even if not managed by
the CRO – for example, the treasurer may well report to the chief financial officer
(CFO) – they would still provide the appropriate information to the CRO as well
as receiving risk management guidance from them.

The CRO is not a leader just in an administrative sense – he or she is ultimately
responsible for determining the risk management policy of an organisation and
setting the standards to which all employees must adhere. This includes ongoing
development of existing approaches in response to the changing nature of an or-
ganisation and developments in the world around it. A key part of this is to estab-
lish a coherent risk management ‘language’ to avoid confusion. The CRO is also
responsible for monitoring adherence and overseeing the implementation of risk
management policies, and for training in risk management techniques.

It is the responsibility of the CRO to collate information on risks received from
around an organisation and to determine appropriate actions if existing policies
are not sufficient. The CRO should also be on the lookout for new risks as they
develop, as well as new techniques for dealing with these and existing risks. These
factors are closely linked to another role of the CRO, which is to allocate economic
capital around an organisation. Economic or risk capital is the financial cushion that
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allows an organisation to write business, so the allocation of this capital around a
firm determines the target mix of business.
The CRO also forms a link between the CRF and the board. This involves re-

porting on risks to the board, and ensuring that decisions of the board in relation
to risk management are implemented; however, the CRO should also ideally be a
member of that board, and should lead the board’s risk committee.
There is also an external reporting aspect to the CRO’s role. As well as general

comments on risk management for corporate accounts, the CRO will often need
to liaise with regulators, investors, rating agencies and other outside parties and
provide relevant information on the risks faced and managed by an organisation.
The role of CRO is a new one for many organisations, and the first CRO for an

organisation faces a number of challenges. As well as developing a coherent risk
management framework for the organisation, he or she will also need to ensure
that the CRF is sufficiently large and skilled to act as required. He or she will also
need to ensure that there is agreement with the board of directors over the scope
of the CRO’s role, including the authority that the CRO has and the availability of
important information.
Given the special nature of the CRF, it is worth considering its relationship with

other parts of an organisation. The primary role of the CRF is to control risk. Whilst
this role will find it aligned with some parts of an organisation such as the legal and
regulatory compliance teams, the CRF may find itself at odds with parts of an or-
ganisation focussed on increasing profit. However, this will not necessarily be the
case. In relation to legal and regulatory compliance, less risk is usually better. For
the broader business, on the other hand, profit is made by taking risks – the ques-
tions are whether the risks are at an appropriate level given the profit being targeted,
and whether there are unrewarded risks being taken. The first of these questions
relates to the issue of risk appetite, whilst the second is around designing and mon-
itoring controls and processes. The extent to which there are any conflicts with the
CRF depends on the incentives used around the firm. If ERM is integrated into the
processes of these teams and individuals in these teams are rewarded for managing
risk, then potential conflicts can be lessened. Aligning incentives – whilst recog-
nising that such teams must also be rewarded for taking sensible risks – is the best
way to avoid acrimony.
It is important that the CRF is in regular contact with all other areas of an organi-

sation, and at all levels. Not only can this help avoid misunderstandings by keeping
communication channels open, but it also helps to ensure that all departments are
using up-to-date risk management practices. It also makes it less likely that risk
management issues will be hidden – deliberately or accidentally – from the CRF.
This can be done by embedding members of the CRF into the various departments
of an organisation. There is a risk here that such individuals will become isolated,
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both from the ‘core’ CRF by virtue of their location, and from other members of
the team due to the potential conflict of interest. One way of alleviating this issue
is to ensure that such individuals report to a line manager from the department in
which they are based, and as such are at arm’s length from the CRF. However, the
CRO should also have a say both in the objectives of that individual and in regular
performance reviews.

3.3.6 Pricing Teams

Another group of employees worth discussing is the pricing team. This team is the
one to whom pricing of products or services is delegated. It is upon these teams
that the profitability and even solvency of the organisation depends. It is important
that the reward structure for pricing teams recognises the profitability as well as the
volume of business sold, over the long as well as the short term.
Pricing teams within banks are concerned with pricing complex instruments

such as collateralised debt obligations (CDOs), financial futures and options, and
other derivative instruments. The models used to price these instruments are used
in a variety of ways. For example, each CDO is made up of several tranches of-
fering different combinations of risk and expected return. A pricing team might be
used to determine the levels of exposure in CDO tranches. The models can also
feed back into regulatory valuation models.
Pricing for a non-life insurance company – more commonly known as premium

rating – covers a wide range of insurance classes from short-tail business such as
household contents and motor insurance to long-tail business such as employer li-
ability. The key here is to arrive at a premium which will not only be profitable but
which makes the best use of the insurer’s capital. This means that the opportunity
cost of the business must be modelled – what business cannot be written if this
business is? This modelling involves employing a model office. This is not to say
that additional capital cannot be raised. Indeed, capital issuance is desirable if par-
ticularly profitable opportunities arise. However, frequent issuance and repayment
of capital can be costly.
Pricing for a life insurance company involves similar considerations – although

practically all business is long-term – with the additional complication that pricing
of with-profits policies must also be carried out. With-profits policies do deserve
additional consideration. Such policies provide (generally) low guaranteed rates of
return with the potential for higher (but smoothed) returns subject to investment
returns. For policyholders, this means good upside potential with limited down-
side risk. However, it also means that some investors will receive a return higher
than that on the underlying investments whilst the return for other investors will
be lower – there is inter-generational cross-subsidy. For mutual insurance compa-
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nies, these are usually the only cross-subsidies (although in extreme circumstances
bond-holders can suffer if the creditworthiness of the insurer is damaged); how-
ever, for shareholders there is limited upside but potential for significant downside.
This is because with-profits policyholders would (ultimately) expect to receive the
bulk of any strong investment returns, whilst if investment returns were poor, share-
holders’ funds would be needed to support guaranteed rates of return or previously
awarded bonus. With-profits pricing, in terms of bonus rates, is so important that it
is generally not delegated to pricing teams, with the final decision on bonus rates
being made by the board of directors. Having said this, advice will be taken from
the firm’s with-profits actuary whose role is discussed in more detail in Chapter 5.
The extent to which equity-holders obtain value for money is also influenced

by the pricing models for both banks and insurance companies, for the former
in pricing complex instruments and for the latter in pricing insurance products.
If incentives are in place to align the interests of shareholders and those pricing
the products, then the pricing teams will also be acting in the interest of equity
shareholders.
The roles of the sponsor and trustees in the pricing of pension scheme benefit

are discussed earlier in this section. Responsibility for such a major undertaking
generally remains with the directors, but the ‘pricing team’ to which producing
a proposal is often delegated is the human resources team, with the assistance of
external actuarial advice.
On the other side of the equation there are pension contributions that must be

paid. The majority of DB pension schemes in the United Kingdom use a ‘balance
of cost’ approach to contributions. This means that the contribution rate for mem-
bers is fixed in the trust deed and rules and the sponsoring employer must pay the
balance. The contributions payable are intended to cover the cost of accruing ben-
efits plus or minus an adjustment for any surplus or deficit. This means that the
exact contribution depends not just on the assumptions used in the calculation, but
also on the period over which any surplus or deficit is amortised. The decision on
the final contribution rate is down to the trustees, but subject to agreement from the
sponsoring employer, making it in effect a joint decision.
In all of these roles, the pension scheme actuary is involved in advising the

trustees. The pension scheme sponsor has actuarial advice, often from another ad-
vising actuary. These advising roles are covered later.

3.3.7 Internal Auditors

The internal audit function has a key role in the risk management of an organisa-
tion. It will normally be focussed on financial risks, ensuring that the possibilities
for fraud are minimised, and that fraud is detected if it takes place. It is also re-

.004
5:40:46, subject to the Cambridge Core terms of use,



40 Stakeholders

sponsible for ensuring that payments are paid, received and accounted for in line
with internal procedures. Finally, it might also be responsible for checking other
systems in the organisation, or ensuring more general compliance with internal
regulations and statutory requirements. These are important internal checks on the
functioning of an organisation. However, the most valuable verification is carried
out by external parties.

3.3.8 External Auditors

One of the ways in which directors can best help shareholders is to ensure that
they receive reliable and timely information. This means that the external audit-
ing process is of paramount importance. For a bank or an insurance company, the
provision of information to shareholders is effectively delegated to the auditor by
the directors since the auditor must approve the accounts even if they are initially
prepared by the firm’s directors and employees. The auditor can also be regarded
as an agent of the shareholders, acting on their behalf in ensuring the provision of
accurate information. Both the auditor and the directors might have an incentive
to influence the final information. The directors might wish to be portrayed in as
good a light as possible and the auditor will wish to keep his or her appointment.
Similarly, the trustees of a pension scheme, foundation or endowment delegate the
provision of information to an auditor, but the auditor is acting on behalf of the ben-
eficiaries. There is also the possibility that the auditor might have colleagues trying
to sell non-auditing services to their mutual client, and that these colleagues might
also put pressure on the auditor to sign off accounts in a way that is favourable to
the directors. These potential failings have been addressed in a number of ways,
particularly in relation to companies such as banks and insurance companies.
In relation to pension schemes, it is important to consider what the auditors audit.

Pension scheme accounts ignore a key liability of pension schemes – that relating
to accrued pension benefits. This is rational, as the accounts are more concerned
with the assets and avoiding fraud. Furthermore, there is too much subjectivity in
the valuation of pension scheme liabilities – they are more of an actuarial than an
auditing concern.

3.3.9 Pension Scheme Administrator

The day-to-day functioning of a pension scheme is managed by pension scheme
administrators. They may be a department within the pension scheme or an out-
sourced function. Pension administration involves the payment of benefits and
other outgoings, the collection of contributions, and other administrative functions.
There are many aspects of an administrator’s function where failures can occur.
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In many cases, these failures can be costly, not least because of the risk of fines for
maladministration.

3.3.10 Investment Manager

Most financial institutions have relationships with financial markets. However, in
the case of many pension schemes, charities and insurance companies, investment
is outsourced to an external investment manager.
The behaviour of investment managers is dependent on the perceived prefer-

ences of their clients, as well as the behavioural biases of the managers themselves.
There is a tendency for investment managers and their clients to dislike losses more
than they like gains of equal sizes. This can create a tendency for investment man-
agers to track indices, mitigating risk to a greater extent than they seek returns. It
is possible to create remuneration structures to avoid this but it is important to get
the balance right – too great a performance-related bonus and there is a risk that
the bonus will be regarded as the pay-off from an option with a very low premium,
and for too much risk to be taken.
There has also historically been a less-than-clear relationship between invest-

ment managers and the brokers with whom they trade. In particular, a system
known as ‘soft commission’ has existed where higher commissions are paid to
brokers in exchange for additional goods and services. There is a risk here that in-
vestment managers will choose services that do not necessarily benefit their clients,
but instead benefit the individual investment manager. The CFA Institute seeks to
avoid this behaviour amongst its members with guidance in its Code of Ethics and
Standards of Professional Conduct (CFA Institute, 2014). This limits the uses to
which soft commission can be put, in particular specifying that it can be used only
to buy goods and services that benefit the client.
The Myners Report in the United Kingdom also discusses commission, stating

a belief that broker commissions should be treated as management expenses. This
makes it more difficult for fund managers to continue to receive soft commission.
Another recent conflict can arise with the use of fiduciary management, also

known as ‘outsourced CIO’ (the CIO being the chief investment officer for an insti-
tution) or even ‘OCIO’. Fiduciary management involves appointing an investment
manager to meet a much more liability-driven objective. For example, a manager
might be asked to invest a pension scheme’s assets with the objective of achieving
a sufficient return to cover any deficit. Many fiduciary managers are expected to
use both their own funds and those of other managers; however, there may well
be an incentive for the fiduciary manager to use its own funds rather than those of
competitors.
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3.4 Controlling

The controlling parties are those with some supervisory role over principals or
agents. It is their role to minimise the risks faced by the various parties. The con-
trolling parties considered are grouped as follows:

• professional bodies;
• professional regulators;
• industry bodies;
• industry regulators; and
• governments.
The primary aim of supervisors should be to prevent problems before they occur.

However, supervision can include a range of components.
A primary tool is the power of license. This allows a supervisor to limit which

individuals or organisations can hold a particular role or operate in a particular in-
dustry, and ensures that only those with competence above a certain threshold can
operate. It can be done through requiring individuals to take examinations, have
particular skills or demonstrate other traits, or by requiring firms to hold partic-
ular levels of assets, to have particular systems or processes in place, or adhere
to some other minimum standards. Once licensed, those holding the permissions
must then continue to follow the rules set by the supervisor. As well as rules pro-
hibiting certain actions, there are also requirements to maintain particular levels of
competence. It is also the responsibility of the supervisor to oversee the licensed
individuals and firms, and to take action against those who do not comply with the
rules set out for them.
This is a broad description of how the controlling function is carried out in prac-

tice; however, the exact nature of the relationship will depend on the role of the
supervisory body, as described below.

3.4.1 Professional Bodies

Professional bodies have a key role in managing risk. First, they ensure that their
members are trained to a suitable level either through a series of professional ex-
aminations and relevant experience or through reciprocal arrangements with pro-
fessional bodies in other industries or countries. Second, they ensure that members
continue to learn through a comprehensive system of continuing professional de-
velopment (CPD) once they have qualified. In areas where a particular profession
has no statutory role, the quality of training and CPD can be used to differentiate a
profession’s skills; where a statutory role exists, training and CPD can be used to
justify the continuation of such a role.
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CPD is an important tool for ensuring that skills remain up-to-date. Ideally, a
certain proportion of CPD should be carried out by an organisation other than an
individual’s employer, and also their profession – in other words, it should be exter-
nal rather than internal. This helps to expose individuals to a wide range of views.
CPD can also be active or passive, and active CPD – where an individual con-
tributes to an event rather than simply observing proceedings – is also important to
ensure that skills are being developed.

3.4.2 Professional Regulators

Even though these professional bodies administer the qualifications, the standards
to which professionals must adhere are frequently determined by outside bodies.
These can be regarded as professional regulators. There are three aspects to profes-
sional standards:

• setting the standards;
• monitoring adherence to standards; and
• disciplining in cases of non-adherence.
A number of professional regulators are discussed in Chapter 5.
In some cases, all stages of the process are run by the professional organisation.

The CFA Institute is one such example – it sets its own Code of Ethics and Stan-
dards of Professional Conduct (CFA Institute, 2014). However, the roles are often
performed by an independent body. Broadly speaking, the greater the statutory re-
sponsibilities of the profession are, the more likely the regulation of that profession
is to be external. This is to ensure that standards are maintained given the privileged
position of such a profession. In context of risk management of financial organisa-
tions, two of the most important areas are the actuarial and accounting professions.
Within the accounting profession, auditing is itself a special case.
Accounting standards and confidence in the audit process are crucial for the

shareholders of banks, insurance companies and all firms as they ensure that share-
holders and debt-holders are provided with accurate information on which they can
base decisions. They also provide policyholders and account holders with informa-
tion regarding the security of their investments. All of these interests are also sup-
plemented by additional listing requirements imposed by many stock exchanges.
It could be argued that market forces play a role with the market assessing the in-
formation available and arriving at an appropriate price; clearly, the earlier word
of warning about market efficiency still holds here. Pension scheme members and
those involved with charities are similarly served by the accounts provided to them,
these being the main way in which fraud can be avoided.
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3.4.3 Industry Bodies

Whilst professions play an important part in financial sectors, there are also a num-
ber of independent cross-profession organisations that reflect interests in particular
industries. One of the main purposes of these bodies is to lobby on behalf of their
members. This means that there is always a risk that the vested interests served will
be those of the members rather than of the industry’s customers or shareholders.
However, industry bodies can also act to raise the standards of behaviour by mem-
bers – though cynics might say that such action is taken only when there is a risk
of more stringent legislation being enacted instead.
It is interesting to note that these types of organisations tend to represent firms

rather than individuals. This is in contrast to professional organisations, where
membership is at an individual level. However, the firms will themselves be rep-
resented by individuals, meaning that there is also a risk that the interests of the
individual representatives will be high on the agenda.

3.4.4 Industry Regulators

Regardless of whether industry bodies exist, industries are themselves often regu-
lated. Again, it is often the firms that are regulated here, but individuals are also
subject to codes that must be followed. In the same way that professional regu-
lators control those individuals working in a profession, industry regulators limit
what firms and individuals are allowed to do, monitor compliance and take action
against those firms and individuals breaking the rules. However, they also act a little
like professional bodies in controlling which firms can enter a particular industry
and which individuals can hold particular roles in the first place.
Regulation occurs on a national and an international level, with international

regulations often being implemented by national regulators. Two broad risk frame-
works – the Basel Accords and Solvency II – are discussed in Chapter 19; here the
regulators and their remit are considered.
A key difference between many regulatory structures is the division of respon-

sibilities between different regulators. At one extreme, different authorities might
oversee the activities of banks, insurance companies, pension schemes and chari-
ties, a system known as functional regulation. The system in the United Kingdom
used to be similar to this, with the Financial Intermediaries, Managers and Bro-
kers Regulatory Association (FIMBRA), the Investment Management Regulatory
Organisation (IMRO), the Life Assurance and Unit Trust Regulatory Organisation
(LAUTRO) and the Securities and Futures Authority (SFA) all existing as a result
of the UK Financial Services Act 1986.
At the other extreme, a single regulator may be used for all financial industries, a
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system known as unified regulation. This is the case in Australia with the Australian
Prudential Regulation Authority (APRA), which regulates banks, credit unions,
building societies, life and non-life insurance and reinsurance companies (includ-
ing friendly societies), and most of the pension industry. This latter approach has
clear advantages. For a start it makes the regulation of financial conglomerates,
which might otherwise require regulation by a number of parties, much easier. It
avoids conflicting approaches being taken in these cases, and ensures consistency
between different firms operating in different industries. If properly arranged, it can
also limit the incentives for regulatory arbitrage and can provide a good environ-
ment for the cross-subsidy of ideas between staff working in different areas. This
approach should also improve accountability, since there should be less chance dis-
agreement over who has authority over a particular issue. However, for this all to
be true, it is essential that the different departments within a single regulator do not
simply act as in independent regulators.

Unified regulation can also be more efficient, but not necessarily so – larger
organisations can give rise to additional bureaucracy and dis-economies of scale.
This suggests that the most appropriate form of regulation depends on the country
in question – in particular, it depends on the extent to which there are large financial
conglomerates operating with complex regulatory needs.

Regulators tend to spend more time on institutions where the risk is higher. This
might be because a firm has had past risk management failures, or has lower-than-
average resources either in terms of assets or in terms of systems and processes.
However, higher risks do not occur only in ‘bad’ firms. For example, larger, more
complex organisations pose a higher risk by their very nature. Also, firms operating
in complex areas, or entering areas that are new for those firms, face increased
levels of risk so require greater regulatory oversight.

There are a number of aspects of an organisation that a regulator likes to under-
stand. At a strategic level, it is concerned with a firm’s overall business plan, taking
particular interest if it involves movement into a new area or continued operation in
areas where problems appear to be developing across the industry. It is also inter-
ested in the nature and standard of corporate governance and the risk management
processes in place. Finally, it is interested in the financial situation of the firm.

There are, in fact, three ways in which an organisation is likely to interact with
a regulator. The first is on a procedural level. This involves the regular interactions
in relation to any statutory reporting or other ordinary dealings between the reg-
ulator and the organisation. There are also non-standard interactions in response
to the development of new products, entry into new markets, changes to key em-
ployees or in the event of problems arising. Finally, there are less frequent strategic
interactions which take place between the regulator and senior members of the or-

.004
5:40:46, subject to the Cambridge Core terms of use,



46 Stakeholders

ganisations, and are designed to give the supervisor an idea of the overall direction
of an organisation.
It is desirable for institutions to work with regulators rather than against them.

This can lead to a better understanding by the regulator of the work carried out by
the institution, leading to greater trust and less risk of intervention.
To do this, organisations should recognise the regulator’s objectives. These gen-

erally involve protecting institutional and retail customers by ensuring that they
are not sold inappropriate products, and by avoiding individual insolvencies and
the failure of the system as a whole.
Financial institutions should ensure that they actively engage with their regu-

lators – waiting for a regulator to intervene will at best give the impression that
regulation is not being taken seriously, and at worst will give the impression that
an organisation has something to hide. This means that transparency is particularly
important. This transparency extends to regulatory breaches, which are bound to
occur. The boards of regulated entities should do all they can to ensure that rela-
tionships with regulators are entered into in the appropriate spirit. They should also
ensure that they are kept fully informed of communications with regulators, and of
potential regulatory issues.
The issue of transparency also extends to access, in particular to the entity be-

ing regulated. The regulatory process should include visits to the firm’s sites, so
the regulator can gain a clearer idea of how risk is managed. Such site visits can
also be more practical if the regulator needs to meet large number of individuals
at a firm, which it will want to do from time to time. Site visits can also allow the
demonstration of commercially sensitive systems in a secure environment. Regu-
lators should also recognise commercial sensitivities inherent in viewing the inner
workings of the firms it regulates, and ensure absolute discretion in this matter.
Having said this, information may well need to be shared between regulators. This
is particularly relevant when multinational organisations are being regulated.
Relationships with regulators can be enhanced if there is a continuity of person-

nel on both sides. This can help to develop trust, and can ensure that problems are
dealt with swiftly, perhaps with informal advice being sought at an early stage.

3.4.5 Governments (Controlling Relationships)

The financial relationships of governments have already been discussed in Sec-
tion 3.2, but governments also have a number of controlling relationships. Many
of these are delegated to regulators for implementation on a day-to-day basis, but
governments still intervene directly in some ways.
The clearest form of intervention is through legislation. This includes the leg-

islation that establishes regulators, but also that which deals with policyholder,
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investor and customer protection, solvency and other issues. The government set-
ting this legislation can be a national or supranational institution. For example,
the United Kingdom Government has enacted legislation and regulation in rela-
tion to financial services such as the UK Financial Services and Markets Act 2000
or the UK Pensions Act 2004, but the European Union has also set in place rules
through various directives such as those comprising the Solvency I framework (the
EEC First Non-Life Directive 73/239/EEC 1973 and the EEC First Life Directive
79/267/EEC 1979), and Solvency II (the EC Solvency II Directive 2009/138/EC
2009 and the EU Delegated Regulation 2015/35/EU supplementing Solvency II
2015). Supranational legislation is generally implemented through national legis-
lation in each of the affected countries.
The challenge for any government is to have enough rules to provide adequate

protection for investors in firms and customers of them, but not so much that the
cost is excessive. For a start, legislation that results in significant expenses being
incurred can be uneconomical, costing more than the level of protection afforded.
However, there can also be an indirect impact, with firms deciding to base them-
selves in other countries. This would not only deprive the country of jobs; it would
also deprive the government of taxation revenue.
There are a number of ways in which protection can be implemented, some

common ways being:

• requirements to provide information;
• restrictions on insider trading;
• restrictions on the establishment of firms;
• quantitative requirements on the capital adequacy of firms;
• qualitative requirements on the management, systems and processes of firms;
• establishment of industry-wide insurance schemes; and
• intervention in the management or ownership of firms.
These are discussed in more detail below.
The most basic protection that governments or their agencies can provide is to

require firms to provide minimum levels of information to customers and policy-
holders on the one hand, and to investors on the other. This should indicate to
these parties how safe their savings, policies or investments are likely to be. There
are also frequently restrictions on insider trading to avoid external investors from
making investment decisions without the benefit of information available to some
internal investors.
Legislation can also limit the establishment of financial institutions in the first

place, requiring certain minimum requirements to be met. The same requirements
usually exist as the firm continues, and these fall into two categories: quantitative
and qualitative. Quantitative requirements relate to the amount and type of capital a
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firm holds to ensure that it can withstand financial shocks; qualitative requirements
relate to the systems and processes that a firm has in place, but also the quality of
the directors, management and staff. This will generally mean that directors need
to be of good character according to some definition, and that directors and staff in
certain positions might be required to hold particular professional qualifications.
These measures are intended to ensure that financial institutions remain solvent.

However, measures can also be put in place to protect customers, policyholders and
investors if they do not. Insurance schemes can be set up to compensate individuals
who lose money due to insolvency, or governments can intervene directly through
the provision of capital or even full nationalisation in order to prevent insolvency
occurring in the first place.

3.5 Advisory

As well as those that can directly affect or are directly affected by financial in-
stitutions, there are a number of parties acting in an advisory capacity. Although
these advisers do not have any statutory right to their roles they are often subject
to statutory requirements controlling the way in which they act. They also have the
same incentives to act for themselves as any other party.
There are many different types of adviser, and many ways in which they can be

grouped – they are given here by function:

• actuarial;
• investment and finance;
• legal; and
• credit.

3.5.1 Actuarial Advisers

Actuaries hold advisory roles in a number of areas. These roles include giving
advice on a range of issues, but it is the purely actuarial ones that are discussed
here. There are two main groups of institution that actuaries give advice in relation
to, the first of which consists of pension schemes. The obvious clients here are
pension scheme trustees, who require advice on scheme valuation, funding and
modification. However, whilst pension scheme trustees require actuarial advice,
so do pension scheme sponsors – it is, after all, the sponsor who funds pension
schemes.
If the actuary advising the trustees also advises the sponsor, then there is likely

to be a clear conflict of interests. The risk here is that the scheme’s actuary will
favour one party to the detriment of the other. Almost as bad is the risk that the
advice given will be acceptable to both but suitable for neither. A further issue for
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actuaries giving either type of advice is that there is an incentive for the actuary
to secure his or her position by giving an answer that the client wants – in other
words, there is a risk that actuaries could compete on the basis of acquiescence.
The second type of institution is a life insurance company. Actuaries employed

by such firms might face a range of conflicts. They typically report to the board of
directors and have the aim of maximising shareholder profits. However, they also
have statutory responsibilities, as well as responsibilities to policyholders. This
is a particular issue where with-profits policyholders are concerned, since their
interests conflict directly with those of the shareholders.

3.5.2 Investment and Financial Advisers

There are two broad categories of adviser in this category: institutional and indi-
vidual. When considering institutions such as pension schemes, institutional in-
vestment consultants advise on a range of investment-related matters, principally
the investment strategy and the choice of investment managers. The investment
strategy should be determined in relation to the liabilities that the investments are
intended to cover, so for pension schemes this aspect of investment consultancy
requires actuarial skills. This has tended to mean that investment consulting and
actuarial appointments for pension schemes in the United Kingdom are with the
same consultant. There is a risk that this can lead to a lack of competition, giving
an advantage to large consultancies offering a full range of actuarial and investment
services.
The investment strategy decision is generally the most important investment de-

cision taken, as the choice between asset classes has the greatest impact on the
returns achieved. The other important aspect of the investment consultant’s role is
the choice of investment manager. This involves first deciding whether to use active
or passive management. If active management is to be used, then the level of risk
taken by the investment manager must be considered, either in absolute terms or
relative to some benchmark. The incentives of the investment manager, discussed
in Section 3.3, should be borne in mind.

3.5.3 Legal Advisers

Legal advisers form an important category, since they help to mitigate the risk that
an institution will find itself on the wrong side of the law. This can be done at a very
high level, where advice is received on issues relating to a merger of two insurance
companies or on the change to the benefit structure of a pension scheme, or at a
much smaller level such as the discretionary payment of a particular benefit from
a pension scheme. If there is any doubt at all as to whether a proposed course of
action will lead to any legal issues, it is important to obtain legal advice.
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3.5.4 Credit Rating Agencies

Credit rating agencies provide ratings on debt issues and issuers that are intended
to give a broad view on creditworthiness. For most companies, there are two types
of credit rating: issuer and issue. The issuer rating gives a view of the overall credit
risk in relation to an institution as a whole, whilst the issue rating takes into account
any particular factors associated with a specific tranche of borrowing. However,
banks also receive ratings on the security of their deposits through bank deposit
ratings, and insurance companies on the security of the products they sell through
insurance financial strength ratings. There are also bank financial strength ratings
that consider the likelihood that a bank will require external support. Rating agen-
cies also rate credit derivatives, hedge funds, supranational organisations and even
countries.

Issue ratings differ from issuer ratings by taking into account the terms of each
debt issue and its location within a corporate structure. This means allowing for fea-
tures such as collateralisation (the funds or assets notionally supporting the bond
issue), subordination (the position of this bond issue in the list of creditors) and
the presence of any options. The agencies generally use a combination of ‘hard’
accounting data and ‘soft’ assessments of factors such as management quality and
market position to arrive at forward-looking assessments of creditworthiness, al-
though some use methods based on leverage and the volatility of quoted equity.

Credit ratings are long-term assessments, considering the position of an entity
over an economic cycle. This means that whilst the risk for each firm will change
over the economic cycle, the credit rating may well not. An issuer may in fact have
a number of different credit ratings. Short and long term ratings may differ, and
varying levels and types of collateralisation invite different credit ratings.

A conflict of interest exists with credit rating agencies, to the extent that such
agencies are hired and paid by firms in order to allow those firms to borrow more
cheaply. One would hope that competition between rating agencies would be for
credibility rather than for favourable ratings.

It could also be argued that credit rating agencies, who – for large issues of traded
debt at least – monitor the creditworthiness of the issuer, are a source of advice for
investors. The purpose of a credit rating is to allow a firm to borrow funds at a
more competitive rate of interest, and it is the firms themselves who pay for the
credit ratings; however, in order to maintain credibility with debt investors – so
that a credit rating is seen as reflective of the creditworthiness of the borrower and
therefore worth paying for – a degree of accuracy in the rating process is required,
and thus rating agencies are also acting on behalf of debt-holders (whether they
want to or not).

The interests of banks’ depositors and insurance company policyholders are also
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partly served by rating agencies. The assessments of rating agencies are also a key
source of information for institutions choosing between banks as counter-parties
for derivative transactions. However, in the United Kingdom individuals with bank
deposits are more obviously served by the Financial Conduct Authority (FCA) and
the Prudential Regulation Authority (PRA). Insurance company debt-holders again
use credit rating agencies, but both non- and with-profits policyholders also rely on
the FCA and the PRA, regardless of the extent to which they may be regarded
as providers of equity capital. Pension scheme members are also limited users of
credit rating agencies, despite the fact that to a greater or lesser extent they are often
subject to the creditworthiness of the sponsor; instead, pension scheme members
rely on the Pensions Regulator (TPR), but on a more practical level, their scheme’s
actuary for security.
It must be recognised, though, that any benefit that investors and customers re-

ceive from credit ratings is purely a by-product from their main purpose, which is
to facilitate the sale of debt. Investors in most rated firms will also carry out their
own analysis rather than relying on the credit rating. Also, holders of unquoted
debt, or smaller quoted issues do not have the benefit of rating agency analysis and
so must rely on their own calculations. Credit rating methodologies are discussed
in Chapter 19.

3.6 Incidental

Finally, there are those parties that are affected incidentally by the behaviour of
financial institutions. These can be categorised as:

• trade creditors;
• subcontractors and suppliers;
• general public; and
• the media.

3.6.1 Trade Creditors

Trade creditors are at risk of failure of a financial institution to the same extent that
financial creditors such as debt-holders are. They therefore have similar desires
regarding the risk-taking of a financial institution, but generally with less of the
power.
Trade debtors might also exist if a financial institution is owed money from a

customer, but such instances are rare except in the case of insurance companies who
often provide cover for business taken on through brokers before the premiums are
received.
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3.6.2 Subcontractors and Suppliers

These parties exist as trade creditors, but are also subject to the risk that future
income will fall if a financial institution fails. For this reason, trade creditors might
choose to withhold goods or services if the risk of failure of the institution increases
significantly.
However, subcontractors and suppliers themselves pose a risk to financial insti-

tutions if they fail. Replacement can be costly and time-consuming, and many risks
might be present in the period of time it takes to put a replacement in place.

3.6.3 General Public

As well as having an interest in financial institutions as customers, policyholders
and members, members of the general public are also involved in subtler ways.
They are potential future customers, policyholders and members, either through
explicit purchase or by virtue of being related to someone currently associated
with a financial institution. This means that financial institutions should be aware
of potential as well as current stakeholders.
Members of the general public are also usually taxpayers, and so are aligned in

this way with governments’ roles as recipients of tax from financial institutions.
Furthermore, if people do not agree with a government’s approach, then they can
act through their roles as voters to change the government (assuming that the gov-
ernment is democratically elected).

3.6.4 The Media

Themedia are responsible for communicating information to the general public and
also to people in their roles within financial institutions. The media operate through
newspapers, television and online. Some information is available to the general
public, either freely or for a fee, whereas some is available only to certain groups,
an example being members of a profession. The cost of some media services can
also restrict its availability. This is particularly true for some financial data available
from some data providers.
The media are important as they can ensure the prompt and wide dissemination

of factual information, helping to ensure the efficient functioning of markets. How-
ever, the tone of reporting can affect the impact that a story has. This is particularly
important when news on financial markets or individual firms is being transmit-
ted; however, there is an incentive for journalists to make news as newsworthy as
possible, which can lead to volatility, particularly in the short term.
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3.7 Further Reading

Stakeholders are discussed in other enterprise risk management books such as Lam
(2003) and Chapman (2006), but there are few books that concentrate exclusively
on these issues. Some of the best sources of information are papers written on situ-
ations where stakeholder actions are important. For example, Jensen and Meckling
(1976) wrote a pivotal paper on the role that company ownership structure had on
the incentives of various stakeholders, in particular when an owner-manager sells
shares in his firm. Jensen (1986) also wrote on the way in which debt issuance can
be used to limit the extent to which managers use funds for their own purposes
rather than for the benefit of shareholders.

Questions on Chapter 3

1. State the key difference between companies and traditional partnerships.
2. Describe the impact that tax and insolvency have on the choice of capital struc-
ture.

3. Describe why agency risk may arise from company directors acting on behalf
of company shareholders.

4. State why, despite agency risk, it might make sense for shareholders to appoint
directors to run a company.

5. State which one of the following is not typically the responsibility of the chief
risk officer:

(a) to collate information on risks received from around an organisation;
(b) to be on the lookout for new risks as they develop;
(c) to assess the competencies of the chairman of the board of directors; or
(d) to allocate economic capital around an organisation.

6. State the important piece of information missing from pension scheme accounts
that allows us to assess the financial health of a pension scheme.

7. State a key difference between those parties represented by professional bodies
and by industry bodies.

8. Discuss whether unified regulation is more efficient than functional regulation.
9. List the ways in which a government can protect investors in and customers of
financial services firms.

10. State the additional areas on which a credit rating agency might focus when
looking at an issue rating rather than an issuer rating.
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The Internal Environment

4.1 Introduction

The nature of an organisation is important to the risk management context. How-
ever, none is a simple, featureless institution; nor does any operate in a vacuum.
The nature of each organisation and what surrounds it influences its operation fun-
damentally.
Understanding the internal environment is crucial for understanding the way in

which risk management should be approached. An analysis of the various aspects
of an organisation’s internal risk environment helps risk managers within an organ-
isation to appreciate what they need to do to carry out their roles effectively. It also
helps external analysts to determine the risks that an organisation is taking – even
if the organisation itself does not appreciate these risks

4.2 Internal Stakeholders

The only internal stakeholders that have a principal relationship with an organi-
sation are owner-managers – all other internal stakeholders are agents, acting on
behalf of an organisation’s shareholders, customers, clients and so on. Their views
of risk form an important aspect of the risk management environment, and they
are discussed together with external stakeholders in Chapter 5. However, as well
as their individual views of risk, the ways in which they interact are an important
determinant of the way in which organisations behave. At the head of a firm, this
means the board of directors. This group includes executive directors who have a
day-to-day role in managing the firm and who are led by the chief executive, and
non-executives who are responsible for representing the interests of shareholders.
The board of directors is led by the chairman.
The executive directors delegate much of the running of the firm to managers,

and ultimately to employees. Depending on the industry, the employees may be
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represented to a greater or lesser extent by trade unions. This, too, will affect the
internal environment of the firm.
There are also issues for pension schemes through the structure of trustee bod-

ies. The inclusion of member-nominated trustees can lead to a better reflection of
the interests of members, whilst trustee boards dominated by employer-nominated
trustees can at times give too great an emphasis to the interests of the sponsor.
Using independent trustees can add valuable expertise to the trustee group. The
trustees of endowments and foundations are similarly affected.

4.3 Culture

Culture is something that is present in all organisations; however, its impact is felt
differently by different types of organisation. For banks and insurance companies,
culture is likely to be something felt from board level all the way down through the
firm; in a pension scheme, foundation or endowment, it is likely to affect only the
board of trustees.
For banks and insurers, the board of directors influences the culture of the firm

both directly and indirectly. It is important that this culture puts risk management
at its core. At its most fundamental level, it includes the willingness of an organ-
isation to embrace ERM, and it is determined by the board of the organisation.
This is partly reflected in the structures that the board puts in place, as discussed in
Section 4.4; however, culture is also reflected in subtler ways.
A board should make sure that risk is considered in all stages and all levels of

the organisation; however, it should also consider the way in which the members
of an organisation relate to one another. An overbearing chairman, or a culture
in which the views of non-executives are not given as much weight as those of
executive directors can lead to a form of blindness in relation to developing risks.
There should be a culture of openness encouraging dialogues not only between
all members of the board, but also between all levels of the firm. This requires
good internal communications, and can be characterised by the involvement of all
levels when decisions on risk are made, and a willingness of board members and
managers to encourage input from those that report to them. Good communication
also means that the central risk function (CRF) becomes aware of the emergence of
new risks promptly, as well as ideas for mitigating these risks and updating existing
systems. In addition, it means the prompt transfer of knowledge from the CRF to
the rest of the organisation.
Openness also means an openness to new ideas and a commitment to learn-

ing and integrity. Boards should recognise the importance of relevant professional
qualifications and the investment in CPD. This is important as the standards set by
professional organisations and the requirements they place on their members can
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ensure that risk management is taken seriously. Both should be encouraged, and
the lessons learned should be shared throughout the organisation.
It is also important that the culture is one that allows people to learn from their

mistakes – there should be accountability for actions, but not blame. This too is
important, as a culture of blame can encourage mistakes to be hidden and, possibly
repeated, when instead lessons could be learned.
These ideas reflect the features of a good risk management culture, but it is also

possible to influence the culture of an organisation. In relation to CPD and educa-
tion, time and money can be made available to employees to maintain and develop
skills. It is possible to go even further and to require employees to take these op-
portunities, or to engage in other risk management-related training. Statements on
risk management can also be incorporated into job descriptions and performance
management indicators, so that employees’ remuneration and promotion prospects
depend on them working in the context of a sound risk management framework.
For this to happen, it is important that specific risk management responsibilities

are well defined. It is equally important that individuals know who to turn to with
risks that are outside their area of expertise – and that they are commended for
passing on information on such risks.
One way of fostering a good risk management culture is to praise people who

manage risk well. It is often the case that risk management is only heard about
when there are failures, but it is important to recognise the importance of low-key
actions that prevent the development of serious risks within an organisation.
Changing a firm’s culture is difficult – if people with radically different outlooks

are recruited, then they might become frustrated as existing employees grow re-
sentful. However, recruiting people just because they fit in with the existing culture
is not necessarily a good thing if the culture should change. Culture can usually
change only incrementally, with the views of existing staff changing as the profile
of new recruits also changes. As mentioned at the start of this section, it can also
change only from the top of an organisation.
When changes are made to the management of risk in an organisation, it is im-

portant to assess the extent to which the culture is being changed. This can be done
through surveys or as part of employees’ appraisals on an ongoing basis.
These are all aspects of risk culture that are essentially part of the fabric of an

organisation. A related area is the level of risk that the organisation decides to take
– in other words, its risk tolerance. This is distinct from its risk capacity, which is
how much risk it can actually take, although the combination of risk tolerance and
capacity determines the overall risk appetite. The risk tolerance is determined by
the level of risk-adjusted return available and also the access to additional capital
if it is required.
Many of the aspects described above relate equally to pension schemes, foun-
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dations and endowments, particularly the larger ones. However, for many other
organisations it is important to recognise that important functions such as fund
management and administration are likely to be outsourced. This means that it is
important for the trustees to ensure that the cultures of the organisations to which
work is being outsourced have a risk management culture that is of a sufficiently
high standard.

4.4 Structure

The issue of structure covers a number of aspects of organisations. It relates to
the components of the organisation, the way in which they are constituted and the
way that they interact. Many aspects relating to structure are, in fact, reflections of
the culture of an organisation. However, because they are so important to how an
organisation performs, these factors are worth discussing separately.
Many structural aspects of the internal risk management environment relate to

the structure and activities of the board of directors. At the highest level, these are
about the merits of the division of responsibilities between the chief executive and
the chairman. A commonly-held view is that there is an agency risk in having the
same individual running the firm and looking after the shareholders. Furthermore,
separating the roles of chairman and chief executive should ensure that the latter’s
effectiveness is subject to greater scrutiny. However, it could also be argued that
there is merit in combining the roles of those responsible for a firm’s strategic
direction and the implementation of that strategy. In any event, the final decision
will have a major impact on the way in which the company is run.
The executive roles meriting appointment to board level vary from industry to

industry and from firm to firm. The presence or absence of a particular role at board
level can be used to infer the importance that a firm places on that role. One key role
which is finding its way onto more boards is that of chief risk officer, the individual
responsible for a firm’s central risk function and the overall risk management of the
organisation. The presence of this role at board level should mean that a firm has a
strong commitment to risk management.
The degree of representation by non-executive directors is also important, and

there should be sufficient to ensure that there is an adequate critique of execu-
tive directors by individuals acting on behalf of shareholders. However, employing
too many might make a board too cumbersome. There is also the risk that non-
executives will be as subject to agency risks as their executive counterparts. It is
worth noting that non-executive directors are not necessarily independent of the
firm, particularly if they have moved into their non-executive roles from previous
executive positions with the firm. It is important to recognise such potential con-
flicts of interest, and to ensure a sufficiently high level of independence on the
board.
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The non-executive directors effectively form a committee of the board, and
within this committee there is a further sub-committee made up of independent
directors. It is important to recognise this, as these groups should meet in addition
to the full board meetings, in particular to discuss any concerns that they might
have. However, there should also be more formal committees to oversee important
board- and company-related issues, in particular:

• audit, looking at the provision of accurate information to internal and external
stakeholders;

• risk, looking at the level of risk the firm is taking and setting desired levels of
risk, considering large and small scale issues;

• appointments, looking at the appointment of board members and senior execu-
tives, as well as the terms of appointment; and

• remuneration, looking at the remuneration of board members and senior execu-
tives.

As with the board as a whole, there should be sufficient representation of non-
executive directors, including independents, on these committees. In some cases
– in particular, audit, appointments and remuneration – this might mean a com-
plete absence of executive directors. This is because the work of these committees
concerns the performance of executive directors, so it is important that such com-
mittees can adequately assess the issues before them without the interference of
executive directors.
The risk committee is different from the other three committees in that indepen-

dence is less important than a good knowledge of the organisation, although it is
important to have non-executive membership to ensure that performance is mea-
sured objectively. This committee, which will often be chaired by the chief risk
officer (CRO) – who should, therefore, be a member of the board of directors – is
responsible for the strategic oversight of the firm’s risk management. This includes
setting policy, but also considering information received on the risks faced and as-
sessing the treatment of risks by the central risk function. It is also responsible,
on the board’s behalf, for implementing an ERM framework throughout the firm,
reporting on compliance with the objectives set out in this framework – including
regulatory requirements – and for preparing reports on this subject for the board as
a whole.
In order to be effective these committees must meet regularly. This is particularly

true for the audit and risk committees which have an ongoing role. The frequency
of meeting and the constitution of all committees should be included in their terms
of reference. It is also important that all committees have clear guidance on how
their performance will be assessed, and on the resources to which they will have
access.
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These areas are dealt with in different countries by legislation, and by a number
of reports into corporate governance together with subsequent codes of practice.
As these form part of the external risk management environment within which a
firm operates, they are dealt with in that chapter.
The structure of the firm itself is also crucial. Having too many departments can

lead to a lack of clarity over responsibilities for various functions; too few can mean
it is difficult to find the party responsible for particular issues within that depart-
ment. The structures in place for obtaining approvals for everything from expenses
to initiating new projects are also important. These should be rigorous enough to
satisfy risk management needs, but also smooth enough to avoid paralysis from
excessive bureaucracy.
The interaction between departments and the central risk function is also key.

For ERM to be effectively implemented in a firm, it is essential that it is used at
all levels, and that information can be conveyed quickly and easily from the board
to the ‘shop floor’ – and in the opposite direction. This is a matter of the culture
of the firm, but also of the structure – this should be such that communication can
take place without messages being lost in the ether.
Whilst the central risk function has a key function as the second line of defence,

the third line of defence – audit – also merits special discussion. The responsibili-
ties of the audit function will differ from organisation to organisation. As discussed
in Chapter 3, it will normally be focussed on financial risks, ensuring that the pos-
sibilities for fraud are minimised, and that fraud is detected if it takes place. This
means that systems need to be developed to ensure that this is possible. The au-
dit function is also responsible for ensuring that payments are paid, received and
accounted for in line with internal procedures. It might also be responsible for
checking other systems in the organisation, or ensuring more general compliance
with internal regulations and statutory requirements. There is therefore a possibil-
ity of an overlap with the central risk function. This means that it is important not
only to ensure that there is no duplication, but also to guard against duties being
missed by both functions.
As mentioned whilst discussing the culture of pension schemes, foundations and

endowments, many functions are typically outsourced. This means that the struc-
tures of these organisations are not under the control of trustees; however, it also
means that the structure of a firm to which business is outsourced should be inves-
tigated thoroughly since this will affect the ability of that firm to deliver positive
results.
Having said this, there is no reason that trustee bodies should not have many of

the same committees as company boards in relation to risk, audit and appointments.
Trustees are not typically paid, so there is no need for a remuneration committee;
however, one additional committee that it is helpful to have is an investment com-
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mittee. This should consider both the long-term investment strategy of the organi-
sation and the selection of fund managers to implement the chosen policy. It should
also monitor both the appropriateness of the strategy and the performance of the
fund managers.

4.5 Capabilities

Having risk-aware cultures and structures are high aims – but they will remain only
aims if the organisation does not have the capabilities to implement them.
There are many different dimensions to the capabilities of an organisation, but

the most crucial are the people. These should be sufficiently well-qualified to fulfil
their roles, with opportunities to develop and to change roles as they grow in skills
and experience. Conversely, there is little point in implementing a structure that is
the last word in risk management but cannot be implemented by the staff currently
employed.
Even if the staff are capable, they will be unable to perform to the best of their

abilities if the infrastructure – in particular relating to information technology – is
inadequate. Furthermore, all of this must sit within processes designed to provide
a good risk management environment.
This all means that sufficient monetary resources must be devoted to allow risk

management to be properly implemented. However, money alone is not the answer,
and good planning together with clear insight can be even more valuable.

4.6 Further Reading

Whilst Chapman (2006) and other risk management books include useful content
on the internal environment, the advisory risk management frameworks discussed
in Chapter 19 offer some of the best insights.

Questions on Chapter 4

1. State which of the following are internal stakeholders:

(a) company directors;
(b) insurance company policyholders;
(c) independent pension scheme trustees;
(d) trade unions; and
(e) advising actuaries.

2. State with reasons whether the following statement is correct: ‘If mistakes are
made it is important to apportion blame and to move on’.
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3. State, with reasons, which one of the following committees is likely to include
at least one executive director:

1. audit;
2. risk;
3. appointments; and
4. remuneration.
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The External Environment

5.1 Introduction

The external risk management environment refers to everything that can affect the
risks faced by an institution and the way those risks are managed. These factors are
not uniform, and vary by industry and geographical location. Even within a partic-
ular industry in a particular country, different types of firms might find themselves
in different environments. Small firms might be treated differently from large ones,
and privately held ones will certainly be treated differently from publicly quoted
ones. The list of potential firm-specific factors is extensive – but the important point
here is that it is not sufficient simply to look at the industry and location and decide
that all firms will be treated the same; rather, it is important every time to consider
the nature of the firm and how this affects the external context.

5.2 External Stakeholders

Since it was established in the previous chapter that the number of internal stake-
holders was small, it follows that the number of external stakeholders that might
exist is large. All principals except the owner-managers are external to the institu-
tions. This means that the other holders of bank and insurance company debt and
equity are external, as are pension scheme sponsors; all customers, policyholders,
pensioners and other beneficiaries are external; and clearly the government, the
markets and any statutory insurance arrangements are external.
By contrast, the agents are generally the insiders. This is particularly true for

banks and insurance companies, where only trade unions and external auditors can
be considered external; however, for pension schemes, foundations and endow-
ments, where more facilities are likely to be outsourced, then functions such as
investment management and benefit administration are also frequently external.
Professional and industry bodies and regulators are also external to the organi-
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sations considered here, and both have an important impact on the environment in
which they operate. In particular, professional bodies and regulators have an impact
on the way in which individuals within organisations must behave, whereas indus-
try bodies and regulators influence the way in which the organisations themselves
act.
Advisers to financial organisations also contribute to the environment in which

those organisations operate. To a large extent this is through the context of the
regulatory and professional regime in place; however, it can also be more broadly
about the way in which various types of advisers have developed in a particular
region or industry, or in relation to particular types of firm.
Those with incidental relationships generally have little effect on the external

environment, except in times of crisis. Then, the general public and the media can
strongly influence the way firms behave, both directly through widespread negative
reporting, and indirectly, through the perceived effect on votes, translated into an
effect on regulation and legislation.

5.3 Political Environment

This leads neatly into the discussion of the political environment in which firms
operate. There are two aspects to this area. The first is the broad underlying en-
vironment. For example, to what extent is a firm operating in a free market envi-
ronment, and to what extent is there government control and regulation? Is there
a culture of redistribution of wealth as seen through systematically high taxes and
government spending? How great is the requirement for disclosure, in relation both
to the organisation and to its customers, policyholders or members? These factors
can affect the very attractiveness of operating in an industry in a particular country;
at the very least, they can affect the target market for customers.
The second aspect of the political environment that is of interest is the political

climate, which can change over time. As discussed in Chapter 3, public and media
sentiment can turn against particular institutions. This frequently affects the politi-
cal climate and can lead to stricter regulation, higher taxes or other restrictions on
organisations.

5.4 Economic Environment

In this context, the economic environment refers to the point in the economic or
business cycle rather than any capitalist/socialist comparison – this is discussed
under Section 5.3. There are a number of depictions of business cycles, as well
as time scales with the longest being over fifty years; however, the business cycle
of interest here has a span of around a decade and is characterised by periods of
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Figure 5.1 The Business Cycle

expansion and contraction in gross domestic product (GDP), with associated peaks
and troughs. As shown in Figure 5.1, expansion can include both a recovery and a
‘greed’ phase, the former being a return from a trough to some measure of equi-
librium and the latter being a continued expansion beyond that point. Similarly,
contraction can include both a correction and a ‘fear’ phase, the former being a
return from the peak to some measure of equilibrium and the latter being a con-
tinued contraction beyond that point. There are a number of events that can trigger
a move from one phase to another – low interest rates and easy credit can cause
expansion, whilst the opposite can cause contraction; catastrophes, stock market
shocks. Over-reaction in both directions is a key feature of these cycles, a factor
that is particularly clear in financial markets. However, these cycles do not neces-
sarily follow any regular pattern; nor do the phases necessarily follow each other
sequentially – a partial recovery might be followed by a further episode of fear
rather than full recovery and greed.

The economic environment affects all firms, including non-financial organisa-
tions. When the economy is in recession, sales are likely to suffer, and raising
capital is likely to be harder. Financial institutions are also affected in a number of
ways.

The state of the economy has an impact on the returns achieved on investments.
Consider, for example, the effect of an economic downturn on a bank. In a reces-
sion equities are likely to perform poorly whereas government bonds will perform
well as long term interest rates fall. Rates of default on loans will increase, and the
level of savings may fall – increasing unemployment might mean account holders
need to access their savings, and pensioners might need to use their savings to off-
set falls in returns from other asset classes. Counter-party risk on over-the-counter
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(OTC) derivatives will increase, as will the requirement for collateral from those
counter-parties.

Insurance companies’ assets will be similarly affected. However, in addition
their long-term liabilities will rise as discount rates fall. There will also be an in-
crease in the level of claims in many insurance classes, partly as a result of re-
dundancies but also as fraudulent claims increase. This can lead to stricter claims
handling procedures, since the effort put into reducing fraud should be consistent
with the amount of money that is likely to be saved. Rising unemployment might
also lead to higher lapse rates on policies, which can lead to individual policies
losing money if the lapse occurs before the initial costs in setting up the policy
have been recouped. The increase in claims and lapses can lead to a fall in profits
for insurance companies. However, if lower price inflation leads to lower claims
inflation (on a per claim basis), this fall in profits might be mitigated.

For pension schemes, assets and liabilities will be broadly affected in a similar
way to insurance companies. However, rising unemployment might have one of
two effects on the liabilities – redundancies might cause a fall in liabilities as in-
dividuals move from being active members to being deferred pensioners, but they
might cause a rise if people are instead offered early retirement on beneficial terms.
A key issue for pension schemes is also the financial health of the sponsoring em-
ployer, since sponsor insolvency is more likely in a recession – at the same time
that any deficit in the pension scheme increases.

The impacts of differing economic climates on the health of a financial institu-
tion are clearly important. It should also be clear that it is important to consider the
effects in a consistent manner as firms are affected in many different ways. This
consistency is an important part of ERM. Considering various economic scenarios
can also provide a good basis for arriving at stress testing scenarios when analysing
potential future outcomes for an organisation.

5.5 Social and Cultural Environment

The social and cultural environment of a country or industry determine a huge
range of softer issues, such as the extent to which business is carried out on trust
rather than through contract, the importance of inter-personal relationships and the
degree to which social hierarchies exist. This final point can be particularly impor-
tant in a risk management context since strongly hierarchical systems, where there
is a deeply ingrained culture of respect for superiors can mean that bad decisions
go unchallenged.
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5.6 Competitive Environment

The level of competition can, like the political environment, be considered in two
distinct ways. The first is the underlying level of competition in the industry and
country. For example, occupational pension schemes do not face a great degree of
competition; insurance companies and banks generally do. The underlying level
of competition can be affected by factors such as the size and power of market
participants, particularly in banking and insurance where there can be significant
economies of scale. Do dominant companies limit the ability of smaller firms to
enter a particular market? Furthermore, to what extent is regulation in place to
avoid such dominance, in the form of competition authorities?

A second aspect of competition is the extent to which competition changes
through the economic cycle. For banks, this change – as seen through the avail-
ability of loans and mortgages to clients – follows the economic cycle closely. This
is because changes in credit risk through the cycle, as well as the financial strength
of banks, lead banks to compete more in growth years and less in recessions. For
insurance companies, there is a separate cycle, known as the underwriting cycle. In
fact, different cycles are typically seen for different classes. These can too follow
the movement of the economy as a whole, with rates affected by issues such as
recession-drive fraud. However, changes in the cycle (usually in terms of a fall in
profits) can also be triggered by falls in other markets such as the housing market
or the stock market, or class-specific catastrophes.

The starting phase of the underwriting cycle (although since it is a cycle, it could
just as easily be an intermediate phase) is the situation where premium rates are
high, profits are high and competition is limited. This situation is unsustainable as
additional capital is attracted to the prospect of high profits. This leads to premium
rates falling, until rates fall below profitable levels. Eventually, losses become so
high that some participants retreat from the market, perhaps as a result of a catastro-
phe or some other spike in claims. This leaves a small number of competitors who
are prepared to face these continued losses. However, with the number of competi-
tors reduced, rates are able to rise again, ultimately to the level where good profits
are being made again – resulting in the cycle being completed. This is shown in
Figure 5.2.

The change in capital available can occur so easily because barriers to entry are
so low, particularly for participants such as Lloyd’s syndicates. This suggests that
all insurers would want to exit the market before significant losses were incurred
– but they do not. There are several reasons why this might be the case. Some
insurers prefer to maintain long-term relationships with clients, so will write busi-
ness even when it might be temporarily loss-making. Other insurers – particularly
larger ones – might find it difficult to deal with the changes in staff numbers re-
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Figure 5.2 The Underwriting Cycle

quired. Cutting costs as profits fell would mean making people redundant. This
can be costly and damaging to the morale of those not made redundant. Expanding
again when profitability returns means recruiting skilled staff. It might be difficult
to find enough candidates in time to allow for the planned increase in business,
particularly if a firm has a reputation for making people redundant at the first sign
of trouble. If systems also needed to be scaled up, then it might be dangerous to
expand in advance of this as a loss of goodwill due to poor administration could
damage the prospects for new business for years to come. A more mundane reason
that firms might not exit the market in a downturn is that they might not realise that
the premiums they are charging are too low.

5.7 Regulatory Environment

The range of regulatory restrictions on financial firms is extensive. Some of these
restrictions are in the form of coherent risk frameworks, in particular the Basel
Accords and Solvency II. These are discussed in detail in Chapter 19; however, in
this section a number of specific regulatory and legislative issues are considered.

5.7.1 Public Shareholders

Public shareholders are affected by legislation to a significant degree. On the one
hand, they are offered a degree of protection. For example, in the United King-
dom the UK Financial Services Act 1986 introduced the Investors Compensation
Scheme (ICS), aimed at individual investors who had received financial advice.
The ICS paid the first £30,000 and 90% of the next £20,000 of any loss arising
from negligence, theft or fraud. This scheme, along with others, was taken over by
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the Financial Services Compensation Scheme (FSCS) following the introduction
of the UK Financial Services and Markets Act 2000, which guarantees all of the
first £50,000 lost by investors. However, shareholders are also subject to a number
of restrictions, generally to protect other shareholders through promoting the effi-
ciency of markets. The two most important relate to insider trading and to market
manipulation, both of which are risks faced by innocent market participants.
Insider trading is the act of buying or selling securities on the basis of knowledge

that is not publicly available, whereas market manipulation is the act of generating
a false or misleading market in a security or derivative, or otherwise influencing
its price. This has been a criminal offence in the United Kingdom only since 1980,
with the UK Companies Act 1980. The provisions in this act are later consoli-
dated in the UK Company Securities (Insider Dealing) Act 1985, and this itself is
strengthened by the UK Financial Services Act 1986. This act also introduces pro-
visions regarding market manipulation. The UK Financial Services and Markets
Act 2000 strengthens the provisions of the UK Financial Services Act 1986, where
both offences are classed as market abuse. The European Union has also issued a
number of directives in this area, the most recent being the EC Market Abuse Di-
rective 2003/6/EC (2003). Legislation in the United Kingdom is stronger than that
required by the directive.
In the United States, insider trading and market manipulation have been illegal

for much longer, where both have been classed as fraud. This means that primary
legislation covering insider trading has existed since the US Securities Act of 1933,
the reference to both insider trading and market manipulation being made more
explicit in the US Securities Exchange Act of 1934. However, it was not until the
introduction of the US Insider Trading Sanctions Act of 1984 that insider trading
was well-defined. The provisions of this act are then strengthened by the US Insider
Trading and Securities Fraud Enforcement Act of 1988.
Many other countries have similar laws. Australia and Canada both introduced

legislation in 1970, and by the end of the last century 85% of markets had insider
trading laws; however, there was evidence of enforcement of these laws in fewer
than half of the markets (Bhattacharya and Daouk, 2002).
Investors in the European Union have also received additional protection through

the EC Markets in Financial Instruments Directive 2004/39/EC (2004), known as
MiFID, which came into force in 2007. This increases pre-and post-trade trans-
parency, and codifies ‘best execution’ for trades, which allows for not just the price
but also the speed and other relevant factors in the execution trade. This will be re-
placed from 2018 by EU Markets in Financial Instruments Directive 2014/65/EU
(2014), known as MiFID II.
MiFID II creates a number of additional rules intended to protect investors. The

first relate to the concept of an ‘Organised Trading Facility’ (OTF). This is a plat-
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form that matches buyers and sellers but is not a ‘Multilateral Trading Facility’
(MTF). An MTF, first defined in MiFID, is similarly defined by what it is not –
and in this case, it is not an exchange, even though it is used for financial trading.
The trading is typically electronic. However, whilst both MTFs and exchanges (or
‘Regulated Markets’) are regulated under MiFID, a number of platforms escaped
regulation – until they were captured by MiFID II.
Another aspect of MiFID II relates to the information provided on transac-

tions, as it seeks to increase pre- and post-trade transparency). This is mainly done
through a new regulation, the EU Markets in Financial Instruments and Amending
Regulation 600/2014 (2014), known as MiFIR.
MiFID II also seeks to reduce speculation in commodity derivatives, placing

greater control over who can trade derivatives and imposing new limits on the size
of positions held in commodity derivatives.
High frequency trading (HFT) and trading using algorithms also fall within the

remit of MiFID II. Algorithmic trading is a form of trading where the size, timing,
price or quantity of a trade is determined by a computer algorithm with limited if
any human intervention. High frequency trading is a type of algorithmic trading
which can involve holding securities for only a very short period of time, some-
times only fractions of a second. Firms carrying out such trading in the European
Union must gain approval to trade. Approval will only be given if the firms are
organised in such a way that risks are properly managed. This includes having the
facility to control trading – essentially a ‘kill switch’. There are also strict require-
ments on the storage of records.
MiFID II also attempts to further safeguard the interests of investors by requir-

ing the provision of increased information on products and services, as well as
strengthening the requirements relating to organisational structure and conduct.

5.7.2 Bank Customers

Customers of banks in most countries have protection from bank insolvency. The
United States was the first country to develop a depositor protection scheme, the
Federal Deposit Insurance Corporation (FDIC) which was created with the US
Banking Act of 1933, known as the Glass–Steagall Act. The Glass–Steagall Act
also protected customers by separating commercial and retail banking.
The level of protection in the United States has increased steadily since the

scheme’s inception, the last permanent rise being to $100,000 with the US De-
pository Institutions Deregulation and Monetary Control Act of 1980. In October
2008, the level of insurance was temporarily raised to $250,000, but returned to
$100,000 at the end of 2009.
Depositors in India have had coverage since 1961, and the Deposit Insurance
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and Credit Guarantee Corporation (DICGC), formed in 1978, covers deposits of
up to Rs. 100,000. Canada followed with the Canada Deposit Insurance Corpora-
tion (CDIC) in 1967 which now offers maximum compensation of C$100,000, an
increase from C$60,000 in 2005.
The customers of banks, building societies and credit unions in the United King-

dom received protection at around the same time as investors. In this case, it came
about with the UK Building Societies Act 1987 and the UK Banking Act 1987.
The former set up the Building Societies Investor Protection Scheme (BSIPS) and
the latter the Deposit Protection Scheme (DPS). In both cases 90% of an investor’s
deposits were secure, up to a limit of £18,000. As with the ICS, these two schemes
were absorbed into the FSCS following the introduction of the UK Financial Ser-
vices and Markets Act 2000, which covers individual investors and small firms.
Initially, the level of compensation was lower than that available to investors, be-
ing the first £2,000 lost and 90% of the next £33,000. However, following the run
on Northern Rock Bank in 2007 and the increasing lack of confidence in financial
institutions at that time, the compensation available was changed first to 100% of
the first £35,000, then in October 2008 to 100% of the first £50,000 lost. From De-
cember 2010, it was raised again to £85,000 although it was temporarily reduced to
£75,000 between 1 January 2016 and 30 January 2017. Having said this, the United
Kingdom Government has offered even higher protection in practice – in particu-
lar, after the collapse of the Icelandic internet bank Icesave in 2008, it guaranteed
all deposits of United Kingdom retail depositors. From 3 July 2015 the FSCS has
also provided a £1,000,000 limit for temporary high balances held with a bank,
building society or credit union, with cover being unlimited for deposits held in
respect of personal injury compensation. Temporary high balances are defined as
balances resulting from one of a number of specified ‘major life events’ leading to
a large amount of money being held in a person’s account for up to six months in
respect of:

• real estate transactions (property purchase, sale proceeds, equity release);
• benefits payable under an insurance policy;
• personal injury compensation (unlimited cover);
• disability or incapacity (state benefits);
• claims for compensation for wrongful conviction;
• claims for compensation for unfair dismissal;
• redundancy (voluntary or compulsory);
• marriage or civil partnership;
• divorce or dissolution of their civil partnership;
• benefits payable on retirement;
• benefits payable on death;
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• claims for compensation in respect of a person’s death;
• inheritance; or
• proceeds of a deceased’s estate held by their personal representative.
Cover for temporary high balances is available only to individuals and not to

companies.
Similar schemes exist in other European Union countries. The original require-

ments in the EC Deposit Guarantee Schemes Directive 94/19/EC 1994 were amen-
ded by the ECDeposit Guarantee Schemes Directive 2009/14/EC 2009 to standard-
ise the level of compensation to e100,000. This was confirmed in the EU Deposit
Guarantee Schemes Directive 2014/49/EU 2014.
It is also notable that schemes in the Republic of Ireland and Portugal have both

had formal unlimited protection rather than an undertaking to safeguard all depos-
itors, also in response to the liquidity crisis in 2008. Australia also initially offered
unlimited protection with the Financial Compensation Scheme (FCS) set up by
the Australia Financial System Legislation Amendment (Financial Claims Scheme
and Other Measures) Act 2008. However, a cap of A$1,000,000 was introduced
in November 2008. This was reduced to A$250,000 from February 2012. It is im-
portant to note, though, that the higher the level of depositor protection, the less
incentive a depositor has to ensure that his or her bank is creditworthy.

5.7.3 Insurance Company Policyholders

The protection available to customers of failed insurance companies started earlier
than for customers of other institutions in the United Kingdom with the introduc-
tion of Policyholders Protection Scheme (PPS). This was set up by the UK Poli-
cyholders Protection Act 1975. The protection available from this act varied from
policy to policy. For compulsory insurance such as third party motor, 100% of all
claims were paid; however, for other policies, 90% of the value of a claim was cov-
ered. Protection for friendly society members, mirroring that for insurance com-
pany policyholders, was introduced in the UK Financial Services Act 1986 which
created the Friendly Societies Protection Scheme (FSPS). Both of these schemes
were subsequently absorbed into the FSCS. The provisions for compulsory insur-
ance are mirrored in this scheme, but the cover for other insurance policies in-
creased slightly with the first £2,000 of all claims being covered and 90% of the
excess over that amount.
In Canada, protection has existed since 1998 in the form of the Property and Ca-

sualty Insurance Compensation Corporation. This is an industry-run organisation
to which all non-life insurers authorised in Canada must contribute. It aims to meet
all claims on policies of non-life insurers that have become insolvent.
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There is no federal policyholder protection in the United States, but some states
where there is greater exposure to non-life insurer insolvency (such as Florida,
from hurricane damage) have their own schemes. In Australia, the FCS also gives
some cover to general insurance policyholders.

5.7.4 Pension Schemes

There are three ways in which regulation typically impacts pension schemes: first,
through the requirement to provide certain benefits; second, through the require-
ment to hold a certain level of assets in respect of those benefits; and finally,
through restrictions on the assets that can be held. Pension scheme sponsors and
members are considered together here, since regulations that impose restrictions
on the former provide protection for the latter.
In the United Kingdom, one of the first movements from discretion to com-

pulsion in relation to the benefits payable was with the UK Social Security Act
1973 which required the provision of deferred pensions to pension scheme mem-
bers leaving employment, providing they had at least five years of service in the
pension scheme. This limit was reduced to two years with the UK Social Security
Act 1986. There were also requirements to increase various portions of deferred
pensions over the period between leaving service and drawing a pension in the UK
Health and Social Security Act 1984, the UK Social Security Act 1985 and the UK
Social Security Act 1990. This is a high level of protection for deferred pensions
when compared with other pensions systems. For example, in the United States
the US Employee Retirement Income Security Act of 1974, known as ERISA, pro-
vides protection for early leavers but the vesting period remains at five years, or
seven if the pension is guaranteed in stages.
Not only did legislation in the United Kingdom create guaranteed benefits for

deferred pensioners, but it also added guaranteed increases to pensions in payment,
sometimes known as cost of living adjustments (COLAs). This effectively started
with Guaranteed Minimum Pensions (GMPs) with the UK Social Security Act
1986, moving on to the excess over the GMP with the UK Pensions Act 1995, with
only some respite being given in the shape of a rate reduction in the UK Pensions
Act 2004: whilst the UK Pensions Act 1995 required pensions in excess of the
GMP to be increased in line with retail prices up to a maximum of 5% per annum
(5% Limited Price Indexation or ‘5% LPI’), the UK Pensions Act 2004 reduced the
maximum rate to 2.5% (‘2.5% LPI’). From 2011, the measure of inflation used in
these calculations was changed from one based on the Retail Prices Index (RPI) to
one based on the Consumer Prices Index (CPI). Calculation differences mean that
CPI inflation is typically lower than RPI inflation: from 1995 to 2015, the average
shortfall has been around 0.8% per annum.
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Guaranteed increases such as these are still unusual in most pension schemes
outside the United Kingdom, although public sector arrangements are more likely
than private sector schemes to offer some sort of inflation protection.
The funding requirements for pension schemes differ significantly from country

to country, and have developed over time. In the United States, ERISA defines a
notional plan balance, the Funding Standard Account, to which contributions are
added and interest accrued. However, this does not represent reality, a fact ad-
dressed by the US Pension Protection Act of 2006. This introduced new Minimum
Funding Standards, which require deficits to be amortised, and for more immediate
action to be taken with severely under-funded pension schemes.
Defined benefit pension scheme members in the United Kingdom had very little

in the way of direct protection until the Maxwell Affair beyond the various guar-
anteed increases described in the section above. After the death in 1991 of Robert
Maxwell, it was discovered that assets were missing from the pension schemes in
the Mirror Group of companies. This led to the regulations being introduced in
1992 requiring pension schemes to have sufficient funds to secure members’ bene-
fits with annuities, and to pay in any difference required – the debt on the employer
– if the scheme is wound up. The basis was weakened to the Minimum Funding
Requirement (MFR) basis, with the introduction of the UK Pensions Act 1995. The
MFR basis assumed that government bonds were the matching assets for pensions
in payment, whilst UK equities were used to value benefits in respect of those who
had not yet retired. The basis for wind-up funding was strengthened again to the
buyout basis – that is, the value of assets needed to secure pension liabilities with
an insurance company – with the UK Pensions Act 2004. It is worth noting that
this means that unlike most equity capital, that provided by the pension scheme
sponsor is unlimited in the United Kingdom since the debt on the employer in the
event of a pension scheme wind-up has no explicit limits.
The MFR was the first funding standard for the United Kingdom, requiring ben-

efits to be fully funded according to a defined basis. The defined basis was replaced
by a scheme-specific funding requirement in the UK Pensions Act 2004.
Another important part of the UK Pensions Act 1995 was the introduction of

compensation for pension scheme members whose benefits had been reduced due
to fraud. Compensation was in the form of a payment to scheme from the newly-
formed Pension Compensation Board of up to 90% of the shortfall calculated using
the MFR basis.
However, many pension scheme members who lost benefits did so for reasons

other than fraud, predominantly due to insolvency of the sponsoring employer.
Struggling employers are also less likely to be able to keep their pension schemes
adequately funded. Furthermore, there are likely to be more insolvencies when eq-
uity market values are depressed, thus increasing the number of pension schemes
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with deficits. The problem for some members can be compounded by the order
with which pension scheme assets are used to provide benefits to members when
a scheme is wound up. Following the UK Pensions Act 1995 when a statutory or-
der of priorities was reviewed, active members and deferred pensioners were not
entitled to anything until the guaranteed benefits of pensioners had been secured.
In some cases, such as with the Allied Steel and Wire Pension Scheme, this meant
that whilst benefits to pensioners were secured, individuals that had worked for the
firm for many years but had not yet retired were entitled to only severely reduced
pensions. The UK Pensions Act 2004 altered the statutory order largely to reflect
the benefits payable from a new institution created by this Act, the Pension Protec-
tion Fund (PPF). This fund, administered by the Board of the Pension Protection
Fund, takes on the assets of any pension scheme with an insolvent sponsor and
insufficient assets to meet liabilities, and pays benefits up to a maximum statutory
level.
Whilst the PPF was a new phenomenon in the United Kingdom a similar scheme

had existed in the United States for thirty years – the Pension Benefit Guaranty
Corporation (PBGC). This was launched as part of ERISA. Under this act each
employer is required to fund benefits as they accrue and to amortise any deficit,
albeit over a long period. In return for this, and for statutory contributions, pen-
sion scheme members are protected against non-payment of their benefits up to a
statutory limit.
Switzerland also has a relatively comprehensive and generous insolvency pro-

tection scheme, the Law on Occupational Benefits (LOB) Guarantee Fund set up
by the Switzerland Law on Occupational Benefits 1982. However, pension pro-
tection in other countries is patchier. In Canada, Ontario has the Pension Benefit
Guaranty Fund (PBGF), but nothing elsewhere and the PBGF has only moderate
benefit coverage. Germany’s Pensions-Sicherungs-Verein Versicherungsverein auf
Gegenseitigkeit (PSVaG) has coverage that is good in terms of numbers but modest
in terms of benefits, and Japan’s Pension Guarantee Programme (PGP) has similar
issues. Finally, there is Sweden’s Försäkringsbolaget Pensionsgaranti (FPG), an ar-
rangement by which individual members can obtain protection. Here, only a small
number of members are covered.
There are two ways in which the restrictions in relation to investments can be

implemented. First, there can be limits on investment of the pension scheme in
shares of the sponsor, in order to limit the risk of an employee losing both job
and pension. In this regard, the OECD (2006) recommends that self-investment be
prohibited or limited, unless appropriate safeguards exist. A figure of 5% of the
pension fund assets, in line with the level adopted in many countries, is suggested.
Interestingly, this restriction does not exist in the United States in relation to 40l(k)
defined contribution plans, and a number of employees of Enron and WorldCom
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suffered with the effect of such leverage when these two firms collapsed. The sec-
ond restriction, which aims to reduce the level of mismatch risk, is on the extent
of domestic bond or other matching investment. An interesting implementation of
this principle occurs in the Netherlands, where the solvency requirements differ
depending on the level of matching.

5.7.5 Government (Financial Relationships)

Most financial institutions in most countries are taxed on the profits that they make,
although the exact definitions of those profits and the deductions that can be made
vary hugely. There are several exceptions to the profits-based taxation basis that are
of interest. Within United Kingdom insurance companies, basic life assurance and
general (rather than pension) annuity business, or ‘BLAGAB’ as it is often known,
is taxed on the excess of income over expenditure. This means that if the BLAGAB
business of a life insurance company has an excess of expenses over income – so
is in an ‘XSE’ position – then it can write policies that take account of this fact as
they do not need to allow for the insurer’s taxation liability. The products sold in
this way are generally short-term insurance bonds, and since the risk here is that
the income will exceed the expense, the volumes sold are strictly controlled.
Contributions to occupational pension schemes in many countries get relief from

taxation, and investments within a pension scheme are generally allowed to accu-
mulate free of taxation on income and capital gains, the payments to members
being taxed as income. This means that the government is at risk of losing out on
revenue as tax is deferred. For this reason, there are often restrictions on the vol-
ume of assets that can be accumulated in a pension scheme, and minimum rates of
withdrawal. However, the governments may also be concerned that a pension will
be withdrawn too quickly, leaving individuals with no savings. This can lead to up-
per limits on the rate of withdrawal, although the presence of taxation on pension
scheme proceeds can also act as a brake on the rate at which money is taken.
In the United Kingdom, restrictions on the maximum amount that could be accu-

mulated in a defined benefit pension scheme came with the UK Finance Act 1986
whose rules were consolidated in the UK Income and Corporation Taxes Act 1988.
This said that pension schemes with assets worth more than 105% of liabilities
(calculated using a prescribed actuarial basis) had to reduce this ratio, the funding
level, to 105% or below by increasing benefits, reducing or suspending contribu-
tions, or refunding assets to the employer. The basis for the calculation was such
that any excess, known as a statutory surplus, rarely arose.
With the reduced funding levels experienced by many schemes due to falls in

interest rates, increases in longevity and increased levels of benefits, the concept of
a statutory surplus became less relevant. Furthermore, as an increasing number of
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pension schemes closed to new entrants or the accrual of future benefits, company
sponsors became less inclined to fully fund pension schemes for fear of creating
irrecoverable surpluses. The statutory surplus provisions were therefore repealed
in the UK Finance Act 2004.

In the United Kingdom, defined contribution plans take contributions from pre-
tax income, and these accumulate investment returns free of taxation. At retire-
ment, 25% of the accumulated fund may be taken free of tax (as is also the case
with United Kingdom defined benefit pension schemes).

Until April 2015, there were limits on how money in a defined contribution plan
could be used. Income could be taken from the balance of the fund, within specified
limits, up until age 75. At this point, an annuity for life had to be purchased in
almost all cases (if it had not been bought already) – the only exception was for
those people that already had a guaranteed income from some other source.

However, from April 2015, people were allowed to draw as much (or as little)
income as they liked from their pension pots, with any withdrawal in excess of the
tax-free sum being taxed at the investor’s marginal rate. As with any income with-
drawn from the plan, any annuity income is also taxed at the recipient’s marginal
rate.

Following pensions simplification further to the UK Finance Act 2004, the max-
imum value of the fund was effectively the only limit on pension saving. For the
2016-7 tax year, this stood at £1m, a figure which was due to rise in line with CPI
from 2018-9 onwards. However, the annual allowance – the maximum that could
be invested each tax year – was reduced to £40,000 from 2014, making annual
contribution limits relevant for many more people.

In the United States, pre-tax income can be contributed to a defined contribution
arrangement known as a 401(k) plan. As with United Kingdom plans, the contri-
butions accumulate investment returns free of tax, but the accumulated amount can
then be drawn down in full at retirement or drawn down over time. Either way,
the payments are taxed at the individual’s marginal rate as they are received. Most
international defined contribution plans follow the United States model of allowing
individuals to take as much income as they like rather than requiring annuitisation
at some point in time as in the United Kingdom.

There is also a similar vehicle known as a Roth 401(k), where the contributions
in are post-tax, and the accumulation and payouts are tax-free. A comparable vehi-
cle in the United Kingdom is an Individual Savings Account (ISA), although this
is not specifically designed for retirement. There is, though, a proposal for a new
type of ISA which would be introduced in 2017 and would have retirement in mind.
This is the ‘Lifetime ISA’ or ‘LISA’. In addition to the tax benefits, there would be
an additional government bonus paid to top up contributions. However, this bonus
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would be foregone if funds were taken before age 60 – unless the funds were used
towards the purchase of a first home.
Foundations and Endowments set up as charitable organisations are generally

exempt from tax on their investment returns. In many countries, contributions are
partially or entirely tax-deductible. In the United States, foundations and endow-
ments must distribute a minimum of 5% of their asset each year to remain tax
exempt.

5.7.6 Financial Markets

The various relationships with financial markets are covered in the European Union
by the EC Markets in Financial Instruments Directive 2004/39/EC (2004), or Mi-
FID. This will be replaced from 2017 by EU Markets in Financial Instruments
Directive 2014/65/EU (2014), or MiFID II. MiFID classifies clients as either eligi-
ble counter-parties, professional clients or retail clients. Retail clients are helpfully
defined as being not professional clients. The definition of professional clients is
more informative, and includes a number of types of institution that are by defi-
nition in this category. It also includes individuals and firms that might otherwise
be classed as retail clients but have both the desire and sufficient experience to be
treated as professional clients. Eligible counter-parties are a category of profes-
sional client that deals directly with each other and with other organisations such
as central banks, issuers of government debt or supranational organisations.
In the United States, the US Public Company Accounting Reform and Investor

Protection Act of 2002, known as the Sarbanes–Oxley Act or just Sarbanes–Oxley,
implemented a number of measures designed to protect shareholders. This was put
in place as a response to the Enron and WorldCom scandals, and has a number
of far-reaching implications. However, in the context of financial markets its main
purpose was to require an increase in the level of disclosure required from firms
which, together with the provisions related to auditing discussed later in this sec-
tion, are designed to improve the quality and quantity of information available to
shareholders in order to help them reach decisions.
Sarbanes–Oxley also seeks to improve the quality of analysts’ stock recommen-

dations by strengthening the separation of analysts and investment bankers. This
is important because there might be strong incentives for analysts to give ‘buy’
ratings to those firms who are investment banking clients.

5.7.7 Company Directors

As part of good corporate governance, directors must ensure that their firms com-
ply with a wide range of rules, including stock exchange regulations (if the firms
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are listed), accounting standards, and legislation relating to employment, pensions,
health and safety, and possibly other areas depending on the area in which the firm
operates. Directors must also comply with a range of rules themselves. Many of
these rules start as reviews which result in codes, which to a greater or lesser extent
must be obeyed.
The general standards of practice in boardrooms have been addressed in a num-

ber of these reports and codes, with many important changes starting in the late
1980s and 1990s. The United Kingdom faced a number of corporate scandals in
this period. In response, a committee chaired by Sir Adrian Cadbury was set up
in 1991 by the Financial Reporting Council (FRC), the London Stock Exchange
(LSE) and the UK accountancy profession. The aim of this committee was to rec-
ommend a code of best practice for boards of directors, and in 1992 the committee
released its report on ‘the Financial Aspects of Corporate Governance’ (Cadbury,
1992). The report highlights the value of regular board meetings and good over-
sight by the board of the executive management. It also recognises the importance
of having checks on power at the top of a company. In particular, the report recom-
mends a strong and independent presence on the board in the absence of separate
appointments for the roles of chairman and chief executive. The emphasis on inde-
pendence is strengthened by a recommendation that the majority of non-executive
directors be independent of the firm, so free of any business or other relationship
with the company. In addition, it recommends limited-term appointments for both
executive and non-executive directors, without automatic reappointment at the end
of each term. The UK Corporate Governance Code (Financial Reporting Council,
2010, 2012, 2014, 2016) goes further in both of these areas. In respect of indepen-
dence, it sets out the conditions under which independence could reasonably be
questioned, namely:

• if a director has been an employee of the company or group within the last five
years;

• has, or has had within the last three years, a material business relationship with
the company;

• has received or receives additional remuneration from the company apart from
a director’s fee, participates in the company’s share option or a performance-
related pay scheme, or is a member of the company’s pension scheme;

• has close family ties with any of the company’s advisers, directors or senior
employees;

• holds cross-directorships or has significant links with other directors through
involvement in other companies or bodies;

• represents a significant shareholder; or
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• has served on the board for more than nine years from the date of their first
election.

In relation to the term of appointment, this code also recommends that directors
of all FTSE 350 companies be put forward for re-election every year. Furthermore,
it emphasises the need to appoint members on merit against objective criteria, tak-
ing into account the benefits of diversity. Gender diversity is singled out as a par-
ticularly important example. The importance of regular development reviews for
all board members is also emphasised.
In Canada, the Toronto Stock Exchange commissioned a report at around the

same time as the Cadbury Report from a committee chaired by Peter Dey. The Dey
Report (Dey, 1994) came to similar conclusions to the Cadbury Report, emphasis-
ing the role of non-executive (‘outside’) and independent (‘unrelated’) directors.
The advantages of a non-executive chairman are also recognised, and the report
recommends that most committees are composed mainly of non-executive direc-
tors with some, such as the nominations and audit committees consisting only of
non-executive directors. In the same year South Africa was addressing the issue
of corporate governance with the first King Report (King, 1994). King I, as it is
known, must be considered in the context of the social and political changes that
were occurring in South Africa at that time. The report emphasises disclosure and
transparency and, given the unique situation of South Africa at that time, requires
firms to have an affirmative action programme. The original work was updated
with the second King Report, King II (King, 2002). This expands on many of the
principles discussed in the first report, and defines what the committee believes to
be the characteristics of good corporate governance:

• discipline;
• transparency;
• independence;
• accountability;
• responsibility;
• fairness; and
• social responsibility.
This report was itself updated by the third King report, King III (King, 2009),

which further strengthens the independence and accountability of boards. However,
from April 2017 this will be replaced by King IV (King, 2016). This defines corpo-
rate governance as the exercise of ethical and effective leadership by the governing
body towards the achievement of:

• ethical culture;
• good performance;
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• effective control; and
• legitimacy.

A major change in King IV is the move from ‘apply or explain’ to ‘apply and
explain’. It has also significantly reduced the number of number of principles to
17 – one of which applies only to institutional investors – from 75 in King III.
However, many of the key principles from King III remain.
2002 also saw the publication of the Kumar Mangalam Birla (KMB) Report in

India (Birla, 2002), which is unambiguous in its aim to help shareholders with
its recommendations. Again, these recommendations focus on disclosure and non-
executive directors, requiring that they comprise at least half the board, and also
requiring that at least one-third of the board’s directors be independent.
A particular concern in relation to directors and agency risk is directors’ pay.

This is an area where directors might be particularly tempted to act in their own
interests rather than on behalf of the shareholders. In response, the Confederation
of British Industry (CBI) set up a committee chaired by Sir Richard Greenbury to
look into this area and to propose a code for director remuneration. The committee
issued its report ‘Directors’ Remuneration’ (Greenbury, 1995) – more commonly
called the Greenbury Report – the same year that it was initiated. As well as rec-
ommending the introduction of remuneration committees consisting solely of non-
executive directors, the code suggests much greater disclosure. Disclosure of all
benefits is required, including share options and pension benefits calculated on an
actuarially sound basis. The code also addresses the level of remuneration. Whilst
recognising that pay needed to be sufficient to attract, retain and motivate good
directors, the code recommends that regard be given to wider issues, including the
pay of other employees. It also builds on the Cadbury recommendations relating to
limited terms of appointment. The UK Corporate Governance Code (Financial Re-
porting Council, 2010, 2012, 2014, 2016) also comments on pay, recommending
that performance-related pay be aligned with the long-term interests of the com-
pany. Furthermore, the latest iteration of the code (Financial Reporting Council,
2014) recommends that there be provisions for the company to recover sums paid
or to withhold the payment of a sum.
King I in South Africa also considers the remuneration committee, recommend-

ing that at least two non-executive directors sit on the remuneration committee,
one of whom should be the committee’s chairman; King II updates this to rec-
ommend that the remuneration committee should consist mainly of independent
non-executive directors, and King III goes even further requiring that all members
be non-executive directors, the majority of whom being independent, with an in-
dependent non-executive chairman. Similarly, the KMB report recommends that
it consist solely of non-executive directors with the chairman being an indepen-

.006
5:22:27, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


5.7 Regulatory Environment 81

dent director. King III also rules out the payment of share options to non-executive
directors in order to increase independence.
Not long after the publication of the Greenbury Report, a number of parties

commissioned a further report into corporate governance in the United Kingdom.
These parties were the London Stock Exchange (LSE), the Confederation of British
Industry (CBI), the accountancy profession, the National Association of Pension
Funds (NAPF) and the Association of British Insurers (ABI). All but the last of
these instigated either the Cadbury or Greenbury Report. The committee for this
new report was chaired by Sir Ronald Hampel, and it gave its final report (Hampel,
1998). The Hampel Report confirms many of the recommendations made in the
Cadbury and Greenbury reports, but also addresses the roles of institutional share-
holders, emphasising the role they ought to play given the voting rights that they
held.
The Hampel Report was effectively the first iteration of what later became the

Combined Code on Corporate Governance (Financial Services Authority, 2000)
and is now the UK Corporate Governance Code (Financial Reporting Council,
2010, 2012, 2014). The Turnbull Report, issued in 1999 (Turnbull, 1999) and later
revised (Financial Reporting Council, 2005b, 2016), gives guidance to directors
on how to comply with the Combined Code, and the London Stock Exchange’s
Listing Rules require disclosure of the extent of compliance with the Combined
Code. However, Pensions and Investment Research Consultants Ltd (PIRC) found
in 2007 that only around one in three firms complied fully with the code, although
the level of compliance was climbing (Pensions Investment Research Company
Limited, 2007).
As mentioned earlier, both Cadbury and Greenbury discuss the role of non-

executive directors. Both reports recognise that their dual role encompassing both
working with the directors and acting as an independent check creates a clear con-
flict. Non-executive directors are considered in the Higgs Report in the United
Kingdom, ‘Review of the Role and Effectiveness of Non-Executive Directors’
(Higgs, 2003). According to the report, the role of non-executives should cover:

• development of corporate strategy with executives;
• monitoring the performance of executives;
• financial reporting and controls; and
• appointment, removal and remuneration of executive directors.
In order to manage the conflict these duties create, the Higgs Report suggests

that non-executive directors meet independently of the executives at least annually,
and that they have a senior member who can report any concerns to the chairman.
The report goes on to recommend amendments to the Combined Code, mainly to
reflect its work on non-executive directors. The UK Corporate Governance Code
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further sets out the responsibilities that non-executive directors have to provide
constructive challenge to the executives. In respect of all directors, this code also
emphasises the time commitment that directorship implies.
In the United Kingdom, Cadbury recommends the presence of an audit commit-

tee, giving auditors direct access to non-executive directors, and quarantining audit
from other business services provided. Cadbury recommends that the members
of the audit committee are only non-executive directors, as does Dey in Canada.
Unlike Cadbury, Dey does not suggest that the majority of members be indepen-
dent. However, the Saucier report (Saucier, 2001), which updates the Dey report
in Canada, recommends that all members of the audit committee be independent,
describing independence (or lack of it) in some detail. The KMB report in India
recommends that all members should be non-executive directors and most, includ-
ing the chairman, should be independent. The King II report in South Africa rec-
ommends that the majority of the audit committee be independent non-executive
directors, and King III strengthens this by requiring that there be at least three
members meeting at least semi-annually, all of whom hold this status at the hold-
ing company level. King III also requires that the chairman of this committee be
an independent non-executive director.
The Auditing Practices Board (APB) in the United Kingdom considers the issue

of audit. In order to limit the reliance of an auditing firm on any one listed client,
which might use such a relationship to influence reported results, ethical standards
issued by the APB (Auditing Practices Board, 2008) prohibit auditors from contin-
uing appointments where the annual fee income exceeds or is expected to exceed
10% of total fee income. Hampel suggests strengthening guidance even further,
perhaps reducing the 10% limit.
The issue of auditing came to the fore again with the scandals involving En-

ron, WorldCom and a number of other firms. In the United Kingdom, a committee
chaired by Sir Robert Smith was set up by the FRC to look again at the function
of audit committees. This committee reported in 2003 (Smith, 2003), with updated
guidance being produced in 2005 (Financial Reporting Council, 2005a). The ini-
tial report sets out the functions of audit committees, and recommends that these
be included in terms of reference of the committee. These functions, now included
in the UK Corporate Governance Code, can be summarised as:

• monitoring the integrity of financial statements;
• reviewing the internal financial control and risk management system;
• monitoring and reviewing the effectiveness of the internal audit function;
• recommending to the board the appointment, remuneration and terms of engage-
ment of the external auditor;

.006
5:22:27, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


5.7 Regulatory Environment 83

• monitoring and reviewing the external auditor’s independence, objectivity and
effectiveness; and

• developing and implementing policy on the supply of non-audit services by the
external auditor.

Many of the principles in these and other reports were encapsulated in the Prin-
ciples of Corporate Governance by the OECD (1999, 2004). However, since this
document is intended to cover a wide range of different countries, it is at a much
higher level than the other reports discussed in this section, and some of the prin-
ciples would be taken for granted in many developed financial markets.
There are also some references to the behaviour of directors in primary legisla-

tion. The Sarbanes–Oxley Act makes it clear that the chief executive officer (CEO)
and chief financial officer (CFO) of a public company are each personally respon-
sible for the disclosures in financial reports, and they must certify that the reports
contain no untrue statements of material fact. The CEO and CFO are also legally re-
sponsible for setting up, maintaining and evaluating internal controls, and reporting
any issues to the external auditors. Directors are also prohibited from interfering
in the audit process, and all employees are prohibited from altering, concealing,
destroying or falsifying records or documents.
In the United Kingdom, the requirements under primary legislation are at a

higher level. According to the UK Companies Act 2006, directors are constrained
to act within their powers as set out in the articles of association, and are required to
act in the best long-term interests of the company, having regard to a wide range of
parties such as employees, suppliers and the wider community, and avoiding (or at
least declaring) conflicts of interest. What the best interests of the shareholders are
is something that is open to interpretation. It implies maximising long-term returns
subject to some sort of measure of risk. This implies that risk should be measured
and mitigated, but the exact measures are not set out in this act; they are, though,
explored later in this book.

5.7.8 Trustees

Trustees are the agents responsible for looking after the interests of the trust’s ben-
eficiaries in the same way as directors are responsible for looking after the interests
of a firm’s shareholders. In the United Kingdom their actions are governed by pri-
mary legislation, such as the UK Trustee Investment Act 2000, but also by a large
body of case law.
Compared with ‘general’ trustees, pension scheme trustees face additional rules

and regulations to reflect the fact that the benefits for which they are investing are
more complex. Pension scheme trustees have a duty towards scheme members and
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to fulfil their specific legal obligations. The way in which they are expected to do
this varies from country to country. For example, in the United Kingdom, trustees
are governed by the ‘prudent man’ rule. Following the UK Pensions Act 1995
they are, though, expected to appoint specialists from whom they take advice, in
particular relating to actuarial, auditing, investment and legal matters. In the United
States, the obligations on the trustees are much greater, with the ‘prudent expert’
requirements of ERISA.
The way in which pension scheme trustees behave in the United Kingdom was

brought to the fore with the Maxwell affair, discussed earlier in this section, in
relation to pension scheme members. The outrage that followed led to the creation
of the Pension Law Review Committee, chaired by Professor Roy Goode, whose
report was published in September 1993 (Goode, 1993). Among other things, this
review remarked that pension scheme trustees should be thought of as analogous
to company directors, and that legislation should reflect this.
Many of the recommendations in this review were taken up in the UK Pensions

Act 1995, which had a direct impact on trustees in a number of ways. First, in
order to increase the accountability of the trustees to members, the act required
one-third of the trustee body to be nominated by members. Some of the opt-outs
to this requirement were subsequently removed with the UK Pensions Act 2004,
which was introduced in response to the Activities and Supervision of Institutions
for Occupational Retirement Provision Directive 2003/41/EC (2003) (known as
the IORP Directive). Furthermore, there was a requirement in the 1995 act that
at least one trustee of any pension scheme in wind-up should be independent –
in other words, external. The act clarified that the only power of investment that
could be delegated was the management of assets, which could be given to one or
more investment managers. However, it required that other powers be delegated.
Trustees were no longer allowed to act as either auditor or actuary to the scheme,
and two new statutory roles were created: scheme actuary and scheme auditor.
The act allowed trustees guaranteed time and resources for their duties and for

training, but also imposed additional requirements on them. It obliged them to
provide greater and more timely disclosure to scheme members, and required them
to obtain a valuation from the scheme actuary according to a MFR basis. It also
required them to provide a schedule of the future contributions due to the pension
scheme and a statement of investment principles. However, the act also gave the
trustees additional powers, including allowing them to impose a minimum level
of contributions on the scheme sponsor based on the MFR. The MFR was soon
regarded as ineffective and the UK Pensions Act 2004 replaced it with a scheme-
specific funding requirement. The methodology for this requirement, in the UK
Occupational Pension Schemes (Scheme Funding) Regulations 2005, was general
enough that it was up to the pension scheme trustees to ensure that pension scheme

.006
5:22:27, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


5.7 Regulatory Environment 85

members were truly protected. In practice the trustees rely on the advice of the
scheme actuary when considering funding.
Not long after this the Kirby Report (Kirby, 1998) was published by the Cana-

dian Senate Committee on Banking, Trade and Commerce. It came about as part
of a broader investigation of issues relating to the Canada Business Corporations
Act 1985, in particular concerning corporate governance. However, many of those
giving evidence to the committee raised concerns about the behaviour of institu-
tional investors. The committee therefore held a series of meetings considering
pension funds alone. Among the key conclusions that the committee came to was
that pension scheme trustees (or boards, as they are described in Canada) should
have sufficient knowledge to monitor the pension schemes’ investment managers.
Otherwise, the report concentrated on disclosure and the broader areas of corporate
governance as they apply to those responsible for pension schemes.
The Myners Report (Myners, 2001) was commissioned by the United Kingdom

Treasury following comments in the 2000 budget speech. The impetus for the re-
port was a perceived lack of investment in private equity by institutional investors;
however, this formed only a small part of the final report, delivered by Paul Myners
in 2001. The report was aimed at pension schemes and insurance companies, but
the bulk of the recommendations applied to occupational pension schemes.
In terms of impact, Myners recognised that legislation can introduce uninten-

tional distortions into financial markets. In particular, he cited the MFR, which was
later replaced by scheme-specific measures. He was also concerned by the low level
of shareholder activism from institutional investors, and he proposed the adoption
of the interpretative bulletin relating to ERISA on the exercise of shareholder rights
(Department of Labor, 2008). This required a higher level of intervention by fund
managers in corporate decisions in order to maximise shareholder value.
Myners also found that the extent of trustee expertise was limited in key areas

relating to investment and thought that more training was needed. In particular,
he preferred the ‘prudent expert’ rule for trustees described in ERISA over the
‘prudent man’ approach. The latter was first described in the Massachusetts case
of Harvard College v Amory 26 Mass 446 (1830), where trustees are expected
to have regard to how ‘. . . men of prudence, discretion, and intelligence manage
their affairs’. In the United Kingdom, similar sentiments were first expressed in
the House of Lords decision on Speight v. Gaunt in 1882. The prudent expert rule,
as described in ERISA requires a trustee to act ‘. . . with the care, skill, prudence,
and diligence, under the circumstances then prevailing, that a prudent man acting
in a like capacity and familiar with such matters would use in the conduct of an
enterprise of a like character and with like aims’.
In order to encourage more skilled trustees, Myners not only suggested more

in-depth training, but also that trustees should be paid. Some independent trustees
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(typically those appointed when a pension scheme is being wound up) are paid, but
the majority are not. In its response to the Myners review, the National Association
of Pension Funds (NAPF) criticised this proposal, suggesting that the implied ad-
ditional responsibilities would discourage individuals from acting as trustees. The
suggestion of routine payment of trustees was not adopted.

5.7.9 Company Managers and Employees

The agency issues surrounding employees are substantial. However, employers do
not have unfettered rights in relation to how they can act with their employees. In
the United Kingdom, workers are protected by legislation such as the UK Employ-
ment Rights Act 1996, which covers unfair dismissal, discrimination, employment
tribunals and redundancy payments among other areas. There is also considerable
case law that has built up over decades. Similar legislation exists in other countries.
Finally, of course, employees are represented by trade unions.

5.7.10 Trade Unions

As discussed in Chapter 3, trade unions can also pose agency risks for firms. How-
ever, there are legislative issues here too, since closed shops were made illegal in
the United Kingdom in the UK Employment Rights Act 1996. Having said this, de-
spite trade unions being an important part of the industrial landscape of the United
Kingdom, they have never been a major factor in the financial services industry.

5.7.11 External Auditors

Internal auditing is covered in many of the codes discussed earlier in this section.
However, in the United States where the Enron and WorldCom scandals had orig-
inated, the Sarbanes–Oxley Act introduced an even tougher line with primary leg-
islation taking the place of a voluntary code. In relation to auditing, this legislation
had a number of purposes. The first was to strengthen the power of the audit func-
tion. One way in which this was attempted was by limiting the length of appoint-
ment of an audit partner within a firm to five years. Auditor rotation was considered
by (Smith, 2003) in the United Kingdom, but rejected on the grounds that the re-
sulting loss of trust and continuity would outweigh any benefits from increased in-
dependence; legislators in the United States took a different view. Sarbanes–Oxley
also bans the provision of audit and non-audit services by the same firm, in order
to avoid pressure on the audit partner from other departments of his or her firm.
Ironically, this restriction was introduced only three years after the provisions of
the Glass–Steagall Act separating commercial and retail banking were repealed

.006
5:22:27, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


5.7 Regulatory Environment 87

for banks. A third provision reflected the codes discussed above in requiring the
presence of non-executive directors on audit committees. However, in order to en-
sure that all of these measures were having the desired effect, Sarbanes–Oxley also
established the Public Company Accounting Oversight Board to oversee audit of
public companies.

5.7.12 Actuarial Advisers

The statutory role for actuaries in relation to pension schemes is long-standing:
the role of the scheme actuary has a place in United Kingdom legislation from the
UK Pensions Act 1995, but equivalent roles existed before this here, and continue
to exist elsewhere, most notably in the case of the United States’ enrolled actu-
ary, as defined in ERISA. Under the UK Pensions Act 2004, the scheme actuary is
responsible for advising pension scheme trustees on the method and assumptions
used in calculating technical provisions, funding benefits, and modifying the pen-
sion scheme. The scheme actuary is appointed by the pension scheme trustees and
acts for them.
In relation to life insurance companies, there have been important changes in

the United Kingdom in recent years. Until the end of 2003, the role of reserving
was delegated to the appointed actuary; however, with the adoption of the FSA’s
Integrated Prudential Sourcebook on 1 January 2004 (Financial Services Author-
ity, 2004) – later absorbed into the FCA Handbook (Financial Conduct Authority,
2015) – two new roles were created: with-profits actuary and actuarial function
holder. An actuarial function holder advises the management of an insurance com-
pany on the risks affecting ability to meet liabilities to policyholders, and on the
valuation methods and assumptions as well as performing calculations on this ba-
sis. If the life insurance company has with-profits business, then a with-profits ac-
tuary is required to comment on issues relating to this business, not least in relation
to bonus declarations.

5.7.13 Investment and Financial Advisers

In the United Kingdom, advice relating to the choice of investment manager, whe-
ther for an institution or an individual, requires the adviser to be authorised under
the UK Financial Services and Markets Act 2000, and is subject to regulation by
the FCA. Advisers must obtain a great deal of information on their clients in order
to ensure that the advice that they are giving is appropriate.
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5.8 Professional Environment

The regulatory environment has a major impact on firms operating in the financial
services industry; however, individuals working for these firms are often members
of profession bodies. In fact, there are a number of roles that can be held only
by individuals with particular professional qualifications. Professionals must fulfil
certain requirements – and can be subject to harsh sanctions if they do not. These
are the subject of this section.

5.8.1 Professional Bodies

The range of professional bodies is very large. Some are worldwide, such as the
CFA Institute which (among other things) administers the qualification for financial
analysts and provides CPD opportunities for its members; many more organisations
are regional. For example, as well as the CFA Institute’s United Kingdom branch,
there is also the Chartered Institute for Securities and Investment (CISI).
Another profession organised on a regional basis is accountancy and, within this,

auditing. In the United Kingdom, external auditors are catered for by the Institutes
of Chartered Accountants in England and Wales (ICAEW), Scotland (ICAS) and
Ireland (ICAI), or the Association of Chartered Certified Accountants (ACCA).
The ICAI also represents accountants in the Republic of Ireland. The equivalent
organisations in Australia, Canada and South Africa are the Institute of Chartered
Accountants in Australia (ICAA), the Canadian Institute of Chartered Accountants
(CICA) and the South African Institute of Chartered Accountants (SAICA) respec-
tively. In the United States, external auditors must be Certified Public Accountants.
They are regulated on a state-by-state basis, but examined by a national body, the
American Institute of Certified Public Accountants (AICPA).
Actuarial bodies are also regionally based, although several umbrella organisa-

tions exist. Most actuarial bodies belong to the International Actuarial Association
(IAA). In the United Kingdom, the Institute and Faculty of Actuaries is responsible
for training actuaries. In the United States, the American Society of Pension Pro-
fessionals and Actuaries (ASPPA) covers those working in pensions, as does the
Society of Actuaries (SoA) which has a broader remit whilst remaining focussed
on life contingencies. The Casualty Actuarial Society (CAS) covers those working
in non-life insurance. All actuaries can also belong to an umbrella organisation,
the American Academy of Actuaries (AAA). The Canadian Institute of Actuaries
(CIA), the Actuarial Society of South Africa (ASSA) and Institute of Actuaries of
Australia (another IAA) look after actuaries in their respective countries.
As its name suggests, the remit of the ASPPA is wider than just actuaries, also

providing qualifications for pension consultants and administrators. In the United
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Kingdom, pension administrators can also work towards qualifications with the
Pensions Management Institute (PMI). There are also a number of further affilia-
tions that qualified professionals can have reflecting particular specialisms, such as
the Association of Consulting Actuaries (ACA) in the United Kingdom, of which
many fellows of the Institute and Faculty of Actuaries working in consultancy are
members.
All of these bodies either administer professional qualifications, require mem-

bership of another body, or both. They also frequently require a minimum level of
CPD, although the level and type of CPD vary widely.
Some of these organisations also place restrictions on what their members can

do. In some cases, such as the Institute and Faculty of Actuaries, the restrictions
are quite general and principle-based, as set out in the Actuaries’ Code (Institute
and of Actuaries, 2013); however, others, such as the CFA Institute, impose much
more specific restrictions on their members. For example, in its Code of Ethics the
CFA Institute comments that ‘. . . members and candidates who possess material
non-public information that could affect the value of an investment must not act or
cause others to act on the information,’ and that ‘. . . members and candidates must
not engage in practices that distort prices or artificially inflate trading volume with
the intent to mislead market participants’. These rules apply even if there are less
stringent laws in the country in which the member or candidate is working.

5.8.2 Professional Regulators

In the United Kingdom, much of the work of professional regulation is carried out
by the Financial Reporting Council (FRC), which effectively regulates the account-
ing and actuarial professions. It does this by setting standards for these professions,
ensuring standards are upheld, and running a disciplinary scheme.
On the accounting side, the FRC is responsible for the production of Finan-

cial Reporting Standards (FRSs) and their predecessor, Statements of Standard Ac-
counting Practice (SSAPs) through the Accounting Standards Board (ASB). These
specify the way in which accounts should be drawn up. These standards are sup-
plemented by Statements of Recommended Practice (SORPs) which although are
not issued by ASB, are under supervision of ASB. For new issues, abstracts are
produced by the Urgent Issues Task Force (UITF). The standard of auditing is con-
trolled by the Auditing Practices Board (APB).
Until 2012, the FRC also encompassed the Board for Actuarial Standards (BAS),

which produced technical standards. The duties of the BAS have since been as-
sumed by the FRC. The production of ethical standards remains with the Institute
and Faculty of Actuaries. Previously, the technical standards were in the form of
Guidance Notes (GNs). However, all but one of these Guidance Notes have now
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been withdrawn in favour of broader Technical Actuarial Standards (TASs). These
include Generic TASs:

• TAS D: Data;
• TAS M: Modelling; and
• TAS R: Reporting Actuarial Information;
and Specific TASs:

• Pensions TAS;
• Insurance TAS;
• Transformations TAS; and
• Funeral Plans TAS.
From July 2017, the Generic TASs will be replaced with a single Generic TAS,
namely TAS 100: Principles for Technical Actuarial Work. The Specific TASs will
be replaced by TAS 200: Insurance, TAS 200: Pensions, and TAS 400: Funeral
Plan Trusts. Monitoring of both the actuarial and accountancy professions in the
United Kingdom is carried out by the Professional Oversight Board (POB), with
disciplinary proceedings being run by the Accountancy and Actuarial Discipline
Board (AADB), both of which are also part of the FRC.
In the United States, the equivalent of the ASB is the Financial Accounting Stan-

dards Board (FASB). This produces Financial Accounting Standards (FASs) and,
for urgent issues, abstracts drawn up by the Emerging Issues Task Force (EITF).
However, in the United States there is no federal body that considers discipline,
this being dealt with at a state level.
Actuarial regulation in the United States is only semi-independent. It is carried

out by the Actuarial Standards Board (another ASB), appointed by the Council
of US Presidents (CUSP), which consists of the presidents and presidents-elect of
the AAA, the ASPPA, the CAS, the Conference of Consulting Actuaries (CCA),
and the SoA. The CUSP also appoints the Actuarial Board for Counseling and
Discipline (ABCD). The ASB in the United States guides actuaries through the
issuance of Actuarial Standards of Practice (ASOPs).
In Australia, accounting standards are set by the Australian Accounting Stan-

dards Board (AASB) whilst auditing quality is maintained by the Auditing and
Assurance Standards Board (AUASB). These both fall within the remit of the Aus-
tralian version of the Financial Reporting Council (FRC), a government agency.
The disciplinary process in Australia differentiates between situations where the

law has been breached and situations where an action has been legal but nonethe-
less misconduct is alleged. In the first case, there are a number of external reg-
ulators who might be involved depending on the area of accountancy where the
alleged breach occurred. If the allegation relates to pension schemes, insurance
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companies or banks, then it is within the remit of the Australian Prudential Reg-
ulation Authority (APRA); however, if it relates to any other company, then it is
within the remit of the Australian Securities and Investments Commission (ASIC)
through the Companies Auditors and Liquidators Disciplinary Board (CALDB).
These are all independent government bodies. For other professional misconduct,
investigations are carried out by the Professional Conduct Section, the disciplinary
arm of the Institute of Chartered Accountants in Australia (ICAA).
In contrast to accountants, the Institute of Actuaries of Australia produces its

own guidance notes and runs its own disciplinary scheme, in the same way as the
Institute and Faculty of Actuaries did until 2006.
In Canada, accounting standards are set by the Accounting Standards Board

(AcSB), whose members are appointed by the Accounting Standards Oversights
Council (AcSOC). This itself was set up and continues to be funded by the Cana-
dian Institute of Chartered Accountants (CICA), so is only semi-independent, al-
though its membership is drawn from a wide range of disciplines including various
professions other than accountancy. Auditing quality is maintained by the Auditing
and Assurance Standards Board (AASB), which itself is overseen by the Auditing
and Assurance Standards Oversight Council (AASOC). This too was set up by
CICA.
Canadian actuarial standards are set by the Canadian version of the Actuarial

Standards Board (yet another ASB). This is independent of the CIA, but is overseen
by a body set up by the CIA, the Actuarial Standards Oversight Council (ASOC).
The CIA has its own disciplinary scheme.
In South Africa, accounting standards are set by the South African version of

the Accounting Standards Board (one more ASB), which is itself responsible to
the South African Minster of Finance. However, disciplinary matters are dealt with
by the South African Institute of Chartered Accountants (SAICA), which operates
a Professional Conduct Committee and a Disciplinary Committee.
For actuaries, the Actuarial Society of South Africa (ASSA) produces profes-

sional guidance notes, but there is external oversight provided by the Actuarial
Governance Board (AGB). Whilst established by ASSA, members of the AGB are
also nominated by non-actuarial financial bodies in South Africa in order to in-
crease the level of external scrutiny. Disciplinary investigations are dealt with by
the Professional Conduct Committee and Tribunal of ASSA. Again, non-actuaries
serve on both bodies.
As well as the country-based accounting standards, including those above, there

are also International Financial Reporting Standards (IFRSs) and their predeces-
sors, International Accounting Standards (IASs) drawn up by the International Ac-
counting Standards Board (IASB). The European Union agreed in 2002 that from
January 2005, IASs and IFRSs would apply to the consolidated accounts of com-
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panies listed in the EU. However, the attraction of a harmonised approach spread,
and according to PWC (2014) 283 countries have adopted IFRSs.
Of those countries that have not, many such as India are on the road to adoption;

others, such as Australia, have domestic equivalents to IFRSs, that closely mirror
the original standards; but some remain strongly opposed to the IFRS approach,
most notably the Securities and Exchange Commission in its 2012 report.

5.9 Industry Environment

In the same way that members belong to professional bodies, firms often belong
to industry bodies. Similarly, they are subject to controls imposed by industry reg-
ulators. The contribution of these bodies to the industry environment is discussed
here.

5.9.1 Industry Bodies

In banking, most countries have a banking association (such as the British Bankers’
Association, or BBA) representing the interests of financial services firms. Staying
in the United Kingdom, there is also the Association of British Insurers (ABI)
which represents the insurance industry, whilst the Pensions and Lifetime Savings
Association (PLSA) – formerly the National Association of Pension Funds (NAPF)
represents employer-sponsored (rather than individual) pension schemes.
International bodies also exist such as the International Swaps and Derivatives

Association (ISDA) which represents all parties involved with those types of finan-
cial instruments.
The purpose of these bodies is lobbying and member assistance rather than the

maintenance of a particular level of skill. As such, their main role is to apply pres-
sure on behalf of member institutions on governments, leveraging the power that
individual organisations would have. Little of the lobbying is done in the public
eye, so it is difficult to judge the success these bodies have; however, they have
been a long-standing feature of the industry landscape.

5.9.2 Industry Regulators

The United Kingdom has an essentially unified system of regulation for all indus-
tries except occupational pensions, which are regulated by The Pensions Regulator.
All other aspects of financial services are regulated – often jointly – by the Fi-
nancial Conduct Authority (FCA) and the Prudential Regulation Authority (PRA).
These two organisations divided between them the work of the Financial Services
Authority (FSA). The FSA started life as the Securities and Investments Board
(SIB) which was established by the UK Financial Services Act 1986. However,
the SIB effectively delegated most of its powers to other organisations set up by
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the same legislation, namely FIMBRA, IMRO, LAUTRO and the SFA. These four
bodies were classed as Self-Regulatory Organisations (SROs). SIB also allowed
accountants, actuaries and lawyers to carry out a limited amount of investment
business without registering with any of these bodies: they could instead be reg-
ulated by their relevant Recognised Professional Body (RPB). In 1995, FIMBRA
and LAUTROwere merged into a single organisation, the Personal Investment Au-
thority (PIA), and in 1997 SIB became the FSA and took direct control of the areas
previously looked after by SROs.

The Financial Services Authority

The FSA had four broad aims:

• to protect customers;
• to limit the risk of systemic failure;
• to improve financial literacy; and
• to combat financial crime.
The most important ways in which the first two of these items were supposed to

be accomplished was through the regulation of banks and of insurance companies.
The first of these was through the implementation of the Basel Accords, and the
second was through preparation for Solvency II. The implementation of Basel II
was reasonably straightforward in that few additional decisions needed to be taken
relative to the accord itself; however, Solvency II required more discretion.
The FSA also had a role in relation to non-financial firms listed in the UK. In

this regard it had the power to ensure that all firms complied with stock exchange
listing rules in relation to disclosure and corporate governance, and the power to
cancel their listings if they did not.
On 1 April 2013, the regulatory duties of the FSA were passed on to two new

bodies: one, the Financial Conduct Authority (FCA), is responsible for ensuring
that the behaviour of those working in financial services is of a sufficiently high
standard; and the other, the Prudential Regulation Authority (PRA), is tasked with
ensuring that financial service institutions are sufficiently capitalised. The FSA’s
responsibilities for ensuring the resilience of the UK financial system as a whole
were taken over by the Financial Policy Committee (FPC). Both the PRA and the
FPC are part of the Bank of England. The FCA, PRA and FPC were all created by
the UK Financial Services Act 2012.

The Financial Conduct Authority

The FCA is primarily responsible for conduct regulation. This involves looking at
the way in which firms carry out their business and treat consumers. In this regard,
it has three statutory objectives:
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• to secure an appropriate degree of protection for consumers;
• to protect and enhance the integrity of the UK financial system; and
• to promote effective competition in the interests of consumers.

The main consumers that the FCA aims to protect are:

• retail consumers buying financial products or services for themselves;
• retail investors in financial instruments;
• wholesale consumers, including regulated firms either buying products, making
investments or raising capital; and

• small businesses.
The FCA bases its approach to regulation on the principles which regulated firms

must follow. In particular, a firm must:

• conduct its business with integrity;
• conduct its business with due skill, care and diligence;
• take reasonable care to organise and control its affairs responsibly and effec-
tively, with adequate risk management systems;

• maintain adequate financial resources;
• observe proper standards of market conduct;
• pay due regard to the interests of its customers and treat them fairly;
• pay due regard to the information needs of its clients, and communicate infor-
mation to them in a way which is clear, fair and not misleading;

• manage conflicts of interest fairly, both between itself and its customers and
between a customer and another client;

• take reasonable care to ensure the suitability of its advice and discretionary de-
cisions for any customer who is entitled to rely upon its judgement;

• arrange adequate protection for clients’ assets when it is responsible for them;
and

• deal with its regulators in an open and cooperative way, and disclose to the ap-
propriate regulator anything relating to the firm of which that regulator would
reasonably expect notice.

These are the fundamental obligations for regulated firms set out in the FCA
Handbook (Financial Conduct Authority, 2015).
As part of its objectives, the FCA is also responsible for prudential regulation of

those authorised firms not regulated by the PRA. These include brokerage firms,
financial advisers, sole traders, broker dealers, commodities traders, spread betters
and asset managers.
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The Prudential Regulation Authority

The PRA prudentially supervises all banks, building societies, credit unions, in-
surers, and a small number of systemically important investment firms. Prudential
regulation involves ensuring that firms are commercially sound. The PRA has three
statutory objectives, the first two of which are primary and the third of which is sec-
ondary:

• to promote the safety and soundness of the firms it regulates;
• for insurance firms, to contribute to the securing of an appropriate degree of
protection for those who are or may become insurance policyholders; and

• to facilitate effective competition.
For prudential regulation, the PRA is responsible for implementing the EU Cap-

ital Requirements Directive 2013/36/EU 2013, or CRD IV. This is the European
Union’s implementation of Basel III, which is discussed in more detail in Chap-
ter 19.
The PRA seeks to meet its objectives through both regulation and supervision.

Regulation involves setting standards that firms must meet, whilst supervision in-
volves assessing the risks posed by firms and, if appropriate, taking action.
The PRA states that its approach to regulation and supervision has three charac-

teristics:

• it uses judgement to determine whether financial firms are safe and sound, whe-
ther insurers provide appropriate protection for policyholders and whether firms
continue to meet the minimum standards;

• it assesses firms not just against current risks, but also against risks that could
plausibly arise in the future, aiming to intervene at an early stage where neces-
sary; and

• it seeks to focus on those issues and those firms that pose the greatest risk to the
stability of the UK financial system and policyholders.

One such issue is culture, particularly in banking. As such, the PRA has de-
veloped a Senior Managers Regime (‘SMR’) for banks. It has also introduced a
Certification Regime (‘CR’) together with a framework for assessing fitness and
propriety, and a new set of Conduct Rules.
The SMR covers anyone performing a Senior Management Function (‘SMF’).

Two types of function exist: executive (including the chief executive, chief finance,
chief risk and other executive functions) and oversight (including the chairman of
the firm and chairs of other committees). The chief executive, chief finance and
chairman are all mandatory positions, and each must be held by a separate individ-
ual. There are also restrictions on other SMFs: the chief risk must be an indepen-
dent senior manager; the head of internal audit must be separate and independent

.006
5:22:27, subject to the Cambridge Core terms of use,



96 The External Environment

from other functions and activities of the firm; and the chairs of neither the risk
committee nor the remuneration committee can perform any executive function in
the firm. The SMR also focusses on non-executive directors and their responsibili-
ties, detailed as:

• ensuring that the board and/or the committees which they chair:
– meet with sufficient frequency;
– foster an open, inclusive discussion which challenges executives where ap-
propriate; and

– devote sufficient time and attention to matters within their remit which are
relevant to the firm’s safety and soundness;

• ensuring that the board or committee and its members have the information nec-
essary to perform their tasks;

• facilitating the running of the board or committee to assist it in providing inde-
pendent oversight of executive decisions; and

• reporting to the main board on the committee’s activities.
In addition, the PRA expects chairmen to:

• seek proactively to remain appraised of matters relating to the board and its
individual committees; and

• commit a significantly larger proportion of their time to their functions than other
non-executive directors.

There is also a special requirement for the senior independent director, who
should consider the extent to which the chairman has fulfilled his or her respon-
sibilities under the SMR, and the quality and sufficiency of resources allocated to
the chairman’s office.
The Certification Regime covers how a firm should decide which roles within

the firm are certification functions. These are roles allocated to those described
by the PRA as significant risk takers – that is, those whose professional activities
have a material impact on an institution’s risk profile. However, such a person who
already performs an SMF would not also fall within the Certification Regime. Nor
would anyone who is not significantly involved in the regulated activity of a firm
be covered by this regime.
The Conduct Rules are divided into two categories. Individual Conduct Rules

apply to anyone performing a Certification Function, whilst Senior Manager Con-
duct Rules apply only to those holding Senior Manager Functions. The Individual
Conduct Rules state that a person must:

• act with integrity;
• act with due skill, care and diligence; and
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• be open and co-operative with the FCA, the PRA and other regulators.
The Senior Manager Conduct Rules state that a person must in addition:

• take reasonable steps to ensure that the business of the firm for which he or she
is responsible is controlled effectively;

• take reasonable steps to ensure that the business of the firm for which he or
she is responsible complies with the relevant requirements and standards of the
regulatory system;

• take reasonable steps to ensure that any delegation of his or her responsibili-
ties is to an appropriate person and that he or she oversees the discharge of the
delegated responsibility effectively; and

• disclose appropriately any information of which the FCA or PRA would reason-
ably expect notice.

When assessing fitness and propriety, the PRA considers a person’s honesty, in-
tegrity and reputation, their competence and capability, and their financial sound-
ness. The PRA believes that firms should consider similar factors.
The PRA has put in place a similar set of requirements to that which exists in

the insurance sector, with a Senior Insurance Managers Regime (‘SIMR’), Conduct
Standards, and a framework for assessing fitness and propriety. The fitness and
propriety framework for insurance is essentially the same as for banking.
The SIMR covers anyone performing a Senior Insurance Management Function

(‘SIMF’). As with the SMFs, both executive and oversight functions exist. How-
ever, there are also a number of additional functions, namely:

• group entity senior insurance manager;
• head of third country branch;
• chief actuary;
• with-profits actuary;
• chief underwriting officer; and
• underwriting risk oversight.
There are also separate functions applying solely to Lloyd’s. Furthermore, many

functions do not apply to insurance special purpose vehicles (ISPVs).
As with the SMFs, the chief executive, chief finance and chairman are manda-

tory positions. Following on from the EU Delegated Regulation 2015/35/EU sup-
plementing Solvency II 2015, the head of internal audit function cannot hold any
other SIMF. More broadly, the same regulation requires firms to ensure that the
assignment of more than one role to the same person is not likely to prevent that
person from acting objectively.
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In addition to senior insurance management functions, The SIMR covers the key
functions that should be included in a firm’s system of governance. The required
functions are:

• risk management;
• compliance;
• internal audit; and
• actuarial.
However, the PRA recommends that additional functions be considered as ap-

propriate, suggesting the following:

• investment;
• claims management;
• information technology; and
• reinsurance.
The PRA has specific requirements for non-executive directors, chairmen and

senior independent directors that are identical for those under the SMR for banks.
As with the Conduct Rules for banking, the Conduct Standards for insurance

are divided into two categories. Individual Conduct Standards apply to anyone per-
forming a key function, and state that a person must:

• act with integrity;
• act with due skill, care and diligence; and
• be open and co-operative with the FCA, the PRA and other regulators.
Any key function holder must in addition comply with the following Senior

Insurance Manager Conduct Standards:

• take reasonable steps to ensure that the business of the firm for which he or she
is responsible is controlled effectively;

• take reasonable steps to ensure that the business of the firm for which he or
she is responsible complies with the relevant requirements and standards of the
regulatory system;

• take reasonable steps to ensure that any delegation of his or her responsibili-
ties is to an appropriate person and that he or she oversees the discharge of the
delegated responsibility effectively; and

• disclose appropriately any information of which the FCA or PRA would reason-
ably expect notice.

Finally, a non-executive director who is not an approved person in relation to a
firm must also adhere to this final Senior Insurance Manager Conduct Standard:
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• when exercising responsibilities, pay due regard to the interests of current and
potential future policyholders in ensuring the provision by the firm of an appro-
priate degree of protection for their insured benefits.

The requirements around assessing fitness and propriety in insurance companies
are again the same as those that apply to banks.
The PRA does not seek to completely eliminate the failure of financial firms;

instead, it seeks to ensure that if a financial firm fails, it does so in a way that does
not cause significant disruption to the financial system.

Regulation of Occupational Pensions

Whilst the FCA and the PRA – like the FSA before them – have remits that cover
private pensions, occupational pensions are supervised by the Pensions Regulator.
The first body established to oversee all occupational pensions was the Occupa-
tional Pensions Board (OPB) created in the UK Social Security Act 1973. The
OPB was replaced by the Occupational Pensions Regulatory Authority (OPRA)
following the UK Pensions Act 1995, and this was itself replaced by the Pensions
Regulator further to the UK Pensions Act 2004. The Pensions Regulator has the
power to appoint trustees and to freeze or wind-up a pension scheme. It can also
influence the actions not only of pension scheme trustees, but also of other parties.
In particular it has the power to intervene where it is thought that employers, direc-
tors or majority shareholders are failing to uphold their responsibilities to pension
schemes. It can also step in if it believes that an employer no longer has sufficient
resources to continue to support a pension scheme.

Regulators as Agents

It is worth recognising that regulators are, in effect, acting on behalf of govern-
ments. This means that there is a risk that they will act for their own benefit first,
in particular by extending their influence. In theory, this could lead to excessive
regulation; in practice, this rarely seems to have been the case.

5.10 Further Reading

As with the internal environment, the advisory risk management frameworks
discussed in Chapter 19 offer some of the best insights into the considerations
surrounding the external environment. Details about the FCA and the PRA can be
found on their respective websites (http://www.fca.org.uk and http://www.
bankofengland.co.uk/pra). In particular, information on the Senior Managers
Regime, the Certification Regime, Conduct Rules and assessing fitness and pro-
priety in banking can be found at http://www.bankofengland.co.uk/pra/
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Documents/publications/ss/2015/ss2815.pdf; information on the Senior
Insurance Managers Regime, Conduct Standards, and assessing fitness and propri-
ety in insurance companies can be found at http://www.bankofengland.co.
uk/pra/Documents/publications/ss/2015/ss3515.pdf.

Questions on Chapter 5

1. Describe how an economic downturn might affect a defined benefit pension
scheme.

2. Suggest why a strongly hierarchical firm might have difficulty managing risks.
3. Sketch a diagram of the underwriting cycle.
4. State, with reasons, two broad ways in which restrictions in relation to invest-
ments can be used to reduce risk in defined benefit pension schemes.

5. Describe two ways in which the rate of withdrawal from a defined contribution
scheme can be controlled.

6. Outline six ways in which an independent director’s independence could be
compromised.

7. Discuss the arguments for and against limiting the term of appointment for ex-
ternal auditors.
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Process Overview

Once the context has been defined, the ERM process can be implemented. How-
ever, this is not to say that the context cannot change. Both internal and external
factors will develop over time, so it is important to constantly be aware of the con-
text and its impact on the process
ERM is implemented as a control cycle. This means that it is a continual pro-

cess rather than one with a defined start and end. The broad process is given in
Figure 6.1.
The first stage in a risk management process is identification, but it is important

to ensure that this is done using a consistent risk language and taxonomy. This
involves not only defining all of the risks, but also grouping them in a coherent
fashion. This is important because it ensures that risks have consistent meanings
throughout the organisation. However, it is important to note that there is no one
‘right’ taxonomy.
Risk identification itself involves not only working out which risks an organisa-

Identification

Assessment

Management

Monitoring

Modification

Figure 6.1 The ERM Control Cycle
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tion faces, but also a description of the broad nature of those risks. It also means
recording them in a consistent and complete way to make reviewing them in future
a much easier process.
Having identified the risks, it is then time to assess them in the context of the risk

appetite of an organisation. In practice, the risk appetite should be agreed and given
in clear terms before risks are actually measured. This includes specifying the risk
measures to be used, as well as the values of those measures that are thought to be
acceptable. However, because it is helpful to understand the way in which risks can
be modelled in order to define a risk appetite, the quantification of risk is dealt with
before the question of risk appetite in this book. It is also worth noting that whilst
determining the risk appetite in advance of taking risks might be practical for a
new firm, it might be less desirable for a firm that already has risk on its books –
here, it makes sense to take the current risk profile into account when determining
the risk appetite.
Risk assessment includes the question of whether a risk can be quantified, as well

as the question of how to aggregate risks sensibly. Having assessed all of the risks,
it is then time to compare them with the risk appetites defined earlier and, when
needed, to manage them somehow. The management of risks is itself not final –
the way in which risks are treated should also be kept under constant review. More
importantly, if the treatments are not behaving as they should, further action should
be taken in respect of that risk.
The importance of constantly reviewing the context has already been mentioned.

However, there are other ongoing features of an ERM process. The first of these
is monitoring. All inputs to and outputs from an ERM process should be reviewed
frequently, and if necessary action should be in response to the results. Monitoring
includes actively investigating aspects of the process, but can also involve setting
trigger points for review, such as significant changes in market indices, or the intro-
duction of new legislation. As part of this process, any losses arising from risks –
anticipated or not – should be carefully recorded in order to improve the assessment
and treatment of future risks.
A related process is reporting. Monitoring will require information to be pro-

duced on a regular basis to the CRF, but broader reporting is also needed. This
includes reports for internal stakeholders such as the board of directors and exter-
nal ones such as regulators and shareholders.
Finally, the ERM process, and all its components should be subject to frequent

external audit. This can help validate the system itself as well as the inputs to and
outputs from the system.
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Definitions of Risk

7.1 Introduction

When managing risks, it is important to be aware of the range of risks that an
institution might face. The particular risks faced will differ from firm to firm, and
new risks will develop over time. This means that no list of risks can be exhaustive.
It is possible to describe the main categories of risk, and the ways in which these

risks affect different types of organisation. However, even this is not without risks.
Risks can be categorised in any number of different ways, and the definitions given
below are not the only ‘right’ ones. It is more important that the taxonomy used
in any institution is itself internally consistent, and that this taxonomy is widely
understood and agreed within the institution.

7.2 Market and Economic Risk

Market risk is the risk inherent from exposure to capital markets. This can relate
directly to the financial instruments held on the assets side (equities, bonds and so
on) and also to the effect of these changes to the valuation of liabilities (long-term
interest rates and their effect on life insurance and pensions liabilities being an
obvious example). Closely related to market risks are economic risks, such as price
and salary inflation. Whilst these risks often affect different aspects of financial
institutions – market risk tends to affect the assets and financial risk the liabilities
– there is some overlap and both can be modelled in a similar way.
Banks face market risk in particular in two main areas. The first is in relation to

the marketable securities held by a bank, where a relatively straightforward asset
model will suffice; however, this risk must be assessed in conjunction with market
risk relating to positions in various complex instruments to which many banks are
counter-parties. It is important both to include all of the positions but also to ensure
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that any offsetting positions between different risks (for example, long and short
positions in similar instruments) is allowed for.
Market risk for non-life insurance companies again relates to the portfolios of

marketable assets held, but may also be related to assumptions used for claims in-
flation. The extent to which this is true will depend on the class of insurance, as in
many cases claims inflation will be driven by idiosyncratic factors such as medi-
cal expense growth. Similarly, for life insurance companies and pension schemes,
the market risk in the asset portfolios is linked to the various economic assump-
tions used to value the liabilities, in particular the rate at which those liabilities
are discounted. For these two types of institution, market risk is arguably the most
significant risk faced.

7.3 Interest Rate Risk

Interest rate risk is a type of market risk that merits particular consideration. It
is the risk arising from unanticipated changes in interest rates of various terms.
This can be changes in the overall level of interest rates, or in the shape of the
yield curve – that is, in interest rates at different terms by different amounts. As
mentioned above, it affects both the value of long-term financial liabilities and the
value of fixed interest investments. It is also interesting because expected returns at
different points in the future are closely linked through the term structure of interest
rates. This means that modelling interest rates brings particular considerations that
have resulted in a number of models designed to deal with the issues arising from
this term structure.
The term structure of interest rates is an important aspect of interest rate risk.

In particular, holding interest-bearing assets to hedge interest sensitive liabilities is
only effective if both are affected by various changes in interest rates in a similar
way.

7.4 Foreign Exchange Risk

Foreign exchange risk is another special type of market risk or economic risk. It
reflects the risk present when cash flows received are in a currency different from
the cash flows due.
Foreign exchange risk is sometimes cited as a component of equity market risk

when comparing domestic and overseas equities. However, the underlying cash
flows of many domestic equities are from unhedged overseas sources, and in many
cases a stock listed on an exchange in one country will have a similar pattern of
underlying cash flows to one listed elsewhere. This is particularly true for multi-
national firms whose main differences are the locations of their head offices. This

.008
5:49:16, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org
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suggests that unless there are regular, significant arbitrage opportunities, the prices
of such stocks should follow each other rather than the currencies of the exchanges
on which they are listed.

7.5 Credit Risk

Credit risk can be defined in a number of ways. In some cases, it will refer only
to default risk. In other words, it is limited to the risk of loss from non-payment.
Under this definition, the other main aspect of credit risk – that is, spread risk or
the risk of a change in value due to a change in the spread – is covered by market
risk. It is also worth noting that there is an element of default risk inherent in traded
securities. This is typically covered by market risk.
However, many institutions will use a wider definition for credit risk. In relation

to a particular security, it may include the risk of downgrade, whilst more gener-
ally it may also include the risk of spread widening. The distinction is important,
because spreads can widen for a particular bond without that bond being down-
graded.
For banks, credit risk is often the largest risk in the form of large number of loans

to individuals and small businesses. Another major source of credit risk for many
banks is counter-party risk for derivative trades. This is the risk that the opposite
side to a derivative transaction will be unable to make a payment if it suffers a loss
on that transaction.
Banks also model credit risk for many of the credit-based structured products

that they offer, such as CDOs. Complex credit models are needed to accurately
model the risk in these products and to correctly divide the tranches.
Whilst credit risk in this context is separate from market risk, it is clear that these

risks will be linked, together with economic risk. An economic downturn is likely
to increase the risk of default, and the risk of default will be higher when the value
of the equity stock is lower. It is important to consider these interactions together,
as well as the fact that these interactions may be non-linear.
For life and non-life insurance companies the main credit risk after that seen in

the bond portfolio is the risk of reinsurer failure. This credit risk is clearly linked
to longevity or, more likely, mortality risk for firms writing life insurance business,
and to non-life insurance risk for those writing non-life business – when claims
experience is worse, then claims from reinsurers are more likely to be made.
Banks and insurance companies also expose their bondholders to credit risk,

since they themselves are at risk of insolvency.
The greatest credit risk for most pension schemes is the risk of sponsor insol-

vency. This is potentially a significant risk, given that the sponsor’s covenant can
often be in respect of a significant portion of the pension scheme liabilities, and that
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the creditworthiness of many sponsors leaves much to be desired. An additional
credit risk that many pension schemes now face relates to the financial strength of
insurance companies used to secure scheme liabilities. This is an important issue
and should be borne in mind by any Scheme Actuaries considering this route.
An important point to note is that credit risk is very similar to non-life insurance

risk in that there is both incidence (the probability of default) and intensity (the
recovery rate). This is important to bear in mind when considering the techniques
used in each to model and manage risk.

7.6 Liquidity Risk

Liquidity risk is a risk faced by all financial institutions. Illiquidity can manifest
itself through high trading costs, a need to accept a substantially reduced price for
a quick sale, or the inability to sell at all in a short time scale. This risk, that a firm
cannot easily trade due to a lack of market depth or to market disruption, is known
as market liquidity risk.
However, another aspect of liquidity is the ability of organisations to raise ad-

ditional finance when required. The risk that a firm cannot meet expected and un-
expected current and future cash flow and collateral needs is known as funding
liquidity risk.
When assessing the level of liquidity needed from the asset point of view, the

timing and the amount of payments together with the uncertainty relating to these
factors are key. However, some illiquidity can actually be desirable – if an insti-
tution can cope with a lack of marketability in a proportion of its assets, then it
might be able to benefit from any premium payable for that illiquidity. Having said
this, it must be borne in mind that some illiquid assets also have other issues such
as higher transaction costs or greater heterogeneity (real estate and private equity
being key examples). Illiquid assets are also less likely to be eligible to count (or
at least count fully) towards the regulatory capital of a bank or insurance company.
Assets can provide liquidity in three ways: through sale for cash; through use

as collateral; and through maturity or periodic payments (such as dividends or
coupons).
From the funding point of view, it might sometimes seem attractive to lend over

the long term whilst using short-term funding – for example, selling mortgages
whilst raising capital in the money markets. This will appeal particularly when
long term interest rates are higher than short term rates. However, there is a risk
here that if the short-term money markets close, then an organisation following
such a policy will find itself with insufficient resources.
This leads us to a discussion of individual institutions. Banks are generally short-

term institutions, but whilst the direction of net cash flow is not clear it is only in
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exceptional circumstances that the excess of outflows over inflows will amount to
a large proportion of the bank’s assets (a ‘run on the bank’). This suggests that a
degree of asset illiquidity is acceptable. However, reliance on short-term funding
can be – and has been – a problem for banks, as it leaves them with insufficient
statutory reserves to carry on business.
Life insurance firms generally have long-term liabilities and greater cash-flow

predictability than banks, so a higher degree of illiquidity is appropriate. Non-life
insurance liabilities fall somewhere between bank and life insurance liabilities in
terms of both term and predictability, depending on the class of business, so the ap-
propriate level of liability is similarly variable. In both cases, insurance companies
are generally less reliant on short-term finance, so financing liquidity is also less of
an issue for them than for banks.
Pension schemes are generally long-term institutions; however, a pension scheme

which is cash flow positive (where benefits are still being accrued at a higher rate
than they are being paid out) can afford to invest a higher proportion of its assets
in illiquid investments than can a cash flow negative scheme (a closed or even just
a very mature scheme). Having said this, even mature pension schemes or those
in wind-up can afford illiquidity in some of their assets: the extent depends on
whether those assets match the liability cash flows and, in the case of a wind-up,
the extent to which the insurance company is willing to take on illiquid assets.

7.7 Systemic Risk

This is the risk of failure of a financial system. Systemic risk occurs when many
firms are similarly affected by a particular external risk either directly or through
relationships with each other and more broadly. The risk of systemic failure is
particularly great if all firms follow similar strategies. In this instance even if all
firms are well-managed individually, an external event resulting in the insolvency
of an individual firm could result in failure of the entire financial system if all firms
following the same strategy were similarly affected.
To the extent that systemic risk is driven by the relationships between different

parties, it is also known as contagion risk. This can also be described as the risk
that failure in one firm, sector or market will result in further failures.
There are four broad types of systemic risk:

• financial infrastructure;
• liquidity;
• common market positions; and
• exposure to a common counter-party.
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7.7.1 Financial Infrastructure

The risk relating to financial infrastructure arises if a commonly-used system fails.
This is particularly true if it relates to payment or settlement of financial transac-
tions – such a failure can paralyse the entire financial system.
A classic example of this failure was the Herstatt crisis. In 1974 the small Ham-

burg-based Herstatt Bank failed due to fraud. Many US banks had made large pay-
ments to Herstatt in West German Deutschmarks earlier in the day, and were due
to receive payments back in US dollars. By the time the dollar payments were
due, Herstatt had been declared insolvent. This led to the paralysis of the interbank
market – since the exact exposures of all banks to Herstatt was unknown, no banks
wanted to be the first to make any further payments in case their counter-parties
were then also declared insolvent. The effect therefore spread from the initial in-
solvency to affect all transactions between banks.

7.7.2 Liquidity Risk

Liquidity risk has already been discussed in Section 7.6, but it becomes a systemic
risk if a run on banks occurs, or if short-term money markets become less liquid.
Both result in a reduced ability for banks to raise the capital they need to remain
solvent. As such this is a funding liquidity risk. The global financial crisis that
started in 2007 resulted from such issues. Here, the reluctance of banks to provide
short-term lending to each other, and for the wider market to provide short-term
funding, led to the risk of collapse for many banks, some of which were saved by
government finance and others of which were left to become insolvent. The reduced
solvency of banks, coupled with a desire to increase the amount of free capital held,
meant that banks were less able to lend money to firms and individuals. The knock-
on effect was that the economy as a whole was damaged by the system-wide fall in
funding liquidity.

7.7.3 Common Market Positions

Exposure to common investment positions can affect individual investments or
whole sectors or markets. The resulting risk is also known as feedback risk, the
risk that a change in price will result in further changes in the same direction.
Sometimes such movements are simply a result of sentiment and might be better
characterised as behavioural risks that cause stocks either individually or in groups
to trend upwards (bubbles) or downwards (crashes). These have been seen since
the South Sea Bubble – a speculative investment bubble and subsequent crash of
the eighteenth century – and even earlier.
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However, as important as the sentiment-driven movements are the downward
risks of forced sales. Here, a fall in price of a risky asset can reduce the solvency
of an investor, forcing the investor to sell the asset and buy a risk-free alternative to
protect a statutory solvency position. This forced sale of the asset causes a further
fall in price, resulting in further solvency problems and even more sales. If this
risk extends to a significant proportion of the market, then it can threaten systemic
stability. This is what happened in the case of Long Term Capital Management
(LTCM), a hedge fund that was forced into near-insolvency in 1998. It was so
large that if it had been obliged to close its derivative positions, the effect on prices
would have been such that a number of firms with similar positions to LTCMwould
also have been forced into insolvency.

7.7.4 Exposure to a Common Counter-party

Exposure to a common counter-party is another contagion-type systemic risk. This
risk requires a relatively small failure to cascade through several layers of investors
– so not just those investing in the failed firm, but those investing in institutions
that invested in the failed firm, and so on. To become a systemic risk, the ultimate
effect must be one that damages the stability of an entire financial system.
These gains and losses might stem from financial reasons, in particular if hold-

ings in a failed firm cause losses more widely, through some sort of direct financial
relationship; however, they might simply be due to a loss of confidence in firms
carrying out similar business to a failed firm. For example, if a particular country’s
credit rating fell, resulting in a fall in the prices of that country’s debt, then this
might cause the debt of similar countries to be similarly affected. This might be
due to exposure to similar economic factors, or it might be simply driven by nega-
tive sentiment. Contagion could also result in wider effects being felt. For example,
banks holding the affected government bonds could find their share prices falling,
and any cross-holdings of one bank’s shares by another could exacerbate the effect.
Such a contagion effect could also cause other types of systemic problems. For

example, anything that reduced the solvency of banks could also reduce their ability
to raise capital, leading to systemic liquidity issues as described above. Here too
sentiment has a role to play, since a reduction in lending could be driven by fear as
much as economic rationality.

7.8 Demographic Risk

Demographic risk can be interpreted as covering a wide range of risks. It includes
proportions married or with partners, age differences of partners, numbers of chil-
dren (all for dependent benefits), lapses (for insurance products) or withdrawals
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(for pension schemes), pension scheme new entrant and retirement patterns, but,
most importantly, mortality or longevity.
Mortality risk (the risk that a portfolio will suffer from mortality being heavier

than expected) and longevity risk (the risk that a portfolio will suffer from mor-
tality being lighter than expected) are significant factors for both pension schemes
and life insurance companies. The former suffers from only longevity risk – except
for any uninsured death-in-service lump sum benefits – but both risks are present
for life insurance companies: term and whole-life insurance carries mortality risk,
whereas general and pension annuity business carry longevity risk. The Interna-
tional Actuarial Association (2004) defines four types of mortality or longevity
risk:

• level;
• volatility;
• catastrophe; and
• trend.
Level risk is the risk that the underlying mortality of a particular population

differs from that assumed. This is distinct from volatility risk, which is the risk that
the mortality experience will differ from that assumed due to there being a finite
number of lives in the population considered. Losses can be made due to volatility
risk in a small population even if the underlying mortality assumption is correct
and there is no level risk. More importantly, even in relatively large schemes there
may be a small number of members – usually from senior management – whose
benefits form a disproportionately large percentage of the total liabilities.
An extreme version of volatility risk is catastrophe risk. This is the risk of large

losses due to some significant event increasing mortality rates beyond simple ran-
dom volatility. Examples would be natural disasters such as floods or earthquakes,
or pandemics. It is important to note that volatility risk only affects mortality risk.
Whilst it is possible to have a sudden spike in mortality rates increasing losses
due to a temporary increase in rates, it is not likely that a sudden temporary dip in
mortality rates, increasing losses in annuity portfolios, will occur.
The final risk is trend risk. This is the risk that mortality rates will improve over

time at a rate different to that assumed. This risk is distinct from the other three
risks as it considers the development of mortality rates over the long term, whereas
the other three risks consider mortality rates only in the immediate future.
Lapses, withdrawals and pension scheme new entrants and early retirements are

also of particular interest because they are not necessarily independent, either from
each other (for the pension scheme items) or from market and economic variables.
For example, early withdrawals from a pension scheme are likely to be higher
if a sponsor has to make employees redundant in the face of difficult economic
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conditions. This suggests that some demographic variables should be considered
together with market and economic conditions.
However, it is worth noting that whilst salary increases might be allowed for in

funding valuations and for other planning purposes, the firm’s obligation extends
only as far as accrued benefits, which are not affected by these decrements. The
main exception here is if unreduced early retirement is offered as an alternative to
redundancy. This can significantly increase the value of benefits a pension scheme
is committed to pay.

7.9 Non-life Insurance Risk

This is generally the main risk faced by firms writing non-life insurance business.
The shorter time horizon for most non-life insurers means that market and eco-
nomic risks are less directly relevant, although their interaction with non-life risks
can be important. There are also some long-tail classes for which investment and
economic risks are significant.
Non-life insurance risk is the key factor in arriving at a correct premium rate for

the business to be written and in arriving at the correct reserves for the business
that has already been taken on. Two aspects need to be considered: the incidence
of claims, and their intensity. In a way, incidence is not dissimilar to mortality risk,
except that it can be assessed over a shorter time horizon, is often at a higher rate
(for some classes of insurance) and can be much less stable from year to year.
Unlike most mortality risks, the intensity of each claim is not necessarily the

same from one claim to another. In some cases, the maximum possible claim is
known (for example, buildings insurance), whereas for others the maximum real-
istic claim amount is less easily defined, although it might be subject to some limit
(for example, employer liability insurance). Because the risks differ significantly
from class to class, a variety of approaches is needed to model them correctly.
Another similarity with mortality risk is that it too can be considered as four

separate risks:

• underwriting;
• volatility;
• catastrophe; and
• trend.
Underwriting risk is the analogue of level risk in life insurance: it is the risk that

the average level of claims in the portfolio as measured by incidence and intensity
is different from that assumed. In practical terms, it means that insurance risks are
accepted when they should not be. This includes taking on risks at too low a price.
In this context, it can also be used to refer to life insurance risks.
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Volatility risk is a risk that remains even if risk is correctly underwritten, and
reflects uncertainty in the incidence and intensity of claims resulting from the fact
that only a finite number of policies exist.
Catastrophes can occur when high-intensity low-probability events occur; how-

ever, they can also occur as a combination of a smaller event combined with a
high concentration of claims by frequency, perhaps with an unusually high average
claim amount. In all cases, catastrophes can be caused by some natural disaster
such as hurricane, flood or earthquake, or by something less direct such as a legal
judgement affecting a particular class.
Trend risk is again the odd one out as it relates to future changes. It refers to

the risk of unexpected changes from current levels in the incidence and intensity
of claims. The incidence part of this risk relates to the change in the number of
claims per policy. The intensity aspect is distinct from claims inflation, which is
effectively an economic risk; rather it is about the type of claim. It is important to
note that the trends here might be fairly short lived, and might be better described
as cycles since they often follow (or lead) economic or underwriting cycles.
The final three risks are often referred to as reserving risk.
Although this risk is greater than market or economic risk for an insurer, in many

cases it should be considered together with these risks. In common with some of the
demographic risks, non-life insurance risk changes over the economic cycle with
claims in certain classes being higher in economic downturns. Considering claim
levels together with economic and market variables would seem to be sensible here
as well.

7.10 Environmental Risk

Environmental risk is not usually a risk that is faced directly by financial institu-
tions; however, it may well be a risk covered by insurance companies. It typically
covers the risk that a firm’s activities will have an adverse effect on the environ-
ment. This could include the impact of waste products or of resource depletion that
occur as part of a firm’s business; however, it could also include accidents that lead
to environmental damage.
There are several ways that losses can arise as a result of this risk, only some of

which pose a risk to an insurer. For example, tightening environmental legislation
that results in a firm incurring higher costs is a risk for the firm, but not for the
insurer. Similarly, an increase in taxes on environmentally-unfriendly products that
causes a drop in demand is an issue for the firm alone. However, an accidental
spillage, resulting in litigation for the firm, could well be an event covered by the
insurer.
Another aspect to environmental risk that is more relevant to financial institu-
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tions is the longer-term risk of impact on economic growth. This could arise from
climate change, pollution or resource depletion. As such, it is feasible that such
risks might interact with a range of more traditional financial risks.

7.11 Operational Risks

Operational risks are a group of risks which impact the way in which a firm carries
on business. A number of definitions exist but a common one is the risk of loss
resulting from inadequate or failed processes, people and systems or from external
events – indeed, this is the definition used by the Basel Committee for Banking
Supervision.
The Basel definitions – which we use in this section – cover risks that could

result in direct financial losses to an institution. However, there are other risks that
a firm might face that could indirectly cost a company money. It is also important to
recognise that the Basel definitions are not the only way of classifying operational
risks. Some examples are given in Section 7.12.
Operational risks include a number of different risks which often overlap each

other to a significant degree. This means that any classification is necessarily arbi-
trary. The definitions used in this section are those used in Basel II. However, other
groupings could be used, and these are discussed later in this section.
If it is not correctly managed, these risks can be the biggest risks faced by any

organisation. Operational failures have led to the ultimate demise of more than
one firm. This is because poor control of operational risk allows other types of
risk, such as market or credit risk, to be excessive. On a less extreme level, opera-
tional failures or inadequacies can result in mistakes and inefficiencies that result in
fines or lost business. Similarly, poor project implementation has been a source of
shareholder value destruction in many firms across many industries, as has strategic
mismanagement.

7.11.1 Internal Fraud

Internal fraud covers a broad range of situations which involve at least one party
internal to the firm. This covers a wide range of situations, including attempts to
defraud the firm or misappropriate property – both physical and intellectual. How-
ever, it also includes attempts to circumvent regulations, the law or company policy.
Such attempts, if successful, can cause significant losses for a company.
It is important to note that internal frauds are not necessarily multi-million dollar

fraudulent enterprises – claiming expenses for taxis taken for personal business is
still fraud, and can be significant in aggregate. Much of this risk relates to the cul-
ture of an organisation, an industry and a country; however, it can also be affected
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by the economic climate. When times are harder, fraud might be more likely – al-
though anti-fraud measures might be more stringent if companies are financially
stretched.

7.11.2 External Fraud

External fraud covers losses due to acts intended to defraud, misappropriate prop-
erty or circumvent the law, by a third party. In other words, it is similar to internal
fraud, but with an external perpetrator. As such, it includes areas such as theft,
robbery and forgery. However, people might also act fraudulently when in an oth-
erwise legal transaction with an institution. For example, failing to disclose relevant
factors when taking out a loan or buying insurance could count as fraud. This is
potentially a case of adverse selection, described in Section 7.12.5. On the other
hand, someone who has taken out insurance might be inclined to make a fraudu-
lent claim on that insurance. This could be thought of as moral hazard, covered in
Section 7.12.5.
External fraud also covers losses related to systems security that could arise from

hacking and the loss of valuable information.

7.11.3 Employment Practices and Workplace Safety

Companies are exposed to a wide range of loss events in relation to their employ-
ees. As far as the Basel classifications are concerned, these events cover employee
relations, workplace safety, and issues relating to diversity and discrimination.
Employee relations losses can be costly, but can also impact a firm through ad-

verse publicity and damage to morale. However, the Basel definitions cover only
the direct costs. For a financial institution, this could well relate to compensation
payments and losses linked to the termination of employment. However, losses
resulting from organised labour activity – for example, strike action – are also cov-
ered here.
Another aspect is the risk of losses relating to diversity and discrimination. If a

firm is found to have discriminated against an employee or a group of employees
by age, race, gender or any other factor, then it might find itself subject to legal
action. As such, it could be liable for compensation payments or fines.
Finally, there are risks relating to a safe working environment. These could

include the employer’s general liability in respect of the employees’ health and
safety, including compensation to workers suffering an injury, but could also in-
clude fines made in relation to breaches of health and safety regulations. For most
financial organisations, this might not seem like a major risk; however, there is
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significant potential for issues such as repetitive strain injury from computer key-
boards, or eye and neck problems from computer monitors.

7.11.4 Clients, Products and Business Practices

The way in which a firm deals with its clients, sells its products and carries out
business in general is what determines is success or failure. Falling short in this
area – whether intentionally or not – can result in significant losses. These can be
losses arising from a failure to meet a professional obligation to specific clients, or
from the nature or design of a product.

A key obligation in this regard is to ensure that products sold are suitable for
the clients to whom they are sold. Some products are unsuitable for any client.
This might be down to inherently poor product design, perhaps due to errors in
the models used to design them, or to failing to meet the guidelines specified for
the product. Whatever the nature of the failure, the risk is due either to ineffective
internal structures and processes, or to poor culture.

However, some products may simply be unsuitable for particular clients. There
are two ways in which this could happen. The first is for the client to buy such a
product, and the second is for such a product to be sold to the client. The distinction
is subtle. In the first instance it is inappropriate products being available for a client
to choose. The risk here is that the controls needed to stop such products being
available to the wrong clients, or even for clients to be discouraged from buying
such products, are inadequate or non-existent.

In the second it is down to the firm actively proposing an inappropriate product.
The risk here is again a risk of inappropriate culture, and perhaps of inappropriate
remuneration structures. This is related to the risk that clients might be moved
too frequently between products, generating remuneration for those advising on
or carrying out the trades. Whilst this is clearly a risk for the client, regulatory
involvement could mean that it becomes a risk for the institution acting on the
client’s behalf.

Firms also have an obligation to safeguard clients’ confidential information. A
failure to do so can result in losses not just from fines but also from a shrinking
client base.

The way that financial institutions behave with each other can also be a source
of risk. For example, market manipulation or collusion can cause fines and repu-
tational damage. Activities such as insider trading, unlicensed activity and money
laundering can also pose significant risks to financial institutions.
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7.11.5 Damage to Physical Assets

This is the risk that an organisation will suffer financial losses due to some form of
physical damage to its property. This might be a major event affecting a whole city
or country, such as an earthquake or hurricane, or it might be an event affecting only
the firm, such as terrorism or vandalism. In the case of the former, it is important
to consider the extent to which these risks are linked to other risks faced by a firm.
For an insurer, the link is clear, but as seen following the Kobe earthquake, natural
disasters can also have an effect on financial markets.
This risk is distinct from the losses suffered by an insurance company due to

events affecting policyholders; rather, it refers to damage to the organisation’s own
assets. It is also distinct from any consequential loss. If an organisation loses its of-
fice, it will lose money both because the building needs to be replaced and because
it will not be able to carry out business in the meantime – the risk referred to here
only relates to the first of these two losses.
It is also important to consider the extent to which suppliers and business part-

ners might also be affected by such risks, and any concentrations of risk arising
across suppliers or between one’s own organisation and a supplier.

7.11.6 Business Disruption and System Failures

This is the risk that an external event will affect the physical ability of a firm to
carry on business at its normal place of work, rather than the cost of any damage
to the place of work. Indeed, it can include events that might cause a loss of power
or other utilities at the place of work without there being any physical damage.

7.11.7 Execution, Delivery and Process Management

A large part of a financial institution’s work involves execution, delivery and pro-
cess management – and the range of processes used by institutions is huge.
In relation to clients, it can include everything from the process of ‘onboarding’

a new client, through providing account information to that client whilst they are
a customer of the firm, ensuring that the client’s instructions are effected promptly
and correctly, and making sure that all client details are kept up to date. It also, of
course, includes receiving premiums and contributions, and making payments.
Within a firm, it can also relate to the executing, recording and accounting for

trades. For derivatives, particular issues may exist in relation to collateral man-
agement and the delivery of underlying securities. Disputes with counter-parties –
although not counter-party default – can also be an issue, as well as with vendors or
suppliers. Problems with index and benchmark data also fall within this particular
risk.
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This list is not exhaustive, but it gives an idea of the range of systems and process
that are in place. A failure in any one might lead at best to embarrassment, and at
worst to litigation. Even if processes do not fail, inefficient processes can damage
the competitiveness of an organisation resulting in too much time being taken or
money being spent to complete particular tasks.

7.12 Different Definitions of Operational Risk

7.12.1 Crime Risk

Internal and external fraud, discussed in Sections 7.11.1 and 7.11.2 could together
be said to fall under the alternative definition of ‘crime risk’. Losses due to crime
risks could be defined as those resulting from the dishonest behaviour of individu-
als in relation to a firm. As such, it could include theft, fraud and computer hacking.
Crime risk could also include risks such as arson, which cause physical dam-

age and disrupt a firm’s business. Even though the effects are the same as any
other physical damage or business continuity risk, as discussed in Sections 7.11.5
and 7.11.6, the measures taken to guard against criminal acts and the circumstances
in which such acts might occur are quite different.

7.12.2 Technology Risk

This could be defined as the risk of failures in technology, including unintended
loss or disclosure of confidential information, data corruption and computer sys-
tem failure. The latter is particularly important if a business transacts a significant
proportion of business electronically, or if a large number of employees work re-
motely. There is clearly an overlap between technology risk and crime risk, covered
in Section 7.12.1, if the failure in technology is deliberate. This overlapping area is
discussed further in Section 7.12.3.
Another aspect of technology risk is the risk that there are undiscovered errors

in software used in an organisation. Such errors might result in losses from mis-
pricing, or in incorrect payments being made. The results could be direct financial
loss together with a loss of business resulting from a lack of confidence. This aspect
of technology risk overlaps with execution, delivery and process management risks
covered in Section 7.11.7.
Technology risks often increase exponentially with the number of systems an

organisation has. Getting different systems to be able to communicate effectively
and consistently can be difficult, and data errors can occur. This issue can arise
particularly when firms using different systems merge.

.008
5:49:16, subject to the Cambridge Core terms of use,



118 Definitions of Risk

7.12.3 Cyber Risk

Cyber risk can be broadly defined as the failure of information technology systems,
typically where there is online activity and the storage of personal data. Financial
companies are at increasing risk of crimes that involve technological infrastructure.
Such crimes can be internal and external. They can also involve external parties
using unsuspecting internal parties.

A common type of internal cyber risk is data theft. For example, client lists and
contact details can be stolen, or internal models copied. However, it can also in-
volve unauthorised access to data, such as colleagues’ personnel files. There is also
a risk that disgruntled employees can sabotage computer systems or maliciously
change data.

The higher profile form of cyber risk is that which arises from external sources.
This is often thought of as hacking – gaining unauthorised access to systems. This
again can result in the theft of data that is either commercially sensitive or sensitive
to a firm’s clients. However, it can also be done simply for malice rather than profit,
either with data being destroyed or a website being replaced with a propaganda
message.

As well as hacking, though, there are issues such as denial-of-service (‘DoS’)
attacks, where a firm’s computer links, typically to the internet, are disrupted in or-
der to make its systems unavailable to users. There is a range of techniques that can
be used, many of which rely on vulnerabilities in the firm’s software or hardware.
However, some techniques simply involve bombarding a server with requests, ren-
dering it unable to deal with legitimate users. Such an attack can be carried out
by a network of computers that have been hijacked using malware. This is known
as a distributed denial-of-service (‘DDoS’) attack. Whilst such attacks are often
targeted at a firm’s websites, they can also be directed at other services including
telephone systems.

Some external attacks rely on internal parties. However, as well as collusion
between insiders and outsiders, there is a risk that employees may unwittingly
facilitate cyber crime. For example, if an employee opens an email attachment
that contains a virus, malware may be installed on that employee’s computer. This
can provide hackers with access to the network, allow them to log an employee’s
keystrokes, or even install ‘ransomware’ – software that encrypts a company’s data,
permanently, unless a ransom is paid. Similarly, employees can inadvertently fol-
low links to apparently-legitimate websites that give a hacker access to or control
over a network. Hiding malicious links in seemingly genuine emails is known as
‘phishing’.

It is also worth noting that whilst cyber crime typically involves malicious intent,
it does not necessarily require special tools – if a firm has flaws in its information
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technology systems, then it is feasible that anyone could gain access to information
that should have remained private.

7.12.4 Regulatory Risk

Regulatory risk covers the risk that an organisation will be negatively impacted
by a change in legislation or regulation, or will fall foul of legislation or regula-
tions that are already in place. Such changes might result in additional compliance
costs being faced, existing activities being prohibited, or sales of business units
being required. Some regulatory risks are discussed under employment, client and
execution risks, in Sections 7.11.3, 7.11.4 and 7.11.7. A failure to comply with
existing rules might bring fines or even expensive litigation. Even if this does not
occur, there might be a loss of business due to a failure of confidence.
As well as regulations and legislation from governments, any firms quoted on

stock exchanges must also follow the listing rules of those markets, or face censure
from the exchange.
The large number of regulatory issues have been discussed in Chapter 5, and a

lack of compliance in any of the areas covered can be costly.

7.12.5 People Risk

People are a factor in a large number of risks faced by organisations, including of
course in the risk of criminal actions. However, the term ‘people risk’ could be
reserved for non-criminal actions that can adversely affect an enterprise.

Indirect Employment-related Risks

Section 7.11.3 covers employment-related risks that can result in direct costs for a
firm. However, employment-related risks can be much broader than this.
They start with the risk that the wrong people are employed. It is important that

the people employed have the skills an organisation needs to run its business. Once
employees have been recruited, it is important that the right ones are promoted,
and that such promotions are good for the organisation. Similarly, it is important
that the right employees are retained. Losing employees can result in a loss of
valuable intellectual capital and can damage the morale of remaining employees.
It can also be expensive – recruitment costs time and money, and every time a new
recruit is taken on there is the risk that the employee is not right for the role or
the organisation. At its most extreme, this can be another case of adverse selection
against an organisation by an employee.
Employment-related risks can also include the risk of disruption caused by em-

ployees. As well as absence through industrial action mentioned in Section 7.11.3,
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this can be as a result of sickness – possibly due to stress. Whilst the negative pub-
licity and widespread disruption caused by the former make it an important issue,
the long-term damage to an institution caused by persistently absent employees can
also be significant – as well as the direct financial cost involved, morale can suffer.
As in Section 7.11.3, employment-related risks also include various aspects re-

lating to contracts, dismissal, diversity, discrimination, and health and safety. As
such, it could also be said to incorporate the legal aspects of employment covered
in Section 7.12.6.

Adverse Selection

Adverse selection is a particular issue relating to underwriting risk in both life
and non-life insurance. It is the risk that the demand for insurance is positively
correlated with the risk of loss. For example, unhealthy people might be more likely
to buy life insurance if they are charged the same premiums as healthy people.
Adverse selection arises as a result of asymmetry of information and the inability
to differentiate between different risks when pricing. In extreme cases, it can lead
to market failure, as with ‘Akerlof’s lemons’ (Akerlof, 1970)1.
Adverse selection is also an issue for banks, where those with poor credit ratings

will be more likely to apply for loans with banks that do not charge higher rates to
reflect the higher risks. It can even be an issue for defined benefit pension schemes
if pension can be commuted to a tax-free cash lump sum at an actuarially-calculated
rate, with those having shorter expectations of life being more likely to commute
pension.
If adverse selection involves failing to disclose information that could alter the

terms of an agreement – for example, the level of insurance cover or the price of
that cover – then it could be classed as fraud. This is covered in Section 7.11.2.
Whilst adverse selection is included here under operational risk, it could just as

easily be thought of as being part of underwriting risk.

Moral Hazard

This is the risk that behaviour will depend on the level of their exposure to a par-
ticular risk. In particular, if there is insurance in place, the incentive to avoid risk is
reduced. An example of this is the potential incentive for pension scheme trustees
to take more investment risk after the introduction of an industry-wide insurance
scheme for pension scheme members. As with adverse selection, moral hazard is
linked to the asymmetry of information, but it is more about the inability of an
insurer to control the behaviour of the insured once the insurance is in place. In
simplistic terms, if someone is more likely to juggle a set of lead crystal glasses

1 This article shows that if a buyer cannot distinguish between good cars (‘peaches’) and bad cars (‘lemons’)
then those owning peaches will not wish to sell at the price offered, so only lemons will be sold.
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because he has household contents insurance in place, then this is moral hazard; if
someone who enjoys juggling lead crystal glasses is more likely to buy household
contents insurance, then this is adverse selection.
If the moral hazard results in potentially criminal behaviour – for example, tak-

ing out insurance such that the lead crystal glasses can be smashed and the insur-
ance payout claimed – then this counts as fraud, as discussed in Section 7.11.2.

Agency Risk

Agency risk is the risk that one party appointed to act on behalf of another will
instead act on its own behalf. Company managers acting for themselves rather than
the shareholders whose interests they are supposed to protect are the prime exam-
ple. In banks, a key agency risk occurs if bonus systems create perverse incentives
for traders – for example, if good results can give unlimited bonus potential but the
downside from poor results is limited, then this can create an incentive for traders to
take too much risk. Within insurance companies, the fact that the actuaries respon-
sible for regulatory reporting are remunerated by the firms, which might be more
focussed on shareholder value than policyholder security, gives another example
of agency risk. For pension schemes, conflicts of interest are the main sources of
agency risk, examples being company-appointed trustees and actuaries acting on
behalf of both the employer and the trustees. However, another key agency risk
for pension schemes relates to the views of company management on investment
policy. There is a risk that managers will aim to increase pension scheme equity
weightings in order to improve apparent profitability (through the effect of the
impact on the expected return on assets) and to reduce transparency (through the
opportunity to use opaque actuarial techniques).
The costs arising from agency risks are agency costs. There are two main sources

for these costs. The first is the loss associated with the action of the agents, whilst
the second is the cost of any action taken to modify the behaviour of agents. A clear
principle here is that the cost of any action should not exceed any savings made –
in other words, action should only be taken if it reduces the total agency cost.

Bias

A systemic risk which can be deliberate or subconscious is bias. This is often the
manifestation of a form of agency risk, where a project will be given too opti-
mistic an appraisal because approval will result in greater rewards for a proponent.
Similarly, insurance or pension reserves might be understated in order to increase
apparent profits, or to improve the standing (and maintain the appointment) of the
professional adviser providing the valuation.
Deliberate bias can arise if key risks are intentionally omitted or down-played,

or their consequences misrepresented. Similarly, the links between different risks
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might be understated, as might the impact of the business or underwriting cycles.
There might also be deliberate optimism around positive outcomes, such as growth
in future business or returns on assets, or simply a failure to allow for the true level
of uncertainty. These events can be compounded if the assumptions underlying the
down-playing of downside risks are inconsistent with those underlying the over-
statement of upside potential.
Many of the above biases can also arise unintentionally. Risks can be forgotten

accidentally, or underestimated due to a lack of data. However, it is difficult to
determine the extent to which many of these accidents are true oversights.
A particular unintentional bias to which those working in finance are susceptible

is overconfidence. In particular, it has been said that overconfidence is greatest for
difficult tasks with low predictability which lack fast clear feedback (Jones et al.,
2006). These criteria could be applied to most financial work. Other aspects of
overconfidence such as the illusion of knowledge (the belief that more information
improves forecast accuracy) or the illusion of control (the belief that greater control
improves results) have wide-ranging implications for all areas of finance, particu-
larly as the volume of information that is readily available is growing rapidly all
the time.
Anchoring is another behavioural bias with clear implications in the world of

finance. This occurs when decisions are made relative to an existing position rather
than based solely on the relevant facts – the question asked is ‘given where we are,
where should we be?’; it should be ‘given the relevant facts, where should we be?’.
This bias can clearly be seen when, for example, insurance reserves change only
gradually in response to rapidly changing information.
Representativeness (making the assumption that things with similar properties

are alike) and heuristic simplification (using rules-of-thumb) can also be a source
of problems in all financial organisations where the eventual level of risk might
turn out to be very different to an initial estimation or approximation.

7.12.6 Legal Risk

Legal risk is sometimes used to describe the regulatory risks covered in Section
7.12.4; however, here it is used to describe the risk arising from poorly-drafted legal
documents within an organisation. This extends to policy documents, which form
legal agreements between firms and policyholders. Legal risk can also be linked to
regulatory risk, since ambiguities in legal contract may ultimately be dealt with by
courts. It also includes exposure to fines, penalties or punitive damages resulting
from supervisory actions, as well as private settlements. As such, it cuts across a
range of risks including employment and client risks covered in Sections 7.11.3
and 7.11.4.
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7.12.7 Model Risk

This can be thought of as a type of process risk, covered in Section 7.11.7. It might
also be regarded as a client risk, under Section 7.11.4, as errors in a model could
result in losses for a client. However, because of its importance to financial institu-
tions, it is worth considering separately. Model risk is the risk that financial models
used to assess risk, to determine trades or otherwise to help make financial deci-
sions are flawed. The flaws can be in the structure of a model, which may be overly
simplistic or otherwise unrealistic, or it can be in the choice of parameters used for
an otherwise sound model.
Model risk might also relate to the incorrect translation of model from theory

into code although this can also be thought of as an aspect of technology risk,
covered in Section 7.12.2, since it assumes that the model itself is sound.
Model risk also occurs if models are put to uses other than those for which

they were intended. For example, a model may give reasonable estimates of the
expected returns from a particular strategy, and the range of results that might be
expected in normal market conditions, but it might be very poor at predicting the
range of adverse outcomes that might occur in stressed markets. In other words,
model risk is present if models are put to inappropriate uses. An example is the
Black–Scholes model for option pricing (Black and Scholes, 1973). This is good
for giving the approximate value of a financial option for, say, accounting for stock
options granted to directors, but is entirely inappropriate for determining tactical
options trades.

7.12.8 Data Risk

Another risk that cuts across execution, delivery and process risk, covered in Sec-
tion 7.11.7 and client risk, under Section 7.11.4, is the risk of using poor data.
It relates to execution risk inasmuch as there is a risk that incorrect data will be

fed into a decision-making process.
This is also a particular issue in relation to personal data. Even if there is no

deliberate misreporting, data can be entered incorrectly, or fill-in codes can be used
when information is not available. A separate issue arises when data are being
analysed, in that a single individual may have a number of records in his or her
name. This can skew any analysis carried out if duplicates are not removed or
consolidated.

7.12.9 Reputational Risk

Reputational risk is essentially a risk that arises from other operational risks. For
example, the loss of data – potentially a technology risk – can result in a loss
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of confidence in an organisation due to reputational damage. Similarly, repeated
delays in claim payments by an insurance company is likely to be a process risk,
but the subsequent loss of business due to a loss of confidence in the firm is a
reputational issue.
What this means is that when considering the direct cost that might arise from

particular operational risks, it is important also to consider any potential subsequent
costs arising from loss of business due to reputational damage.

7.12.10 Project Risk

Project risk is an umbrella term covering all of the various operational risks in the
context of a particular project. In the case of financial institutions such projects may
include the creation of physical assets such as property development for investment
purposes, or a new head-office building or computer system for the institution itself.
However, they may also include projects of a less tangible nature associated with
the launch of a new product, expansion overseas, winding up or downsizing. The
inclusion of this term is really a reminder that operational risks occur not just in
the day-to-day running of an organisation but also in the approach to each project
carried out.

7.12.11 Strategic Risk

Strategic risk is similar to project risk, in that it includes many of the opera-
tional risks covered previously. However, it covers a more fundamental subject:
the achievement of the organisation’s core objectives.
The most basic strategic risk is that no coherent strategy for future development

exists; however, assuming that this risk is overcome, it is important that an organ-
isation makes a conscious decision of what its strategy is and how it intends to
implement it.

7.13 Residual Risks

Residual risks are those risks that remain once any action has been taken to treat
the risks. It is important that once risks are dealt with, any risks that remain are
recognised and correctly allowed for.
There are a number of distinct types of residual risk that exist in the financial

services sector. The first has already been mentioned – credit risk. This occurs in the
form of counter-party risk if, for example, derivatives have been used to reduce risk.
Specifically, a pension scheme might use interest rate and inflation swaps to reduce
its exposure to changes in nominal and real interest rate risks. However, in entering
into these swaps, it is taking on an additional (though residual) risk, namely the risk
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that the bank with whom it has traded is unable to make its payments on the swap.
Similarly, a pension scheme buying annuities in respect of its pensioner liabilities
is exposed to the residual risk that the insurer providing the annuities might become
insolvent.

7.14 Basis Risk

In the interest and inflation swaps example, other residual risks also remain. There
is the risk that the life expectancy of the pension scheme members will be different
to that expected. This is a function of the fact that the swaps do not deal with this
risk. However, there is also the risk that the change in the value of the liabilities as
a result of interest rate changes will not be exactly matched by changes in the value
of the swaps. This might occur if only a few swaps have been used to try and match
the liabilities. This particular residual risk is known as basis risk, the risk arising
from an imperfect hedge. In fact, basis risk occurs when any hedging strategy does
not provide in- and outflows that match exactly.

7.15 Further Reading

There are a large number of books that seek to define risks, and the way in which
risks are defined is not necessarily consistent. Chapman (2006) defines a wide
range of risks in a broad context, and considering the risks faced by firms that
are not necessarily in the financial industry can be helpful. Lam (2003) looks at
fewer risks, but these are considered in the context of the financial services industry.
Mandatory risk frameworks also use very precise definitions of risk for the purpose
of calculating capital requirements, so it is important to be familiar with the termi-
nology used here. It is also worth looking at Besar et al. (2011) for an overview
of systemic risk and financial services. Finally, Kelliher et al. (2013) propose an
alternative classification system, recognising the existing variety in approaches.

Questions on Chapter 7

1. State the two main sources of credit risk for an insurance company.
2. Describe the difference between market liquidity risk and funding liquidity risk.
3. Give three ways that assets can be used to provide liquidity.
4. Describe the point at which liquidity risk may become a systemic risk.
5. Explain why longevity catastrophe risk does not exist.
6. Describe how credit risk can be a residual risk in a life insurance company that
uses interest rate swaps to hedge interest rate risk.

7. Briefly discuss the main risks that might be present in a defined benefit pension
scheme.
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Risk Identification

8.1 Introduction

Once the context within which risks are being analysed is clear, and a full risk
taxonomy available, it is time to start identifying risks. The point of the risk identi-
fication process is to decide which of the many risks that might affect an organisa-
tion currently do so, or may do so in future. Part of the risk identification process
also involves determining the way in which risks will then be analysed, in partic-
ular whether a qualitative or quantitative approach will be used. These, and other
factors, are included in a risk register, discussed in Section 8.5.
Risk identification should be done as part of a well-defined process. This ensures

not only that as many risks as possible are identified, but also that they are properly
recorded.
There are four broad areas to risk identification. The first concerns the tools that

can be used, whilst the second concerns the ways in which the tools are employed.
Identification also includes an initial assessment of the nature of the risk, and also
the way in which the risk is recorded. Each of these aspects is discussed in turn.

8.2 Risk Identification Tools

In this section, a range of potential risk identification tools is discussed. These can
generally be used in a number of ways and simply describe the starting point for
the generation of ideas. Some common tools are described below.

8.2.1 SWOT Analysis

SWOT – standing for strengths, weaknesses, opportunities and threats – analysis
is one of the best known techniques for strategy development. However, it can also
be used to identify risks. Having said this, its scope is much broader, covering not
just the negative aspects of the risks but the positive prospects for future strategies.
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Table 8.1 Potential Factors in SWOT Analysis
Strengths Weaknesses
Market dominance Low market share
Economies of scale Extensive specialism
Low cost base High cost base
Effective leadership Lack of direction
Strong balance sheet Financial weakness
Good product innovation Reliance on contracting markets
Strong brand Limited recognition
Differentiated products Differentiation by price alone
Opportunities Threats
Innovation New entrants
Additional demand Price pressure
Opportunities for diversification Contraction of key markets
Positive demographic change Damaging demographic change
Cheap funding Falling liquidity
Economic liberalisation Increased regulation

Based on Chapman (2006)

Strengths and weaknesses are internal to the organisation whilst opportunities
and threats are external. In this way, SWOT analysis ensures that both the internal
and external risk management contexts of an organisation are considered.
It is important to recognise what constitutes a strength or a weakness. In partic-

ular, strengths only matter if they can be used to take advantage of an opportunity
or to counter a weakness; conversely, weaknesses are important only if they result
in exposure to a threat.
Some broad categories for SWOT analysis are given in Table 8.1.

8.2.2 Risk Check Lists

Risk check lists are lists of risks that are used as a reference for identifying risks in a
particular organisation of situation. There are twomain sources for such check lists:
experiential knowledge is the collection of information that a person or group has
obtained through their experiences, whilst documented knowledge is the collection
of information or data that has been documented about a particular subject by some
external source. Documented knowledge is also sometimes referred to as historical
information if the risks concerned are widely accepted as fact.
Caution must be used when using any knowledge-based information to ensure it

is relevant and applicable to the current situation. It is also important to understand
any caveats that may accompany the documented information.
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8.2.3 Risk Prompt Lists

Similar to check lists are prompt lists. However, rather than seeking to pre-identify
every risk, prompt lists simply identify the various categories of risk that should
be considered. These categories are then intended to prompt a broader and more
specific range of risks for the institution being analysed.
The classic prompt list categories are political, economic, social and technologi-

cal, giving rise to PEST analysis. However, environmental, legal and industry risks
are now also commonly cited, giving the acronym PESTELI.

8.2.4 Risk Taxonomy

Part-way between the check list and the prompt list falls the risk taxonomy. This is
a more detailed list than the prompt list, containing a full list and description of all
risks that might be faced, with these risks also being fully categorised. However, it
is not as specific as the check list, containing both a wider range of risks – some
of which may be irrelevant – and less focus than an institution- or project-specific
check list.

8.2.5 Risk Trigger Questions

Risk trigger questions are lists of situations or events in a particular area of an
organisation that can lead to risk for that organisation. They are derived from situ-
ations or areas where risks have emerged previously.

8.2.6 Case Studies

Case studies can perform a number of uses in risk identification. First, they can sug-
gest specific risks, particularly if there are clear parallels between the organisation
in question and that in the case study. However, even if the case study concerns a
very different type of organisation, it might suggest areas where similar risks might
occur in future. Case studies are particularly useful as they do not detail risks in
isolation, but show the contexts in which risks are allowed to develop and the links
between various different risks.

8.2.7 Risk-Focussed Process Analysis

This approach to risk identification involves constructing flow charts for every pro-
cess used by an organisation and analysing the points at which risks can occur.
Every broad process should be listed and described in detail, taking into account
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who and what is involved and, therefore, where failures can occur. Ideally, the links
between different processes should also be considered.
In order to establish what the processes are, it is important to have input from all

key areas of an organisation to establish how it does what it does. The areas for a
financial services firm might include:

• advertising products;
• selling products;
• collecting premiums;
• investing assets;
• making payments;
• raising capital;
• placing contracts (core and incidental);
• hiring staff;
• paying salaries...
. . . and so on.

8.3 Risk Identification Techniques

There are a number of ways in which risks can be identified. Each has its advan-
tages and disadvantages, but all should take information from as wide a range of
contributors as possible. This means that employees and directors from all depart-
ments should be involved, and from all levels of seniority. There should also be a
mix between those who have been with an organisation for some time with a depth
of experience, and recent joiners with the advantage of fresh view. Finally, the con-
tributors should not necessarily be confined to people within an organisation – the
perceptions of external stakeholders are important and worth considering.

8.3.1 Brainstorming

Brainstorming is the term used to described an unrestrained or unstructured group
discussion. Such a discussion should be led by an experienced facilitator in order
to draw out as many different points as possible, to ensure that as broad a range of
points as possible is investigated and that each point is discussed in sufficient depth.
When brainstorming, it is important that ideas are not initially censored – all

ideas should be recorded, no matter how relevant they initially appear to be. This
is because even bad ideas may trigger good suggestions from other members of the
group.
Once a detailed list of risks has been compiled, the facilitator can organise the

risks into appropriate groups, removing any which are irrelevant.
It is not necessary for the facilitator to be an expert in the business for which risks
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are being investigated; however, it is helpful if members of the group identifying
the risks are collectively familiar with all aspects of the organisation. This does
not mean that all members of the group must have familiarity with all aspects. In
fact, new perspectives on potential risks are often helpful; however, there must be
sufficient knowledge within the group of the way in which an organisation works.
A potential drawback of brainstorming is that the potential exists for ‘free rid-

ers’ to exist – individuals may attend brainstorming sessions but fail to contribute.
Whilst good facilitation can avoid this to an extent, an alternative is to require each
group member to lead the discussion on a particular risk category, producing the
first set of ideas around which other suggestions can be allowed to form.
However, brainstorming also has other disadvantages, such as the need to get all

the participants together in a single location. Having all participants together might
also lead to convergent thinking, with participants’ ideas being influenced by prior
contributions. There is also the risk that the open nature of brainstorming can lead
to a lack of completeness, even with a good facilitator. Other approaches address
these shortcomings.

8.3.2 Independent Group Analysis

This is another technique for group analysis which attempts to avoid some of the
problems that working in groups can cause. In this approach, all participants write
down in silence and without collaboration ideas on the risks that might arise. These
ideas are aggregated by a facilitator after which there is a discussion. The primary
purpose of the discussion is to determine the exact nature of the various risks and
the extent to which the risks identified are genuinely distinct from one another.
However, it also serves to draw out justifications for the relevance of the risks
identified, with each risk being defended by someone who has proposed it. Finally,
there is a discussion of the relative importance of the risks. However, the ranking
of risks is also done independently and, this time, anonymously. The ranks are then
combined mathematically to give an objective ranking of risks.
The approach described here is designed in particular to avoid convergent think-

ing. However, it is heavily dependent on the constitution of the group. If there is a
lack of balance, then the results will be biased. For example, if too many partici-
pants are from the finance department, then corporate finance risks will be ranked
too highly.

8.3.3 Surveys

A way of ensuring wider participation in the process is to carry out a survey on
risks instead, either by post or by email. A survey would include a list of questions
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about different aspects of an organisation and its place in the industry to try to draw
out the risk faced.
As well as allowing the views of a much larger group to be canvassed, this ap-

proach can ensure that a wide range of risks is covered and avoids the risk of partic-
ipants influencing each other. However, the responses can be heavily influenced by
the way in which questions are asked – the problem of framing. There is also a risk
that people will not respond to the survey, and a low response rate could invalidate
a risk identification exercise, particularly if key business units fail to produce any
responses.
Surveys also pose a problem because of the way in which information can be

collected. The only way to ensure that the results can be analysed quantitatively
is to use a multiple choice approach. However, this will clearly have the effect of
limiting the possible responses, so the only risks analysed will be those initially
suggested. Alternatively, responses can be given in free text. However, these can
be difficult to analyse. In particular, it can be difficult to work out the extent to
which the same risk is being raised several times or several different risks are being
identified. This is particularly true if the survey does not allow any subsequent
questioning of participants to clarify the initial responses.
If a survey is used, then it is important that a pilot survey is carried out first. This

can help to ensure that the questions asked are as unambiguous as possible and that
the full survey gives results that are as useful as possible.

8.3.4 Gap Analysis

One particular type of survey that can be used in risk identification is gap analysis.
This involves asking two types of question, to identify both the desired and actual
levels of risk exposure. It is important to note that the two types of question will
not necessarily be asked of the same people. Whilst senior management might have
strong views on the desired levels of risk exposures, it is more likely that more
junior employees from around the firm will have clearer ideas of the actual levels
of risk to which the firm is exposed.
If gap analysis is carried out by survey, then it potentially suffers from the same

shortcomings as any other survey-based approach; however, there are other ways
of gathering knowledge.

8.3.5 Delphi Technique

This is another type of survey, where acknowledged experts are asked to comment
on risks anonymously and independently. The questionnaires used here generally
allow much more flexibility than surveys otherwise might in order to make best
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use of expert knowledge, and time is taken to properly analyse the results rather
than the answers simply being aggregated. The Delphi technique starts with an
initial survey being sent out. This is followed up by subsequent surveys which are
based on the responses to the initial survey. This process continues until there is a
consensus (or stalemate) on the nature and importance of the risks faced, meaning
that the technique is used for assessment as well as identification.
The design of the initial questionnaire is important here, but not as important as

subsequent revisions based on new information.

8.3.6 Interviews

Interviewing individuals is another way to identify the risks present in an organi-
sation. This has the advantages of structure and independence of view that come
with a survey, but with the advantage that if an answer is unclear, clarification can
be sought immediately. The potential framing of questions is again an issue here,
as is the time that would be taken to carry out all of the interviews. This is perhaps
the most time-consuming approach of all those discussed. As a result, several inter-
viewers might be used. However, if this is the case, it is important that the different
interviewers’ results are treated consistently.

8.3.7 Working Groups

The approaches discussed so far are suitable for identifying which risks might be
important for an organisation to consider. However, once a risk has been identi-
fied – for example, the risk of payment systems failure – it may be appropriate to
investigate more thoroughly the exact nature of this risk. Working groups, which
are groups comprised of a small number of individuals who have familiarity with
the issue concerned, provide a good way to analyse a particular area or topic. Such
groups can discover additional details about the risks that exist beyond the level of
detail that might be expected to arise from the initial risk identification exercise.
The remit of the working party may extend beyond the task of identification and

into analysis. This is particularly true for unquantifiable risks.

8.4 Assessment of Risk Nature

The identification of risks should also include an initial assessment of the nature of
those risks, in particular whether each is quantifiable or unquantifiable. The process
for analysing quantifiable risks is quite involved, and modelling of these risks will
typically be done by a specific group within the organisation. However, unquantifi-
able risks can often be analysed by the groups that identify them. Unquantifiable
risks are discussed in more detail in Chapter 15.

.009
5:49:24, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


8.5 Risk Register 133

8.5 Risk Register

Once identified, risks should be put onto a risk register. This is a central document
that details all of the risks faced by an organisation. It should be a living document
which is constantly updated to reflect the changing nature of risks and the evolving
environment in which an organisation operates.
Each entry in a risk register should ideally include a number of factors:

• a unique identifier;
• the category within which the risk falls;
• the date of assessment for the risk;
• a clear description of the risk;
• whether the risk is quantifiable;
• information on likelihood of the risk;
• information on the severity of the risk;
• the period of exposure to the risk;
• the current status of risk;
• details of scenarios where the risk is likely to occur;
• details of other risks to which this risk is linked;
• the risk responses implemented;
• the cost of the responses;
• details of residual risks;
• the timetable and process for review of the risk;
• the risk owner;
• the entry author.

8.6 Further Reading

The advisory risk frameworks describe useful approaches to risk identification, and
Chapman (2006) covers this area in some detail. The Delphi technique is discussed
in detail by Linstone and Turoff (2002).

Questions on Chapter 8

1. List the four stages of the risk identification process.
2. Distinguish between risk check lists and risk prompt lists.
3. Explain the acronym ‘PESTELI’.
4. Explain why there are ‘no bad ideas’ in a brainstorming session.
5. Outline the main problems faced when using surveys to identify risks.
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Some Useful Statistics

Many of the measures here will be familiar to readers from early studies in statis-
tics. However, it is important that the basic statistics are fully understood, as they
form an important basis for subsequent work.

9.1 Location

A measure of location gives an indication of the point around which observations
are based. It can refer to one of two points. The first is a parameter used in a
statistical distribution to locate it; the second is a statistic calculated or estimated
from the data. The focus here is on the calculation of the second item from the
data. This can be used to estimate the first item for some distributions, but this is
not necessarily the case.

9.1.1 Mean

The mean is often the most useful – and used – measure of location. The sample
mean, X̄ , of a set of observations is given as:

X̄ =
1
T

T

∑
t=1

Xt. (9.1)

This is the most commonly-used measure of central tendency in modelling: sum-
ming the observations and dividing by their number. The mode of a distribution
(the most popular observation, or the maximum value of the function) is less likely
to have a clear application in stochastic modelling, and the median (the observation
that is greater than one half of the sample and less than the other half) is usually of
more interest in the risk assessment phase.
The population mean, μ , is calculated in the same way that the sample mean, X̄ ,
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is estimated so it is also true to say that:

μ =
1
T

T

∑
t=1

Xt. (9.2)

However, the population mean is frequently unobservable. Whilst it might be as-
sumed that, say, asset returns are drawn from a distribution with a defined mean,
it is impossible to know with complete certainty what that mean is. This lack of
knowledge does not cause any issues for the estimation of the mean, but it does
have an impact on the way in which higher moments are determined.

9.1.2 Median

Themean is frequently used to help parametrise a distribution; however, the median
is more commonly seen in the analysis of simulated data. It is a measure of the
mid-point, in that half of the distribution lies above the median and half below. It
is therefore helpful in considering the most likely outcome – the 50th percentile –
rather than the most likely weighted by the size point of the distribution, which is
given by the mean.

9.1.3 Mode

The mode of the distribution is the most common observation. For a discrete dis-
tribution, this can be determined by counting the observations; for a continuous
distribution, it is the point at which the first derivative or gradient of the probability
density function is zero – the maximum value of the density function, or the point
at which the gradient of the distribution ceases to increase.

9.2 Spread

Knowing where an observation is most likely to occur is a useful part of risk man-
agement – but it is at least as important to know how far away from this an observa-
tion could fall. The first aspect to consider is the spread of a distribution. This can
be used to give a general idea of the uncertainty implicit in a particular estimate,
so helping to establish the level of confidence that an estimate merits.

9.2.1 Variance

The variance is the most popular measure of the spread of a distribution. A distribu-
tion with a high variance is compared with one whose variance is low in Figure 9.1.
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Figure 9.1 High and Low Variance Density Functions

The population variance, σ 2, is calculated as:

σ 2 =
1
T

T

∑
t=1

(Xt−μ)2. (9.3)

This measure is appropriate if the dataset represents all possible observations.
However, in many risk management problems this will not be the case. In par-
ticular, some of the possible observations exist in the future and cannot be known.
This means that this statistic is not a good estimate of the true population variance,
and is biased downwards in finite samples, with the bias increasing as the sample
size falls.
In order to mitigate the level of bias, an adjustment is frequently made to the

calculation of the variance to give a more robust sample measure. The sample vari-
ance, s2, is therefore usually calculated as:

s2 =
1

T −1
T

∑
t=1

(Xt− X̄)2. (9.4)

9.2.2 Range

Whilst the variance is the most common measure of spread, it is not the only one.
A simple alternative measure is to take the range of a set of observations, being
the difference between the largest and smallest value. This measure can capture
information about the effect of potential extreme events.
The range is therefore straightforward to calculate from a series of observations;

however, it cannot necessarily be calculated for a parametric distribution to give the
potential difference between highest and lowest outcomes. This will be the case if
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the distribution is unbounded on at least one side. For example, if a distribution can
take any value from zero to infinity, then the theoretical range will be infinite.
The solution to this is to consider a limited version of the range. The most com-

mon is the inter-quartile range, which is the difference between the 75th and 25th
centiles, below which 75% and 25% of observations respectively lie; however, the
95th and 5th centiles, the 90th and 10th centiles or any other combination can be
used.

9.3 Skew

The previous two measures are adequate for simple analysis; however, they ignore
the possibility of skewed distributions. It is important to consider skew, as other-
wise risk might be underestimated. If a distribution is assumed to be symmetric,
then variance calculated might understate the likelihood of loss if the distribution
is skewed. This could lead to a higher-than-anticipated level of risk being taken.
Similarly, ignoring skew could lead to potentially profitable projects being rejected
if the likelihood of large profits is understated.
Negative skew means that the left-hand tail of the distribution is longer than the

right-hand tail; the opposite is naturally true for positive skew. This means that if
returns are negatively skewed, the chance of a large loss (relative to the expected
return) is greater than the chance of a large gain. Distributions with positive and
negative skew, together with an unskewed distribution, are shown in Figure 9.2.
The population skew, ω , is given as:

ω =
1
T

∑T
t=1(Xt −μ)3

σ 3
. (9.5)

This is the appropriate statistic if the full distribution is available; however, this
is not usually the case, so the statistic will again be biased and a separate sample
measure is needed.
The adjustment needed to give the sample skew, w, is similar to that made for

the variance, and the expression typically used for the sample skew is:

w=
T

(T −1)(T −2)
∑T
t=1(Xt − X̄)3

s3
. (9.6)

9.4 Kurtosis

The mean, standard deviation and skewness of a distribution are based on the first,
second and third moments of a distribution. Considering the fourth moment leads
us to the issue of kurtosis. This gives an indication of the likelihood of extreme
observations relative to those that would be expected with the normal distribution.
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Figure 9.2 Density Functions with Positive, Zero and Negative Skew

Kurtosis is most commonly measured relative to the normal distribution. This
has kurtosis of 3, and is described as a mesokurtic distribution. If a distribution
has thin tails relative to the normal distribution, its kurtosis will be less than 3, or
relative to the normal distribution it will have negative excess kurtosis. Such distri-
butions are known as platykurtic. If a distribution has fat tails relative to the normal
distribution, its kurtosis will be greater than 3, or relative to the normal distribution
it will have positive excess kurtosis. Such distributions are known as leptokurtic.
Leptokurtic, mesokurtic and platykurtic distributions are shown in Figure 9.3.
Leptokurtosis is an important issue when trying to quantify risk. If it is present

– and not properly allowed for – then the probability of extreme events will be
underestimated. It is therefore important to pay attention to the tails of a distribution
when considering which statistical distribution to use. However, this can be difficult
since, by definition, there will be fewer observations in the tail of the distribution
than there will in the body.
The population measure of excess kurtosis, κ , is:

κ =
1
T

∑T
t=1(Xt −μ)4

σ 4
−3. (9.7)

There is a deduction of 3 to reflect the fact that the kurtosis of the normal distribu-
tion is 3, and it is the normal distribution against which excess kurtosis is measured.
As with the sample standard deviation and sample skew, an adjustment is needed

to reduce bias if the excess kurtosis is being calculated from a sample. The sample
excess kurtosis, k, is given as:

k =
T (T +1)

(T −1)(T −2)(T −3)
∑T
t=1(Xt − X̄)4

s4
− 3(T −1)2

(T −2)(T −3) . (9.8)
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Figure 9.3 Leptokurtic, Mesokurtic and Platykurtic Density Functions

9.5 Correlation

As well as considering the analysis of individual variables, it is also worth looking
at some basic relationships between two variables, X and Y . Correlation is an im-
portant concept in ERM, as a core part of the process involves aggregating risks. If
two risks have a strong positive correlation, then the risk of both occurring simul-
taneously is high; if the correlation is low, then the risks can diversify one another;
and if the correlation is strongly negative, then there is an incentive to increase the
level of one risk taken in order to offset the second.
As well as helping to establish the total amount of risk that an enterprise holds,

correlation can also be used to help determine how much business should be taken
on in different areas after taking into account the returns available, the risks taken
on and the amount of diversification.
Three measures of correlation are discussed below: Pearson’s rho, Spearman’s

rho and Kendall’s tau. Whilst Pearson’s rho is calculated directly from the two data
series, the other two measures are rank correlation coefficients. This means that
they are calculated from the position of the variables, or their rank, in each series.
As a result, changing the value of an individual observation will change the value
of Pearson’s rho, but so long as the position of the observation in a data series does
not change nor will a rank correlation coefficient.
Pearson’s rho is attractive as it is widely used and easy to calculate. However, it

should be interpreted with caution as a measure of association unless the data se-
ries on which it is being calculated are jointly elliptical. This property is described
more fully in Chapter 10. Because rank correlation coefficients do not depend on
the underlying shape of data series, only the relative position of observations, their
results are always valid. However, whereas Pearson’s rho can be used directly in
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some common multivariate distributions such as the normal and t, the rank correla-
tion coefficients are more usually combined with copulas. Kendall’s tau in particu-
lar has simple relationships with the parameters of a number of copula functions.
Whichever measure of correlation is used, it must be understood that it describes

only one aspect of the relationship between two variables. The choice of copula,
either explicitly or implicitly through the use of a particular multivariate distribu-
tion, also helps describe the shape of this relationship beyond the broad measure of
association described by the correlation.

9.5.1 Pearson’s rho

The most basic correlation coefficient, ρX ,Y , is also known as the linear correlation
coefficient. It is given as:

ρX ,Y =
σX ,Y
σXσY

, (9.9)

where σX ,Y is the population covariance between X and Y , and σX and σY are
the population standard deviations of those variables. The population covariance is
calculated as:

σX ,Y =
1
T

T

∑
t=1

(Xt−μX)(Yt −μY ), (9.10)

where μX and μY are the population means for X and Y respectively. The calcu-
lation for the sample correlation, rX ,Y , is exactly the same; however, this is only
because the bias in the calculation of the standard deviations is balanced by that in
the calculation of the covariance. This means that if sample standard deviations are
used then a sample covariance, sX ,Y , must be calculated as:

sX ,Y =
1

T −1
T

∑
t=1

(Xt − X̄)(Yt − Ȳ ), (9.11)

where X̄ and Ȳ are the sample means for X and Y , and that the sample correlation
coefficient must be calculated as:

rX ,Y =
sX ,Y
sX sY

, (9.12)

where sX and sY are the sample standard deviations for X and Y . The sample co-
variance is also used in a number of statistical techniques.
Pearson’s rho is only a valid measure of correlation if the marginal distributions

are jointly elliptical. This essentially means that the distributions are related to
the multivariate normal distribution. This is important because it means that these
measures can only be used appropriately in stochastic modelling if one of these
distributions is used to model the data. If the marginal distributions are not jointly
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elliptical, then a Pearson’s rho of zero does not necessarily imply that two variables
are independent. Elliptical distributions are discussed in more detail in Chapter 10.

9.5.2 Spearman’s Rho

Spearman’s rank correlation coefficient, also known as Spearman’s rho, is sρ . For
two variables X and Y Spearman’s sample rho, srX ,Y , is defined as:

srX ,Y = 1−6∑T
t=1(Vt −Wt)

2

T (T 2−1) , (9.13)

where Vt andWt are the rankings of Xt and Yt respectively. Because the differences
between the ranks are squared, it does not matter whether the ranks are in ascending
or descending order, so long as the same system is used for each series.
Spearman’s rho is linked to Pearson’s rho in that the measures are equal if the

underlying distribution used is uniformly distributed. In fact, if there are tied ranks,
then one approach is to calculate the ranks from the data and then use Pearson’s
sample rho instead. However, unlike Pearson’s rho it is independent of the statisti-
cal distribution of the data – only the order of the observations matters.

9.5.3 Kendall’s Tau

Another rank correlation coefficient is Kendall’s tau, τ . It is calculated by compar-
ing pairs of data points. Consider two variables X and Y each of which contain T
data points, so we have X1,X2, . . . ,XT and Y1,Y2, . . . ,YT . The combination (Xt ,Yt) is
referred to as an observation. Now consider two observations, (X1,Y1) and (X2,Y2).
If X2−X1 and Y2−Y1 have the same sign, then these observations are concordant;
if they have different signs, then they are discordant. Concordance and discordance
are shown visually in Figure 9.4.
For T observations, the total number of pairs that can be considered is T (T −

1)/2. This fact can be used to normalise any statistic calculated based on the num-
bers of concordant and discordant pairings. The calculation of concordant and dis-
cordant pairings, normalised by the total number of pairings, forms the basis of
Kendall’s tau, and the sample tau, tX ,Y , is calculated as follows:

tX ,Y =
2(pc− pd)
T (T −1) , (9.14)

where pc is the number of concordant pairs and pd is the number of discordant
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Figure 9.4 Concordant and Discordant Pairs

pairs. Spearman’s rho and Kendall’s tau are related in the following way:

3
2

τ − 1
2
≤s ρ ≤ 1

2
+ τ − 1

2
τ2 if τ ≥ 0

−1
2
+ τ +

1
2

τ2 ≤s ρ ≤ 3
2

τ +
1
2

if τ < 0.

(9.15)

Example 9.1 An insurance company has the following total claim values
from two portfolios, X and Y over a five-year period, with claims Xt and Yt in
each year t:

t Xt Yt
1 10 20
2 95 25
3 15 10
4 35 15
5 45 30

What are the correlations of these two series, as measured by Pearson’s rho,
Spearman’s rho and Kendall’s tau?
First, consider Pearson’s sample rho, defined as:

rX ,Y =
sX ,Y
sX sY

.

This means that standard deviations sX and sY need to be found as does the
covariance sX ,Y . The sample means X̄ and Ȳ are therefore also required. These
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are calculated as:

X̄ =
1
T

T

∑
t=1

Xt and Ȳ =
1
T

T

∑
t=1

Yt .

Adding this detail to the table above gives:

t Xt Yt
1 10 20
2 95 25
3 15 10
4 35 15
5 45 30
Total 200 100
X̄ , Ȳ 40 20

This information allows the calculation of sX ,sY and sX ,Y , defined as:

sX =

√
1

T −1
T

∑
t=1

(Xt − X̄)2, sY =

√
1

T −1
T

∑
t=1

(Yt − Ȳ )2

and sX ,Y =
1

T −1
T

∑
t=1

(Xt − X̄)(Yt − Ȳ ).

The summations can be calculated from the table above as:

(Xt − X̄)×
t Xt Yt Xt − X̄ (Xt − X̄)2 Yt − Ȳ (Yt − Ȳ )2 (Yt − Ȳ )
1 10 20 −30 900 0 0 0
2 95 25 55 3,025 5 25 275
3 15 10 −25 625 −10 100 250
4 35 15 −5 25 −5 25 25
5 45 30 5 25 10 100 50
Total 200 100 4,600 250 600
X̄ , Ȳ 40 20

This means that sX =
√
4600/4 = 33.91, sY =

√
250/4 = 7.91 and sX ,Y =

600/4 = 150, so rX ,Y = 150/(33.91×7.91) = 0.5595.
Spearman’s sample rho is defined as:

srX ,Y = 1−6∑T
t=1(Vt −Wt)

2

T (T 2−1) ,

where Vt andWt are the rankings of Xt and Yt respectively. This means that the
data need to be ranked. The differences between the ranks are then taken and
the results squared and summed. This information can be added to the original
data as follows:

.010
5:49:18, subject to the Cambridge Core terms of use,



144 Some Useful Statistics

t Xt Yt Vt Wt Vt −Wt (Vt −Wt)
2

1 10 20 5 3 2 4
2 95 25 1 2 −1 1
3 15 10 4 5 −1 1
4 35 15 3 4 −1 1
5 45 30 2 1 1 1
Total 8

The number of observations, T , is 5 so Spearman’s sample rho is calculated
as srX ,Y = 1− (6×8)/[5× (52−1)] = 0.6.
Kendall’s sample tau is defined as:

tX ,Y =
2(pc− pd)
T (T −1) ,

where pc is the number of concordant pairs and pd is the number of discor-
dant pairs. To calculate whether one pair is concordant with another, consider
observations from two periods, s and t. If Xs−Xt has the same sign as Ys−Yt ,
then the pairs are concordant, otherwise they are discordant. The table below
shows the results of these calculations for each possible pair:

t Xt Yt vs t = 1 vs t = 2 vs t = 3 vs t = 4
1 10 20
2 95 25 C (+,+)
3 15 10 D (+,−) C (−,−)
4 35 15 D (+,−) C (−,−) C (+,+)
5 45 30 C (+,+) D (−,+) C (+,+) C (+,+)

The number of concordant pairs, pc, is 7 whilst the number of discordant
pairs, pd , is 3. Since T is still equal to 5, Kendall’s sample tau is calculated as
tX ,Y = 2× (7−3)/[5× (5−1)] = 0.4.

9.5.4 Tail Correlation

All of these measures imply the same level of association whatever the values of
X and Y . However, it is often helpful to consider the relationship between these
variables in extreme situations.
One approach to dealing with this is to consider some measure of correlation

applied only to the tails of two variables, such as a correlation coefficient between
X and Y for the lowest and highest 10% of observations for X . However, it is
difficult to determine at which point the tail of the joint distribution between X and
Y starts: the data points need to be far enough from the centre of the distribution to
be regarded as extreme tail events, but not so far that there are too few to analyse.
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It is also important that the choice of tail does not result in too much instability in
the parametrisation.

9.6 Further Reading

There is a significant volume of academic literature around the characteristics of
distributions and, in particular, the links between sets of data. Most of the papers
concentrate on very specific aspects of measures. Malevergne and Sornette (2006)
provide some interesting analysis of conditional rank correlation coefficients, as
does Venter (2002). These papers consider the correlation between sub-sets of a
group of observations. Blomqvist (1950) discusses a simple alternative measure,
whilst a broad summary of the different measures is given in Sweeting and Fotiou
(2013).

Questions on Chapter 9

1. Describe, in words, the difference between the mean, median and mode of a set
of discrete observations.

2. Calculate the mean, median and mode for the following dataset: 5; 7; 8; 8; 9;
13; 19; 26; 49.

3. Calculate the population and sample standard deviations for the above dataset.
4. Discuss whether the population or sample standard deviation would be the most
appropriate measure of spread for the above dataset.

5. Describe, in words, the meaning of the phrase ‘negatively skewed distribution’
in the context of investment returns.

6. Explain briefly why an assumption that investment returns are normally dis-
tributed may be dangerous if they in fact exhibit leptokurtosis.

7. State which two of these three data points are concordant: (2,1); (3,4); and
(1,5).

8. Calculate Pearson’s rho, Spearman’s rho and Kendall’s tau for the following
two series of investment returns: (7,−3,5,9,14); and (15,4,−12,−7,16).
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Statistical Distributions

10.1 Univariate Discrete Distributions

The univariate statistical distribution of each variable on its own – also known
as its marginal distribution – is an important factor in the risk it poses. Many of
the features in Chapter 9 can be modelled directly by the appropriate choice of
marginal distribution, or they can be added to a more ‘basic’ marginal distribution.
Univariate discrete distributions are generally used only when the number of

observations is small. This is because they quickly become difficult to deal with as
the number of observations increases. However, even if continuous approximations
are used, it is important to recognise the nature of whatever is being approximated.

10.1.1 The Binomial and Negative Binomial Distributions

The binomial distribution is fundamental to many risks faced. In particular, it re-
flects the risk of a binary event – one which may or may not occur. Such an event
could be the payment of a claim, the default of a creditor or the survival of a poli-
cyholder.
The binomial distribution is parametrised by the number of trials (or observa-

tions), n, the number of successes (or claims, defaults or other events), x, and the
probability that an event will occur, p. The probability must be constant for each
trial.
Consider a situation where, from n independent trials, the probability of x suc-

cesses followed by n− x failures is required. If p is the probability of a suc-
cess in each trial, the probability of this sequence occurring is px(1− p)(n−x).
However, if the successes are allowed to occur in any order, the probability in-
creases. The number of possible combinations of x successes in n trials is given
by the binomial coefficient, which is itself calculated using the factorial function,
x! = x× (x− 1)×·· · × 2× 1. The binomial coefficient, describing the number of
possible ways in which there can be x successes from n trials, is therefore given by:(

n
x

)
=

n!
x!(n− x)!

. (10.1)
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This means that the probability that the number of successes, X , will be a particular
integer number, x, is:

f (x) = Pr(X = x) =

(
n
x

)
px(1− p)n−x =

n!
x!(n− x)!

px(1− p)n−x. (10.2)

The mean of this distribution is np and the variance is np(1− p).
Related to the binomial distribution is the negative binomial distribution. This

gives the probability that X = x trials will be needed until there have been r suc-
cesses. If the probability of a success is p, then this probability is:

f (x) = Pr(X = x) =

(
x−1
r−1

)
pr(1− p)x−r

=
(x−1)!

(r−1)!(x− r)!
pr(1− p)x−r. (10.3)

The mean of this distribution is r(1− p)/p and the variance is r(1− p)/(p2).
There are two practical issues with the binomial distribution. The first is that a

commonly-needed result is the cumulative distribution function, which is f (1)+
f (2)+ · · ·+ f (x). This is laborious to calculate. More importantly, as n increases,
the value of n! becomes enormous – for example, 100!, or 100× 99×·· · × 2× 1
is equal to 9.33× 10157. Given that the number of loans in a bank (for example)
would be many times this number, the results would be impossible to calculate in
any reasonable time scale. More importantly, the level of accuracy given by this
calculation is spurious given the likely uncertainty in the parameters, so it makes
sense to use some sort of approximation.

Example 10.1 An insurance company has a small portfolio of 20 identical
policies. If the probability that any policyholder will make a claim in the fol-
lowing year is 0.25 and all claims are independent, what is the probability that
there will be exactly 4 claims?
If the number of claims is X , the probability of a claim is p and the number

of policies is n, then the probability that X = x is given by:

Pr(X = x) =
n!

x!(n− x)!
px(1− p)n−x.

Substituting p= 0.25, n= 20 and x= 4 into this expression gives:

Pr(X = 4) =
20!

4!(16)!
0.254×0.7516 = 0.1897.

.011
5:49:36, subject to the Cambridge Core terms of use,



148 Statistical Distributions

10.1.2 Poisson Distribution

The Poisson distribution is derived from the binomial distribution. It gives the prob-
ability of a number of independent events occurring in a specified time. In this dis-
tribution, the rate of occurrence – the expected number of occurrences in any given
period – is λ . In terms of the parameters of the binomial distribution, this means
that with n trials and a probability of success p, λ = np. Substituting λ/n for p in
Equation 10.2 gives

f (x) = Pr(X = x) =
n!

x!(n− x)!

(
λ
n

)x(
1− λ

n

)n−x

=
n!

x!(n− x)!

(
λ
n

)x(
1− λ

n

)n(
1− λ

n

)−x

=
n!

nx(n− x)!

(
λ x

x!

)(
1− λ

n

)n(
1− λ

n

)−x
. (10.4)

In this formulation, as n tends to infinity λ x/x! is unaffected, (1−λ/n)n tends to
e−λ , and all other terms tend to one. The result is that the probability that the actual
number of occurrences X will be equal to some number x is:

f (x) = Pr(X = x) =
λ xe−λ

x!
. (10.5)

Both the mean and variance of the Poisson distribution are equal to λ . An important
assumption of this distribution is that the rate of occurrences is low. This means that
it can be used as an approximation to the binomial distribution with λ = np if the
probability is sufficiently small. This is often the case when mortality rates or bond
defaults are being considered.
The fact that λ is also correspondingly small helps limit the problem arising

from large factorial calculations as seen with the binomial distribution; however,
summations are still needed to give a cumulative Poisson distribution.

Example 10.2 An insurance company has a large portfolio of 1,000 identi-
cal policies. If the probability that any policyholder will make a claim in the
following year is 0.005 and all claims are independent, what is the probability
that there will be exactly 4 claims?
If the number of claims is X , the mean number of claims under the Poisson

distribution is λ , then the probability that X = x is given by:

Pr(X = x) =
λ xe−λ

x!
.
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The Poisson mean here is λ = 1000×0.005 = 5 and x= 4. Substituting these
values into the above expression gives:

Pr(X = 4) =
54e−5

4!
= 0.1755.

10.2 Univariate Continuous Distributions

Univariate continuous distributions are more commonly seen than discrete ones
in financial modelling. This is because the variables being measured are almost
always either continuous, or based on such large numbers that they can be regarded
as such.
Whilst the probability density function for a continuous distribution, f (x), gives

an instantaneous measure of the likelihood of an event under a particular distri-
bution the actual probability of an event happening at any particular point is zero.
This means that probabilities can only be evaluated between different values using
a distribution function. If a probability is calculated from the minimum value of a
distribution to some other specified value, then the distribution function is known
as the cumulative distribution function, F(x). This gives the probability that a ran-
dom variable X is below a certain level x, denoted Pr(X ≤ x). In other words:

F(x) = Pr(X ≤ x) =
∫ x

−∞
f (s)ds. (10.6)

In order to make comparison between the various distributions more straightfor-
ward, the following conventions are adopted:

• the location parameter for a distribution is denoted α – an increase in α shifts
the distribution to the right, a decrease to the left;

• the scale parameter for a distribution is denoted β – an increase in β increases
the spread of the distribution; and

• the shape parameter for a distribution is denoted γ – this can have a variety of
impacts on shape.

Location parameters have generally been used only for the unbounded distri-
butions, with the lower-bounded distributions always having a minimum value of
zero. It is straightforward to shift many of these distributions simply by replacing
x in the formulation with x−α . This will not generally work when the distribution
is the exponential or the square of a function that ranges from −∞ to ∞, but shifted
distributions are frequently used with the gamma distribution (and the exponen-
tial as a special case), whilst a common alternative parametrisation of the Pareto
distribution uses a non-zero lower bound.
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For distributions that are lower- and upper-bounded, the bounds are generally set
at zero and one, since these are the most useful cases due to their relevance to rates
of claim, default, mortality and so on.
For most cases random variables can be obtained with the distribution required

simply by using a spreadsheet or statistical package to apply an inverse distribution
function to a series of random variables between zero and one; however, in some
cases there are straightforward alternative approaches. Where appropriate, these
are described with the distributions.
The distributions below are considered in the following order:

• unbounded distributions;
• lower-bounded distributions (at zero); and
• lower- and upper-bounded distributions (at zero and one).

10.2.1 The Normal Distribution

In modelling terms, the most basic continuous distribution is the normal or Gaus-
sian distribution, which has the following probability density function, f (x):

f (x) =
1

β
√
2π

e
− 1
2

(
x−α

β

)2
, (10.7)

where α and β are the location and scale parameters. For the normal distribution,
α is more commonly referred to as μ , which is also the mean of the distribution;
similarly, β is more commonly referred to as σ , which is also the standard deviation
of the distribution. Any real value of x can be used.
The probability density function cannot be integrated analytically to give the

more useful cumulative probability distribution function, F(x). However, this can
be obtained from standard tables and with most spreadsheet applications.
The normal distribution is a particularly popular choice for many models for two

reasons. First, the central limit theorem says that if you have enough independent
and identically-distributed random variables with finite mean and variance, then
their distribution will be approximately normal. This makes it the distribution of
choice if there is any doubt over the true distribution, or as a large sample approx-
imation to discrete distributions such as the binomial (approximated as a normal
distribution with a mean of np and a variance of np(1− p)) or the Poisson (approx-
imated as normal distribution with a mean and a variance of λ ). However, even if
it is known that variables are not normally distributed, the normal distribution will
still sometimes be adopted as it is analytically tractable – in other words, it can
be used to give neat solutions to initially complex problems. This is fine if it is
understood that this is the reason for using the normal distribution, and the results
are treated with sufficient care; however, this is not always the case, and using the
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Figure 10.1 Various Normal Density Functions
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Figure 10.2 Various Normal Distribution Functions

normal distribution might be inappropriate. To understand why, it is important to
recognise the characteristics of the normal distribution:

• it can take values from −∞ to ∞;
• it is a symmetrical distribution (its measure of skew is 0); and
• it is mesokurtic, having neither a sharp peak and fat tails (leptokurtosis) or a
rounded peak and thin tails (platykurtosis) when measured relative to itself (its
kurtosis is 3), although this is clearly only helpful when considering other dis-
tributions.

Various normal density functions are shown in Figure 10.1, with the correspond-
ing distribution functions shown in Figure 10.2.
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The normal distribution is used in a key area of financial modelling, the random
walk with drift. The standard formulation for this process is:

Xt = μ +Xt−1+ εt , (10.8)

where Xt is the observation of variable X at time t, εt is a normal random variable
with zero mean and a standard deviation of σt and μ is the rate of drift. For this to
be a random walk, εt can have no correlation with εs, the error term in any other
period.
This parametrisation of the normal distribution can be adjusted to reflect differ-

ent means and standard deviations in the data. However, the normal distribution
given in most statistical tables is the standard normal distribution, which has a
mean of zero and a unit standard deviation. This has the density function φ(x), and
is given by a simplified version of Equation 10.7:

φ(x) =
1√
2π

e−
1
2 x
2
. (10.9)

The cumulative distribution function for the standard normal distribution evaluated
at x is referred to as Φ(x), which is defined as:

Φ(x) =
∫ x

−∞
φ(s)ds. (10.10)

It is Φ(x) that is given in most standard tables.

Example 10.3 It is claimed that the average annual return for a particular
investment strategy is normally distributed with a mean of 8% per annum with
a standard deviation of 4%. In the past year, the return was 1%. Is this sig-
nificantly different from the mean return at the 95% level of confidence? Is it
significantly lower at the same level of confidence?
The test statistic here is:

Z =
X −μ

σ
,

where μ is equal to 8%, σ is equal to 4% and X is equal to 1%. This means that
the test statistic is Z = (0.01−0.08)/0.04 =−1.75. From the standard normal
distribution, Φ(−1.75) = 0.0401. For the return to be significantly different
from the mean at the 95% level of confidence, a number less than 0.025 or
greater than 0.975 would be needed. The return is therefore not significantly
different from the mean at this level of confidence. However, for the return to
be significantly lower than the mean at the 95% level of confidence, a number
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less than 0.05 is be needed. The return is significantly lower than the mean at
this level of confidence.
Alternatively, it is possible to calculate the inverse cumulative normal dis-

tribution function at the required levels of confidence. For the two-tailed test
Φ−1(0.025) = −1.96 whilst Φ−1(0.975) = 1.96, Φ−1 being the inverse cu-
mulative standard normal distribution. Since Z lies between these values, the
observation is not significantly different from the mean at this level of con-
fidence. For the one-tailed test Φ−1(0.05) = −1.645. Since Z is lower than
this value, the observation is significantly lower than the mean at this level of
confidence.

The standard normal distribution is also used to determine whether an observa-
tion X is significantly different to an assumed mean, μ , if the standard deviation,
σ , is known. The test statistic here is:

Z =
X −μ

σ
, (10.11)

which has a normal distribution with a mean of zero and a standard deviation of
one, so can be evaluated from the standard normal tables. The normal distribution
can also be used to determine whether the sample mean, X̄ , is significantly different
from the mean, with the test statistic being calculated as:

Z =
X̄ −μ
σ/

√
T
, (10.12)

with T being the number of observations. This statistic too has a standard normal
distribution.

Example 10.4 The investment strategy in Example 10.3 continues for an-
other 10 years. Over this period, the average return has been 5.75% per annum.
Using the data from the previous example, does this suggest that the mean is
significantly different or significantly lower than the assumed mean at the 95%
level of confidence?
The test statistic here is:

Z =
X −μ
σ/

√
T
,

where T is equal to 10. This means that the test statistic is Z =

(0.0575− 0.08)/(0.04×√
10) = −1.78. From the standard normal distribu-

tion, Φ(−1.78) = 0.0376. For the calculated mean to be significantly different
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from the assumed mean at the 95% level of confidence, a number less than
0.025 or greater than 0.975 would be needed. The calculated mean is therefore
not significantly different from the assumed mean at this level of confidence.
However, for the calculated mean to be significantly lower than the assumed
mean at the 95% level of confidence, a number less than 0.05 is needed. The
calculated mean is significantly lower than the assumed mean at this level of
confidence.
Alternatively, it is possible to calculate the inverse cumulative normal dis-

tribution function at the required levels of confidence. For the two-tailed test
Φ−1(0.025) = −1.96 whilst Φ−1(0.975) = 1.96. Since Z lies between these
values, the observation is not significantly different from the assumed mean at
this level of confidence. For the one-tailed test Φ−1(0.05) = −1.645. Since Z
is lower than this value, the observation is significantly lower than the assumed
mean at this level of confidence.

There are a number of ways in which a dataset can be tested to determine
whether it is normally distributed. A graphical approach is to use a Q-Q (‘quantile-
quantile’) plot. This involves plotting each observation Xt where t = 1,2, . . . ,T on
the vertical axis against the inverse normal distribution function of the position of
that variable on the horizontal axis. If the position of the variable is defined as
G(Xt), the item plotted is therefore Φ−1[G(Xt)].
There are a number of ways in which G(Xt) can be calculated. The starting point

is to order the data from lowest to highest such that for a data point Xt , X1 would
be the lowest observation and XT the largest. One approach for calculating the
position of Xt is to set G(Xt) = t/(T +1). This means that the smallest observation
is 1/(T + 1) and the largest is T/(T + 1). Another option is to define G(Xt) =
(t−0.5)/T , which ranges from 1/2T to (T −1/2)/T . The important point is that
the smallest observation should be greater than zero and the largest less than one,
so that the inverse normal distribution function can be calculated.
Once a plot has been created, it can be analysed visually. If the observations are

normally distributed, then they should lie on or close to the diagonal line running
between the bottom left and top right of the chart. If there are any systematic devi-
ations, then the implication is that the observations are not normally distributed.
It should be clear that this approach can be used to test the extent to which obser-

vations fit any distribution, not just the normal – all that is needed is to substitute
another inverse distribution function for Φ−1[G(Xt)].
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Example 10.5 Are the monthly returns on Index-Linked Gilts from the end
of 1999 to the end of 2009 normally distributed?
This question can be addressed using a Q-Q plot. First, rank the monthly

returns, Xt , from the lowest to the highest, or t = 1,2, . . . ,120. The lowest
return, calculated as the difference between the natural logarithms of the total
return indices, is −0.0683, followed by −0.0418. These have ranks of 1 and
2 respectively. The largest monthly return is 0.0875, which has a rank of 120.
If G(Xt) is taken to be (t−0.5)/T , then the cumulative distribution functions
calculated from these ranks become 0.0042,0.0125, . . . ,0.9958. The standard
normal quantile for each value is given by Φ−1[G(Xt)], meaning that these
quantiles are −2.6383,−2.2414, . . . ,2.6383. These figures are shown in the
table below:

t Xt G(Xt) Φ−1[G(Xt)]
1 −0.0683 0.0042 −2.6383
2 −0.0418 0.0125 −2.2414
...

...
...

...
120 0.0875 0.9958 2.6383

The next stage is to plot Xt against Φ−1[G(Xt)], as shown below. Comparing
the points plotted with a diagonal line drawn through the bulk of the observa-
tions, it is clear that the very low returns are lower than would be implied by
the standard normal quantiles, whilst the very high returns are higher. This
suggests that the normal distribution does not describe the monthly returns on
this dataset very well, at least for extreme observations.
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A common numerical test of normality is the Jarque–Bera test (Jarque and Bera,
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1980, 1981, 1987). The test statistic, JB, is calculated as:

JB=
T
6

(
ω2+

κ2

4

)
, (10.13)

where ω is the skew and κ the excess kurtosis for the data, both being calculated
with no adjustment for sample bias. The variable T is the number of observations.
The distribution of this statistic tends towards χ 22 as T tends to ∞. A description of
the χ2 distribution is given below.

10.2.2 Normal Mean-Variance Mixture Distributions

The normal distribution can also be used as a building block to create more flexible
distributions known as normal mean-variance mixture distributions. In many cases
the results are well-known distributions in their own right. However, the fact that
they can be described as normal mean-variance mixture distributions is helpful
when random variables are to be generated, since their relationship to the normal
distribution makes simulation more straightforward.
A normal mean-variance mixture distribution is one where some variable X is

defined in relation to a standard normal random variable, Z such that:

X = m(W )+
√
WβZ, (10.14)

where β is a scaling factor so that, essentially, βZ is a random normal variable
from a distribution with a standard deviation of β ,W is a positive random variable
that is independent of Z and m(W ) is some function ofW . This means that ifW is
equal to one and m(W ) is equal to some constant μ whilst β is equal to σ , then X
is simply a normally distributed variable with a standard deviation of σ and a mean
of μ .
The most general case is where W has a generalised inverse Gaussian (GIG)

distribution, described later, with parameters β1, β2 and γGIG. In this case ifm(W )=

α + δW , where α is a location parameter and δ is a non-centrality or skewness
parameter, then the result is a generalised hyperbolic distribution.
A special case of the GIG distribution is obtained by setting β2 = 0: the inverse

gamma distribution with βIΓ = β1/2 and γΓ = −γGIG, where βIΓ and γIΓ are the β
and γ parameters for the inverse gamma distribution. This means that ifW now has
an inverse gamma distribution, then 1/W now has a gamma distribution. Setting
the two remaining parameters equal to γ/2 means that γ/W now has chi-squared
distribution with γ degrees of freedom. A chi-squared distribution with γ degrees
of freedom is simply the sum of γ squared, independent, standard normal variables.
This means that 1/W is equal to a chi-squared variable with γ degrees of freedom
divided by the number of degrees of freedom.
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There are a number of ways in which this inverse gamma distribution approach
can be used to generate normal mixture distributions. In particular:

• if m(W ) = α then the result is a t-distribution with γ degrees of freedom; and
• if m(W ) = α + δW then the result is a skewed t-distribution with γ degrees of
freedom.

These two distributions are discussed in more detail below.

10.2.3 Student’s t-Distribution

Student’s t-distribution, more commonly known as just the t-distribution, can be
regarded as a generalisation of the normal distribution. It is, like the normal dis-
tribution, a symmetric distribution but the degrees of freedom in the distribution
determine the fatness of the tails. The probability density function for the general
t-distribution is:

f (x) =
Γ
(

γ+1
2

)
β√πγΓ

( γ
2

)
[
1+

1
γ

(
x−α

β

)2]− γ+1
2

, (10.15)

where Γ(y), the gamma function (not to be confused with the gamma distribution),
is defined by:

Γ(y) =
∫ ∞

0
sy−1e−sds, (10.16)

and α is a location parameter, β is a scale parameter and the number of degrees
of freedom – which determines the shape – is γ . Like the normal distribution, the
t-distribution can take any real value of x. Note that whilst α is the mean of the
distribution, the variance of the distribution is actually β 2γ/(γ − 2). As γ tends
to infinity, the distribution tends to the normal distribution; however, as γ falls, the
degree of leptokurtosis increases. In fact, the excess kurtosis can be calculated only
for values of γ > 4, for which it is 6/(γ − 4), and skew can only be calculated if
γ > 3, although for these values of γ it is zero. If γ > 2, the variance is finite, but it
is infinite if γ = 2 and undefined if γ = 1. Even the mean only exists for γ > 1.
The special case of the t-distribution where γ = 1 is also known as the Cauchy

distribution. This has tails so fat that it has no defined mean, variance or higher
moments.
As with the normal distribution, the cumulative probability distribution function

for the t-distribution cannot be calculated by integrating the density function ana-
lytically – except for the special case of the Cauchy distribution, where the integral
reduces to:

F(x) = Pr(X ≤ x) =
1
π
arctan

(
x−α

β

)
+
1
2
, (10.17)
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Figure 10.3 Various t-Density Functions

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

−5 −4 −3 −2 −1 0 1 2 3 4 5
x

F(x)

Standard Normal Distribution
t-Distribution, γ = 10
t-Distribution, γ = 1

Figure 10.4 Various t-Distribution Functions

where α and β are again the measures of location and scale respectively. Various
t-density functions are shown in Figure 10.3, with the corresponding distribution
functions shown in Figure 10.4.
For finite values of γ , the tail of the t-distribution follows what is known as a

‘power law’. This means that the probability of an event falls as the magnitude of
the event increases, with the probability being proportional to the magnitude raised
to a fixed power. In particular, for the t-distribution the probability is proportional
to the size of the event raised to the power of−(γ +1). This also means that for the
tail of the Cauchy distribution, the probability of an event is inversely proportional
to the square of its size. The increased importance of the tails can be seen in the
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charts of various standard t-distributions when compared with the standard normal
distribution.
As discussed above, the t-distribution is a normal mixture distribution. This

means that random variables with a standard t-distribution with γ degrees of free-
dom can be simulated easily. First, a random normal variable from a standard nor-
mal distribution, Z, must be simulated. Then a random variable from a χ2 distri-
bution with γ degrees of freedom, X2γ , is taken, divided by γ , square-rooted and
divided into the normal variable. This can then be converted into a random vari-
able with a general t-distribution. The first element of this part of the calculation
is to adjust the variable by the scale parameter required, β . This can either be an
assumed value or one calculated from the sample standard deviation, s, and the
degrees of freedom, γ . Finally, the distribution is re-centred by adding the location
parameter, α , which is also the required mean. This means that it can be calculated
from the data as x̄ or specified as some other value. This means the total process
can be summarised as:

Z√
X2γ /γ

β +α . (10.18)

The t-distribution was not designed as a distribution to project leptokurtic time-
series variables; it was designed to test whether a statistic was significantly differ-
ent from the hypothesised population mean, μ , when the population variance was
unknown and only the sample variance, s2 was available. The lower the number
of degrees of freedom, the higher the test statistic, reflecting the fact that having
fewer observations reduces the certainty over the distribution of the observations.
This gives a distribution with varying levels of kurtosis which is useful for time
series projections.
The test statistic uses the standard t-distribution, tγ . This is a special case of the

general t-distribution where α = 0 and β = 1, so it is defined only by the degrees
of freedom, γ . This has the following cumulative distribution function:

tγ(x) =
∫ x

−∞
τγ(s)ds, (10.19)

where:

τγ(x) =
Γ
(

γ+1
2

)
√πγΓ

( γ
2

) (1+ x2

γ

)− γ+1
2

, (10.20)

τγ(x) being the probability density function at x for a t-distribution with γ degrees
of freedom. The t-distribution can be used to determine whether the sample mean,
X̄ , is significantly different from the mean, with the test statistic being calculated
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as:

Z =
X̄ −μ
s/
√
T
, (10.21)

which has a standard t-distribution with γ = T −1 degrees of freedom, where T is
the number of observations. The standard t-distribution is given in statistical tables.
The mean and variance and kurtosis of a dataset can be used to derive the param-
eters of the dataset. The parameter α can be estimated as the mean of the dataset.
The number of degrees of freedom, γ , can be derived by calculating the sample
excess kurtosis, setting the result equal to 3(γ − 2)/(γ − 4) and rearranging for γ .
A value of β can then be derived by calculating the sample standard variance, set-
ting this equal to β 2γ/(γ −2), substituting the derived value for γ , and rearranging
for β .

Example 10.6 The investment strategy in Examples 10.3 and 10.4 are still
under analysis. A further calculation of the previous 10 years is needed, this
time using the observed sample standard deviation of 4% over that period.
In this case, is the mean significantly different or significantly lower than the
assumed mean at the 95% level of confidence?
The test statistic here is:

Z =
X −μ
s/
√
T
,

where s is the estimated standard deviation, 4%. This means that the test statis-
tic is still Z = (0.0575 − 0.08)/(0.04 ×√

10) = −1.78. However, because
the standard deviation is unknown, a t-test is instead used. The test statistic
has a t-distribution with T − 1 = 9 degrees of freedom. From the standard t-
distribution, t9(−1.78) = 0.0545. For the calculated mean to be significantly
different from the assumed mean at the 95% level of confidence, a number
less than 0.025 or greater than 0.975 would be needed. The calculated mean
is therefore not significantly different from the assumed mean at this level of
confidence. For the calculated mean to be significantly lower than the assumed
mean at the 95% level of confidence, a number less than 0.05 is needed. Again,
the calculated mean is not significantly lower than the assumed mean at this
level of confidence.
Alternatively, it is possible to calculate the inverse cumulative t-distribution

function at the required levels of confidence. For the two-tailed test
t−19 (0.025) = −2.262 whilst Φ−1(0.975) = 2.262, where t−1 is the inverse
standard cumulative t-distribution function. Since Z lies between these val-
ues, the observation is not significantly different from the assumed mean at
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this level of confidence. For the one-tailed test Φ−1(0.05) = −1.833. Since
Z is higher than this value, the observation is not significantly lower than the
assumed mean at this level of confidence. (In many tables the t-distribution re-
turns only positive numbers, so in the example here Φ−1(0.025) would equal
2.262.)

10.2.4 The Skewed t-Distribution

An extension of the t-distribution that is also a normal mixture distribution is the
skewed t-distribution. It is important to note, however, that this is not the only
distribution with this name – there are in fact a number of different skew or skewed
t-distributions, each with a different form. The density function for this version is:

f (x) = cK γ+1
2

⎛
⎝ |δ |

β

√
γ +

(
x−α

β

)2⎞⎠( |δ |/β
√

γ +[(x−α)/β ]2

1+[(x−α)/β ]2/γ

) γ+1
2

e
(x−α)δ

β2 ,

(10.22)
where

c=
2(1−

γ+1
2 )

β√πγΓ
( γ
2

) , (10.23)

and Kζ () is a modified Bessel function of the second kind with index ζ . The pa-
rameters α , β and γ alter the location, scale and shape – in particular, the degree of
leptokurtosis – of the distribution, whilst δ alters the amount of skewness. Whilst
β and γ must be positive, α and δ can take any real value.
As this is a normal mixture distribution, it can be understood in terms of the

normal and χ2 distributions. From Equation 10.18, it can be seen that observations
with a t-distribution with a mean of α , a scale parameter of β and γ degrees of
freedom can be constructed from a standard normal random variable, Z, and a
random variable from a χ2 distribution with γ degrees of freedom, X2γ as follows:

α +
1√
X2γ /γ

βZ. (10.24)

However, if a skewness parameter, δ , is scaled by the χ2 variable and then added
to the scaled normal term, the result is a skewed t-distribution:

α +
1√
X2γ /γ

βZ+
1

X2γ /γ
δ . (10.25)
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Figure 10.5 Various Skewed t-Density Functions (β = 1, γ = 5)

The mean of this distribution – which only exists if γ > 2 – is:

μ = α +
γδ

γ −2 . (10.26)

The variance only exists if γ > 4, in which case it is given by:

σ 2 =
β 2γ
γ −2 +

2γ2δ 2

(γ −2)2(γ −4) . (10.27)

The fact that the mean and variance exist only for twice as many degrees of freedom
as are needed for the standard t-distribution is a measure of how fat the tails of this
distribution are. The distribution is skewed to the left if δ < 0 and to the right if
δ > 0. If δ = 0 the result is the t-distribution.

10.2.5 The Gumbel Distribution

This distribution is an unbounded one, but it is skewed to the right. The focus
also tends to be on the right-hand tail as it was designed with extreme values in
mind. It is a straightforward two-parameter model with the following cumulative
distribution function:

F(x) = Pr(X ≤ x) = e−e
− x−α

β
. (10.28)

This shows one of the attractions of the Gumbel distribution – that the cumulative
distribution rather than the density function is given. This means that cumulative
probabilities can be calculated easily without the need to resort to numerical meth-
ods or standard tables.

.011
5:49:36, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


10.2 Univariate Continuous Distributions 163

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

−5 −4 −3 −2 −1 0 1 2 3 4 5
x

F(x)

α = 0, δ = 0
α =−4, δ = 2
α = 2, δ =−1

Figure 10.6 Various Skewed t-Distribution Functions (β = 1, γ = 5)

The mean of the Gumbel distribution is α +βη and its variance is π2β 2/6. The
term η is the Euler–Mascheroni constant (which is equal to around 0.557).

10.2.6 The Lognormal Distribution

The distributions above can take values of x from −∞ to ∞. However, in many
cases, this range of values is not appropriate, in particular, if many variables can
take only non-negative values. Examples include the price of an asset, the size of a
population or the number of claims. Sometimes, the volatility in the distribution is
so small that the probability of a negative observation is trivial when an unbounded
distribution is used. In this case, a symmetrical distribution such as the normal
might give an adequate approximation. However, if it does not, there are ways of
manipulating the normal distribution to give only positive results.
A common manipulation of the normal distribution is to apply it to log-trans-

formed data in time series analysis. If (and only if) the data take positive values,
then natural logarithms can be taken and the result treated as being normally dis-
tributed, since the exponential (or inverse-logarithm) of any variable will always
be positive. Not only is the lognormal distribution lower-bounded at zero, it also
has positive skew. Various lognormal density functions are shown in Figure 10.7,
with the corresponding distribution functions shown in Figure 10.8.
The logarithmic transformation of a dataset together with the assumption that

the natural logarithm of an asset value will follow a random walk with drift is
frequently used to model financial variables, as shown below:

lnXt = μ + lnXt−1+ εt. (10.29)
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Figure 10.7 Various Lognormal Density Functions
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Figure 10.8 Various Lognormal Distribution Functions

The easiest way to generate lognormal random variables is to take the natural
logarithm of each data point, and then treat the logarithms of the data as being
normally distributed.

The lognormal distribution itself has a density function similar to the normal
distribution but multiplied by 1/x and with lnx substituted for x in the exponential:

f (x) =
1

xβ
√
2π

e
− 1
2

(
lnx−α

β

)2
. (10.30)
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Figure 10.9 Various Wald Density Functions

10.2.7 The Wald Distribution

The Wald Distribution is also known as the inverse normal or inverse Gaussian
distribution. It describes the time it takes for a random walk with drift to reach
a particular level, so takes only positive values. It also has positive skew, and the
following probability density function:

f (x) =

√
γ

2πx3
e−

γ(x−α)2

2α2x . (10.31)

The mean of the distribution is α , the location parameter, whilst the shape param-
eter is γ . The variance is α3/γ . Both α and γ must be greater than zero. Various
Wald density functions are shown in Figure 10.9, with the corresponding distribu-
tion functions shown in Figure 10.10.
The Wald distribution has some useful properties in terms of aggregation. In

particular:

• if Xn ∼Wald(α0wn,γ0w2n) and all Xn are independent, then
N

∑
n=1

Xn ∼Wald
⎛
⎝α0

N

∑
n=1

wn,γ0

[
N

∑
n=1

wn

]2⎞⎠ ;
• if X ∼Wald(α ,γ), then for n> 0, nX ∼Wald(nα ,nγ).

10.2.8 The chi-Squared Distribution

Another approach to modelling variables bounded at zero is to treat the observa-
tions as being from a chi-squared distribution with γ degrees of freedom, χ 2γ .
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Figure 10.10 Various Wald Distribution Functions

The chances are that this is not the case. A χ2γ distribution represents the distribu-
tion of the sum of γ squared, independent variables drawn from a standard normal
distribution. However, the shape of the distribution means that it is also used to
simulate time series. The cumulative distribution function for the χ2 distribution
with γ degrees of freedom, χ2γ (x) is:

χ2γ (x) =
∫ x

0
kγ(s)ds, (10.32)

where

kγ(x) =
1

2γ/2Γ(γ/2)
x

γ
2−1e−

x
2 , (10.33)

γ being a positive integer. This distribution has a mean of γ and a variance of 2γ ,
meaning that the range of variable that this distribution will fit is limited. Various
χ2 density functions are shown in Figure 10.11, with the corresponding distribution
functions shown in Figure 10.12.
Since this distribution represents the sum of squared normal variables, simulat-

ing a χ2 distribution with γ degrees of freedom is simply a case of generating γ
normally distributed random variables for each data point, then squaring and sum-
ming them.
The main use of the χ2 distribution is not in modelling time series but in testing

goodness of fit. The χ2 test is used to compare the actual number of observations in
N categories with those expected. This test works by using the normal approxima-
tion to the binomial distribution. Suppose that the probability of an observation in
category n where n= 1,2, . . . ,N is pn, where ∑N

n=1 pn = 1, and the total number of
observations is T . This means that the expected number of observations in category
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Figure 10.11 Various chi-Square Density Functions

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25
x

F(x)

γ = 1
γ = 2
γ = 5
γ = 10

Figure 10.12 Various chi-Square Distribution Functions

n is T pn and the variance is T pn(1− pn). If the actual number of observations in
category n is Tn, then for large values of T the difference between the actual and
expected number of observations can be assumed to have a normal distribution.
This means that Xn = (Tn−T pn)/

√
T pn(1− pn) can be assumed to have a normal

distribution. Since the sum of squared normal distributions has a χ2 distribution,
the χ2 test statistic, k is:

k =
N

∑
n=1

X2n ∼ χ2N−1. (10.34)

Since large deviations suggest that the assumed probabilities are incorrect, this
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statistic needs to be tested against the upper tail test statistics of the χ2 distribution
with N−1 degrees of freedom.

Example 10.7 An insurance company has designed its pricing structure to
target a particular mix of business, both between classes and across regions, as
described below:

Expected Proportion of Policies by Type (t)
Household Household

Country (c) Buildings (1) Contents (2) Car (3) Total
England (1) 0.20 0.20 0.10 0.50
Scotland (2) 0.10 0.10 0.05 0.25
Wales (3) 0.06 0.06 0.03 0.15
N. Ireland (4) 0.04 0.04 0.02 0.10
Total 0.40 0.40 0.20 1.00

After a month 1,000 policies have been sold, distributed as follows:

Number of Policies Sold by Type (t)
Household Household

Country (c) Buildings (1) Contents (2) Car (3) Total
England (1) 242 231 93 566
Scotland (2) 99 94 38 231
Wales (3) 52 50 20 122
N. Ireland (4) 35 33 13 81
Total 428 408 164 1,000

Is the pricing structure bringing in levels of business in line with those re-
quired?
This can be determined using a χ2 test. If the number of policies in coun-

try c of type t is defined as Nt,c with the expected proportion of policies de-
fined as pt,c, then the expected number of policies sold is 1000pt,c , and the
variance of this amount is 1000pt,c(1− pt,c). This means that Xt,c = (Nt,c−
1000pt,c)/

√
1000pt,c(1− pt,c) is normally distributed and ∑3t=1∑4c=1X2t,c has

a χ2 distribution with (3×4)−1= 11 degrees of freedom. The value of each
X2t,c is shown below:

X2t,c
Household Household

Country (c) Buildings (1) Contents (2) Car (3) Total
England (1) 11.03 6.01 0.54 17.58
Scotland (2) 0.01 0.40 3.03 3.44
Wales (3) 1.13 1.77 3.44 6.34
N. Ireland (4) 0.65 1.28 2.50 4.43
Total 12.82 9.46 9.51 31.79

The sum of these values is therefore 31.79. The critical value for the upper
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Figure 10.13 Various F-Density Functions

tail of the χ2 distribution with 11 degrees of freedom is 26.76 at the 0.5%
level, suggesting that number of policies sold is significantly different from
that intended at with at least a 99.5% level of confidence.

10.2.9 The F-Distribution

The F-distribution is another lower-bounded statistical distribution, this time based
on the χ2 distribution. It comes from the ratio of two χ2 variables, such that if X1
and X2 are two independent variables, each having a χ2 distribution with γ1 and γ2
degrees of freedom respectively, then (X1/γ1)/(X2/γ2) has an F-distribution with
γ1 and γ2 degrees of freedom. It has the following probability density function:

f (x) =
1

xB(γ1/2,γ2/2)

√(
γ1
γ2

)γ1 x(γ1−2)

[1+(γ1x/γ2)](γ1+γ2)
, (10.35)

where B(y1,y2) is the beta function, defined as:

B(y1,y2) =
Γ(y1)Γ(y2)
Γ(y1+ y2)

. (10.36)

Various F-density functions are shown in Figure 10.13, with the corresponding
distribution functions shown in Figure 10.14.
The parameters γ1 and γ2 must be positive, and the distribution is defined only for

positive values. Whilst the F-distribution could be used to model lower-bounded
data, it is more frequently used to test the differences between two statistics, often

.011
5:49:36, subject to the Cambridge Core terms of use,



170 Statistical Distributions

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 1 2 3 4 5
x

F(x)

γ1 = 1, γ2 = 1
γ1 = 2, γ2 = 5
γ1 = 5, γ2 = 20
γ1 = 50, γ2 = 10

Figure 10.14 Various F-Distribution Functions

in relation to model selection. One such test, the Chow test, is described later in the
book.

10.2.10 The Weibull Distribution

The Weibull distribution is a flexible two-parameter distribution that is defined for
positive values of x. Its distribution function is:

F(x) = Pr(X ≤ x) = 1− e
−
(
x
γ

)β

, (10.37)

with a mean of βΓ(1+1/γ) and a variance of β 2[Γ(1+2/γ)−Γ2(1+1/γ)].
The distribution can be used to simulate failure or mortality rates, with a γ less

than one implying a reducing rate of failure, a γ greater than one implying an
increasing rate of failure and a γ equal to one implying a constant rate of failure. It
was also used in the past as a proxy for the normal distribution (and others) as the
distribution function can be expressed without the need for integrals.

10.2.11 The Burr Distribution

Another distribution that can be used to model failure rates and is also analytically
tractable is the Burr distribution. There are a number of versions of this distribution
that exist, but the following is a good example:

F(x) = Pr(X ≤ x) = 1− (1+ xβ )−γ . (10.38)

The expressions for the mean and variance of the Burr distribution are quite in-
volved, so are not given here.
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Figure 10.15 Various Lévy Density Functions

10.2.12 The Lévy Distribution

A frequently used distribution in asset pricing is the Lévy distribution. This is an-
other skewed distribution with the tails that follow a power law. This makes the
Lévy distribution a good leptokurtic alternative to distributions such as the lognor-
mal distribution, meaning that it is of interest when asset returns are being modelled
and the risk of extreme results is being considered. Like the symmetrical Cauchy
distribution, the Lévy distribution has no defined mean, variance or higher mo-
ments.
The probability density function for the Lévy distribution is:

f (x) =

√
β
2π

e−
β
2x

x
3
2

, (10.39)

where β is a scale parameter. The distribution is defined for all values of x> 0 and
β must be greater than zero.
The Lévy distribution is closely related to the normal distribution, to the extent

that the cumulative distribution function can be expressed as:

F(x) = 2Φ

(
−
√

β
x

)
. (10.40)

10.2.13 The Gamma and Inverse Gamma Distributions

Two very flexible distributions are the gamma and inverse gamma distributions,
which again give only non-negative values. All gamma distributions have a scale
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Figure 10.16 Various Lévy Distribution Functions

or rate parameter, β , and a shape parameter, γ , both of which must also be greater
than zero. The probability density function is:

f (x) =
1

β γΓ(γ)
xγ−1e−

x
β . (10.41)

The mean of this distribution is βγ and the variance is β 2γ .
There are a number of special cases of the gamma distribution. In particular:

• if γ = 1, the result is the exponential distribution, discussed below; and
• if β = 2, the result is a χ2 distribution with 2γ degrees of freedom.

The gamma distribution has some useful properties in terms of aggregation. In
particular:

• if Xn ∼Gamma(β ,γn) and all Xn are independent, then
N

∑
n=1

Xn ∼ Gamma
(

β ,
N

∑
n=1

γn

)
;

and
• if X ∼ Gamma(β ,γ), then for n> 0, nX ∼ Gamma(nβ ,γ).

These properties mean that it is possible to calculate the probability under a
gamma distribution by converting it to a χ2 distribution and using the standard val-
ues from that table. In other words, if X ∼Gamma(β ,γ), then 2X/β ∼ χ22γ . Various
gamma density functions are shown in Figure 10.17, with the corresponding distri-
bution functions shown in Figure 10.18.
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Figure 10.17 Various Gamma Density Functions
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If Y has a gamma distribution, then X = 1/Y has an inverse gamma distribution.
This has a similar probability density function to the gamma distribution:

f (x) =
β γ

Γ(γ)
1

xγ+1 e
− β

x . (10.42)

As with the gamma distribution, it is defined only for values of x greater than
zero whilst β and γ must also be greater than zero. The distribution has a mean of
β/(γ−1) and a variance of β 2/(γ −1)2(γ −2). The mean is only defined for γ > 1,
and the variance for γ > 2. Various inverse gamma density functions are shown in
Figure 10.19, with the corresponding distribution functions shown in Figure 10.20.
The Lévy distribution is a special case of the inverse gamma distribution with
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Figure 10.20 Various Inverse Gamma Distribution Functions

β = 1/2 and γIΓ = γL/2, where γIΓ is the γ parameter from the inverse gamma
distribution and γL is the γ parameter from the Lévy distribution.

The gamma and inverse gamma distributions can be fitted by calculating the
sample mean and variance of a dataset and rearranging the expressions for the
mean and variance to find β and γ .
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10.2.14 The Generalised Inverse Gaussian (GIG) Distribution

An even more flexible distribution is the GIG distribution, which is capable of
delivering a wide range of shapes. Its probability density function is:

f (x) = kxγ−1e−
1
2

(
β1
x +

x
β2

)
, (10.43)

where k is defined as:

k =
(β1β2)−

γ
2

2Kγ(
√

β1/β2)
, (10.44)

and Kζ () is a modified Bessel function of the second kind with index ζ ; however,
for practical purposes, k can be regarded as a constant that ensures that the integral
of f (x) between 0 and ∞ is equal to 1. The parameter γ can take any real value
whilst β1 and β2 must generally be positive.
The GIG distribution has a number of special cases. In particular:

• if β1 = 0, then the result is a gamma distribution with βΓ = 2β2 and γΓ = γ ,
where βΓ and γΓ are the β and γ parameters for the gamma distribution;

• if β2 = 0, then the result is an inverse gamma distribution with βIΓ = β1/2 and
γIΓ = −γ , where βIΓ and γIΓ are the β and γ parameters for the inverse gamma
distribution;

• if γ =−1/2, then the result is a Wald (inverse Gaussian) distribution.

10.2.15 The Exponential Distribution

As mentioned above, the exponential distribution is a special case of the gamma
distribution where γ = 1. It is a monotonically decreasing distribution with a very
straightforward parametrisation:

f (x) =
1
β
e−

x
β . (10.45)

This distribution has a mean of β and a variance of β 2. The term β is essentially a
scale parameter.
The exponential distribution is linked to the discrete Poisson distribution in that

it gives the expected time between observations under a Poisson distribution.
The shape of the distribution is, clearly, exponential, which means that it will not

give high – that is, ‘non-normal’ – probabilities of extreme values. Furthermore, the
limited parametrisation means that it is unlikely to provide a good fit to data.
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10.2.16 The Fréchet Distribution

The Fréchet distribution is a statistical distribution with a single parameter, β ,
which determines the distribution’s scale. The distribution function is:

F(x) = Pr(X ≤ x) = e−x
−β
. (10.46)

10.2.17 The Pareto Distribution

This entire distribution follows a power law. As such it is useful for modelling
variables such as the distribution of wealth (for which the distribution was derived
by Vilfredo Pareto) or the population of cities. The Pareto distribution function is:

F(x) = Pr(X ≤ x) = 1−
(

β
β + x

)γ
, (10.47)

where γ determines the shape (and power) of the distribution and β determines
the scale, both taking only positive values. The mean of this distribution is β/(γ −
1) and the variance is β 2γ/(γ − 1)2(γ − 2). Simulation is then simply a case of
generating a uniform random variable, U , and calculating the following statistic:

β
U (1/γ) . (10.48)

10.2.18 The Generalised Pareto Distribution

Whilst the exponential and Pareto distributions can be used to model monotoni-
cally decreasing distributions, the range of shapes and scales available is limited.
For this reason, the generalised Pareto distribution can be used instead. However,
this distribution is of more fundamental importance given its use in extreme value
theory, as discussed in Chapter 12. The cumulative distribution function for this
distribution is:

F(x) =

⎧⎪⎪⎨
⎪⎪⎩
1−

(
1+

x
βγ

)−γ
if γ �= 0;

1− e−
x
β if γ = 0.

(10.49)

As with the basic Pareto distribution, γ and β are the shape and scale parameters.
Whilst γ has the same meaning in each, βP = βGPγGP, where the subscripts P and
GP refer to the parameters from the Pareto and generalised Pareto distributions
respectively. This distribution has a mean of βγ/(γ − 1), providing γ > 1. It also
has the property that E(Xk) = ∞ is undefined if k ≥ γ . So, for example, if γ = 2
then E(X2) = ∞, so the variance is undefined, as are all higher moments; if γ = 3.5
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then E(X4) = ∞, so the kurtosis is undefined, but the variance and skew of the
distribution exist.
Whilst β must be positive as with the Pareto distribution, γ can take any value.

If γ = 0, the formula reduces to the exponential distribution; if γ > 0, the result is
the Pareto distribution, which follows a power law. However, if γ < 0, x not only
has a lower bound of zero, but also an upper bound of −βγ .

10.2.19 The Uniform Distribution

A distribution that is relevant to all of those that follow is the continuous uniform
distribution. For a variable with an equal probability of landing between β1 and β2,
the probability density function is:

f (x) =

⎧⎪⎪⎨
⎪⎪⎩

1
β2−β1

if β1 ≤ x≤ β2;

0 otherwise,

(10.50)

and the cumulative distribution function is:

F(x) = Pr(X ≤ x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if x< β1;

x−β1
β2−β1

if β1 ≤ x≤ β2;

1 if x> β2.

(10.51)

Various uniform density functions are shown in Figure 10.21, with the correspond-
ing distribution functions shown in Figure 10.22.
The parameters β1 and β2 are the lower and upper bounds of the distribution,

effectively making them scale parameters. This distribution does not reflect many
real-life variables; however, setting β1 to zero and β2 to one gives the distribution of
uniform random variables in the range zero to one – aU(x) distribution. This forms
the building block of many other approaches for simulating random variables, as it
represents a series of random probabilities.

10.2.20 The Triangular Distribution

Another bounded distribution, but one that allows for higher probabilities in the
centre of its range than at the tails, is the triangular distribution. This can be used
when as well as the maximum and minimum values, the most likely value – the
mode of the distribution – is also known. It has one location parameter, α , repre-
senting this maximum, and two scale parameters, β1 and β2, which again are the
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lower and upper bounds of the distribution. The probability density function here
is:

f (x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2(x−β1)
(β2−β1)(α −β1)

if β1 ≤ x≤ α ;

2(β2− x)
(β2−β1)(β2−α)

if α ≤ x≤ β2;

0 otherwise.

(10.52)

Various triangular density functions are shown in Figure 10.23, with the corre-
sponding distribution functions shown in Figure 10.24.
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The cumulative distribution function is:

F(x) = Pr(X ≤ x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x< β1;

(x−β1)2

(β2−β1)(α −β1)
if β1 ≤ x≤ α ;

1− (β2− x)2

(β2−β1)(β2−α)
if α ≤ x≤ β2;

1 if x> β2.

(10.53)
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Figure 10.25 Various beta Density Functions

10.2.21 The beta Distribution

Many sets of observations are bounded by zero and one, particularly when prob-
abilities such as mortality rates are involved. For these, a popular distribution to
use is the beta distribution. This has two parameters, γ1 and γ2, both of which must
be positive. The probability density function for the beta distribution is given in
Equation 10.54:

f (x) =
1

B(γ1,γ2)
xγ1−1(1− x)γ2−1, (10.54)

where B is the beta function and 0 ≤ x ≤ 1. If γ1 = γ2, then the distribution
is symmetrical, and if γ1 = γ2 = 1, then the result is the standard uniform distrib-
ution. The mean of the beta distribution is γ1/(γ1 + γ2) and the variance is
γ1γ2/(γ1+ γ2)2(γ1 + γ2+ 1). Various beta density functions are shown in Figure
10.25, with the corresponding distribution functions shown in Figure 10.26.

10.3 Multivariate Distributions

A simple way of modelling several random variables at once is to use a multivariate
distribution. This is a distribution which simultaneously defines the values of more
than one variable. It is a slightly restrictive approach, as it involves modelling the
marginal distributions and their relationships at the same time. In practice, it might
be desirable to separate these, using copulas to link the fitted marginal distributions.
However, multivariate distributions offer a simple way of modelling a group of
variables that might be appropriate for an approximate modelling exercise, or if
only limited data are available.
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Figure 10.26 Various beta Distribution Functions

The multivariate distributions discussed here are all related to the normal distri-
bution, so are defined in terms of linear correlation coefficients. This also means
that they are all jointly elliptical distributions.

Multivariate distributions can also be defined in terms of location, scale and
shape parameters. However, there can also be interactions between these parame-
ters. In particular, there are measures of co-scale that combine individual measures
of spread from the marginal distributions with the linear correlation coefficients.
These are sometimes – but not always – equal to the covariances between the vari-
ables.

Strictly speaking, whilst a univariate distribution deals with a single variable, a
distribution that deals with two variables is bivariate and a multivariate distribution
deals with more than two. Both bivariate and multivariate distributions are joint
distributions; however, I use the term multivariate to include bivariate distributions.
In most cases, bivariate distributions will be discussed first before the concepts are
generalised to multivariate cases.

10.3.1 Matrix Algebra

When dealing with multivariate data, it is often easier to work with matrices rather
than with linear algebra. Some simple concepts in matrix algebra are set out here.

A matrix with S rows and T columns has S×T ‘elements’. In an S×T matrix,
A, each element is denoted As,t where s = 1, . . . ,S and t = 1, . . . ,T . The matrix is
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arranged as:

A=

⎛
⎜⎜⎜⎝

A1,1 A1,2 · · · A1,T
A2,1 A2,2 · · · A2,T
...

...
. . .

...
AS,1 AS,2 · · · AS,T

⎞
⎟⎟⎟⎠ . (10.55)

If S = 1, then this reduces to a row vector; if instead T = 1, then the result is
a column vector. The transpose of matrix A is denoted A′. This is obtained by
transposing each row of the matrix with each column, so A′ is a T ×S matrix with
T rows and S columns:

A′ =

⎛
⎜⎜⎜⎝

A1,1 A2,1 · · · AS,1
A1,2 A2,2 · · · AS,2
...

...
. . .

...
A1,T A2,T · · · AS,T

⎞
⎟⎟⎟⎠ . (10.56)

If matrices are added or subtracted, corresponding elements are added, so:

A= B+C (10.57)

can be expressed as:⎛
⎜⎜⎜⎝

A1,1 A1,2 · · · A1,T
A2,1 A2,2 · · · A2,T
...

...
. . .

...
AS,1 AS,2 · · · AS,T

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

B1,1 B1,2 · · · B1,T
B2,1 B2,2 · · · B2,T
...

...
. . .

...
BS,1 BS,2 · · · BS,T

⎞
⎟⎟⎟⎠+

⎛
⎜⎜⎜⎝

C1,1 C1,2 · · · C1,T
C2,1 C2,2 · · · C2,T
...

...
. . .

...
CS,1 CS,2 · · · CS,T

⎞
⎟⎟⎟⎠ , (10.58)

and As,t = Bs,t +Cs,t for all values of s and t in the matrix. This means that matri-
ces can only be added and subtracted if they have the same number of rows and
columns or dimensions. It also means that the order of addition or subtraction does
not matter:

B+C= C+B. (10.59)

In other words, matrix addition is commutative. Matrix addition is also associative:
the order of calculation does not matter. In other words, if another matrix, D, is
added:

(B+C)+D= B+(C+D). (10.60)
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The same principle applies to matrix transposition:

(B+C)′ = B′+C′. (10.61)

However, the order of multiplication does usually matter, due to the way that ma-
trix multiplication is carried out. Matrices can only be multiplied if the number of
columns of the first matrix equals the number of rows of the second. For example,
if B is anM×T matrix and C is a T ×N matrix then it is possible to ‘pre-multiply’
C by B (or, equivalently, to ‘post-multiply’ B by C) to give:

A= BC, (10.62)

where A is an M×N matrix with elements Am,n, m= 1, . . . ,M, n= 1, . . . ,N and:

Am,n =
T

∑
s=1

T

∑
t=1

Bm,sCt,n. (10.63)

In other words, A1,2 would be calculated using the elements highlighted below:⎛
⎜⎜⎜⎝

� A1,2 . . . �

� � . . . �

...
...

. . .
...

� � . . . �

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

B1,1 B1,2 . . . B1,T
� � . . . �

...
...

. . .
...

� � . . . �

⎞
⎟⎟⎟⎠×

⎛
⎜⎜⎜⎝

� C1,2 . . . �

� C2,2 . . . �

...
...

. . .
...

� CT,2 . . . �

⎞
⎟⎟⎟⎠ . (10.64)

Although it is not commutative, matrix multiplication is associative:

(AB)C= A(BC); (10.65)

it is distributive:

A(B+C) = AB+AC; (10.66)

and the transpose of the product of matrices is equal to the reversed product of their
transposes:

(ABC)′ = C′B′A′. (10.67)

It is also possible simply to multiply all elements of a matrix by the same number,
a process known as ‘scalar multiplication’. If matrix A is multiplied by a scalar, D,
to give DA, then each element of A, As,t , would be scaled to D×As,t.
Another useful aspect of matrix algebra is the determinant of a matrix, denoted

|A|. The determinant can be calculated only if a matrix is square. However, as the
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size of a matrix increases, the calculation becomes increasingly complex. for a
2×2 matrix, the determinant is:

|A|=
∣∣∣∣ A1,1 A1,2
A2,1 A2,2

∣∣∣∣= A1,1A2,2−A1,2A2,1. (10.68)

For a 3×3 matrix, it is:

|A|=
∣∣∣∣∣∣
A1,1 A1,2 A1,3
A2,1 A2,2 A2,3
A3,1 A3,2 A3,3

∣∣∣∣∣∣= A1,1

∣∣∣∣ A2,2 A2,3
A3,2 A3,3

∣∣∣∣−A1,2

∣∣∣∣ A2,1 A2,3
A3,1 A3,3

∣∣∣∣+

A1,3

∣∣∣∣ A2,1 A2,2
A3,1 A3,2

∣∣∣∣ . (10.69)

Expanding this to a T ×T matrix gives:

|A|=

∣∣∣∣∣∣∣∣∣

A1,1 A1,2 · · · A1,T
A2,1 A2,2 · · · A2,T
...

...
. . .

...
AT,1 AT,2 · · · AT,T

∣∣∣∣∣∣∣∣∣
= A1,1

∣∣∣∣∣∣∣
A2,2 A2,3 · · · A2,T
...

...
. . .

...
AT,2 AT,3 · · · AT,T

∣∣∣∣∣∣∣−

A1,2

∣∣∣∣∣∣∣
A2,1 A2,3 · · · A2,T
...

...
. . .

...
AT,1 AT,3 · · · AT,T

∣∣∣∣∣∣∣+
...

±

A1,T

∣∣∣∣∣∣∣
A2,1 A2,2 · · · A2,T−1
...

...
. . .

...
AT,1 AT,2 · · · AT,T−1

∣∣∣∣∣∣∣ ,
(10.70)

where each sub-determinant, or ‘minor’ is calculated in the same way as the deter-
minant itself, down to the simple calculation for 2×2 matrices.
The determinant is equal to zero when two or more rows or columns are equal,

one is a simple multiple of another, or one row or column is a linear combination
of two or more other rows or columns. This is because there will then be a ‘minor’
somewhere that has a denominator of zero.
If a matrix is square and its determinant is not zero, then it has an inverse. The
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inverse of matrix A is denoted A−1. It is defined such that:

AA−1 = A−1A= I, (10.71)

where I is the identity matrix. This is a matrix whose elements are all zero except
for the diagonal, where they are one:

A=

⎛
⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
...
. . .

...
0 0 · · · 1

⎞
⎟⎟⎟⎠ . (10.72)

The identity matrix also has the property that it leaves a matrix unchanged, whether
pre-multiplying or post-multiplying it:

AI= IA = A. (10.73)

However, it is important to note that unless A is a square matrix, the identity matrix
pre-multiplying A will have a different dimension from that post-multiplying it.
Matrix inversion uses the determinant as a scaling factor, but the calculation of

the inverse is even more involved than calculation of the determinant. The inverse
of matrix A is calculated as:

A−1 =
1
|A|F. (10.74)

F is the matrix of cofactors. This is a square T -dimensional matrix with elements
Fs,t where s, t = 1, . . . ,T :

F=

⎛
⎜⎜⎜⎝

F1,1 F2,1 · · · FT,1
F1,2 F2,2 · · · FT,2
...

...
. . .

...
F1,T F2,T · · · FT,T

⎞
⎟⎟⎟⎠ . (10.75)

Each element Fs,t is (−1)(s+t) multiplied by the determinant of a matrix with row
s and column t removed. For a 4× 4 version of matrix F giving the cofactors of
matrix A, the cofactor in row 2 and column 3 is given as:

F2,3 = (−1)(2+3)

∣∣∣∣∣∣∣∣
A1,1 A1,2 � A1,4
� � � �

A3,1 A3,2 � A3,4
A4,1 A4,2 � A4,4

∣∣∣∣∣∣∣∣
= (−1)(2+3)

∣∣∣∣∣∣
A1,1 A1,2 A1,4
A3,1 A3,2 A3,4
A4,1 A4,2 A4,4

∣∣∣∣∣∣ . (10.76)
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Non-square matrices can also have left- and right-inverses, but these will be differ-
ent since the dimensions needed for pre- and post-multiplication are different. For
this reason, they are not regarded as ‘true’ inverses.
A special type of square matrix, important in some procedures, is the orthogonal

matrix. This is defined as a matrix whose transpose is equal to its inverse, so:

A′A= AA′ = I. (10.77)

These matrix manipulations are available in most spreadsheet and statistical pack-
ages.

10.3.2 The Multivariate Normal Distribution

The univariate normal distribution has already been discussed in Section 10.1.
However, it is also possible to project correlated normal random variables. This
is popular for the same sort of reasons that the univariate normal distribution is
popular – it is easy to parametrise and project, and gives reasonable results if little
is known about the data. Considering first the bivariate case, only one additional
parameter is required: the linear correlation between the two variables, Pearson’s
rho. The bivariate normal probability density function is then defined as:

f (x,y) =
1

2πβXβY
√(

1−ρ2X ,Y
)e−z, (10.78)

where:

z=
1

2(1−ρ2X ,Y )

[(
x−αX

βX

)2
+

(
y−αY

βY

)2
− 2ρX ,Y (x−αX)(y−αY )

βXβY

]
. (10.79)

In this equation, αX and αY correspond to μX and μY , the means of X and Y , whilst
βX and βY correspond to σX and σY , their standard deviations. The parameter ρX ,Y
is the linear correlation between the two variables. Both x and y can take any real
value. If μX and μY are zero, and σX and σY are one, then the result is the standard
bivariate normal distribution. This is defined by the linear correlation coefficient
between the two variables, and has the following probability density function:

φρX ,Y (x,y) =
1

2π
√(

1−ρ2X ,Y
)e− 1

2(1−ρ2X ,Y )
(x2+y2−2ρX ,Y xy)

. (10.80)

The distribution function, ΦρX ,Y (x,y), is defined as:

ΦρX ,Y (x,y) =
∫ x

−∞

∫ y

−∞
φρX ,Y (s, t)dsdt. (10.81)

The density function of the bivariate standard normal distribution can be shown
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Figure 10.27 Various Bivariate Normal Density Functions

graphically in two ways: as a surface chart and as a contour chart. The contour
chart can be thought of as a map of the landscape shown by the surface chart.
These are shown for two different correlations in Figure 10.27, with each contour
representing an increment of 0.1 in the density function. The corresponding surface
and contour charts for the distribution function are shown in Figure 10.28.
It is possible to increase the number of variables and move to a truly multivariate

distribution by using matrix notation. Let X be a column vector of N variables,
X1,X2, . . . ,XN , and let the measures of location – the means of these variables –
be the column vector ααα whose elements are αX1 ,αX2 , . . . ,αXN . In the multivariate
case, it is easier to combine the correlations and standard deviations into measures
of co-spread. For the multivariate distribution, these are covariances. If the N×N
matrix ΣΣΣ contains the covariances of the variables X, with the diagonal elements of
the matrix being the variances, then the matrix of co-scale parameters, B, is given
as:

B=

⎛
⎜⎜⎜⎝

βX1,X1 βX1,X2 · · · βX1,XN
βX2,X1 βX2,X2 · · · βX2,XN
...

...
. . .

...
βXN ,X1 βXN ,X2 · · · βXN ,XN

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

σX1,X1 σX1,X2 · · · σX1,XN
σX2,X1 σX2,X2 · · · σX2,XN
...

...
. . .

...
σXN ,X1 σXN ,X2 · · · σXN ,XN

⎞
⎟⎟⎟⎠

= ΣΣΣ, (10.82)
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Figure 10.28 Various Bivariate Normal Distribution Functions

where βXn,Xn = σXn,Xn = σ 2Xn . If X is the column vector denoting the values at which
each variable is evaluated, then the joint probability that each element in X is less
than its corresponding value in x is Pr(X ≤ x). This is the combined probability
that X1 is less than x1, X2 is less than x2 and so on. The probability density function
here is:

f (x) = f (x1,x2, . . . ,xN) =
1

(2π)(N/2)
√

|B|e
− 1
2 (x−ααα)′B−1(x−ααα). (10.83)

If the underlying distributions are all standard normal distributions, then this
function becomes the standard multivariate normal density function. Here, not only
do the means disappear (being zero), but the covariance matrix becomes a corre-
lation matrix – remember that the definition of the correlation is the covariance
divided by the two standard deviations, each of which will be one in this case. This
means that the standard multivariate normal distribution is defined by this correla-
tion matrix, R. Its density function is therefore denoted φR:

φR(x) =
1

(2π)(N/2)
√|R|e

− 1
2 x

′R−1x. (10.84)
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The corresponding cumulative distribution function is:

ΦR(x) =
∫ s1

−∞

∫ s2

−∞
· · ·
∫ sN

−∞
φR(s)ds1ds2 · · ·dsN . (10.85)

Mahalanobis Distance

To test whether observations are from a multivariate normal distribution, it is im-
portant to test them jointly. Useful statistics in this regard are the Mahalanobis
distance and the Mahalanobis angle (Mahalanobis, 1936).
Consider the column vector Xt which contains the observations at time t, where

t = 1,2, . . . ,T , for a group of N variables, so Xt′ = (X1,t X2,t · · · XN,t). Let the
column vector X̄ contain the sample mean for each variable calculated over all
t = 1,2, . . . ,T , so X̄′ = (X̄1 X̄2 · · · X̄N). Then let S be an N×N matrix of the sample
covariances of the N variables based on the observations from t = 1,2, . . . ,T :

S=

⎛
⎜⎜⎜⎝

sX1,X1 sX1,X2 · · · sX1,XN
sX2,X1 sX2,X2 · · · sX2,XN
...

...
. . .

...
sXN ,X1 sXN ,X2 · · · sXN ,XN

⎞
⎟⎟⎟⎠ , (10.86)

where sXn,Xm is the sample covariance between the observations for variables m
and n calculated over all t = 1,2, . . . ,T , and where sXn,Xn = s2Xn , the variance of the
observations for variable n.
The Mahalanobis distance at time t, Dt is then calculated as:

Dt =
√

(Xt− X̄)′S−1(Xt− X̄). (10.87)

Squaring the Mahalanobis distance gives a statistic that is the sum of N normal
random variables, if the variables are drawn from a multivariate normal distribu-
tion. The statistic D2t therefore has a χ2 distribution with N degrees of freedom.
The multivariate normality of the data can be tested by calculating D2t for each
t = 1,2, . . . ,T and comparing their distribution with what would be expected if the
statistics were drawn from a χ2N distribution. This can be done with a Q–Q plot,
where the inverse cumulative distribution function for the χ2 distribution with N
degrees of freedom is used as the comparison.

Mardia’s Tests

It is also possible to derive numerical tests based on measures of multivariate skew
and kurtosis, known as Mardia’s tests (Mardia, 1970). To carry out Mardia’s mul-
tivariate test of skew, the first stage is to define the Mahalanobis angle between
observations at times s and t, Ds,t :

Ds,t = (Xs− X̄)′S−1(Xt− X̄). (10.88)
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A skew-type parameter, wN can then be calculated:

wN =
1
T 2

T

∑
s=1

T

∑
t=1

D3s,t . (10.89)

Multiplying this by T/6 gives Mardia’s skew test statistic, MST, that has a χ2
distribution with N(N+1)(N+2)/6 degrees of freedom:

MST=
T
6
wN ∼ χ2N(N+1)(N+2)/6. (10.90)

For Mardia’s test of multivariate kurtosis, the kurtosis-type parameter, kN , is calcu-
lated from the Mahalanobis distance:

kN =
1
T

T

∑
t=1

D4t . (10.91)

This can be transformed into Mardia’s kurtosis test statistic, MKT, which tends to
a standard normal distribution as T tends to infinity:

MKT=
kN−N(N+2)√
8N(N+2)/T

∼ N(0,1). (10.92)

10.3.3 Generating Multivariate Random Normal Variables

There are a number of ways that correlated random numbers can be generated. If
only two variables are required, then the approach is simple. First, generate two
series of normally distributed random numbers, X1 and X2. Then, if a correlation of
ρ is required between two series, create a third variable, X3 defined as:

X3 = ρX1+
√
(1−ρ2)X2. (10.93)

The variable X3 has a correlation of ρ with variable X1. If X1, X2 and (therefore)
X3 have standard normal distributions, X1 and X3 can be transformed to distribu-
tions with different standard deviations and means in the same way that univariate
normal distributions are adjusted. This leaves the correlation unaffected. Methods
for creating correlated multivariate normal variables are more involved, but there
are two common approaches: Cholesky decomposition and principal components
analysis.

Cholesky Decomposition

The objective of Cholesky decomposition is to derive a matrix that can be multi-
plied by a single matrix of simulations of N random normal variables to give N
simulations of N correlated normal variables. This can be repeated to give as many
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correlated observations as required. To do this an N×N matrix, C, must be found
such that:

CC′ = ΣΣΣ, (10.94)

where ΣΣΣ is the N×N covariance matrix. It is assumed here that ΣΣΣ has full rank.
The matrix C is lower triangular – in other words, all elements above and to the
right of the diagonal are zero:

C=

⎛
⎜⎜⎜⎝

C1,1 0 · · · 0
C2,1 C2,2 · · · 0
...

...
. . .

...
CN,1 CN,2 · · · CN,N

⎞
⎟⎟⎟⎠ . (10.95)

The transpose, C′, is therefore upper triangular. Each element of C can be calcu-
lated using the following formula:

Cm,n =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if m< n;√
σm,m−∑m−1

u=1 C
2
m,u if m= n;

1
Cn,n

(
σm,n−∑n−1

u=1Cm,uCn,u
)
if m> n,

(10.96)

where m,n = 1, . . . ,N. This means that if the elements above and to the left of a
particular element are known, the element itself can be evaluated, so the matrix
must be evaluated from the top left corner downwards, either by column or by row.
Once the matrix C has been found, it can be used to simulate a column vector

of N correlated normal random variables, X, with covariances defined by ΣΣΣ and
with means given by the column vector μμμ . A two-stage process is needed to do
this. First, a column vector, Z, of N independent and normally distributed random
variables with means of 0 and standard deviations of 1, is needed. This represents a
single simulation of N variables. This is pre-multiplied by the Cholesky matrix C.
However, whilst the covariances between the resulting variables are correct, each
distribution is centred on zero. The column vector containing the mean values, μμμ ,
must be added to the result. The calculation required is, therefore:

X=CZ+μμμ . (10.97)

A plot containing 500 simulated bivariate normal random variables, with ρ set
equal to 0.7 is shown in Figure 10.29.

Principal Component Analysis

Another approach to modelling correlated random variables is to use principal
component analysis (PCA), also known as eigenvalue decomposition. The PCA
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Figure 10.29 500 Simulated Bivariate Normal Random Variables (ρ = 0.7)

approach describes the difference from the mean for each variable as a weighted
average of a number of independent volatility factors.
As for Cholesky decomposition, the starting point is the covariance matrix, ΣΣΣ,

containing the covariances of N variables. For this matrix, there exists an orthogo-
nal matrix V that can convert the covariance matrix into a diagonal matrix, ΛΛΛ:

ΛΛΛ = V′ΣΣΣV, (10.98)

or, showing the elements of the matrices:⎛
⎜⎜⎜⎝

Λ1 0 · · · 0
0 Λ2 · · · 0
...

...
. . .

...
0 0 · · · ΛN

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

V1,1 V2,1 · · · VN,1
V1,2 V2,2 · · · VN,2
...

...
. . .

...
V1,N V2,N · · · VN,N

⎞
⎟⎟⎟⎠×

⎛
⎜⎜⎜⎝

σX1,X1 σX1,X2 · · · σX1,XN
σX2,X1 σX2,X2 · · · σX2,XN
...

...
. . .

...
σXN ,X1 σXN ,X2 · · · σXN ,XN

⎞
⎟⎟⎟⎠×

⎛
⎜⎜⎜⎝

V1,1 V1,2 · · · V1,N
V2,1 V2,2 · · · V2,N
...

...
. . .

...
VN,1 VN,2 · · · VN,N

⎞
⎟⎟⎟⎠ . (10.99)

Matrix V is, like ΣΣΣ, an N×N matrix. It contains N column vectors, each of length
N, the N eigenvectors of the covariance matrix ΣΣΣ. The diagonals of ΛΛΛ are the eigen-
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values of ΣΣΣ. The combination of each eigenvector and eigenvalue is a principal
component. This means that the first eigenvector, column vector V1, and the first
eigenvalue, Λ1, form the first principal component of the data, such that:

Λ1 = V′
1ΣΣΣV1

= (V1,1V2,1 · · ·VN,1)

⎛
⎜⎜⎜⎝

σX1,X1 σX1,X2 · · · σX1,XN
σX2,X1 σX2,X2 · · · σX2,XN
...

...
. . .

...
σXN ,X1 σXN ,X2 · · · σXN ,XN

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

V1,1
V2,1
...
VN,1

⎞
⎟⎟⎟⎠ .

(10.100)

One way of thinking of principal components is that each eigenvector tells you the
magnitude of a particular ‘effect’ on each item under consideration – for example,
the forward rates of interest at various terms, or the returns on various stock market
indices – and that these ‘effects’ are independent. The eigenvalues, on the other
hand, indicate the magnitudes of each of these ‘effects’.
There are a number of methods that can be used to calculate the principal compo-

nents. A simple, iterative approach is the power method. Starting with the first – and
largest – principal component, this calculates successive values of V1(k) and Λ1(k)
for k = 0,1,2, . . . until the changes in V1(k) and Λ1(k) fall below a pre-specified
tolerance level. To start this process, a starting value is needed for the column vec-
tor V1(k), denoted V1(0). As good as any is V1,1 =V2,1 = · · ·=VN,1 = 1. The next
stage is to calculate an interim vector V∗

1(k), where:

V∗
1(k+1) = ΣΣΣV1(k), (10.101)

starting with k = 0. From V∗
1(k+1), the element with the largest absolute value is

taken. This is Λ1(k+1). These items are then used to calculate V1(k+1):

V1(k+1) =
1

Λ1(k+1)
V∗
1(k+1). (10.102)

This is repeated K times, K being the number of iterations required such that the
proportional changes in V1(k) and Λ1(k) have become sufficiently small. Then a
single stage is needed to calculate the first principal component. This is to nor-
malise the eigenvector, such that V′

1V1 = 1. This is done by dividing each element
of V1(K) by scalar given by

√
V1(K)′V1(K).

The process for finding the second principal component is the same as for the
first, except that the covariance matrix is replaced with a new matrix:

ΣΣΣ1 = ΣΣΣ−Λ1V1V′
1. (10.103)

This entire process is repeated until all principal components have been found.
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These principal components can then be used to simulate correlated normal random
variables. As with the Cholesky decomposition, a two-stage process is needed if the
required result is a column vector, X, of length N representing a single simulation
of N correlated variables with covariances defined by ΣΣΣ and with means given by
the vector μμμ .
The starting point is again a column vector, Z, being a vector of length N of

independent and normally distributed random variables with means of zero and a
standard deviation of one. Next, an N×N diagonal matrix L is needed, with each
diagonal being the square root of subsequent eigenvalues:

L=

⎛
⎜⎜⎜⎝

L1 0 · · · 0
0 L2 · · · 0
...

...
. . .

...
0 0 · · · LN

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

√
Λ1 0 · · · 0
0

√
Λ2 · · · 0

...
...

. . .
...

0 0 · · · √
ΛN

⎞
⎟⎟⎟⎠ . (10.104)

The elements are square roots because the eigenvalues represent the variances
of the eigenvectors, whereas when generating random variables multiplication by
standard deviations is required.
Next the N×N matrix of eigenvectors, V is needed. The random variables, the

matrix of square-rooted eigenvalues and the matrix of eigenvectors are then multi-
plied together to give a column vector of correlated random variables with means
of zero. To add non-zero means, the column vector of means, μμμ , must be added to
the result. This means that the vector of correlated numbers is given by:

X= VLZ+μμμ . (10.105)

However, a key feature of PCA – at least when the principal components are de-
rived as described above – is that the first principal component has the greatest
impact on the number simulated, and the importance of the components decreases.
This means that if most of the variation in a number of variables is determined only
by a small number of factors, then a smaller number of simulations is needed to
model a large number of variables. A classic example is changes in interest rates.
Whilst it might seem desirable to model 20 different government bonds of dif-
ferent terms by considering the correlations of each bond with each other bond,
this is unlikely to be necessary. In particular, the most common changes in bond
yields generally cause the whole yield curve to rise or fall; the second most com-
mon changes cause the slope of the yield curve to change; the third most common
cause it to bend around a particular term. This means that if the movements in bond
yields are modelled using PCA, around 95% of the variability can be captured us-
ing only the first three principal components, significantly reducing computational
complexity. In matrix terms, this means that only the first N∗ eigenvalues are used
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where N∗ < N, so the matrix L becomes an N∗ ×N∗ matrix. Since only the first
N∗ eigenvalues are used, only the first N∗ eigenvectors are needed, so V becomes
an N ×N∗ matrix. Most importantly, only N∗ uncorrelated random variables are
needed, so whilst X and μμμ remain N-length vectors, only an N∗-length vector of
uncorrelated random variables is needed for Z. Considering the order of multiplica-
tion, it should be clear how the larger matrix is generated from the smaller volume
of data.
In a way, PCA is similar to the factor-based approach to modelling discussed in

Chapter 13. However, in the factor based approach, the various factors are specifi-
cally chosen, whereas in PCA the factors ‘fall out of’ the model.

10.3.4 Multivariate Normal Mean-Variance Mixture Distributions

In the same way that the univariate normal distribution can be generalised to give
normal mean-variance mixture distributions, multivariate normal mean-variance
mixture distributions also exist. These are distributions where a column vector X′ =
(X1X2 · · · XN), is defined in relation to a column vector Z′ = (Z1Z2 · · · ZN) whose
elements are drawn from a standard normal distribution, such that:

X=m(W )+
√
WCZ, (10.106)

where C is an N ×N matrix, W is a strictly positive random scalar that is inde-
pendent of Z and m(W ) is a column vector that is a function of W. The matrix
C is chosen such that CC′ is equal to ΣΣΣ, a covariance matrix. As such, it converts
the uncorrelated random normal variables to correlated random normal variables
with variances given by the diagonal of E(W )ΣΣΣ. The matrix C can be calculated
by Cholesky decomposition, but this is not essential. However, using this decom-
position and setting E[m(W )] equal to μμμ would give correlated random normal
variables with means defined by the vector μμμ and covariances defined by the ma-
trix ΣΣΣ.
As with univariate normal mixture distributions the most general case is where

W has a generalised inverse Gaussian (GIG) distribution with parameters β1, β2
and γ . Ifm(W ) = ααα +δδδW , where ααα is a column vector of location parameters and
δδδ is a column vector of non-centrality parameters, then the result is a generalised
hyperbolic distribution.
As with the univariate distributions, using the special case where γ/W has chi-

squared distribution with γ degrees of freedom leads to two commonly-used special
cases:

• if m(W ) = ααα then the result is a multivariate t-distribution with γ degrees of
freedom; and
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• if m(W ) = ααα +δδδW then the result is a multivariate skewed t-distribution with γ
degrees of freedom.

10.3.5 The Multivariate t-Distribution

The multivariate t-distribution is a useful variant of the multivariate normal distri-
bution. It is also easy to use, but allows some flexibility in the fatness of the tails.
There are, in fact, a number of versions of multivariate t-distributions. The version
considered here is a simple one, where all marginal distributions have the same
number of degrees of freedom. This has marginal distributions with fatter tails
than the multivariate normal distribution, but also produces a larger proportion of
‘jointly extreme’ observations. The fatness of the marginal and joint tails is deter-
mined by the degrees of freedom, γ , assumed: the smaller γ is, the fatter the tails.
The probability density function for the bivariate version of this distribution is:

f (x,y) =
Γ
(

γ+2
2

)
πγβXβY

√(
1−ρ2X ,Y

)
Γ
( γ
2

)z−( γ+2
2 ), (10.107)

where:

z= 1+
1

γ(1−ρ2X ,Y )

[(
x−αX

βX

)2
+

(
y−αY

βY

)2
− 2ρX ,Y (x−αX)(y−αY )

βXβY

]
.

(10.108)
If αX and αY are zero, and βX and βY are one, then the result is the standard bivari-
ate t-distribution, which has the following density function:

τγ ,ρX ,Y (x,y) =
Γ
(

γ+2
2

)
πγ
√(

1−ρ2X ,Y
)

Γ
( γ
2

)z−( γ+2
2 ), (10.109)

where:

z= 1+
x2+ y2−2ρX ,Y xy

γ(1−ρ2X ,Y )
. (10.110)

However, Γ
(

γ+2
2

)
/γΓ

( γ
2

)
= 1/2, so these expressions simplify to:

τγ ,ρX ,Y (x,y) =
1

2π
√(

1−ρ2X ,Y
)
[
1+

x2+ y2−2ρX ,Y xy
γ(1−ρ2X ,Y )

]−( γ+2
2 )

. (10.111)
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Figure 10.30 Bivariate Normal and t-Density Functions (ρ = 0.7)

The distribution function, tγ ,ρX ,Y (x,y), is given by:

tγ ,ρX ,Y (x,y) =
∫ x

−∞

∫ y

−∞
τγ ,ρX ,Y (s, t)dsdt. (10.112)

Comparing surface and contour plots of the bivariate t and normal joint density
functions – shown in Figure 10.30 – the more pronounced peak and greater tail de-
pendence of the former are clear. For completeness the joint distribution functions
are shown in Figure 10.31.
As with the univariate t-distribution, whilst αX and αY represent the means of

the marginal distribution βX and βY do not represent the standard deviations. This
means that when moving to an N-variable multivariate version, the matrix of co-
scale parameters, B, is not the same as the covariance matrix, ΣΣΣ. In particular:

ΣΣΣ =
γ

γ −2B. (10.113)

The multivariate t-distribution has the following probability density function:

f (x) = f (x1,x2, . . . ,xN)

=
Γ
(

γ+N
2

)
(2π)(N/2)Γ

( γ
2

)√|B| ×
(
1+

(x−ααα)′B−1 (x−ααα)

γ

)− γ+N
2

.(10.114)
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Figure 10.31 Bivariate Normal and t-Distribution Functions (ρ = 0.7)

If the underlying distributions are all standard t-distributions, then this function be-
comes the standard multivariate t-distribution density function. Here, not only do
the means disappear (being zero), but the matrix of co-scale parameters becomes
a correlation matrix. This means that the standard multivariate t-distribution is de-
fined by this correlation matrix, R, and the degrees of freedom, γ . It is therefore
denoted tγ ,R(x):

tγ ,R(x) =
∫ x1

−∞

∫ x2

−∞
· · ·
∫ xN

−∞
τγ ,R(s)ds1ds2 · · ·dsN , (10.115)

where:

τγ ,R(x) =
Γ
(

γ+N
2

)
(γπ)(N/2)Γ

( γ
2

)√|R| ×
(
1+

x′R−1x
γ

)− γ+N
2

. (10.116)

Random variables from a multivariate t-distribution with γ degrees of freedom can
be simulated easily. First, a column vector, Z, being a series of multivariate random
normal variables from standard normal distributions with a correlation matrix R
must be simulated. Next, define BD as a diagonal matrix whose diagonal elements
are the scale parameters applied to each marginal distribution. By definition, the
non-diagonal elements will be zero. The matrix BD is post-multiplied by Z to give
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Figure 10.32 Bivariate Standard and Skewed t-Density Functions (ρ = 0.7, β = 1
and γ = 5 for both; αX = −2, αY = 1, δX = 2 and δY = −1 for the skewed t-
distribution)

a vector whose elements are scaled to give random normal variables from distri-
butions whose standard deviations are the diagonals BD. These standard deviations
can be either calculated from the data as sample standard deviations or derived
for each variable from value of the scale parameter β1,β2, . . . ,βN and the degrees
of freedom, γ . Then a random variable from a χ2 distribution with γ degrees of
freedom, X2γ , is taken, divided by γ , square-rooted and itself divided into each el-
ement of the resulting vector. Each element is then re-centred by adding a vector
containing the required location parameters for each element, ααα . Each mean can
be calculated from the data as X̄ or specified as a desired value for α1,α2, . . . ,αN .
This means the total process can be summarised as:

1√
X2γ /γ

BDZ+ααα . (10.117)

This process also confirms that the multivariate t-distribution can be constructed as
a normal mixture distribution.
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10.3.6 The Multivariate Skewed t-Distribution

It is also possible to create a multivariate extension of the skewed t-distribution.
The probability density function for the bivariate case is:

f (x,y) = cK γ+2
2

(√
(γ + z1)z2

)(√(γ + z1)z2
1+ z1/γ

) γ+2
2

ez3 , (10.118)

where

c=
2(1−

γ+2
2 )

πγβXβY
√(

1−ρ2X ,Y
)

Γ
( γ
2

) ; (10.119)

z1 =
1

1−ρ2

[(
x−αX

βX

)2
+

(
y−αY

βY

)2
− 2ρX ,Y (x−αX)(y−αY )

βXβY

]
; (10.120)

z2 =
1

1−ρ2

[(
δX
βX

)2
+

(
δY
βY

)2
− 2ρX ,Y (δX)(δY )

βXβY

]
; (10.121)

and

z3 =
1

1−ρ2

[
(x−αX)δX

β 2X
+

(y−αY )δY
β 2Y

− ρX ,Y [(x−αX)δY +(y−αY )δX ]
βXβY

]
.

(10.122)
This produces a bivariate skewed t-distribution with γ degrees of freedom. The
parameters αX and αY control the location of this distribution whilst βX and βY
are responsible for scale. The parameters δX and δY control the degree of skew,
and the correlation between the variables is given by ρX ,Y . Comparing surface and
contour plots of the bivariate t and skewed t joint density functions – shown in
Figure 10.32 – clearly shows the skew in the latter. For completeness the joint
distribution functions are shown in Figure 10.33.
This distribution can also be extended to a multivariate, N-dimensional setting:

f (x) = f (x1,x2, . . . ,xN) = cK γ+N
2

(√
(γ + z1)z2

)(√(γ + z1)z2
1+ z1/γ

) γ+N
2

ez3 , (10.123)

where:

c=
2(1−

γ+N
2 )

(πγ)N2
√

|B|Γ( γ
2

) ; (10.124)

z1 = (x−ααα)′B−1(x−ααα); (10.125)
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z2 = δδδ ′B−1δδδ ; (10.126)

and

z3 = (x−ααα)′B−1δδδ . (10.127)

Here, ααα is a vector of location parameters whilst B is the matrix of co-scale param-
eters which also contains information on the correlations between the variables.
The vector δδδ controls the degree of skew in each dimension.
As with the multivariate t-distribution, the matrix of co-scale parameters does

not give the covariance matrix. In this case, the covariance matrix, ΣΣΣ, is defined as
follows:

ΣΣΣ =
γ

γ −2B+δδδδδδ ′ 2γ2

(γ −2)2(γ −4) . (10.128)

Whilst the density function is complicated the distribution of random variables
can again be understood in terms of the normal and χ2 distributions. From Equa-
tion 10.117, it can be seen that observations with a multivariate t-distribution with
means of ααα , scale parameters in the diagonal of BD and γ degrees of freedom can
be constructed from a vector of standard normal random variables, Z, and a random
variable from a χ2 distribution with γ degrees of freedom, X2γ as follows:

ααα +
1√
X2γ /γ

BDZ. (10.129)

However, if a vector of skew parameters, δδδ is scaled by the χ2 variable and then
added to the vector of scaled normal observations, then the result is a set of obser-
vations from a skewed t-distribution:

ααα +
1√
X2γ /γ

BDZ+
1

X2γ /γ
δδδ . (10.130)

10.3.7 Spherical and Elliptical Distributions

An elliptical distribution is one where the relationship between N variables, X1,X2,
. . . ,XN for a given joint probability density, f (X1,X2, . . . ,XN), is defined by an N-
dimensional ellipse. So, considering a two-dimensional example, if the linear cor-
relation coefficient between two variables X and Y is ρX ,Y , the distribution evalu-
ated at X = x and Y = y is elliptical if:

x2+ y2−2ρX ,Y xy= c, (10.131)
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Figure 10.33 Bivariate Standard and Skewed t-Distribution Functions (ρ = 0.7,
β = 1 and γ = 5 for both; αX =−2, αY = 1, δX = 2 and δY =−1 for the skewed
t-distribution)

where c is a constant that is a function of the chosen value of ρX ,Y and the chosen
value of the joint distribution function. For example, consider the bivariate standard
normal distribution, whose density function is:

φρX ,Y (x,y) =
1

2π
√(

1−ρ2X ,Y
)e− 1

2(1−ρ2X ,Y )
(x2+y2−2ρX ,Y xy)

. (10.132)

If φρX ,Y (x,y) is replaced with a constant, φ , representing the probability level of
interest, then rearranging this equation and taking logarithms gives the following:

x2+ y2−2ρX ,Y xy=−2(1−ρ2X ,Y ) ln

[
2πφ

√(
1−ρ2X ,Y

)]
. (10.133)

The right-hand side of this expression is a constant for a fixed value of ρX ,Y , so any
probability can be described by an elliptical relationship between the two variables.
Returning to the more general case of elliptical distributions, the case where ρ is

zero is a special one, resulting in a spherical distribution. This is so called because
x2+ y2 = c is the formula for a circle, which when generalised for N variables,
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Figure 10.34 Spherical and Elliptical Bivariate Normal Density Functions

x1,x2, . . . ,xN , becomes the formula for an N-dimensional sphere:

x21+ x22+ · · ·+ x2N = c. (10.134)

The formal definition of a spherical distribution is one where the marginal dis-
tributions are:

• symmetric;
• identically distributed; and
• uncorrelated with one another.

These criteria cover (but are not restricted to) uncorrelated multivariate normal
and normal mixture distributions; however, the lack of correlation implies indepen-
dence for the multivariate normal distribution alone.
The surface and contour charts of two-dimensional elliptical and spherical dis-

tributions in Figure 10.34 also indicate why they are so called.
However, it is important to recognise that these properties can – and do – extend

beyond two dimensions, and that N-dimensional spherical and elliptical distribu-
tions can be defined in a similar fashion.
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10.4 Copulas

The marginal distributions are clearly important, but so are the links between them.
The multivariate distributions described above provide one way of modelling these
linkages, but the approach has limitations. First, the relationship modelled is as-
sumed to be constant for all values of the marginal distribution. More importantly,
though, modelling the linkages and the marginal distributions together limits the
extent to which patterns in the data can be captured. An approach which can solve
these problems is to use copulas.
In fact, multivariate distributions already contain copulas. However, these copu-

las are implicit in the distributions. In this section, the focus is on explicit copulas
which do not depend on the nature of the marginal distribution.
A copula defines the relationship between two or more variables. It is therefore

a joint cumulative distribution function. However, the inputs to the function are
themselves individual cumulative distribution functions rather than the raw values.
This means that it is the order of the raw data that is important rather than the
shape of the marginal distribution functions. It also means that if the marginal
distribution of any data series changes, so long as the order of the observations
remains the same in relation to the other series then so does the copula linking
this distribution to the others. This is known as the property of invariance, and it
can be particularly useful in modelling. Consider, for example, a situation where
the returns on a number of asset classes are joined by a copula. If the distribution
of returns for a particular asset class changes then this suggests a change in the
marginal distribution for this asset class is needed. However, if it is believed that
the asset’s relationship with other asset classes remains unchanged, then the copula
need not be adjusted. However, it should be borne in mind that the change in the
nature of a single asset may well be associated with a change in the relationship
between that asset and others.
If the distribution function of each of N variables is defined as F(xn) where

n= 1,2, . . . ,N andC[F(x1),F(x2), . . . ,F(xN)] is the copula linking these functions,
then this copula must have three properties:

• it must be an increasing function of each of its inputs, so if F(x∗n) > F(xn) then
C[F(x1),F(x2), . . . ,F(x∗n), . . . ,F(xN)] must be greater than C[F(x1),F(x2), . . . ,
F(xn), . . . ,F(xN)];

• if all but one of the marginal distribution functions are equal to one, then the
copula must be equal to the value of the remaining marginal distributions, so
C(1,1, . . . ,F(xn),1) = F(xn); and

• the copula must always return a non-negative probability, which happens if
∑2i1=1∑2i2=1 · · ·∑2iN=1(−1)∑N

n=1 inC[F(x1,i),F(x2,i), . . . ,F(xN,i)]≥ 0, where F(xn,1)
= an and F(xn,2) = bn, each an ≤ bn, both which are between zero and one.
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Figure 10.35 Copula Verification

The final item essentially decomposes the copula into all combinations of an
and bn to define the total probability in terms of the various joint distribution
functions – and to ensure that the result is positive. This can best be appreci-
ated using only two variables. Instead of using working in terms of F(xn) where
n= 1,2, . . . ,N), consider two variables, X andY . In this case, the formula above re-
duces toC(bX ,bY )−C(aX ,bY )−C(bX ,aY )+C(aX ,aY ). If the rectangle with sides
bX −aX and bY −aY represents the probability that is sought, then this can be cal-
culated by starting with the probability represented by a rectangle with sides bX
and bY . Subtracting a rectangle with sides bX and aY removes some of the ‘ex-
cess probability’, as does subtracting a rectangle with sides bY and aX . However,
the rectangle with sides aX and aY has then been subtracted twice, so needs to be
added back. This is shown graphically in Figure 10.35.
Whilst copulas can be described in many dimensions, two-dimension examples

using the variables X and Y will generally be discussed first in order to demonstrate
the basic principles. However, multivariate copulas are important tools, since many
risks generally need to be modelled together on a consistent basis.

10.4.1 Sklar’s Theorem

An important aspect of the relationship between variables is given by Sklar’s the-
orem (Sklar, 1959). First, consider the case of two variables, X and Y . These have
marginal cumulative distribution functions of F(x) and F(y) respectively, where
F(x) = Pr(X ≤ x) and F(y) = Pr(Y ≤ y); however, they can also be defined in terms
of a joint cumulative distribution function, F(x,y) = Pr(X ≤ x,Y ≤ y). Sklar’s the-
orem says that F(x,y) is linked to the marginal cumulative distributions, F(x) and
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F(y) through the use of a copula, C[F(x),F(y)], where:

F(x,y) =C[F(x),F(y)]. (10.135)

Furthermore, Sklar’s theorem says that if the marginal distributions are continuous
then this copula is unique for this combination of marginal and joint distributions:
there is only one way in which their link can be described. A copula could therefore
be described as a joint cumulative distribution function expressed in terms of the
marginal cumulative distribution functions.
It is worth thinking some more about what this means. The marginal cumulative

distributions are the inputs to the copula functions. These are essentially uniform
distributions for each of the marginal variables. They do not rely on the marginal
distributions, which could have any form, since they are the probabilities derived
from these distributions. The copula function takes these inputs and combines them
somehow to arrive at a joint cumulative distribution function – another probability.
A copula need not necessarily be continuous, and an important example of a

discrete copula is seen with an empirical copula function. This describes the rela-
tionship between variables in terms of their ranks. Consider two variables X and
Y each with T observations. For variable X , an empirical cumulative distribution
function based on observations Xt at time t, where t = 1,2, . . . ,T , is F(x). This
can be calculated a number of ways, the aim being to arrive at an equally-spaced
series where the smallest value is greater than zero and the largest is less than one.
Arriving at this series poses the same issue as exists in constructing Q-Q plots, and
the methods for deriving an empirical cumulative distribution are similar. One ap-
proach gives values of F(x) for observed values of Xt ranging from 1/(1+ T ) to
T/(1+T ). This involves defining F(x) as:

F(x) = Pr(Xs ≤ x) =
1

1+T

T

∑
t=1

I(Xt ≤ x), (10.136)

where I(Xt ≤ x) is an indicator function which is one if Xt ≤ x and zero other-
wise, and Xs is one of Xt . Alternatively, values from 1/2T to (T − 1/2)/T can be
produced using the following formulation:

F(x) = Pr(Xs ≤ x) =
1
T

[
T

∑
t=1

I(Xt ≤ x)− 1
2

]
. (10.137)

The function F(y) can be calculated in the same way. A joint distribution function
can be defined similarly, in the first case as:

F(x,y) = Pr(Xs ≤ x and Ys ≤ y) =
1

1+T

T

∑
t=1

I(Xt ≤ x and Yt ≤ y), (10.138)
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where I(Xt ≤ x and Yt ≤ y) is an indicator function that is equal to one if both of the
conditions in the parentheses are met and zero otherwise, and in the second case
as:

F(x,y) = Pr(Xs ≤ x and Ys ≤ y)

=
1
T

[
T

∑
t=1

I(Xt ≤ x and Yt ≤ y)− 1
2

]
. (10.139)

However, because Equations 10.138 and 10.139 are calculated using indicator func-
tions based on the ranks of the observations, they can also be regarded as empirical
copulas.
It is also worth defining a survival copula. This gives the joint probability two

variables X and Y will be greater than the fixed values x and y. The probability that
a variable X is greater than x is denoted F̄(x) = 1−F(x), with F̄(y) being similarly
defined. The bivariate survival copula, denoted C̄[F̄(x), F̄(y)] is therefore defined
as follows:

F̄(x,y) = C̄[F̄(x), F̄(y)] = C̄[1−F(x),1−F(y)]

= 1−F(x)−F(y)+C[F(x),F(y)]. (10.140)

Sklar’s theorem is easily expanded from the bivariate to the multivariate case. Con-
sider N variables, X1,X2, . . . ,XN . These have marginal cumulative distribution func-
tions of F(x1),F(x2), . . . ,F(xN) and can also be defined in terms of a joint distribu-
tion function, F(x1,x2, . . . ,xN). The multivariate version of Sklar’s theorem links
the joint distribution to the marginal distributions as follows:

F(x1,x2, . . . ,xN) =C[F(x1),F(x2), . . . ,F(xN)]. (10.141)

As noted above, the expression C(F(x1),F(x2), . . . ,F(xN)) is a cumulative dis-
tribution function. However, it is also helpful to note the copula density function,
c[F(x1),F(x2), . . . ,F(xN)]. In the same way as the probability density function for
a distribution gives the gradient of the cumulative distribution function, the copula
density function gives the rate of change of the copula distribution function. It is
defined as follows:

c[F(x1),F(x2), . . . ,F(xN)] =
∂NC[F(x1),F(x2), . . . ,F(xN)]

∂F(x1)∂F(x2) · · ·∂F(xN) . (10.142)

If the distribution functions are all continuous, then it can be calculated as:

c[F(x1),F(x2), . . . ,F(xN)] =
f (x1,x2, . . . ,xN)

f (x1) f (x2) · · · f (xN) . (10.143)

In this equation, f (x1,x2, . . . ,xN) is the joint density function of the joint cumula-
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tive distribution function F(x1,x2, . . . ,xN), and f (xn) is the marginal density func-
tion of the marginal cumulative distribution function F(xn), where n= 1,2, . . . ,N.

10.4.2 Dependence and Concordance

Before moving on to discuss some specific copulas, it is helpful to discuss the more
general issues of dependence and concordance. Whilst a measure of association
such as Pearson’s rho might give the association between one variable and another,
it is not necessarily the case that there is any dependence; instead there may simply
be some degree of concordance. The difference is important. One variable may
not directly (or indirectly) influence another; rather, they may influence each other
to some degree, or both may be influenced by a third factor. Even so, there is an
association, or concordance, between them.
Pearson’s rho, Spearman’s rho and Kendall’s tau can all be used to determine

the degree of association between variables; however, it is important to understand
their strengths and limitations. To do this, some set of criteria is needed. Scarsini
(1984) defines a set of axioms for measures of concordance between X and Y .
Consider a measure of association between X and Y , defined as MX ,Y , where X
and Y are linked by a copula C[F(x),F(y)]. For MX ,Y to be a good measure of
concordance, the following properties are required:

• completeness of domain – MX ,Y must be defined for all values of X and Y , with
X and Y being continuous;

• symmetry –MX ,Y =MY,X , or in other words, switching X and Y should not affect
the value of the measure;

• coherence – if C[F(x),F(y)] ≥ C[F(w),F(z)], then MX ,Y ≥ MW,Z , or in other
words, if the joint probability is higher, then the measure of association should
also be higher;

• unit range – −1 ≤ MX ,Y ≤ 1, and the extreme values in this range should be
feasible;

• independence – if X and Y are independent, then MX ,Y = 0;
• consistency – if X =−Z, thenMX ,Y =−MZ,Y , so reversing the signs of one series
should simply reverse the sign of the measure; and

• convergence – if X1,X2, . . . ,XT andY1,Y2, . . . ,YT are sequences of T observations
with the joint distribution function TF(x,y) and the copula TC[F(x),F(y)], and
if TC[F(x),F(y)] tends to C[F(x),F(y)] as T tends to infinity, then TMX ,Y must
tend toMX ,Y .

Together, this list of features also implies other properties for good measures of
concordance:
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• if g(X) and h(Y ) are monotonic transformations of X and Y , it is also true that
Mg(X),h(Y ) =MX ,Y ; and

• if X and Y are co-monotonic, thenMX ,Y = 1; if they are counter-monotonic, then
MX ,Y =−1.
It has already been established that Pearson’s rho is appropriate only if the dis-

tributions are jointly elliptical. However, even if this is the case, the measure fails
Scarsini’s criteria. To see why this is, consider two variables, X and Y , that are
co-monotonic – so an increase in one implies an increase in the other – but not lin-
early related. An example might be where Y = lnX . Since the relationship between
the variables is not linear, Pearson’s rho will never equal one. In fact, any transfor-
mation to the data other than a linear shift can result in a change in the value of
Pearson’s rho. Both Spearman’s rho and Kendall’s tau, on the other hand, fulfil all
of Scarsini’s criteria.

10.4.3 Tail Dependence

If the data are parametrised – that is, expressed in terms of a statistical distribution
– then at the limit, the relationship between variables at their margins can be used
to describe the tail dependence of those variables. In particular, consider LλX ,Y ,
the coefficient of lower tail dependence between two variables, X and Y . This is
defined as:

LλX ,Y = lim
q→0+

Pr[X < F−1
q (x)|Y < F−1

q (y)], (10.144)

where F−1
q (x) and F−1

q (y) are the values of x and y for which the cumulative dis-
tribution functions, F(x) and F(y), are equal to q. Equation 10.144 can also be
expressed in terms of a bivariate copula, as:

LλX ,Y = lim
q→0+

C[Fq(x),Fq(y)]
q

, (10.145)

where Fq(x) and Fq(y) are evaluated at levels of x and y such that F(x) = q and
F(y) = q. Equations 10.144 and 10.145 say that the coefficient of lower tail de-
pendence is found as q tends to zero from above. If 0<L λX ,Y ≤ 1, then lower tail
dependence exists; if LλX ,Y = 0 it does not.
Similarly, the coefficient of upper tail dependence is defined as:

UλX ,Y = lim
q→1−

Pr[X > F−1
q (x)|Y > F−1

q (y)]. (10.146)

This can be expressed in terms of a bivariate survival copula as:

UλX ,Y = lim
q→1−

C̄[F̄q(x), F̄q(y)]
1−q

, (10.147)
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where F̄q(x) and F̄q(y) are the values of 1−F(x) and 1−F(y) evaluated such that
F(x) = q and F(y) = q. This function is valued as q tends to one from below. If
0<U λX ,Y ≤ 1, then upper tail dependence exists; if UλX ,Y = 0 it does not.
The reasoning behind coefficients can be understood by looking at the calcula-

tion for finite values of q. Consider the C[Fq(x),Fq(y)]. This gives the proportion
of the observations for which both F(x) = q and F(y) = q. If x and y are perfectly
positively correlated, then not only will the cumulative marginal distributions be
equal to q, but so will the cumulative joint distribution; however, perfect negative
correlation will result in a cumulative joint distribution of zero. This means that,
since C[Fq(x),Fq(y)] can range from zero to q, dividing C[Fq(x),Fq(y)] by q gives
a measure of tail dependence in the range zero to one.
The presence of upper or lower tail dependence can help determine which cop-

ula is the most appropriate for a particular dataset. For example, if the level of
association is higher for extreme values, then a copula with lower and upper tail
dependence should be considered; however, if there is a greater degree of associa-
tion for extremely low values alone – for example, in respect of extreme negative
returns alone – then a copula with lower tail dependence is probably appropriate.
Interestingly, coefficients of lower and upper tail dependence for the bivariate

normal distribution are zero, no matter how high the correlation between the two
variables is (assuming that they have an absolute value of less than one). This is
not to say that there is no tail dependence in a bivariate normal distribution, and the
level of tail dependence will depend on how far into the tail the observations are.
However, in the limit the tail dependence will be zero.
Tail dependence is important in a risk management context because it describes

potential concentrations of risk at the point in the distributions where this risk re-
ally matters. However, copulas can also be used to describe the full complexity of
relationships across the range of values of marginal distributions.

10.4.4 Fréchet–Höffding Copulas

As discussed above, a copula functionC[F(x),F(y)] describes the joint distribution
function in terms of the marginal distributions. Three of the simplest copulas are
the independence copula:

indC[F(x),F(y)] = F(x)F(y); (10.148)

the minimum, or co-monotonicity copula:

minC[F(x),F(y)] =min[F(x),F(y)]; (10.149)

and the maximum, or counter-monotonicity copula

maxC[F(x),F(y)] =max[F(x)+F(y)−1,0]. (10.150)
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Figure 10.36 Bivariate Fréchet–Höffding Copulas

The copula functions and associated contour lines are shown in Figure 10.36. How-
ever, it is worth spending a moment to examine what these formulae represent. Re-
member that Sklar’s theorem essentially definesC[F(x),F(y)] as Pr(X ≤ x,Y ≤ y).
The independence copula is therefore simply the product of the marginal distribu-
tions or cumulative probabilities. This comes from basic probability theory, that
the probability of two independent events is the product of their probabilities.

The minimum copula is the lower of the two distribution functions. This is the
copula that arises when X is simply a monotonic transformation of Y . For example,
if X is the number of pounds sterling that someone earns each year whilst Y is the
number of pence (just one hundred times the number of pounds), then the proba-
bility that an individual earns less then £30,000 and less than 4,000,000 pence (or
£40,000) is simply the probability that an individual earns less then £30,000.

Finally, the maximum copula describes the opposite scenario, where probability
of X occurring is one minus the probability of Y : in other words, they are mutu-
ally exclusive. Because these copulas represent the three basic dependencies that
variables can have – independence, full positive dependence and full negative de-
pendence – they are also known as fundamental copulas.

The minimum and the maximum copula are also interesting because they form
the upper and lower boundaries for all copulas, known as the Fréchet–Höffding
bounds. These are shown in Figure 10.37. In fact, these three copulas form special
classes of the Fréchet–Höffding family of copulas. The more general form of this
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Figure 10.37 Fréchet–Höffding Upper and Lower Bounds

class is:

FC[F(x),F(y)] = pmax[F(x)+F(y)−1,0]+ (1− p−q)F(x)F(y)+

qmin[F(x),F(y)], (10.151)

where 0≤ p≤ 1, 0≤ q≤ 1 and p+q≤ 1. This can also be written in terms of the
independence, minimum and maximum copulas:

FC[F(x),F(y)] = pmaxC[F(x),F(y)]+ (1− p−q)indC[F(x),F(y)]+

qminC[F(x),F(y)]. (10.152)

For p= 0 and q= 1, this gives the Fréchet–Höffding upper bound, or the minimum
copula; for p = 1 and q = 0, it gives the Fréchet–Höffding lower bound, or the
maximum copula; and for p= q= 0 it gives the independence copula. If p= 0 and
q< 1, or q= 0 and p< 1, then the result is known as a mixture copula.
For the Fréchet–Höffding family of copulas, Spearman’s rho and Kendall’s tau

are calculated as follows:

ρ(s) = q− p, (10.153)

and

τ =
(q− p)(2+ p+q)

3
. (10.154)

This means that τ ≤ ρ(s) ≤ −1+√
1+3τ if τ ≥ 0, and 1−√

1−3τ ≤ ρ(s) ≤ τ
if τ < 0. These boundaries are stricter than the more general ones discussed earlier
in this section.
Multivariate versions of the independence and the minimum copula exist, de-

scribing the relationships between N variables. The form of the N-dimensional
independence copula is:

indC[F(x1),F(x2), . . . ,F(xN)] = F(x1)F(x2) · · ·F(xN); (10.155)
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and for the N-dimensional minimum, or co-monotonicity copula, it is:

minC[F(x1),F(x2), . . . ,F(xN)] =min[F(x1),F(x2), . . . ,F(xN)]. (10.156)

The maximum, or counter-monotonicity copula exists in bivariate form only. This
means that the only possible multivariate Fréchet–Höffding copulas apart from
these are mixture copulas with p= 0:

FC[F(x1),F(x2), . . . ,F(xN)] =

(1−q)F(x1)F(x2) · · ·F(xN)+qmin[F(x1),F(x2), . . . ,F(xN)]. (10.157)

10.4.5 Archimedean Copulas

An important class of copulas is the Archimedean class. These are copulas con-
structed using a generator function and they have the advantage that they can be
expressed in closed form. A generator function is a continuous, monotonically de-
creasing function, ψ , that transforms any number in the range zero to one to an-
other positive number, such that ψ(1) = 0 and ψ(0)≤ ∞. The function ψ also has
a pseudo-inverse , ψ [−1] such that

ψ [−1](x) =

{
ψ−1(x) if 0≤ x≤ ψ(0)

0 if ψ(0)≤ x≤ ∞.
(10.158)

When applied to the generator, the pseudo-inverse gives the input to the generator
if this input is between zero and one, so ψ [−1]{ψ [F(x)]}= F(x). If ψ(0) = ∞, then
ψ is referred to as a strict generator. In this case, ψ [−1] = ψ−1 in all cases.
This combination of generator and pseudo-inverse are combined to give a bivari-

ate Archimedean copula as:

AC[F(x),F(y)] = ψ [−1]{ψ [F(x)]+ψ [F(y)]}. (10.159)

In other words:

• the generator function is applied to each of the marginal cumulative probabili-
ties;

• the results are summed; and
• the pseudo-inverse is applied to this sum to give a joint cumulative probability.
This process shows why the pseudo-inverse is needed in some cases. If the gen-

erator is not strict, then it is possible that ψ [F(x)]+ψ [F(y)] > ψ(0). In this case,
simply applying the inverse could result in the joint probability being undefined.
Using a pseudo-inverse means that ψ [F(x)]+ψ [F(y)] can always be inverted back
to a number between zero and one – in other words, a probability.
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Figure 10.38 Using an Archimedean Copula with a Strict Generator

The bivariate example above can easily be extended to a multivariate case with
N variables as follows:

AC[F(x1),F(x2), . . . ,F(xN)] =

ψ [−1]{ψ [F(x1)]+ψ [F(x2)]+ · · ·+ψ [F(xN)]}. (10.160)

The philosophy behind Archimedean copulas is quite elegant. Essentially, a num-
ber of probabilities – which can take values between zero and one – are being
converted to variables that take values that are greater than zero. When combined,
these will give a single value that is also greater than zero which can then be con-
verted back into a single joint probability. This is shown graphically for a copula
with a strict generator in Figure 10.38.
Archimedean copulas are straightforward to use. They are also attractive be-

cause they provide a joint probability distribution in a closed form, without the
need for integration. However, since even multivariate Archimedean copulas are
defined using only one or two parameters, they are not necessarily good at mod-
elling heterogeneous groups of variables.
So far, Archimedean copulas remain a theoretical construct, but in order to give

useful copulas, specific generator functions are needed. Some important ones are
given in Table 10.1. Their main features are summarised in Table 10.2. The copulas
are also shown graphically in Figure 10.39. For the Gumbel and Clayton copulas
the parameter values of α = 4 and α = 6 correspond to a Kendall’s tau of ex-
actly 0.75, whilst parameter value of α = 14 for the Frank copula corresponds to
a Kendall’s tau of approximately 0.75 (0.7479 to be precise). It is also helpful to
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Table 10.1 Structure of Archimedean Copulas

Name Symbol ψ [F(x)] Parameter
Range

Strict Lower
Limit

Upper
Limit

Gumbel GuCα [− lnF(x)]α α ≥ 1 Yes indC minC

Frank FrCα − ln
(
e−αF(x)− 1
e−α − 1

)
−∞ ≤ α ≤ ∞ Yes maxC minC

Clayton ClCα
1
α
{[F(x)]−α − 1} α ≥−1 α ≥ 0 maxC minC

Generalised
Clayton

GCCα ,β
1

αβ {[F(x)]−α − 1}β α ≥ 0 , β ≥ 1 Yes – –

Table 10.2 Archimedean Copula Dependence Measures
Name τ ρ(s) Lλ Uλ

Gumbel 1− 1
α

no closed form 0 2−2 1α

Frank 1+
4[D1(α)−1]

α
1− 12[D2(−α)−D1(−α)]

α
0 0

Clayton
α

α +2
complicated form

{
2−

1
α if α > 0

0 if α ≤ 0
}

0

Generalised
Clayton

(α +2)β −2
α +2

complicated form 2
− 1

αβ 2−2
1
β

see the copula density functions, given in Figure 10.40 so that the different levels
of dependency between extreme high and low values can be appreciated.
The parametrisations highlight an important feature of these copulas – that

Kendall’s tau is an exact function of the parameters. This means that for all the
single parameter copulas – in other words, all here except the generalised Clayton
copula – the parameters can be derived to fit a bivariate dataset simply by calcu-
lating Kendall’s tau from the data and rearranging the expressions in Table 10.2 to
find α . For the generalised Clayton copula – and other Archimedean copulas with
more than one parameter – there is no single combination of parameters that will
give the required rank correlation.
In Table 10.2, the rank correlation coefficients for the Frank copula require the

use of Debye functions defined as:

Dk(α) =
k

αk

∫ α

0

tk

et −1dt. (10.161)
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Figure 10.39 Bivariate Gumbel, Frank and Clayton Copulas

10.4.6 The Gumbel Copula

The Gumbel copula, GuCα , has the following generator function:

Guψα [F(x)] = [− lnF(x)]α , (10.162)

where 1≤ α < ∞. This means that the bivariate Gumbel copula is defined as:

GuCα [F(x),F(y)] = e−{[− lnF(x)]α+[− lnF(y)]α} 1α . (10.163)

Example 10.8 Consider two insurance claims, X and Y . The probability that
claim X is less than or equal to £50,000 is 0.873, whilst the probability that
claim Y is less than or equal to £30,000 is 0.922. If the claims are linked by a
Gumbel copula with a parameter α of 2.5, what is the probability that both X
is less than or equal to £50,000 and Y is less than or equal to £30,000?
The generator for the Gumbel copula, Guψα [F(x)], is [− lnF(x)]α .

Therefore, Guψα [F(x)] = (− ln0.873)2.5 = 0.00680, whilst Guψα [F(y)] =
(− ln0.922)2.5 = 0.00188.
These can then be combined to given the joint probability that X is less

than or equal to £50,000 and Y is less than or equal to £30,000 by calculating

GuCα [F(x),F(y)] = e−{[− lnF(x)]α+[− lnF(y)]α} 1α = e−(0.00680+0.00188)
1
2.5 = 0.861

The Gumbel copula can be generalised to the N-dimensional multivariate case
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Figure 10.40 Bivariate Gumbel, Frank and Clayton Copula Density Functions

as follows:

GuCα [F(x1),F(x2), . . . ,F(xN)] = e−{∑N
n=1[− lnF(xn)]α}

1
α . (10.164)

In both the bivariate and multivariate cases, if α = 1 the Gumbel copula reduces
to the independence copula; conversely, as α tends to ∞, it tends to the minimum
copula.
The Gumbel copula has upper, but no lower, tail dependence. This means that

it is particularly suitable for modelling dependency when association increases for
extreme positive values. For example, losses from a credit portfolio (measured as
positive) could be sensibly modelled using a Gumbel copula.

10.4.7 The Frank Copula

The Frank copula, FrCα , has the following generator function:

Frψα [F(x)] =− ln
(
e−αF(x)−1
e−α −1

)
, (10.165)

where α can be any real number. Some elementary algebra can be used to show
that the bivariate Frank copula is defined as:

FrCα [F(x),F(y)] =− 1
α
ln

[
1+

[e−αF(x)−1][e−αF(y)−1]
e−α −1

]
. (10.166)

Again, this can be generalised to the multivariate case:

FrCα [F(x1),F(x2), . . . ,F(xN)] =− 1
α
ln

[
1+

∏N
n=1

(
e−αF(xn)−1)

(e−α −1)N−1
]
. (10.167)

For the bivariate case, the Frank copula tends to the maximum copula as α tends
to −∞. However, it was established before that the maximum copula only exists in
the bivariate case. In fact, the multivariate Frank copula is defined only for α > 0
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if N > 2. As α tends to ∞, the Frank copula tends to the minimum copula in both
the bivariate and multivariate forms. The Frank copula has neither upper nor lower
tail dependence.

10.4.8 The Clayton Copula

The Clayton copula, ClCα , has the following generator function:

Clψα [F(x)] =
1
α
{[F(x)]−α −1}, (10.168)

where α ≥−1. For values of α in this range, the bivariate Clayton copula is defined
as:

ClCα [F(x),F(y)] =max
{
{[F(x)]−α +[F(y)]−α −1}−(1/α),0

}
. (10.169)

If α =−1, then this becomes the maximum copula. However, the generator for the
Clayton copula is strict only when α > 0. In this case, the bivariate copula can be
expressed as:

ClCα [F(x),F(y)] = {[F(x)]−α +[F(y)]−α −1}− 1
α . (10.170)

As long as α > 0, it is possible to generalise the bivariate Clayton copula into a
multivariate form:

ClCα [F(x1),F(x2), . . . ,F(xN)] =

{
N

∑
n=1

[F(xn)]
−α −N+1

}− 1
α

. (10.171)

If α > 0, then the Clayton copula has only lower tail dependence. This makes it
suitable for linking portfolio returns if it is thought that extreme negative returns
are likely to occur together. If α ≤ 0, then the Clayton copula exhibits no upper or
lower tail dependence.

10.4.9 The Generalised Clayton Copula

The generalised Clayton copula is a two-parameter Archimedean copula. Its gen-
erator function is:

GCψα ,β [F(x)] =
1

αβ {[F(x)]−α −1}β , (10.172)

and it has the following form for a bivariate copula:

GCCα ,β [F(x),F(y)] =

[({
[F(x)]−α −1}β

+
{
[F(y)]−α −1}β

) 1
β
+1

]− 1
α

,

(10.173)
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Figure 10.41 Bivariate Marshall–Olkin Distribution and Density Functions

which can be generalised to the following multivariate form:

GCCα ,β [F(x1),F(x2), . . . ,F(xN)] =

[
N

∑
n=1

({
[F(xn)]

−α −1}β
) 1

β
+1

]− 1
α

.

(10.174)
From the formulae for Kendall’s tau in Table 10.2 it can be seen that the generalised
Clayton copula is indeed a generalisation of the Clayton copula. In particular, it
becomes the standard Clayton copula if β = 1. This formulation also means that the
generalised Clayton copula has both upper and lower tail dependence (for β > 1),
making it useful for modelling variables where jointly fat tails are thought to occur
for both extreme high and extreme low values.

10.4.10 The Marshall–Olkin Copula

Archimedean copulas are only one class of this type of joint distribution function.
Other copulas do exist, and an interesting example is the Marshall–Olkin copula.
This is driven by the desire to reflect the risk that a random shock will be fatal
to one or more components, lives or companies. This means that it is a survival
copula, so in bivariate form it represents the joint probability that the lifetime of X
is greater than or equal to x, and that the lifetime of Y is greater than or equal to y.
The random shocks in the bivariate Marshall–Olkin copula are assumed to fol-

low three independent Poisson processes with Poisson means λX , λY and λXY per
period, and with the subscripts denoting the parameters for the failure of compo-
nent X , component Y and both X and Y together. This means that if each of these
parameters is taken to describe the expected per-period frequency of failure, the
total per-period frequency of failure for component X is λX + λXY whereas for
component Y it is λY +λXY . The copula parameters αX and αY are linked to these
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Poisson parameters as follows:

αX =
λXY

λX +λXY
, (10.175)

and:

αY =
λXY

λY +λXY
. (10.176)

The bivariate Marshall–Olkin copula for variables with random lifetimes X and Y
then has the following form:

MOC̄αX ,αY [F̄(x), F̄(y)] =min
{
[F̄(x)]1−αX F̄(y), F̄(x)[F̄(y)]1−αY

}

=

⎧⎨
⎩

[F̄(x)]1−αX F̄(y) if [F̄(x)]αX ≥ [F̄(y)]αY

F̄(x)[F̄(y)]1−αY if (F̄(x))αX ≤ [F̄(y)]αY .
(10.177)

Both Kendall’s tau and Spearman’s rho are simple functions of αX and αY :

τ =
αXαY

αX +αY −αXαY
. (10.178)

ρ(s) =
3αXαY

2αX +2αY −αXαY
. (10.179)

The bivariate Marshall–Olkin copula distribution and density functions are shown
in Figure 10.41.

Example 10.9 Consider the chief executives of firms X and Y . Company-
specific shocks lead to firm X replacing its chief executive on average once ev-
ery 2.5 years, whilst company-specific shocks lead to firm Y replacing its chief
executive on average once every 5 years. Furthermore, economy-wide shocks
lead to firms replacing their chief executives once every 10 years. Assuming
these shocks occur in line with Poisson distributions, what is the probability
that the chief executive of firm X stays in post for at least a further 4 years and
that the chief executive of firm Y stays in post for at least a further 6 years?
For firm X , λX = 1/2.5, a rate of 0.4 per annum; for firm Y , λY = 1/5, a rate

of 0.2 per annum. The economy-wide parameter, λXY , is equal to 1/10 years,
a rate of 0.1 per annum.
First, consider the probabilities that the chief executives of firms X and Y

will last for at least another 4 and 6 years respectively, assuming that each of
these changes has a Poisson distribution. For firm X , the probability of there
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being no change over an x-year period is given by F̄(x) = e−(0.4+0.1)x. Evalu-
ated at x= 4 for the 4-year time horizon gives a probability of 0.1353.
For firm Y , the probability of there being no change over a y-year period is

given by F̄(y) = e−(0.2+0.1)y. Evaluated at y = 6 for the 6-year time horizon
gives a probability of 0.1653.
Using the Marshall–Olkin copula, the parameter αX is calculated as

λXY/(λXλXY ) = 0.1/(0.4+ 0.1) = 0.2000, whilst the parameter αY is calcu-
lated as λXY/(λYλXY ) = 0.1/(0.2+ 0.1) = 0.3333. The probability of joint
survival beyond 4 and 6 years for X and Y respectively is therefore, evaluated
at x= 4 years y= 6 years, the lesser of

[F̄(x)]1−αX F̄(y) = 0.13531−0.2000×0.1653 = 0.0334,
and:

F̄(x)[F̄(y)]1−αY = 0.1353×0.16531−0.3333 = 0.0408,
The joint probability is therefore 0.0334.

If x = y and the marginal distributions are assumed to be Poisson distributions,
then the Marshall–Olkin copula reduces to this simple form, although since the
marginal distributions and their dependence structures are not given separately,
this is really a multivariate exponential distribution rather than an explicit copula:

MOC̄αX ,αY [F̄(x), F̄(y)] = e−(λX+λY+λXY )x = e−(λX+λY+λXY )y. (10.180)

It is also possible to create a multivariate extension of the Marshall–Olkin copula.
Consider N components, lives or firms with lifetimes X1,X2, . . . ,XN . Assume also
that there are M potential shocks that can affect some or all of these N compo-
nents. It is possible to construct A, anM×N matrix representing the effect of these
shocks. To be specific, if an element Am,n is equal to 1, then it means that compo-
nent n fails as a result of shock m, whereas if this element is equal to zero then
component n is unaffected by the shock.

To fully specify all combinations, up toM = 2N−1 shocks must be defined. For
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example, for N = 3, the following 7×3 matrix would be needed:

A=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0
0 1 0
0 0 1
1 1 0
1 0 1
0 1 1
1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (10.181)

with the individual and joint Poisson parameters being replaced with a Poisson
process for each shock m, the Poisson mean for each of which is λm. No more
parameters must be defined since any further shocks can be incorporated into the
existing parameters. For example, if there are two shocks affecting all three firms,
then the Poisson mean for the case where all firms are affected is simply the sum
of the Poisson means for the two shocks. The multivariate copula is then given by:

MOC̄αX1 ,αX2 ,...,αXN [F̄(x1), F̄(x2), . . . , F̄(xN)] =

min{[F̄(x1)]αX1 , [F̄(x2)]αX2 , . . . , [F̄(xN)]αXN }
N

∏
n=1

[F̄(xn)]
1−αXN , (10.182)

where:

αXn =
∑M
m=1∏N

i=1Am,iλm
∑M
m=1Am,nλm

. (10.183)

However, only one shock is needed to describe an environment-wide event that
would affect all components. If this is taken to be shock M, the final shock in the
list, then the numerator can be replaced with λM – all other terms will be zero, since
at least one of Am,i will be zero for each m �=M:

αXn =
λM

∑M
m=1Am,nλm

. (10.184)

This copula gives the joint probability that component X1 will last for at least x1
years, component X2 will last for at least x2 years, and so on.

10.4.11 The Normal Copula

The Archimedean copulas in particular are limited by the small number of param-
eters available to describe multivariate relationships. One type of copula that does
not have this restriction is the normal or Gaussian copula. The bivariate normal
copula, GaCρX ,Y [F(x),F(y)], is defined as follows:

GaCρX ,Y [F(x),F(y)] = ΦρX ,Y {Φ−1[F(x)],Φ−1[F(y)]}. (10.185)
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In this equation, Φ−1[F(x)] and Φ−1[F(y)] are the inverse cumulative distribution
functions for the standard normal distribution evaluated at the probabilities given
by F(x) and F(y). The term ΦρX ,Y is the joint cumulative normal distribution eval-
uated at these values for a correlation of ρX ,Y . This copula can also be expressed as
an integral:

GaCρX ,Y [F(x),F(y)] =
1

2π
√
1−ρ2X ,Y

∫ Φ−1[F(x)]

−∞

∫ Φ−1[F(y)]

−∞
e−zdsdt, (10.186)

where:

z=
1

2(1−ρ2X ,Y )
(
s2+ t2−2ρX ,Y st

)
. (10.187)

In this equation, |ρX ,Y |< 1. This copula is defined by the value of ρX ,Y . In fact, if
the marginal distributions are normal, then this distribution essentially becomes a
bivariate normal distribution with zero means and unit standard deviations.
The independence, minimum and maximum copulas are special cases of the nor-

mal copula where ρX ,Y = 0, ρX ,Y = 1 and ρX ,Y = −1 respectively. Another inter-
esting feature of the normal copula is that if |ρX ,Y | < 1, then tail dependence does
not exist – as the marginal probabilities approach one, the dependence approaches
zero.
The multivariate normal copula also exists. For N variables, this can be ex-

pressed as:

GaCR[F(x1),F(x2), . . . ,F(xN)] =

ΦR{Φ−1[F(x1)],Φ−1[F(x2)], . . . ,Φ−1[F(xN)]}. (10.188)

Here, instead of a single correlation coefficient, a matrix of the N(N−1)/2 corre-
lation coefficients, R, for all combinations of variables is needed. This essentially
means that the parametrisation gets less robust as the number of variables, N, in-
creases. Independence and minimum copulas exist when all correlations are zero
or one, but the maximum copula only exists for the bivariate normal copula (when
N = 2). As before, if the marginal distributions are normal, then this becomes a
multivariate normal distribution.

10.4.12 Student’s t-Copula

A major drawback of the normal copula is that it is parametrised by a single vari-
able – the linear correlation coefficient. One way of controlling the strength of the
relationship between variables in the tails relative to that in the centre of the dis-
tribution is to use a copula based on Student’s t-distribution. The t-copula is based
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Figure 10.42 Bivariate Normal and t-Distribution Functions (ρ = 0.7)
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Figure 10.43 Bivariate Normal and t-Density Functions (ρ = 0.7)

not just on the correlation coefficient but also on the degrees of freedom used. The
bivariate t-copula is given by:

tCγ ,ρX ,Y [F(x),F(y)] = tγ ,ρX ,Y {t−1γ [F(x)], t−1γ [F(y)]}, (10.189)

where t−1γ [F(x)] and t−1γ [F(y)] are the inverse cumulative distribution functions
for Student’s t-distribution with γ degrees of freedom evaluated at the probabili-
ties given by F(x) and F(y). The term tγ ,ρX ,Y is the joint cumulative t-distribution
evaluated at these values for γ degrees of freedom and a correlation of ρX ,Y . This
copula can also be expressed as an integral:

tCγ ,ρX ,Y [F(x),F(y)] =

1

2π
√
1−ρ2X ,Y

×
∫ t−1γ [F(x)]

−∞

∫ t−1γ [F(y)]

−∞

(
1+

s2+ t2−2ρX ,Y st
2γ(1−ρ2X ,Y )

)( γ+2
2 )

dsdt. (10.190)
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The smaller the value of γ , the greater the level of association in the tails relative
to that in the centre of the joint distribution. As γ tends to infinity, the form of
the t-copula tends to that of the normal copula. Care is needed with low values
of γ , however, as this shape of this copula implies an increasing concentration of
observations in the four extreme corners of the distribution. Unlike the normal
copula, the t-copula has both upper and lower tail dependence. Bivariate normal
copula distribution and density functions are shown with corresponding charts for
the t-copula in Figures 10.42 and 10.43 respectively.
There is, of course, a multivariate version of the t-copula, and this is given in

Equation 10.191:

tCv,R[F(x1),F(x2), . . . ,F(xN)] =

tv,R
{
t−1v [F(x1)], t−1v [F(x1), . . . , t−1v [F(xN)]

}
, (10.191)

where tγ ,R is the joint cumulative t-distribution with γ degrees of freedom and the
correlation matrix R evaluated at t−1γ [F(x1)], t−1γ [F(x2)], . . . , t−1γ [F(xN)]. If all cor-
relations are one, then the t-copula again becomes the minimum copula; however,
if they are all zero, the result is not the independence copula, as random variables
from an uncorrelated multivariate t-distribution are not independent.

10.5 Further Reading

There are many books that give a fuller exposition of the range of statistical tech-
niques available. A good introduction is Johnson and Bhattacharyya (2010), whilst
Greene (2003) gives a more in-depth analysis. Information on copulas is less widely
available, but there are a number of useful books on the subject. Nelsen (2006) pro-
vides a good introduction; Cherubini et al. (2004) gives some useful insights into
the use of copulas in a financial context, whilst McNeil et al. (2005) gives more
depth in terms of techniques and proofs. Sweeting and Fotiou (2013) give more
details on the calculation of coefficients of tail dependence, together with com-
mentary on the issues faced.

Questions on Chapter 10

1 The probability that a particular type of low-quality light bulb will be faulty
is 1%. An electrician buys 10 of the bulbs. Using the binomial distribution,
calculate the probability that more than one will be faulty.

2 The probability that a particular type of high-quality light bulb will be faulty
is 0.01%. A factory electrician buys 10,000 of the bulbs. Using the Poisson
approximation to the binomial distribution, calculate the probability that more
than one will be faulty.
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3 The probability that a particular type of medium-quality light bulb will be
faulty is 0.1%. A chain of department stores buys 1,000,000 of the bulbs. Us-
ing the normal approximation to the Poisson distribution, state the probability
that more than 1,000 will be faulty.

4 A particular one-year project offers a return that is normally distributed with a
mean of 10% and a standard deviation of 20%. Calculate the probability that
the project will make a loss.

5 On analysing 240 months of data for a particular asset class, you calculate
that the returns have a skew of −0.3 and an excess kurtosis of 0.5. Using the
Jarque–Bera test, determine whether the null hypothesis that the returns are
normally distributed can be rejected at the 95% level of confidence.

6 Based on twenty years of annual data, the annual returns for a particular asset
have a sample mean of 5% and a sample standard deviation of 10%. Determine
whether the expected return for this asset is significantly different from zero at
the 95% level of confidence.

7 A firm carrying out opinion polls is checking whether the age distribution of
its respondents reflects that of the general population. It has surveyed 1,000
individuals aged 20 to 80. The proportion expected in each age group, and
the actual number of respondents, is shown below. Using a χ2 test, determine
whether the age distribution of the respondents is significantly different from
that of the general population at the 99.5% level of confidence.

Proportion of Number of
Age Band Population Respondents
20− 29 0.25 213
30− 39 0.25 241
40− 49 0.20 194
50− 59 0.15 134
60− 69 0.10 138
70− 79 0.05 80
Total 1.00 1,000

8 Discuss which of the following distributions is most suited to modelling the
distribution of corporate bond default rates:

1. the normal distribution;
2. the gamma distribution; or
3. the beta distribution.

9 Explain why Pearson’s rho does not satisfy Scarsini’s axioms of concordance.
10 Explain why the maximum copula exists only in bivariate form.
11 Calculate Kendall’s tau for a Gumbel copula with copula parameter α = 4.
12 Calculate the parameter α for a Clayton copula where Kendall’s tau is equal

to 0.5.
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13 State the coefficient of lower tail dependence for a Gumbel copula with copula
parameter α = 2.

14 The probability that a particular project, X , will make a loss (that is, will pro-
duce a return of less than zero) is 0.15, whilst the probability that another
project, Y , will make a loss is 0.25. The correlation, measured using Kendall’s
tau, between returns on X and Y is 0.2. Returns on X and Y are linked by a
Clayton copula. Calculate the probability that both projects make a loss.

15 An investor holds 20 short-term cash investments in a portfolio. The probabil-
ity that any of the investments makes a loss (that is, produces a return of less
than zero) is 0.1. The returns are linked by a Clayton copula with parameter
α = 2. Calculate the probability that all bonds make a loss.
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Modelling Techniques

11.1 Introduction

One of the most common ways in which risks can be quantified is through the use
of models. Models are mathematical representations of real-world processes. This
does not mean that all models should attempt to exactly replicate the way in which
the real world works – they are, after all, only models. However, it is important that
models are appropriate for the uses to which they are put, and that any limitations
of models are recognised. This is particularly important if a model designed for one
purpose is being considered for another. Similarly, models calibrated using data in
a particular range may not be appropriate for data outside those ranges – a model
designed when asset price movements are small may break down when volatility
increases. Appropriateness will also differ from organisation to organisation. A
model appropriate for analysing the large annuity book of one insurer may give
unrealistic answers if used with the smaller annuity book of a competitor.
Even if a model is deemed appropriate for the use to which it is put, uncertainty

still remains. The structure of most models is a matter of preference, and the pa-
rameters chosen will depend on the exact period and type of data used. This uncer-
tainty should be reflected by considering a range of structures and parameters, and
analysing the extent to which changes affect the outputs of the model. This gives a
guide as to how robust a model is. In particular, the structure of a model that gives
significantly different outputs when calibrated using different data ranges should
be reconsidered.
The complexity of models is a difficult area. In some areas, such as derivatives

trading, models can grow ever more complex in order to exploit ever smaller pric-
ing anomalies. However, in most areas of risk management greater complexity is
not necessarily desirable. First, it makes checking the structure of models more
difficult, and it is important that models are independently checked and are com-
prehensively documented. Greater complexity also makes models more difficult to
explain to clients, regulators, senior management and other stakeholders, and it is
important that these stakeholders do understand exactly what is going on rather
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than relying on the output from a ‘black box’. This leads to a third concern, that
greater complexity can lead to greater confidence in the ability of a model to reflect
the exact nature of risks. Whilst more complex models might better represent the
real world, they cannot replicate it exactly. Furthermore, if the volume of data does
not change, then it becomes increasingly difficult to calibrate increasingly com-
plex models – and the parameters become less and less reliable. Models should be
treated with a degree of scepticism, and there is a strong argument for using less
complex models but recognising more clearly what they can and cannot do.

Complexity is also linked to another issue, dimensionality. If trying to model
a number of variables in a consistent fashion, then the ability to do this with any
confidence diminishes rapidly as the number of variables increases. For example,
it is relatively straightforward to determine the relationship between two variables
with a thousand joint observations. However, defining the joint relationship with a
thousand joint observations of ten or one hundred variables is increasingly difficult
to do with any degree of certainty. This means that generalisations need to be made
to give any workable joint distribution.

Once a model has been designed, it is also important to recognise that it must
develop over time. As the data develops over time, the parameters of the model
will change, as might the structure. It is important that reviews are scheduled for
models on a regular basis, but also that there are the provisions for ad hoc reviews
should circumstances demand. For example, a sharp fall in liquidity or widening of
credit spreads might make it clear that existing models do not work, in which case
it is inappropriate to simply continue using them regardless.

There are areas where modelling is difficult or inappropriate. For example, some
asset classes are too new for there to be sufficient data to model. Even where data
might exist, it might be difficult or expensive to collect. There are also risks that
are so idiosyncratic that modelling the risks is less important than identifying, as-
sessing and treating them. Many operational risks fall into this category.

Before considering some models in detail, it is worth considering how these
models might be fitted. There are several layers to this problem. The first is the
general approach used. To an extent this depends on the model being fitted. If
the data are being fitted to a statistical distribution, then the main choices are the
method of moments, maximum likelihood estimation and pseudo-samples.

However, other models are linear models where one (dependent) variable is ex-
pressed in terms of a number of other (explanatory) variables. In this case whilst
maximum likelihood estimation is still used, various forms of least squares regres-
sion are also important.

Two types of generalised linear models, probit and logit regressions, can be used
when the dependent variable is a category or a binary variable, as can discriminant
analysis and the k-nearest neighbour method. Models can also be fitted where there
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are no dependent variables, or those variables are not known. In this case, principal
components analysis and singular value decomposition might be appropriate.
When a model is being fitted, it is important to assess how well that model fits

the data. This can be done for each of the explanatory variables and for the model
as a whole.
This chapter gives a brief overview of all of these approaches and some of the

issues that might be faced.

11.2 Fitting Data to a Distribution

As discussed in Section 11.1, there are two main approaches to fitting data to dis-
tributions: the method of moments and the method of maximum likelihood. Each
of these approaches is discussed in turn.

11.2.1 Method of Moments

The method of moments is carried out by setting as many moments of the distribu-
tion as there are parameters to statistics calculated from the data, and solving for
the parameters. This is most easily demonstrated by an example.

Parametrisation of Univariate Distributions by the Method of Moments

Example 11.1 A portfolio of employer liability insurance claims has an
average claim amount of £20,000, the distribution having a variance of £2

200,000,000. Working in units of £1,000, fit a gamma distribution to this
dataset.
The gamma distribution has two parameters in the following formulation:

f (x) =
1

β γΓ(γ)
xγ−1e−

x
β .

This means that the first two moments can be used to parametrise the dis-
tribution from data. The mean of this distribution is βγ and the variance is
β 2γ . Therefore the first moment, E(X), is equal to the mean, βγ . The second
moment, E(X2), can be calculated from the variance. Since the variance can
be expressed as E(X2)−E(X)2, the second moment for the gamma distribu-
tion is the variance plus the mean squared – that is, 200+(202) = 600 – or
β 2γ +β 2γ2.
If for a particular set of data, E(X) = 20 and E(X2) = 600, then the follow-

ing simultaneous equations could be set up:

E(X) = βγ = 20,
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and

E(X2) = β 2γ +β 2γ2 = 600.

Rearranging the first equation gives γ = 20/β . Substituting this into the second
equation gives 20β + 400 = 600, which means that β = 10. Substituting this
back into the first equation gives 10γ = 20, so γ = 2.

Parametrisation of Copulas by the Method of Moments

This method can also be used to fit some copulas. In particular, the parameters
for Archimedean copulas are often defined exactly by one or more measures of
correlation. Again, this is more easily seen from an example.

Example 11.2 The returns on two portfolios of bond have a correlation, as
measured by Kendall’s tau, of 0.5. If future returns are to be simulated assum-
ing the two series are linked by a Clayton copula, what is the single parameter
of that copula?
Kendall’s tau for the Clayton copula is defined as:

τ =
α

α +2
,

where α is the single parameter for the Clayton copula. Rearranging this in
terms of τ gives α = 2τ/(1− τ). Therefore, if Kendall’s tau is calculated as
0.5 for two variables, then this means that if two variables are linked by a
Clayton copula then the parameter for that copula, α , is 2.

Generally speaking, the method of moments is more straightforward to imple-
ment than the other estimation approaches. However, it does not always give the
most likely values for the parameters. In particular, there are instances where the
values derived for the parameters are outside the acceptable ranges for the distri-
bution. For example, negative parameters might be derived for the Gamma distri-
bution. This becomes less likely as the number of observations increases.

11.2.2 Method of Maximum Likelihood

The broad principle of the method of maximum likelihood is to choose parameters
that give the highest probability given the observations made. The broad approach
starts with f (x). If the distribution under consideration is discrete, then f (x) repre-
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sents P(X = x) for a random variable X . However, if the distribution is continuous,
then f (x) is the probability density function.
Unlike the method of moments, the method of maximum likelihood only gives

results that are feasible. It also has some attractive properties, such as the fact that
any bias in the estimator reduces as the number of observations increases, and
that as the number of observations increases the distribution of the estimates tends
towards the normal distribution.

Maximum Likelihood Estimation for Discrete Distributions

The first stage of this method is to construct a likelihood function. This describes
the joint probability that each Xt = xt , where t = 1,2, . . . ,T . The likelihood function
is given by:

L=
T

∏
t=1

f (xt). (11.1)

The next stage is to take the natural logarithm of each side. This is possible since the
probabilities will always be positive, and because it is a monotonic transformation
– if x is higher than y, then lnx will also be higher than lny. This gives:

lnL=
T

∑
t=1

f (xt). (11.2)

The term lnL is referred to as the log-likelihood. Once this has been obtained, it
needs to be maximised with respect to each parameter. This is done by differenti-
ating with respect to that parameter, setting the result to zero, and solving. So, for
example, if one parameter of the distribution is p:

∂ lnL
∂ p

= 0. (11.3)

If there are several parameters, then several equations need to be derived and solved
simultaneously.

Example 11.3 Consider an unfair coin which, when tossed 20 times gives
only 5 heads. Show that the maximum likelihood probability of obtaining a
head is 0.25.
If the probability of obtaining a head in a single toss is p, then since coin-

tossing follows a binomial distribution the probability of obtaining 5 heads
from 20 trials is:

L=
t!

x!(t− x)!
px(1− p)t−x =

20!
5!(20−5)! p

5(1− p)(20−5).
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Taking logarithms gives:

lnL= ln

(
20!

5!(20−5)!
)
+5ln p+(20−5) ln(1− p).

Differentiating both sides with respect to p and setting the result equal to zero
gives:

∂ lnL
∂ p

=
5
p
− 15
1− p

= 0.

Rearranging this equation gives p= 5/20 = 0.25.

Maximum Likelihood Estimation for Continuous Distributions

The method of maximum likelihood can also be used to derive parameters for con-
tinuous distributions in a similar fashion.

Example 11.4 A firm believes that the time until payment, x, for work that it
carries out follows an exponential distribution with:

f (x) =
1
β
e−

x
β

If the time until payment for the last five invoices is 3, 10, 5, 6 and 16 weeks
respectively, find the exponential parameter, β , using the maximum likelihood
approach.
Defining the five payment times as x1,x2, . . . ,x5, the likelihood function L is

given by:

L=
5

∏
t=1

f (xt).

Given the expression for f (x) this can be expanded to:

L=
1
β
e−

3
β × 1

β
e−

10
β × 1

β
e−

5
β × 1

β
e−

6
β × 1

β
e−

16
β

=
1

β 5
e−

3+10+5+6+16
β

=
1

β 5
e−

40
β .

Taking logarithms gives:

lnL=−5lnβ − 40
β
.
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Differentiating this with respect to β and setting the result equal to zero gives:
d lnL
dβ

=− 5
β
+
40
β 2

= 0.

This can be rearranged to shown that β = 8.

Maximum Likelihood Estimation for Copulas

For copulas the approach is slightly more involved. There are a number of ap-
proaches that can be used, but in each case the first step is to derive a copula
density function. This is analogous to the probability density function for a sin-
gle variable, and is used in the same way in maximum likelihood estimation. Since
the copula density function gives the instantaneous joint probability for the range
of observations, a likelihood function can be constructed by multiplying the indi-
vidual density functions together:

L=
T

∏
t=1

c[F(x1,t),F(x2,t), . . . ,F(xN,t)]. (11.4)

This describes the joint probability that each Xn,t = xn,t , where n = 1,2, . . . ,N and
t = 1,2, . . . ,T . The copula density function is as described earlier:

c[F(x1),F(x2), . . . ,F(xN)] =
∂NC(x1,x2, . . . ,xN)

∂F(x1)∂F(x2) · · ·∂F(xN) , (11.5)

and as noted this can be rewritten in terms of probability density functions if all
distribution functions are continuous:

c[F(x1),F(x2), . . . ,F(xN)] =
f (x1,x2, . . . ,xN)

f (x1) f (x2) · · · f (xN) . (11.6)

If these functions are available, then parametrising the copula is straightforward –
in principle at least. It is simply a case of substituting the probabilities in terms
of the unknown parameters and then maximising the resulting likelihood func-
tion. However, when the number of variables is large, optimisation is not always
straightforward.
There is a useful standard result for the normal or Gaussian copula. If the cu-

mulative distribution function for variable n at time t is F(xn,t), then the maximum
likelihood estimate for the correlation matrix, R̂, is given by:

R̂=
1
T

T

∑
t=1

ΦΦΦ−1
t ΦΦΦ′

t−1 , (11.7)
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where ΦΦΦ−1
t is a column vector of length N, whose elements are

Φ−1[F(x1,t)],Φ−1[F(x2,t)], . . . ,Φ−1[F(xN,t)].

Alternatively, the values of F(xn,t) can be calculated empirically as inputs to
calculate the densities according to candidate copulas. These copula densities can
then be used to calculate likelihood functions, the copula chosen being the one
whose likelihood function has the highest value. The choice of candidate copulas
can be reduced by first calculating rank correlation coefficients from the raw data
and restricting the choice of copulas to those with parameters reflecting the broad
level of association shown in the data.

11.3 Fitting Data to a Model

It is common to be faced with a model, rather than a distribution, to which data
must be fitted. The approach used here depends on the form of the model being
fitted.

11.3.1 Least Squares Regression

This category of regressions is the most straightforward. Consider a variable, Yt ,
observed at time t where t = 1,2, . . . ,T . A model to explain this dependent variable
could be constructed in terms ofN explanatory variables, Xt,n, where n= 1,2, . . . ,N
as follows:

Yt = β1Xt,1+β2Xt,2+ · · ·+βNXt,N+ εt . (11.8)

Here, βn determines the extent to which Xt,n affects Yt . The extent to which the
explanatory variables fail to explain the dependent variable is captured in εt . This
relationship can also be expressed in matrix form as:

Y= Xβββ + εεε , (11.9)

or more completely:⎛
⎜⎜⎜⎝

Y1
Y2
...
YT

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

X1,1 X1,2 · · · X1,N
X2,1 X2,2 · · · X2,N
...

...
. . .

...
XT,1 XT,2 · · · XT,N

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

β1
β2
...
βN

⎞
⎟⎟⎟⎠+

⎛
⎜⎜⎜⎝

ε1
ε2
...
εT

⎞
⎟⎟⎟⎠ . (11.10)

Note that although this equation does not contain a constant term, it is straightfor-
ward to include one – all that is needed is for each element of the first column of X
to be equal to one.
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Ordinary Least Squares

Equation 11.10 can be rearranged so it is given in terms of the residual error terms:

εεε =Y−Xβββ . (11.11)

One approach to fitting this model is to choose the values of the parameters in βββ
such that the sum of squared error terms given by εεε ′εεε or ε21 + ε22 + · · ·+ ε2T is min-
imised. This is the basic principle behind ordinary least squares (OLS) regression.
Fortunately, a closed-form solution exists for the vector βββ that gives this result, and
that is:

b= (X′X)−1X′Y, (11.12)

where b is the vector containing estimates of the vector βββ . The OLS model has a
number of restrictive assumptions. In particular:

• a linear relationship exists between the explanatory variables and the dependent
variable – this means that variables with a non-linear relationship must be trans-
formed first, by raising to a power, the use of logarithms or some other approach;

• the data matrix must have full column rank – in other words, no columns can
be linear transformations or combinations of other columns, otherwise it is not
possible to calculate the matrix inverse;

• the independent variables should not be correlated with the error terms;
• the error terms should be normally distributed – this is more important for the
calculation of statistics relating to the regression than for the regression itself;

• the error terms should not be correlated with each other – if they are, this sug-
gests that there is an element of serial correlation in the model that has not been
picked up by the parameters and the regression specification should be changed
or the estimation procedure should be modified;

• the error terms should have a constant, finite variance, σ 2 – if not, then the
method of estimation must be modified

Generalised Least Squares

The error terms must comply with a number of assumptions if an OLS regression is
to be valid. A number of tests of a regression’s significance require the error terms
to be normally distributed, but the validity of the regression itself requires the error
terms to be uncorrelated with each other and to have a constant finite variance. This
means that instead of each error term having variance of σ 2 and a covariance with
any other error term of zero, the variances and covariances are given by a constant
σ 2 multiplied by a matrix ΩΩΩ.
If the issue with the data is that the error terms do not have a constant variance,

then the matrix would simply be a diagonal one, with each diagonal element of
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the matrix ΩΩΩ giving the weight to be applied to the constant variance σ 2 for the
observation at time t. This can be restated as a diagonal matrix of the variances for
each observation:

σ 2ΩΩΩ = σ 2

⎛
⎜⎜⎜⎝

Ω1,1 0 · · · 0
0 Ω2,2 · · · 0
...

...
. . .

...
0 0 · · · ΩT,T

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

σ 21 0 · · · 0
0 σ 22 · · · 0
...

...
. . .

...
0 0 · · · σ 2T

⎞
⎟⎟⎟⎠ . (11.13)

If, instead, the issue is that there is serial correlation in the residuals but that the
variance of the residuals is constant, then each diagonal element of the matrix ΩΩΩ is
a one, whilst the off-diagonal elements contain the correlations between the obser-
vations. This can be restated as a matrix of variances and covariances:

σ 2ΩΩΩ = σ 2

⎛
⎜⎜⎜⎝

1 ρ1,2 · · · ρ1,T
ρ2,1 1 · · · ρ2,T
...

...
. . .

...
ρT,1 ρT,2 · · · 1

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

σ 2 σ1,2 · · · σ1,T
σ2,1 σ 2 · · · σ2,T
...

...
. . .

...
σT,1 σT,2 · · · σ 2

⎞
⎟⎟⎟⎠ . (11.14)

where ρs,t , the correlation between error terms at times s and t, is equal to ρt,s,
and σs,t , the covariance between error terms at time s and t, is equal to σt,s. If het-
eroskedasticity exists in addition to serial correlation, then the diagonal elements
will vary as per Equation 11.13.
If any of these issues exist in the data, the parameters can be obtained using

generalised least squares (GLS) rather than OLS. The matrix of coefficients can be
estimated using the following formula:

b= (X′ΩΩΩ−1X)−1X′ΩΩΩ−1Y. (11.15)

The Coefficient of Determination

If the average observation of Yt where t = 1,2, . . . ,T is Ȳ , then the total sum of
squares is:

SST=
T

∑
t=1

(Yt − Ȳ )2 . (11.16)

If the predicted value of Yt is denoted Ŷt where Ŷt = ∑N
n=1Xt,nbn, then the sum of

squares explained by the regression is given by:

SSR=
T

∑
t=1

(
Ŷt − Ȳ

)2
. (11.17)

.012
5:24:14, subject to the Cambridge Core terms of use,



238 Modelling Techniques

The sum of squared errors, representing the unexplained deviations in the equation,
can be summarised as:

SSE=
T

∑
t=1

ε2t . (11.18)

These three items are related as follows:

SST= SSR+SSE. (11.19)

They can also be used to gauge the significance of the regression as a whole, being
combined to give the coefficient of determination, or R2:

R2 =
SSR
SST

= 1− SSE
SST

. (11.20)

This can range from zero to one, with a higher value indicating a better fit. How-
ever, the R2 of any regression can be increased simply by adding an extra variable.
To counter this, there is an alternative to the coefficient of determination known as
the adjusted R2 or R2a:

R2a = 1−
SSE/(T −N)
SST/(T −1) = 1− T −1

T −N
(1−R2). (11.21)

Testing the Fit of the Regression

A similar measure can be used to test the fit of the regression as a whole using an
F-test. The test statistic is:

SSR/(N−1)
SSE/(T −N)

=
R2/(N−1)

(1−R2)/(T −N)
∼ FN−1T−N . (11.22)

The null hypothesis here is that all of the coefficients in the regression are zero, so
this is a test of how significantly they differ from zero when taken together. This
test requires the assumption that the error terms are normally distributed.

Testing the Fit of the Individual Coefficients

Having estimated the parameters for the regression, it is also possible to test whether
they are statistically different from zero or not on an individual basis – in other
words, whether it would make any significant difference if each variable was omit-
ted from the regression. To do this the variance of the error terms, σ 2, must be
estimated. The estimate is referred to here as s2. Just summing the squared error
terms and dividing by the number of observations would give a biased value of this
variance, in the same way using the formula for the population variance to calcu-
late the sample variance gives a biased answer. The solution here is to divide by
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the number of observations, T , less the number of explanatory variables including
any intercept term, N:

s2 =
SSE
T −N

. (11.23)

The square root of this value, s, is the standard error of the regression. The scalar
s2 is multiplied by (X′X)−1 to give:

Sb = s2(X′X)−1. (11.24)

where S is the sample covariance matrix for the vector of estimators, b. This is an
N×N matrix, and the square root of the nth diagonal element is sbn , the standard
error of the estimator bn.
Having both a value for each estimator and a standard error for that value means

that the significance of that value can be tested. To do this again requires the as-
sumption that the error terms are normally distributed. Since the standard error is
a sample rather than a population measure, the test used is a t-test, and the test
statistic is:

bn−βn
sbn

∼ tT−N . (11.25)

The null hypothesis is usually that βn is zero, so the test is of the level of signifi-
cance by which the coefficient differs from this value. A confidence level of 90%
is the minimum level at which a coefficient is usually regarded as significant.

11.3.2 The Method of Maximum Likelihood

Fitting a model to data using the method of maximum likelihood is very similar
to the process used when fitting a distribution using the same technique. The main
difference is that the additional complexity of the model may well mean that it-
erative techniques are needed to find the parameters that maximise the likelihood
function, L.
However, the method of maximum likelihood also allows the calculation of al-

ternative statistics that can be used to test the goodness of fit of a particular model.

The Likelihood Ratio Test

The likelihood ratio test is used when comparing nested models. Two models are
nested if a second model contains all of the independent variables of a first model
plus one or more additional variables. The null hypothesis for the likelihood ratio
test is that the additional variables give no significant improvement in the explana-
tory power of the model. The likelihood ratio test statistic, LR, is

LR=−2ln(L1/L2)∼ χ2N2−N1 , (11.26)
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where L1 and L2 are the values of the likelihood functions for the first and sec-
ond models, whilst N1 and N2 are the numbers of independent variables in each,
including the constant.
A feature of the likelihood ratio test which can often be a drawback is that it

is suitable for comparing only nested models rather than alternative specifications.
Information criteria avoid this drawback; however, unlike the likelihood ratio test,
they offer only rankings of models with no way of describing the statistical signif-
icance of any difference between the models.

The Akaike Information Criterion

The Akaike information criterion (AIC) for a particular model is calculated from
the likelihood function as follows:

AIC= 2N−2lnL, (11.27)

where N is the number of independent variables in the model, including the con-
stant. A lower value of the AIC indicates a better model.

The Bayesian Information Criterion

The form of the Bayesian information criterion (BIC) is similar to that of the AIC.
However, the BIC also takes into account the number of observations, T , and it is
this that makes it ‘Bayesian’. The formula for the BIC is:

BIC= N lnT −2lnL. (11.28)

As with the AIC, a lower value indicates a better model. However, the BIC has a
more severe penalty for the addition of independent variables than the AIC unless
the number of observations is small. This means that BIC tends to lead to the less
complex models being chosen than the AIC.

11.3.3 Principal Component Analysis

PCA has already been discussed in Chapter 10 as a way of producing correlated
random variables from a sample covariance matrix and a vector of sample means. It
should also be recognised that this approach provides a fit of a dataset to a number
of uncorrelated parameters with the relative importance of these parameters being
seen by size of its eigenvalue. This is particularly helpful if the purpose of fitting
the data is to produce stochastic projections, even more so if there is a desire to
reduce the number of variables actually projected.
However, PCA is not easily able to attach any intuitive meaning to the factors

it produces. This means that if a model is being fitted in order to investigate the
influence of various factors, PCA is rarely helpful.

.012
5:24:14, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


11.3 Fitting Data to a Model 241

11.3.4 Singular Value Decomposition

Another form of least squares optimisation is singular value decomposition (SVD).
This can be used to find a function that best fits a set of data when there are no
independent variables on which a regression can be based.

The principle behind SVD is that a matrix X with M rows and N columns but a
column rank of only R can be expressed as the sum of R orthogonal matrices. In this
context, orthogonality means that none of the matrices can be expressed as a linear
combination of any of the others. Each of these matrices can itself be expressed as
the product of two vectors. The fact that X has a column rank of R rather than N
implies that N−R of the columns can be expressed as linear combinations of the
other columns. Matrix X can therefore be broken down as follows:

X= L1U1V′
1+L2U2V′

2+ · · ·+LRURV′
R, (11.29)

or, writing out the matrices and vectors more completely:

⎛
⎜⎜⎜⎝

X1,1 X1,2 · · · X1,N
X2,1 X2,2 · · · X2,N
...

...
. . .

...
XM,1 XM,2 · · · XM,N

⎞
⎟⎟⎟⎠= L1

⎛
⎜⎜⎜⎝

U1,1
U2,1
...

UM,1

⎞
⎟⎟⎟⎠( V1,1 V2,1 · · · VN,1

)

+ L2

⎛
⎜⎜⎜⎝

U1,2
U2,2
...

UM,2

⎞
⎟⎟⎟⎠( V1,2 V2,2 · · · VN,2

)

+ · · ·

+ LR

⎛
⎜⎜⎜⎝

U1,R
U2,R
...

UM,R

⎞
⎟⎟⎟⎠
(
V1,R V2,R · · · VN,R

)
.

(11.30)

Here, the vectors Ur, where r = 1,2, . . . ,R, are orthogonal as are the vectors Vr.
However, these vectors can be combined into matrices U and V, whilst the scalars
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Lr can be combined into a single diagonal R×R matrix:⎛
⎜⎜⎜⎝

X1,1 X1,2 · · · X1,N
X2,1 X2,2 · · · X2,N
...

...
. . .

...
XM,1 XM,2 · · · XM,N

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

U1,1 U1,2 · · · U1,R
U2,1 U2,2 · · · U2,R
...

...
. . .

...
UM,1 UM,2 · · · UM,R

⎞
⎟⎟⎟⎠×

⎛
⎜⎜⎜⎝

L1 0 · · · 0
0 L2 · · · 0
...

...
. . .

...
0 0 · · · LR

⎞
⎟⎟⎟⎠×

⎛
⎜⎜⎜⎝

V1,1 V2,1 · · · VN,1
V1,2 V2,2 . . . VN,2
...

...
. . .

...
V1,R V2,R · · · VN,R

⎞
⎟⎟⎟⎠ , (11.31)

or, in more compact form:

X= ULV′. (11.32)

The scalars Lr are actually the square roots of the eigenvectors of XX′ (and, for that
matter, X′X), and are known as the singular values. These scalars, along with the
matrices U and V can be found using an approach similar to the power method cov-
ered in PCA earlier, but applied to the original dataset rather than to the calculated
covariance matrix. The approach involves calculating the vectors corresponding to
decreasing values of Lr, with the largest being denoted L1. The starting point is to
take V1(0), an arbitrary vector of unit length with N elements. The simplest such
vector is one whose elements are each equal to 1/

√
N. This is pre-multiplied by

the matrix of data, X, to give U∗
1(1), a vector of length M:

U∗
1(1) = XV1(0). (11.33)

The vector U∗
1(1) is then normalised, so that it too has a unit length. This is done

by dividing each element of U∗
1(1) by the scalar

√
U∗
1(1)

′U∗
1(1):

U1(1) =
1√

U∗
1(1)

′U∗
1(1)

U∗
1(1). (11.34)

This new vector is then pre-multiplied by X′ to give V∗
1(1):

V∗
1(1) = X

′U1(1). (11.35)
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This vector is then similarly scaled to give V1(1):

V1(1) =
1√

V∗
1(1)

′V∗
1(1)

V∗
1(1). (11.36)

This process continues for K iterations, at which point the proportional difference
between U1(K) and U1(K−1) and between V1(K) and V1(K−1) is deemed to be
sufficiently small. The resulting vectors U1 = U1(K) and V1 = V1(K) are the first
left and first right singular vectors of the decomposition. The first singular value,
L1, is calculated as:

L1 ≈
√
V∗
1(K)

′V∗
1(K)≈

√
U∗
1(K)

′U∗
1(K). (11.37)

Having found the first singular values and first left and right singular vectors, the
process can be repeated to find the next R− 1 vectors and values, Ur, Ur and Lr,
where 2≤ r≤ R. However, the data matrix to which the method is applied changes
each time. In particular:

Xr = Xr−1−Lr−1Ur−1V′
r−1. (11.38)

Whilst it is possible to carry out this process to identify all of the singular vectors
and values, this technique is also often used to describe the variation in a series
of data using small number of factors. In this way, it is similar to PCA. However,
as mentioned above, SVD does not require a covariance matrix to be calculated,
being performed on raw data.

11.4 Smoothing Data

11.4.1 Splines

Sometimes, the main reason for fitting a model is to remove ‘noise’ from a dataset
so that an underlying pattern can be seen. In this case, the data might just be fitted
to a polynomial using time as the only independent variable. However, it is often
difficult to achieve a good fit using a single function. An alternative approach is
to use splines. A spline is a function that uses a number of different polynomial
functions to fit a series of data.

Simple Splines

Consider a series of T data points to which a smooth function is to be fitted. Rather
than fitting a single curve, a number of separate curves, each following on from the
previous curve, could instead be used. If each curve is a polynomial with at most
M degrees – so includes term raised to the Mth power – then the spline overall has
a degree that is less than or equal to M.
The start and end of each curve is known as a knot. This means that with N−1

inner knots – where two curves meet – there are N curves. If these knots are equally
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Figure 11.1 Interpolating Natural Cubic Spline

spaced – that is, each curve covers the same number of data points – then the spline
is said to be uniform.
To give the appearance of a single, smooth line from start to finish it is important

not only that start-point of each polynomial has the same co-ordinates as the end-
point of the previous one, but that there is no sudden change in gradient. This can
be achieved by ensuring that:

• the gradient of each polynomial is equal when they meet at a knot; and
• the rate of change of gradient for each is also equal at this point.
This means that both the first and second derivatives are continuous at each knot

– there is no step-change in either. A commonly-used spline which fits these criteria
is the natural cubic spline. This fits a series of cubic functions to a dataset, ensuring
that the two criteria outlined above hold.
There are a number of ways in which a cubic spline can be fitted, but a key

decision that must be made is whether the spline is meant to interpolate between
the points or to smooth across a dataset. Interpolation implies that N curves are
fitted to T data points where T = N+1; smoothing, on the other hand, implies that
T = cN + 1 where c is some integer greater than one. For example, if there are
16 data points and five separate curves are fitted, T = 16, N = 5 and c = 3. The
constant c is also known as the knot spacing.
Even if the cubic spline is being used for smoothing, interpolation provides a

good starting point. This involves using only the observations at the knots. Consider
a situation where N curves are being fitted toN+1 data points. Let these data points
have the co-ordinates xn and yn where n= 1,2, . . . ,N+1. Define each piece of the
spline as:

fn(x) = an+bn(x− xn)+ cn(x− xn)
2+dn(x− xn)

3, (11.39)
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Figure 11.2 Smoothing Natural Cubic Spline

where n= 1,2, . . . ,N. The fitting process is then as follows:

• for n= 1,2, . . . ,N+1 set each an = yn;

• for n= 2,3, . . . ,N+1, set Δxn = xn− xn−1;

• for n= 2,3, . . . ,N, set αn = 3(an+1−an)/Δxn+1−3(an−an−1)/Δxn;

• set β1 = 1, γ1 = 0 and δ1 = 0;
• for n= 2,3, . . . ,N, set βn = 2(xn+1− xn−1)− γn−1Δxn, γn = Δxn+1/βn and δn =
(αn−δn−1Δxn)/βn;

• set βN+1 = 1 and cN+1 = 0; and
• for n= N,N−1, . . . ,1, set cn = δn− γncn+1, bn = (an+1−an)/Δxn+1−

Δxn+1(cn+1+2cn)/3 and dn = (cn+1− cn)/3Δxn+1.

An example of a natural cubic spline fitted in this way is shown in Figure 11.1.
If the cubic spline is instead being used for smoothing, then the knot spacing

determines the degree of smoothing. To be precise, a greater spacing gives a greater
degree of smoothing. Choosing an appropriate knot spacing and applying the above
process to the knots can be used to give a starting set of parameters for a smoothing
spline. However, a smoother curve can then be found by allowing each an to take
a value other than yn. The other parameters can be determined in the same way
as above, with the values of an being chosen to minimise ∑T

t=1[yt − fn(xt)]2. If
c = 1 then the result is the interpolating spline which passes through all of the
points; however, for c > 1 a smoother spline is found, as shown in Figure 11.2.
The expression to be minimised could also be altered to reflect heteroskedasticity
or other data anomalies.
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Figure 11.3 Unweighted Basis Splines

Basis Splines

Basis splines, known as b-splines for short, are special types of splines with the
following properties:

• each has M+1 polynomial curves, each of degree M;

• each has M inner knots;

• at each knot, derivatives up to order M−1 are continuous;
• each is positive on an area covered by M+2 knots and zero elsewhere;

• except at the boundaries, each overlaps with 2M polynomial curves of its neigh-
bours; and

• for any value of x, there are M+1 non-zero b-splines.

If the knots are equally spaced, then each spline is identical. This means that
another step is needed to fit these splines to a dataset. This step is to weight the in-
dividual splines. What this means is that each point is represented by the weighted
sum ofM+1 points from N+1 separate b-splines. So, for example, if the b-splines
are quadratic then each b-spline will be made up of three quadratic functions join-
ing two knots, and each point on the fitted curve will be represented by the sum of
three points, each from a separate b-spline, each spline having a different weight.
Mathematically, this means that each smoothed data point X̂t , where t = 1,2, . . . ,T ,
can be expressed in terms of a number of b-splines, Bn(t), where n = 1,2, . . . ,N,
weighted by a value of An for each b-spline:

X̂t =
N

∑
n=1

AnBn(t). (11.40)

Note that for each t, there will be only M+1 non-zero values of Bn(t).
The three sections of a quadratic b-spline are shown in the left-hand side of

Figure 11.3. On the right-hand side, a group of unweighted b-splines are shown,
with the dashed line above showing their sum.

.012
5:24:14, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


11.4 Smoothing Data 247

Basis Spline Approach
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Figure 11.4 Weighted Basis and Penalised Splines (Sum on Separate Vertical
Scale)

Penalised Splines

A potential issue with splines is they can lead to a model being over-fitted, re-
moving useful information rather than just noise. One way to control for this is to
use penalised splines, or p-splines for short. The penalty is based on the level of
variation in An and, implicitly, on the number of b-splines, N:

P=
N

∑
n=3

(Δ2An)2, (11.41)

where Δ2An = ΔAn− ΔAn−1 and ΔAn = An− An−1. The closer the weighted b-
splines are to the dataset, the greater the variation in An, so the greater the penalty.
Also, the greater the number of b-splines, the greater the penalty.
The penalty is then incorporated into the measurement of likelihood to give a

penalised likelihood function, PL:

PL= L− 1
2

λ
N

∑
n=3

(Δ2An)2, (11.42)

where L is the likelihood function and λ is a roughness parameter which balances
fit and smoothness. In particular, when λ = 0 there is no penalty for roughness,
whereas when λ =∞ the result is a linear regression. As can be seen in Figure 11.4,
the p-spline approach gives a smoother line than the b-spline.

11.4.2 Kernel Smoothing

Another approach to smoothing a dataset is to describe the values of data points in
terms of surrounding observations. Such an approach is known as kernel smooth-
ing. This approach also allows missing observations to be estimated.
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Figure 11.5 Various Kernel Functions

All kernel functions are symmetrical. This means that the influence of obser-
vations above a particular point have the same weight as observations the same
distance below that point. In mathematical terms, if a kernel function is defined as
k(u) for some input u, this means that k(u) = k(−u). Also, the total area under a
kernel function must also sum to one, or:

∫ ∞

−∞
k(u)du = 1. (11.43)

This means that a kernel function can be thought of as a type of probability density
function. Various kernel density functions are shown in Figure 11.5.
There are a number of kernel functions available to use. Of the most useful, all

but one are left- and right-bounded. This is helpful, because it means that sensible
smoothing results can be obtained close to the upper and lower ends of the dataset.
Three common bounded kernel functions are the uniform kernel:

Uk(u) =
1
2
I(|u| ≤ 1), (11.44)
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the triangular kernel:

T k(u) = (1−|u|)I(|u| ≤ 1), (11.45)

and the Epanechnikov kernel:

Ek(u) =
3
4
(1−u2)I(|u| ≤ 1), (11.46)

where I(|u| ≤ 1) is an indicator function which is one if the absolute value of u
is less than or equal to one, and zero otherwise. The most used unbounded kernel
function is the Gaussian or normal function which has the following form:

Nk(u) =
1√
2π

e−
1
2u
2
. (11.47)

The ranges of these kernels are fixed, a fact that is clearest for the bounded kernels.
However, it is generally desirable to be able to alter the range of observations used
in the kernel smoothing process. This is done by including a bandwidth parame-
ter, λ , in the smoothing formula used to give X̂t , the smoothed value of the raw
observation Xt , as shown in Equation 11.48:

kλ (u) =
1
λ
k
( u

λ

)
. (11.48)

This can then be used to give a smoothed value, X̂t , as follows:

X̂t =
∑T
s=1 kλ (t− s)Xs
∑T
s=1 kλ (t− s)

. (11.49)

The denominator ensures that the kernel weights sum to one – whilst the area under
the curve for any kernel is equal to one, the weights when applied to discrete data
may not be, so an adjustment is required. See Example 11.5.

11.5 Using Models to Classify Data

So far, the focus has been on explaining the value of an observation using the
characteristics of an individual or firm. However, observations are sometimes in
the form of categories rather than values, for example whether an individual is
alive or dead, or whether a firm is solvent or insolvent. In this case, different types
of models need to be used to analyse the data.
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Example 11.5 The following table gives the central mortality rates for UK
centenarian males from 1990 to 2005. What smoothed mortality rates are
found if an Epanechnikov kernel with a bandwidth of 3 years is used?

Year Central
Mortality

Rate (m100,t)
1990 0.5230
1991 0.5009
1992 0.5085
1993 0.5626
1994 0.4659
1995 0.4841
1996 0.5646
1997 0.4912
1998 0.5137
1999 0.5249
2000 0.5484
2001 0.4739
2002 0.5221
2003 0.5634
2004 0.4842
2005 0.5293

With a bandwidth of 3 years, the first year for which a smoothed rate can
be calculated is 1992. Combining the structure for the Epanechnikov kernel
in Equation 11.46 with the general structure for a kernel smoothing function
gives:

m̂100,1992 =

∑1994t=1990
1
3
× 3
4

[
1−

(
1992− t
3

)2]
m100,t

∑1994t=1990
1
3
× 3
4

[
1−

(
1992− t
3

)2] ,

This gives a smoothed value for m̂100,1992 of 0.5151. Continuing this process
gives the following values for m̂100,t :
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Year Central Smoothed
Mortality Central

Rate (m100,t) Mortality
Rate (m̂100,t)

1990 0.5230 –
1991 0.5009 –
1992 0.5085 0.5151
1993 0.5626 0.5081
1994 0.4659 0.5123
1995 0.4841 0.5106
1996 0.5646 0.5081
1997 0.4912 0.5169
1998 0.5137 0.5233
1999 0.5249 0.5156
2000 0.5484 0.5173
2001 0.4739 0.5220
2002 0.5221 0.5189
2003 0.5634 0.5182
2004 0.4842 –
2005 0.5293 –

The raw and smoothed data are shown graphically below:
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11.5.1 Generalised Linear Models

A generalised linear model (GLM) is a type of model used to link a linear regres-
sion model, such as that described in least squares regression, and a dependent
variable that can take only a limited range of values. Rather than being calculated
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using a least squares approach, the method of maximum likelihood is more likely
to be employed to fit such models.
The most common use for a GLM is when the dependent variable can take only

a limited number of values, and in the simplest case there are only two options.
For example, a firm can either default on its debt or not default; an individual can
die or survive; an insurance policyholder can either claim or not claim. If trying to
decide which underlying factors might have an impact on the option chosen, it is
first necessary to give the options values of 0 and 1 and to define them in terms of
some latent variable. So, if Zi is the event that is of interest (credit default, death,
insurance claim and so on) for company or individual i, the relationship between
Zi and a latent variable Yi is:

Zi =

{
0 if Yi ≤ 0
1 if Yi > 0.

(11.50)

The vector Y contains values of Yi for each i. This is then described in terms of a
matrix of independent variables, X, and the vector of coefficients, βββ . It is possible
to extend this to allow for more than two categories. In this case:

Zi =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 if Yi ≤ α1
1 if α1 < Yi ≤ α2
2 if α2 < Yi ≤ α3
...

...
N−1 if αN−1 < Yi ≤ αN

N if Yi > αN ,

(11.51)

where −∞ < α1 < α2 < · · ·< αN < ∞.
However, as mentioned above some sort of link function is needed to convert the

latent variable into a probability. Two common link functions are:

• probit; and
• logit.

The Probit Model

The probit model uses the cumulative distribution function for the standard normal
distribution, Φ(x). If there are two potential outcomes, then the probit model is
formulated as follows:

Pr(Zi = 1|Xi) = Φ(Xi′βββ ), (11.52)

where Xi is the vector of independent variables for company or individual i. Since
Φ returns the cumulative normal distribution function – which is bounded by zero
and one – when given any value between−∞ and ∞, it is a useful function for using
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unbounded independent variables to explain an observation such as a probability
that falls between zero and one.
It is possible to extend the probit model to allow for more than two choices, the

result being an ordered probit model.

The Logit Model

The logit model uses the same approach but rather than using the cumulative nor-
mal distribution it uses the logistic function to ensure that Zi falls between zero and
one. For two potential outcomes, this has the following form:

Pr(Zi = 1|Xi) = eXi
′βββ

1+ eXi
′βββ . (11.53)

The logistic function is symmetrical and bell-shaped, like the normal distribution,
but the tails are heavier.
As with the probit model, it is possible to extend the logit model to allow for

more than two choices, the result being an ordered logit model.

11.5.2 Survival Models

Probit and logit models – in common with many types of model – tend to consider
the rate of occurrence in each calendar year, or for each year of age. For example,
when using a probit model to describe the drivers of mortality, the model could be
applied separately for each year of age using data over a number of years. When
record keeping was more limited and only an individual’s age was known, then
there were few alternatives to such an approach. However, dates of birth and death
are now recorded and accessible, meaning that survival models can also be applied.
Survival models were developed for use in medical statistics, and the most ob-

vious uses are still in relation to human mortality. However, there is no reason
why such models cannot be used to model lapses, times until bankruptcy or other
time-dependent variables.
In relation to mortality, a survival model looks at t px, the probability that an

individual aged x will survive for a further period t before dying. Importantly, if an
underlying continuous-time mortality function is defined, then the exact dates of
entry into a sample and subsequent death can be allowed for.
The survival probability for an individual can be defined in terms of the force

of mortality, μx – the instantaneous probability of death for an individual aged x,
quoted here as a rate per annum – as follows:

t px = e−
∫ t
0 μx+sds. (11.54)

This leaves two items to be decided:
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• the form of μx; and
• the drivers of μx.

There are a number of forms that μx+s might take, but a simple model is μx =
eα+βx, also known as the Gompertz model (Gompertz, 1825). The next stage is
to determine values for α and β . Ideally, these would be calculated separately for
each individual n of N. For example:

αn = a0+
M

∑
m=1

Im,nam, (11.55)

and:

βn = b0+
M

∑
m=1

Im,nbm, (11.56)

where a0 and b0 are the ‘baseline’ levels of risk, am and bm are the additions re-
quired for risk factor m, and Im,n is an indicator function which is equal to one if
the risk factor m is present for individual n and zero otherwise. For example, a1
and b1 might be the additional loadings required if an individual was male, a2 and
b2 the additional loadings for smokers, and so on.
The next stage is to combine the survival probabilities into a likelihood function,

and to adjust the values of the parameters to maximise the joint likelihood of the
observations.
Unless a population is monitored until all lives have died, the information on

mortality rates will be incomplete to the extent that data will be right-censored.
Furthermore, unless individuals are included from the minimum age for the model,
data will be left-truncated. These two features should be taken into account when
a model is fitted.
Whilst this approach has advantages over GLMs in that the exact period of sur-

vival can be modelled without the need to divide information into year-long chunks,
there are some shortcomings. In particular, logit and probit models can allow for
complex relationships between risk factors and ages, whilst the survivor model
approach required any age-related relationship to be parametric. Even parametric
relationships that are more complex than linear ones can be difficult to allow for.
It is worth considering the use of a GLM to determine the approximate shapes of
any relationships that the factors have with age before deciding on the form of a
survival model.

11.5.3 Discriminant Analysis

Discriminant analysis is an approach that takes the quantitative characteristics of
a number of groups, G, and weights them in such a way that the results differ as

.012
5:24:14, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


11.5 Using Models to Classify Data 255

much as possible between the groups. Its most well-known application was for
the Altman’s Z-score (Altman, 1968). There are a number of ways of performing
discriminant analysis, but most approaches – including those discussed here – re-
quire the assumption that the independent variables are normally distributed, either
within each group (as in Fisher’s linear discriminant) or in aggregate (as in linear
discriminant analysis).
Discriminant analysis can be carried out for any number of groups; however,

the most relevant in financial risk involve considering only two. In this regard is it
helpful to start with the original technique described by Fisher (1936).

Fisher’s Linear Discriminant

Fisher’s linear discriminant was originally demonstrated as a way to distinguish
between different species of flower using various measurements of specimens’
sepals and petals. However, a more familiar financial example might be the use
of discriminant analysis to distinguish between two groups of firms, one that be-
comes insolvent and one that does not. These firms form the training set used to
parametrise the model. Each firm will have exposure to M risk factors relating to
levels of earnings, leverage and so on. For firm n of N these financial measures are
given by X1,n,X2,n, . . . ,XM,n. The discriminant function for that firm is:

dn = β1X1,n+β2X2,n+ · · ·+βMXM,n, (11.57)

where β1,β2, . . . ,βM are coefficients that are the same for all firms. In particular,
the values of the coefficients are chosen such that the difference between the values
of dn is as great as possible between the groups of solvent and insolvent firms, but
as small as possible within each group. Histograms of poorly discriminated and
well-discriminated data are shown in Figures 11.6 and 11.7 respectively.
Using this approach, the distance between two groups is (d̄1− d̄2)2 where d̄1

and d̄2 are the average values of dn for each of the two groups. The term d̄g is
often referred to as the ‘centroid’ of group g. A vector X̄1 can be defined as the
average values of X1,n,X2,n, . . . ,XM,n for the first group and X̄2 can be defined as the
corresponding vector for the second group. If the vector of coefficients, β1, . . . ,βM ,
is also defined as βββ , then it is clear that d̄1 = βββ ′X̄1, d̄2 = βββ ′X̄2, and so (d̄1− d̄2)2 =
(βββ ′X̄1−βββ ′X̄2)2.
The variability within each of the groups requires the calculation of a covari-

ance matrix between X1,n,X2,n, . . . ,XM,n for the first group, ΣΣΣ1, and for the sec-
ond group, ΣΣΣ2. The total variability within the groups can then be calculated as
βββ ′ΣΣΣ1βββ +βββ ′ΣΣΣ2βββ . This means that to both maximise the variability between groups
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Figure 11.6 Histogram of Poorly Discriminated Data
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Figure 11.7 Histogram of Well Discriminated Data

whilst minimising it within groups, the following function needs to be maximised:

DF =
(βββ ′X̄1−βββ ′X̄2)2

βββ ′ΣΣΣ1βββ +βββ ′ΣΣΣ2βββ
. (11.58)

The numerator here gives a measure of the difference between the two centroids,
which must be as large as possible, whilst the denominator gives a measure of the
difference between the discriminant functions within each group, which should be
as small as possible.
Since the data only make up a sample of the total population, ΣΣΣ1 and ΣΣΣ2 must

be estimated from the data as S1 for the first group and S2 for the second. If the
estimator of βββ that provides the best separation under Fisher’s approach is bF, then
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bF can be estimated as:

bF = (S1+S2)−1(X̄1− X̄2). (11.59)

This vector can also be used to determine the threshold score between the two
groups, dc:

dc = bF′(X̄1+ X̄2)/2. (11.60)

This means that if the data described above are regarded as training data, then
when another firm is examined the information on its financial ratios can be used
to decide whether it is likely to become insolvent or not, based on whether the
calculated value of dn for a new firm n is above or below dc.
However, sometimes even the best discrimination cannot perfectly distinguish

between different groups. In this case, there exists a ‘zone of ignorance’ or ‘zone
of uncertainty’ within which the group to which a firm belongs is not clear. This
is shown in Figure 11.8. The zone of ignorance can be determined by inspection
of the training set of data. For example, assume d̄1 lies below dc, whilst d̄2 lies
above it. If there are firms from group 1 whose discriminant values lie above dc
and firms from group 2 whose values are below it, then the zone of ignorance
could be classed as the range between the lowest discriminant value for a group 2
firm up to the highest value for a group 1 firm. Furthermore, if there were sufficient
observations a more accurate confidence interval could be constructed.
The zone of ignorance can also be defined in terms of confidence intervals if it

is defined in terms of the statistical distribution assumed, in particular if normality
is assumed. Let d̄1 again lie below dc, whilst d̄2 lies above it. Then calculate the
standard deviations of the values of dn for each of the two groups, sd̄1 and sd̄2
respectively. For a confidence interval of α , the zone of ignorance could be defined
as follows:

d̄2− sd̄2Φ
−1(1−α) to

d̄1+ sd̄1Φ
−1(1−α)

if d̄1+ sd̄1Φ
−1(1−α)> d̄2− sd̄2Φ

−1(1−α)

0 if d̄1+ sd̄1Φ
−1(1−α)≤ d̄2− sd̄2Φ

−1(1−α).
(11.61)

Example 11.6 A group of policyholders has been classified into ‘low net
worth’ (LNW) and ‘high net worth’ using Fisher’s Linear Discriminant. If the
LNW group discriminant functions have a mean of 5.2 and a standard devi-
ation of 1.1, whilst the HNW group discriminant functions have a mean of
8.4 and a standard deviation of 0.6, where is the zone of ignorance using a
one-tailed confidence interval of 1%?
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Figure 11.8 Zone of Ignorance (α = 0.01)

In this dataset, d̄1 and d̄2 are equal to 5.2 and 8.4 respectively, whilst sd1 and
sd2 are 1.1 and 0.6. The upper-tail critical value of the normal distribution with
a confidence interval of 1% is 2.326. The lower limit of the zone of ignorance
is therefore:

8.4− (0.6×2.326) = 7.004,
whilst the upper limit is:

5.2+(1.1×2.326) = 7.759.
The zone of ignorance is therefore 7.004 to 7.759, and any individual whose
discriminant function falls in this range cannot be classified within the confi-
dence interval given above.

Linear Discriminant Analysis

One of the advantages of Fisher’s linear discriminant is that it is relatively light on
the assumptions required. In particular, an assumption of normally distributed ob-
servations is needed only to measure the probability of misclassification. However,
if some further assumptions are made then a simpler approach can be used. This
approach is linear discriminant analysis (LDA).
The main simplifying assumption is that the independent variables for the two

groups have the same covariance matrix, so ΣΣΣ1 = ΣΣΣ2 = ΣΣΣ. This means that the
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function to be maximised becomes:

DLDA =
(βββ ′X̄1−βββ ′X̄2)2

βββ ′ΣΣΣβββ
. (11.62)

If ΣΣΣ is estimated from the data as S, then the estimator of βββ that provides the best
separation under the LDA approach is bLDA which can be estimated as:

bLDA = S−1(X̄1− X̄2). (11.63)

The calculation of the threshold score, dc, and the zone of ignorance is the same as
for Fisher’s linear discriminant.

Multiple Discriminant Analysis

It is possible to extend this approach to more than two classes. In this case rather
than considering the distance of the centroids from each other, the distance of the
centroids from some central point is used. If the average value of dn for all n is
d̄, then the distance of the centroid for each group g from this point is d̄ − d̄g.
Considering the independent variables, a vector X̄ can be defined as the average
values of X1,n,X2,n, . . . ,XM,n for all firms, whilst a vector X̄g can be defined as
the average values of X1,n,X2,n, . . . ,XM,n for group g. The covariance of the group
averages of these observations can be defined as:

ΣΣΣG =
1
G

G

∑
g=1

(X̄− X̄g)(X̄− X̄g)′. (11.64)

This means that a new function needs to be maximised to give maximum separation
between groups whilst minimising separation within groups:

DMDA =
βββ ′ΣΣΣGβββ
βββ ′ΣΣΣβββ

. (11.65)

11.5.4 The k-Nearest Neighbour Approach

One of the main purposes of discriminant analysis is to find a way of scoring new
observations to determine the group to which they belong. However, another ap-
proach is to use a non-parametric approach, and to consider which observations
lie ‘nearby’. This is the k-nearest neighbour (kNN) approach. It involves consider-
ing the characteristics of a number of individuals or firms that fall into one of two
groups. These firms or groups form the training set used to parametrise the model.
As before, these could easily be solvent and insolvent firms. When a new firm is
considered, its distance from a number (k) of neighbours is assessed using some
approach, and the proportion of these neighbours that have subsequently become
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Figure 11.9 k-Nearest Neighbour Approach

insolvent gives an indication of the likelihood that this firm will also fail. The kNN
approach is shown graphically in Figure 11.9.
The most appropriate measure of distance whenM characteristics are being con-

sidered is the Mahalanobis distance, discussed in Chapter 10 in the context of test-
ing for multivariate normality. The Mahalanobis distance between a new firm Y
and one of the existing firms Xn measured using m characteristics of those firms,
where m= 1,2, . . . ,M, is:

DXn =
√

(Y−Xn)′S−1(Y−Xn) . (11.66)

In this expression, Y and Xn are column vectors of length M containing the values
of the M characteristics such as leverage, earnings cover and so on. The matrix S
contains estimates of the covariances between the two firms for these characteris-
tics, calculated using historical data.
The Mahalanobis distance from firm Y must be calculated for all N firms Xn to

see which the k nearest neighbours are. The score is then calculated based on the
combination of the group to which Xn belongs and the distance of Xn from Y . Say,
for example, an insolvent firm is given a score of one and a solvent firm is given a
score of zero, k is taken to be 6 and firms X1 to X6 have the smallest Mahalanobis
distances. In this case, the score for firm X is:

kNNY =
∑6n=1 I(Xn)/DXn

∑6n=1 1/DXn

(11.67)

where I(Xn) is an indicator function which is one if Xn is insolvent and zero other-
wise.
In the same way that there are a number of ways of calculating the distances

between firms, there are also a number of ways of determining the optimal value of
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k. One intuitively appealing approach is to calculate the score for all firms whose
outcome is already known using a range of values of k. For each firm, kNNXi is
calculated using Equation 11.67 but excluding the Xn for n = i. For each i, the
statistic [kNNXi − I(Xi)]2 is calculated. These are summed over all i = 1,2, . . . ,N,
with the total being recorded for each value of k. The value of k used – the number
of nearest neighbours – is the one that minimises ∑N

i=1[kNNXi − I(Xi)]2. However,
this process can involve calculating a huge number of distances, so if this process
is being used for example to assess a commercial bank’s borrowers it can quickly
become unwieldy.

11.5.5 Support Vector Machines

Another approach to classifying data is to find the best way of separating two
groups of data using a line (for two variables), plane (for three variables) or hy-
perplane (for more than three variables). The functions used to separate data in this
way are known as support vector machines (SVMs).

Linear SVMs

A linear SVM uses a straight line – or its higher-dimensional alternative – to sepa-
rate two groups according to two or more measures. Consider again the two groups
of solvent and insolvent firms, and two variables such as leverage and earnings
cover.
In Figure 11.10 the two groups can clearly be divided by a single line. However,

more than one line can divide the points into two discrete groups. Which is the best
dividing line? One approach is to use tangents to each dataset. If pairs of parallel
tangents are considered, then the best separating line can be defined as the line
midway between the most separated parallel tangents.
This criterion can be extended into higher dimensions, and expressed in mathe-

matical terms. Consider a column vector Xh giving the co-ordinates of a point on
a hyperplane. For a firm n, these co-ordinates could be the values of M financial
ratios, each one corresponding to a dimension. A hyperplane can be defined as:

βββ ′Xh+β0 = 0, (11.68)

where βββ is the vector of M parameters and β0 is a constant. The value of the
expression βββ ′Xn+β0 can be evaluated for any vector of observations, Xn, for firm
n. These firms constitute the training set used to parametrise the model. If βββ ′Xn+
β0 > 0, for all firms in one group and βββ ′Xn+β0 < 0 for the other for a vector of
parameters βββ , then Equation 11.68 can be said to be a separating hyperplane. To
simplify this, a function J(Xn) can be defined such that J(Xn) = 1 if firm n belongs
to the first group, whilst J(Xn) =−1 if it belongs to the second group. This means
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Figure 11.10 Linearly-Separable Data – Various Separations
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Figure 11.11 Best Separating Line

that the separating hyperplane can be redefined as one where J(Xn)(βββ ′Xn+β0)> 0
for all n.
If the two groups are separable, then the degree of separation can be improved by

finding a positive parameter C for which βββ ′Xn+β0 ≥C for all firms on one group
and βββ ′Xn+β0≤−C for the other group. If the function J(Xn) is used, this criterion
can be redefined as J(Xn)(βββ ′Xn+β0)≥C. The largest value ofC for which this is
true gives the best separating hyperplane, as described above. The parameters that
provide this are the ones that minimise ‖βββ‖, the norm of the vector βββ given by√

βββ ′βββ , subject to J(Xn)(βββ ′Xn+β0)≥C. This is shown in Figure 11.11.
Once the parameters for a best separating hyperplane have been established, the

vector of observations from a new firm can be input into the expression βββ ′Xi+β0.
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Figure 11.12 Best Separating Line – Data Not Linearly Separable

If the result is positive, then the firm can be included in the first group, whilst if it
is negative then it can be included in the second.
Linear SVMs can still be used if the data are not linearly separable, but the

constraints must be changed. In particular, rather than separation being given by
the parameters that mean J(Xn)(βββ ′Xn+β0) > 0, an element of fuzziness is intro-
duced, making the parameters satisfy J(Xn)(βββ ′Xn+ β0) > 1−Fn, where Fn > 0
is the degree of fuzziness for firm n. A penalty for this fuzziness can be intro-
duced as ΣNn=1 f (Fn), where f (Fn) is some function of the fuzziness measure Fn.
The penalty function will typically be simply a scalar multiple of Fn. This means
that the parameters are then the ones that minimise ‖βββ‖+ΣNn=1 f (Fn) subject to
J(Xn)(βββ ′Xn+ β0) > 1−Fn. The best separating hyperplane in this case remains
βββ ′Xh+β0 = 0. This is shown in Figure 11.12.
The fuzziness parameters can also be used to define a zone of ignorance, such

that any observation for a new firm within max(Fi) of the best separating hyper-
plane can be said to be unclassifiable. If many non-zero values of Fn are needed,
then the distribution of these values can be used to determine a confidence interval
for the zone of ignorance.

Non-Linear SVMs

An alternative approach to using fuzziness to divide data that cannot be separated
linearly is to use a non-linear SVM. In graphical terms, this means that rather
than a straight line, a curve is used to separate data, as shown in Figure 11.13.
This curve could be a kernel or a polynomial function. In mathematical terms, it
means that the M elements of a vector of points on the hyperplane, Xh, which
is denoted Xh,1,Xh,2, . . . ,Xh,M are replaced by some function of each, given by
f1(Xh,1), f2(Xh,2), . . . , fM(Xh,M).
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Figure 11.13 Best Separating Line – Non-linear Support Vector Machine

Whilst it is possible in most cases to derive some form of separating hyperplane
that always correctly classifies a set of training observations, there is a risk that the
data will be over-fitted. The result can be that whilst the training data are perfectly
separated, new data will be misclassified.

11.6 Uncertainty

When fitting data to a model or a distribution, it is important to recognise that the
fit might be incorrect. This can lead to greater certainty being ascribed to particu-
lar potential outcomes than is actually the case, resulting in suboptimal decisions
being made. This is especially true if a model is being used to generate stochastic
simulations.
There are three main sources of uncertainty:

• stochastic uncertainty;
• parameter uncertainty; and
• model uncertainty.

11.6.1 Stochastic Uncertainty

Stochastic uncertainty occurs because only a finite number of observations are
available. Even if the distribution from which the observations are taken is known,
if the observations are random then there will be an element of unpredictability
in the observations. As the number of observations increase, then the certainty in
any model and its parameters also increases. However, stochastic uncertainty also
exists in any outcomes predicted by a model. This uncertainty is reflected in the
construction of stochastic models.
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11.6.2 Parameter Uncertainty

Parameter uncertainty or risk refers to the use of inappropriate or inaccurate param-
eters or assumptions within models. As a result, incorrect or suboptimal decisions
may be made. This uncertainty arises because the number of observations is fi-
nite. As a result, the parameters fitted to any model are not known with complete
certainty. If projections are carried out under the assumption that stochastic volatil-
ity exists around unchanging parameters, then the range of projections will be too
narrow.
There are a number of ways that parameter uncertainty can be allowed for. If

least squares regression has been used and a covariance matrix for the parame-
ters is available, then a multivariate normal distribution can be used to simulate the
parameters which themselves are used in stochastic simulations. However, such co-
variances will not always be available – or relevant – when least squares regression
has not been used to fit a model.
One approach to determining the confidence intervals for the parameters is to

use the following process:

• fit a model to the data using the T data points available;
• simulate T data points using the model;
• re-fit the model to the simulated data points;
• record the parameter values; and
• repeat the process a large number of times, starting with the original dataset each
time.

This process gives a joint distribution for the parameters. This means that rather
than using a single set of parameters to carry out the simulations, the simulated
parameters can instead be used.

11.6.3 Model Uncertainty

Model uncertainty or risk arises from the use of an inappropriate or inaccurate
model when assessing or managing risks. However, the choice of model is not
straightforward. When choosing a model, one of three assumptions must be made:

• that the true model or class of models is known;
• that the model used is an approximation to a known, more complex reality; or
• that the model used is an approximation to an unknown, more complex reality.
The third of these assumptions is the most common in financial modelling. This

can lead to the wrong models being used for a number of reasons:

• the inappropriate projection of past trends into future;
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• the inappropriate selection of an underlying distribution; and
• the inappropriate number of parameters being chosen.
The inappropriate projection of past trends into the future has a number of

causes. Errors in historical data can invalidate the fit of any model, but even if
data are correct they may be incomplete. A key example is in relation to insurance
claims which might be artificially low if there is no allowance for claims that have
been incurred but not reported. It is also important to allow for any heterogeneity
within the data. If a trend has more than one underlying driver then these drivers
should be identified and projected separately, allowing for dependencies between
them. A good example is the improvement in mortality rates, which hides underly-
ing trends for mortality improvements relating to various causes of death.
Even if the data are complete and correct, there is a risk that the distribution used

to model them is inappropriate. The result can be that insufficient weight is given
to the tails of a distribution, or that skew is not correctly allowed for. This is often
due to there being insufficient observations to correctly determine the appropriate
shape of the distribution. To determine the importance of distribution selection, it
can be helpful to fit a range of distributions to a dataset.
Finally, the number of parameters chosen might be inappropriate. The broad

principle used when choosing how many parameters to use is called the principle
of parsimony. This states that where there is a choice between different fitted mod-
els, the optimal selection is the model with the fewest parameters. This reduces the
degree of parameter estimation and should lead to more stable projections. How-
ever, a model with a small number of parameters may be over-simplified and reliant
upon too many implicit assumptions, any of which could be inaccurate.
The conflict between goodness of fit and simplicity can be measured using a

number of statistics that penalise the fit of a model for each increase in the number
of parameters used. The adjusted R2, Akaike information criterion and Bayesian
information criterion all take the number of parameters into account to a greater or
lesser extent. However, it is sensible to assess the parameters and the results using
more than one model. If either change significantly from model to model, then this
might be a cause for concern.

11.6.4 Knightian Uncertainty

It is also worth mentioning a particular distinction between risk and uncertainty
described by Knight (1921). In particular, he regards risk as something that can be
measured and quantified. However, he regards uncertainty as implying a risk that is
both immeasurable and unquantifiable. This is a particularly important concept in
relation to risk management. In many cases, the probability of catastrophic events
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cannot be estimated. However, for some of these the extent of any loss is equally
difficult to assess.

11.7 Credibility

When models are used to derive expected values for variables, the process used
is often combined with an estimate of the variables directly from the data. For
example, it might be possible to explain the underlying mortality rate for a group
of annuitants in terms of a number of underlying risk factors, a process known as
risk rating. However, the mortality experience of that group could also be used to
explain the underlying mortality rate through a process known as experience rating.
In relation to mortality level risk, rating techniques are described in more detail in
Chapter 14. However, the more general way in which experience and risk rating
estimates are combined is covered here.
The combination of these estimates is carried out through the use of credibility.

The broad approach is to derive a credibility-weighted estimate, X̂ from the es-
timate calculated from historical experience, X̄ , and the estimate calculated from
other sources, μ . The credibility given to the historical data is measured by Z, and
all of these factors are linked as follows:

X̂ = ZX̄+(1−Z)μ , (11.69)

where 0 ≤ Z ≤ 1. The greater the trust in the observed experience, the closer Z is
to one; the more reliance needs to be placed on other sources of information, the
closer Z is to zero.
Three broad approaches to calculating credibility estimates are covered here:

• classical;
• Bühlmann; and
• Bayesian.

11.7.1 Classical Credibility

The classical approach to credibility involves assessing the number of observations
needed for a set of data to be fully credible, in other words for Z = 1. If there are
fewer observations than this, then there is only partial credibility, with 0 < Z < 1.
Only if there are no historical data and only external sources of information are
available – as might be the case with a new policyholder buying an insurance policy
– will Z = 0.
Full credibility cannot exist, except at a given level of confidence for a given

distance from the expected value. This means that full credibility exists only to the
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extent that the value calculated from historical data lies within a proportion p of
the true value with a confidence level of 1−α .
If an item such as the claim frequency or mortality rate is being considered, then

the information needed depends on the approach being used. If deaths or claims
are assumed to follow a binomial distribution, and the number of lives or policies
is large enough for a normal approximation to be used to determine the level of full
credibility, then both the number of lives or policies and the number of deaths or
claims is needed. For example, let the claim rate estimated from observations, X̄ ,
be calculated as X̄ = X/N. The total number of claims is X , where X = ∑N

n=1 X̄n.
In this expression, X̄n is the average claim rate for policy n derived from historical
data. The number of policies is given by N. The number of policies needed for full
credibility is the smallest integer value of N satisfying the inequality:√

NX̄(1− X̄)Φ−1
[
1−

(α
2

)]
≤ pNX̄. (11.70)

The left-hand side of this expression gives the size of the confidence interval,
calculated as the number of standard deviations for a given level of confidence,√
NX̄(1− X̄) being the standard deviation. The term α/2 is used because this is

based on a two-tailed test, considering whether the number of claims is different
from that expected. The right-hand side of Equation 11.70 gives the number of
claims regarded as an acceptable margin of error, calculated as a percentage of
the total number of claims, NX̄ = X . Abbreviating Φ−1[1− (α/2)] to Φ−1, this
expression can be rearranged and given in terms of N as:

N ≥
(

Φ−1

p

)2
1− X̄
X̄

. (11.71)

The lowest value of N for which this is true is NF , the full credibility size of the
population.

Example 11.7 From an initial population of 2,500 people, there are 175
deaths. Using a normal approximation to the binomial distribution, is this pop-
ulation large enough to give full credibility with a tolerance of 5% at the 90%
level of confidence? What is the smallest population that would give full cred-
ibility with a tolerance of 5% at the 90% level of confidence?
The rate of mortality here is 175÷ 2,500 = 0.07. The expected number of

deaths is therefore 2,500×0.07 = 175 with a variance of 2,500×0.07× (1−
0.07) = 162.75.
The Φ(−1.64) = 0.05 and Φ(1.64) = 0.95, so the 90% confidence interval

for the expected rate of mortality is 175± (1.64×√
162.75), or from 154 to
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Table 11.1 Numbers of Events Required for Full Credibility
p

0.250 0.200 0.100 0.050 0.025 0.010 0.001
0.250 22 34 133 530 2,118 13,234 1,323,304
0.200 27 42 165 657 2,628 16,424 1,642,375
0.100 44 68 271 1,083 4,329 27,056 2,705,544

α 0.050 62 97 385 1,537 6,147 38,415 3,841,459
0.025 81 126 503 2,010 8,039 50,239 5,023,887
0.010 107 166 664 2,654 10,616 66,349 6,634,897
0.001 174 271 1,083 4,332 17,325 108,276 10,827,567

196 deaths. This is a range of 12% either side of the expected number of deaths,
so the population is not large enough to give full credibility.
For full credibility, the confidence interval must be less than the level of tol-

erance, so the population must be greater than (1.64/0.05)2×(1−0.07)/0.07.
The lowest population size for which this is true is 14,294.

If the number of deaths or claims is small in relation to the population or number
of policies, then a Poisson distribution can be assumed. This means that if the num-
ber of lives or policies is large enough for a normal approximation to be used, then
only the number of deaths or claims is needed to establish whether full credibility
has been achieved. Since under the Poisson distribution the variance and the mean
are identical, being X = NX̄ , Equation 11.70 can be rewritten as:

Φ−1
√
NX̄ ≤ pNX̄ . (11.72)

Reinstating X for NX̄ and rearranging gives:

X ≥
(

Φ−1

p

)2
. (11.73)

The lowest value of X for which this is true is XF , the full credibility number of
claims or deaths. This expression can be used to construct a table of the number of
claims, deaths or more generally events required to give full probability for given
levels of confidence α and tolerance p, as shown in Table 11.1.
Of course, there will often be fewer than XF events, so it will not be possible

to estimate an item with full credibility. Consider, for example, the above sample
of N policyholders, and define the average number of claims per policyholder as
X̄n. The expected rate of claims for all policyholders, μ , can be estimated as X̄ =

∑N
n=1 X̄n/N. The variance of μ is equal to the variance of ∑N

n=1 X̄n/N. This is equal
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Figure 11.14 Classical Credibility

to 1/N2 multiplied by the sum of the individual variances. If the underlying Poisson
mean for each policyholder is μ , then the variance is Nμ(1/N2) = μ/N.
The Poisson mean, μ , can also be estimated from the total number of claims, X ,

as μ = X/N. Rearranging this to give N = X/μ and substituting this into the above
expression for the variance means that the variance of the claim rate is also equal
to μ2/X , and standard deviation is equal to μ/

√
X .

If the expected claim rate does not change, this means that the confidence inter-
val for the claim rate is proportional only to 1/

√
X . This is important when partial

credibility is being considered, as one way of arriving at an estimate for the mea-
sure of partial credibility is to weight an estimate such that the variability is the
same as if there were sufficient events for full credibility. This can be considered
in terms of a confidence interval. The standard deviation of the estimated claim
rate when there are XF events, and therefore full credibility, is μ/

√
XF . If there is

partial credibility since there are only XP events where XP < XF , then the measure
of credibility that would give the same standard deviation would be the value of Z
for which Zμ/

√
XP = μ/

√
XF . In other words:

Z =

√
NP
NF

. (11.74)

As would be expected, the level of credibility increases with the number of
events. However, the smooth increase turns into a horizontal line once full cred-
ibility has been reached. As can be seen, the level of full credibility is somewhat
arbitrary. Various levels of classical credibility are shown in Figure 11.14. Other
credibility measures aim to use less subjective approaches.
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11.7.2 Bühlmann Credibility

The basic formula for the Bühlmann estimate of credibility given N observations
is:

Z =
N

N+K
, (11.75)

where:

K =
EPV
VHM

. (11.76)

The term VHM is the variance of hypothetical means. Each hypothetical mean
represents the average value for a particular combination or risk characteristics. For
example, there might be several distinct groups of policyholders. The average claim
rate for each group could be taken as the hypothetical mean, and the distribution
of these averages would constitute the variance of hypothetical means. So if there
wereM types of policyholder, with claim rates of Xm and Nm policyholders in each
type where m= 1,2, . . . ,M, then the VHM would be calculated as:

VHM=
M

∑
m=1

Nm
N
X2m−

[
M

∑
m=1

Nm
N
Xm

]2
, (11.77)

where N = ∑M
m=1Nm. The term EPV is the expected process variance. This captures

the total uncertainty within each group. In aggregation, this is again weighted by
the size of each group, so continuing the above example gives:

EPV=
M

∑
m=1

Nm
N
Xm(1−Xm). (11.78)

When added together, the EPV and the VHM give the total variance.
The Bühlmann credibility estimate also increases with the number of observa-

tions, but unlike the classical credibility estimate never reaches one as shown in
Figure 11.15.

11.7.3 Bayesian Credibility

Bayesian credibility derives from Bayes’ theorem, which is discussed in more de-
tail in Section 11.8. Bayes’ theorem links the prior probabilities of two events and
the conditional probability of one event on the other to give the posterior probabil-
ity of the second event given that the first has occurred. In particular:

Pr(X |Y ) = Pr(Y |X)Pr(X)
Pr(Y )

. (11.79)
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Figure 11.15 Bühlmann Credibility

Table 11.2 Bayesian Probabilities in terms of Absolute Numbers
X

True False Total

Y True A B A+B
False C D C+D
Total A+C B+D A+B+C+D

This can also be demonstrated by converting probabilities into numbers, and seeing
how a number of individuals would be categorised according to the above proba-
bilities, as shown in Table 11.2.
The first two probabilities, Pr(X) (that is, the probability that X is true) is cal-

culated as (A+C)/(A+B+C+D), whilst Pr(Y ) (that is, the probability that Y is
true) is calculated as (A+B)/(A+B+C+D). Similarly, Pr(Y |X) is calculated as
A/(A+C). Using Bayes’ theorem, we can calculate Pr(X |Y ) as:

Pr(X |Y ) = Pr(Y |X)Pr(X)
Pr(Y )

=
[A/(A+C)][(A+C)/(A+B+C+D)]

(A+B)/(A+B+C+D)

=
A

A+B
. (11.80)

It should also be clear that this is the same as dividing the top left cell by the total
of the first row.
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Example 11.8 Data has been collated on the number of smokers with life
insurance. In particular:

• the probability that an individual smokes is 10%;
• the probability that an individual has life insurance is 20%; and
• the probability that a smoker chosen at random has life insurance is 30%.
Calculate the probability that someone is a smoker given that he or she has

life insurance.
There are two ways of finding the answer here. The prior probability that an

individual is a smoker, Pr(Smoker = True), is 10% whilst the prior probability
that an individual has life insurance, Pr(Insurance = True), is 20%. Finally,
the conditional probability that someone has life insurance given that they are
a smoker, Pr(Insurance = True|Smoker = True), is 30%. Therefore, using
Bayes’ theorem, the probability that an individual is a smoker given that they
have life insurance – the posterior probability, Pr(Smoker= True|Insurance =
True) – is 30%×10%÷20%= 15%.
Another way of finding the answer is to convert the above probabilities to

numbers. Starting with 1,000 individuals, we can derive the following:

Smoker
True False Total

Insurance True 30 170 200
False 70 730 800
Total 100 900 1,000

From this, Pr(Smoker = True|Insurance = True) can be calculated directly
as 30÷200= 0.15.

The Bayesian approach can be applied to credibility. The item that credibility
analysis is being used to derive is essentially the expected value of a quantity such
as a mortality or a claim rate given a set of historical observations.
Whilst the algebra can get quite involved in some cases, there are instances

where simple solutions can be found. These are where the prior and posterior dis-
tributions are conjugate.

Conjugate Distributions

Distributions are conjugate if the posterior distribution is from the same family
as the prior distribution. Two important examples are the beta-binomial and the
gamma-Poisson cases.
Consider first the beta-binomial example applied to a portfolio of bonds. Assume
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that the number of bonds in this group is N, the total number of defaults is X and
that defaults occur according to a binomial distribution.
The observed average rate of default is X̄ = X/N. However, the probability of

default estimated from external factors is μ , which is assumed to have a beta dis-
tribution with parameters γ1 and γ2. This means that E(μ) = γ1/(γ1 + γ2). The
probability of there being X defaults from a portfolio of N bonds if probability of
default is μ can therefore be found by using E(μ) = γ1/(γ1+ γ2) in the calcula-
tion of the binomial probability formula. The result is that the posterior distribution
of the expected probability of default also has a beta distribution with parameters
X+ γ1 and N−X+ γ2. This means that the expected number of defaults is:

E(μ |X) = X+ γ1
N+ γ1+ γ2

. (11.81)

If X̄ is substituted for X/N, and E(μ) is substituted for γ1/(γ1+ γ2), this can be
rewritten as:

E(μ |X) = N
N+ γ1+ γ2

X̄ +

(
1− N

N+ γ1+ γ2

)
E(μ)

= ZX̄+(1−Z)E(μ), (11.82)

where the credibility factor Z = N/(N + γ1+ γ2). Note that since the statistical
distribution of the external information is now important, E(μ) is now used in
place of μ .
The Bayesian credibility estimate can be shown to be the same as the Bühlmann

estimate. The EPV for a binomially distributed variable with an expected rate of
μ is E[μ(1− μ)], whilst the VHM is equal to the variance of μ . Writing these in
terms of γ1 and γ2 and substituting the results into the expression for the Bühlmann
parameter K gives:

K =
EPV
VHM

=
E[μ(1−μ)]
Var(μ)

=
E(μ)− [E(μ)]2−Var(μ)

Var(μ)

=
[γ1/(γ1+ γ2)]− [γ1/(γ1+ γ2)]2

γ1γ2/(γ1+ γ2+1)(γ1+ γ2)2
−1

= γ1+ γ2. (11.83)

Since the Bühlmann credibility formula is Z = N/(N+K), substituting for K gives
Z = N/(N+ γ1+ γ2), the same result as for the Bayesian approach.
Another useful combination of distributions is the gamma-Poisson conjugate

pair. Assume that a variable such as the per-policy rate of insurance claims has a
Poisson distribution with a mean of λ , and that λ itself has a gamma distribution
with parameters β and γ . Assume also that the total number of claims observed
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Figure 11.16 Examples of Nodes in a Bayesian Network

from N policies is X . This time, the posterior distribution of λ given this infor-
mation on claims – E(λ |X) – is another gamma distribution whose parameters are
now X+ γ and N+(1/β ). This means that the expected number of claims is:

E(λ |X) = X + γ
N+(1/β )

. (11.84)

Once again, some substitutions can convert this into a more recognisable credibility
formula. If X̄ is substituted for X/N, and E(λ ) is substituted for βγ , this can be
rewritten as:

E(λ |X) = N
N+(1/β )

X̄ +

(
1− N

N+(1/β )

)
E(λ )

= ZX̄+(1−Z)E(μ), (11.85)

where the credibility factor Z = N/[N+(1/β )]. This too is equal to the Bühlmann
credibility estimate, as can be shown by substituting E(λ ), the expected value of
the Poisson mean (and variance) for the EPV and Var (λ ) for the VHM. For a
gamma distribution with parameters β and γ , E(λ ) = βγ , whilst Var(λ ) = β 2γ .
Substituting these into the expression for the Bühlmann parameter K gives:

K =
EPV
VHM

=
E(λ )
Var(λ )

=
βγ
β 2γ

= 1/β . (11.86)

Since the Bühlmann credibility formula is Z = N/(N+K), substituting for K gives
Z = N/[N+(1/β )], the same result as for the Bayesian approach.

11.8 Bayesian Networks

The Bayesian approach described in Section 11.7.3 can be used to help describe
and analyse networks of risk. So-called Bayesian networks – also known as belief
networks, knowledge maps, and probabilistic causal networks – offer ways of us-
ing the observed or estimated risks of various contributory processes to estimate
cumulative probabilities of failure.
To start with, let us consider two events: X and Y . As shown in Figure 11.16,

these two events can be displayed graphically, as nodes. Furthermore, these nodes
may be connected by lines (or ‘edges’). If the edge between two nodes is an arrow,
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this implies that the event at the pointed end of the edge is caused by the event at
the blunt end. If, on the other hand, the edge has no arrow, then correlation rather
than causation is implied. If there is no line, then this implies that two events are
independent.
For the causal relationship in Figure 11.16, X can be described as the parent and

Y the child. This graphical representation is a very simple version of a directed
acyclic graph (‘DAG’) – as are all graphical representations of Bayesian networks.
That they are graphs is obvious; they are directed because the arrows imply that the
events follow a sequence; and they are acyclic because there is no path that can be
followed to return to a previously-visited node.
It is possible to describe the probabilities of X and Y that relate to the causal

relationship in Figure 11.16 in the following terms. If the probability of event X is
Pr(X), and the probability of eventY given X is Pr(Y |X), then the probability ofY is
Pr(Y |X)Pr(X) and the probability of X given Y (Pr(X |Y )) is Pr(Y |X)Pr(X)/Pr(Y ).

Example 11.9 An insurance company has developed a new system for iden-
tifying potentially fraudulent policies. The company underwrites all policies,
and on the basis of the underwriting decides either to give or to refuse cover.
It chooses 1,000 insurance applications to see how its new system would have
categorised previous applications. Of these 1,000 applications, 750 were of-
fered cover and 250 were refused cover. When cover was offered, it was always
taken up. Of the 750 applications where cover was provided, the new system
‘red flagged’ 75 as being potentially fraudulent; of the 250 applications where
cover was refused, the new system ‘red flagged’ 100 as being potentially fraud-
ulent. Given that a particular application has been flagged as potentially fraud-
ulent, what is the probability that cover was provided in that case?

Cover Given (Y/N) Red Flagged (Y/N)

This problem can be solved by looking at the number of applications in each
‘cell’. The total number of red flagged applications was 100+ 75 = 175. Of
these, 75 were for applications where cover had been given. This is a probabil-
ity of 75÷ 175 = 0.4286. The table showing the numbers on which these are
based is shown below.

Red Flagged (RF)
Yes No Total

Cover Given (CG) Yes 75 675 750
No 100 150 250
Total 175 825 1,000
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However, these underlying numbers are not always available in more com-
plex Bayesian networks: we may have to rely on probabilities. In particu-
lar, we might only have the prior probabilities that a policy is red flagged
(Pr(RF = Yes) = Pr(RF)) and that cover is given (Pr(CG = Yes) = Pr(CG)),
together with the posterior probability the policy has been red flagged given
that cover was provided (Pr(RF = Yes|CG = Yes) = Pr(RF|CG)). In this case
we would work from the following numbers:

Pr(RF) = 175÷1,000 = 0.1750,
Pr(CG) = 750÷1,000 = 0.7500,and

Pr(RF|CG) = 75÷750= 0.1000.
Using Bayes’ theorem, we can find the solution – Pr(CG=Yes|RF =Yes) =

Pr(CG|RF) – as follows:

Pr(CG|RF) = Pr(RF|CG)Pr(CG)
Pr(RF)

=
0.1000×0.7500

0.1750
= 0.4286.

The full set of unconditional probabilities relating to these calculations is
given below, followed by the probabilities conditioned on CG.

Red Flagged
Yes No Total

0.1750 0.8250 1.0000

Covered
Yes No Total

0.7500 0.2500 1.0000

Red Flagged
Yes No Total

Covered Yes 0.1000 0.9000 1.0000
No 0.4000 0.6000 1.0000

The above example is little more than a graphical alternative to the example
given in Section 11.7.3. It becomes a little more interesting if we consider the
situation where there is more than one parent or more than one child. If there is
only one child and one parent, then the connection is described as linear; if a child
has more than one parent, then it is described as converging; and if a parent has
more than one child, it is described as diverging. These three scenarios are shown
in Figure 11.17. It is also possible for converging and diverging networks to be
combined, as in Figure 11.18.
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Figure 11.18 Combined Converging and Diverging Bayesian Network

Example 11.10 An insurance company has two types of policy avail-
able: underwritten and non-underwritten. If an individual applies for a non-
underwritten policy, he or she receives a quotation that they may or may not
accept. This quotation is at the company’s standard rate. An individual can also
choose to apply for an underwritten policy. This requires the individual to sup-
ply more information, but the result may be that they are quoted the company’s
lower rate; however, if the information supplied indicates, the individual may
be quoted the company’s standard rate or even its higher rate.

Rate Given (L/S/H)

Underwritten Policy (Y/N)

Cover Taken (Y/N)

The probability that an individual applies for a non-underwritten policy is
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0.2, and the probability that such an individual then decides to take out cover
is 0.6.
The probabilities that someone who opts for an underwritten policy is

quoted a low, standard or high rate are 0.4, 0.35 and 0.25 respectively. The
probabilities that cover is taken out at the quoted rate are 0.9, 0.5 and 0.3 re-
spectively. What is the probability that an individual applying for insurance
will take out a cover at the standard rate?
The probability that someone who applies for a non-underwritten policy

takes out cover is simply the multiple of these two individual probabilities,
0.2× 0.6 = 0.12. The probability that someone applies for an underwritten
policy, is offered cover on standard terms and takes that cover, is the product
of these three probabilities, (1−0.2)×0.35×0.5 = 0.14. The probability that
an individual who applies for insurance then takes out cover at the standard
rate is 0.12+0.14 = 0.26.
The probabilities given can also be converted to numbers of individuals.

Assume that the total number of applicants is 1,000. The probabilities above
imply that 1,000×0.2= 200 of these will apply for a non-underwritten policy,
of which 200× 0.6 = 120 will choose to take cover and 200− 120 = 80 will
not.
Of the 800 individuals who apply for an underwritten policy, 800× 0.4 =

320 will be offered the low rate, 800×0.35= 280 will be offered the standard
rate and 800×0.25= 200 will be offered the high rate. The numbers accepting
will be 320×0.9= 288, 280×0.5= 140 and 200×0.3= 60. The probability
that an individual who applies for insurance then takes out cover at the standard
rate is therefore (120+ 140)/1,000 = 0.26. A table showing the full set of
outcomes is shown below.

Cover Taken
Underwritten Rate Yes No TotalPolicy
Yes Low 288 32 320
Yes Standard 140 140 280
Yes High 60 140 200
No Low 0 0 0
No Standard 120 80 200
No High 0 0 0

Total 608 392 1,000

Bayesian networks become especially useful when the number of nodes and
layers is increased. This is for two reasons. First, it allows the impact of complex
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networks of probabilities to be evaluated. If conditional probabilities can be calcu-
lated at every node, these can be filtered down to give the ultimate probability of
an event that might be conditional on a very large number of other events. Second,
Bayesian networks allow scenarios to be tested. Using the language of conditional
probabilities, this means being able to look at the probability of an event given that
some other event has either occurred or failed to occur; in terms of the network, it
can be thought of as setting one or more probabilities to zero or one.
In these complex networks, the number of conditional probabilities can be very

large. However, nodes that are not on the same ‘path’ – for example, nodes S and Q
in Figure 11.19 – can be considered to be independent, which significantly reduces
the number of probabilities that must be specified.
This independence is an important part of the evaluation of a Bayesian network.

In particular, it means that the probability at each node can be assessed conditional
only on the parents of the node. Considering Figure 11.19 again, if we define Zpa
as the set of nodes that constitute the parents of Z, we can write that the probability
at Z is Pr(Z|Zpa), which is equivalent to Pr(Z|W,X ,Y ). The probability at each of
these parent nodes is similarly conditioned on its parents.

11.9 Model Validation

In all aspects of modelling, it is important to test the results of a model to ensure
that they give reasonable results. Ideally, a model should be fitted to one subset
of data and then tested on another independent sample of comparable size – if a
model is tested using the data with which it was parametrised, then very little is
proved about the model’s effectiveness.
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There are two types of testing that can be used, one in relation to time series and
the other in relation to cross-sectional data.

11.9.1 Time Series Models

The testing process used in relation to time series models is known as back-testing.
This involves fitting a model to data for one period, then seeing how well the model
performs in a subsequent period. For example, a time series model might be used
to try and predict equity returns based on a series of macro-economic variables for
the period 1990-1999. Values for the same macro-economic variables could then
be input into the model for the period 2000-2009, and the predicted equity returns
compared with those observed for the same period.
This type of back-testing is particularly popular for testing trading strategies. In

particular, it is intended to show that any anomalies do indeed offer an opportunity
to make profitable trades, and are not just examples of temporary mis-pricing.

11.9.2 Cross-Sectional Models

For cross-sectional models where the dependent variable is a value, a similar ap-
proach to the back-testing method can be used. In this case, the data can be split
into two groups rather than two time periods.
If the model is intended to classify firms or individuals into different groups,

then a training set is used to provide the model parameters. The model can then be
fitted to an independent dataset to see how accurately it distinguishes between the
various categories given the observations.
When testing cross-sectional models in this way it is important to ensure that

there are no time effects – such as the impact of inflation on the data – that might
result in the model appearing to be more accurate than is really the case.

11.10 Further Reading

Many of the techniques discussed here are covered in more detail in Greene (2003)
and similar books. However, more detail on particular areas is available in other
texts.
Regressions are covered in Greene (2003) as well as countless books on econo-

metrics such as Johnston and Dinardo (1997). In addition, Frees (2010) explores
regression in an exclusively actuarial and financial context. Rebonato (1998) gives
a good description of principal components analysis, whilst its practical application
is also well described by Wilmott (2000).
The analysis of cross-sectional data is described more fully byWooldridge (2002)
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and whilst Greene (2003) describes some smoothing techniques penalised splines
are best described by Eilers and Marx (2010), whilst smoothing across two rather
than one dimension is discussed by Durbán et al. (2002).
Much of the recent work on data classification has been carried out in the context

of credit modelling. As such, de Servigny and Renault (2004) – which describes
a range of models in that context – gives a good overview. GLMs, with particular
reference to insurance data, are discussed by de Jong and Heller (2008) whilst sur-
vival models and other approaches to dealing with life-contingent risks are covered
in detail by Dickson et al. (2009).
Credibility is dealt with in detail by Bühlmann and Gisler (2005).
There are several helpful publications that give more detail on Bayesian net-

works. Charniak (1991) provides a good introduction, whilst Tripp et al. (2004)
and Cowell et al. (2007) both include applications of Bayesian networks to opera-
tional risk.

Questions on Chapter 11

1. The correlation between the returns on two asset classes, as measured by Kend-
all’s tau, is 0.5. The returns are linked by a Gumbel copula. Using the method
of moments, calculate the parameter, α , for this copula.

2. The average delay for trains on a particular route is 10 minutes. The standard
deviation of delays is 20 minutes. Trains on this route are never early. Using the
method of moments, fit a gamma distribution to this dataset.

3. The delays for trains on a particular route have worsened. The delays for the
first train of the day in the last week are: 23 minutes, 10 minutes, 37 minutes,
17 minutes, 55 minutes, 15 minutes and 30 minutes. It is now believed that
the delays are drawn from a Lévy distribution. Using the method of maximum
likelihood, determine the parameter β that best fits this dataset.

4. You are attempting to fit a linear regression to a data series. Whilst the rela-
tionship appears to be linear, the magnitude of the error terms – both positive
and negative – appears to be greater at the end of the period being considered
than at the start. Discuss whether ordinary least squares is the most appropriate
approach for fitting this regression.

5. For a particular regression, the total sum of squares (SST) is 500 whilst the
sum of squares for the regression (SSR) is 400. Calculate the coefficient of
determination (R2).

6. In the above regression, there are four explanatory variables and 100 observa-
tions. Calculate the adjusted coefficient of determination (R2a).

7. A regression is carried out using two formulations. The first includes items A,
B and C as explanatory variables, whilst the second uses A, B, D and E . It is
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proposed that a likelihood ratio test be used to compare the models. Discuss
whether this would be appropriate.

8. A particular regression has a log-likelihood of−8,500. If an additional explana-
tory variable is added, the log-likelihood rises to −8,490. Using the likelihood
ratio test, determine whether the additional variable significantly improves the
fit of the model.

9. Twomodels are being compared in an attempt to determine which gives the best
fit for a particular dataset. Model A has 5 variables, whilst model B has 7. Each
model has been fitted to 240 data points. The log-likelihood function is −550
for model A and −540 for model B. Using the AIC and the BIC, suggest which
model provides the best fit.

10. The number of visitors to a museum varies from year to year, as shown in the ta-
ble below. Using an Epanechnikov kernel with a bandwidth of 5 years, calculate
the smoothed number of visitors for June to the nearest person.

Month Number of
Visitors

January 1,790
February 1,500
March 1,650
April 1,930
May 1,740
June 1,810
July 1,960
August 1,940
September 1,690
October 1,540
November 1,490
December 1,720

11. State which one of the following is the correct formulation for a generalised
linear model that uses a probit link function (a probit model):

1.

Zi =

{
0 if Yi ≤ 0
1 if Yi > 0

and Pr(Yi = 1|Xi) = Φ(Xi′βββ );

2.

Zi =

{
0 if Yi ≤ 0
1 if Yi > 0

and Pr(Zi = 1|Xi) = Φ(Xi′βββ ); or

3.

Zi =

{
0 if Yi ≤ 0
1 if Yi > 0

and Pr(Zi = 1|Xi) = Φ(Y ′
i β ).
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12. State which one of the following best describes the principle behind discrimi-
nant analysis:

1. it aims to find the weights that, when applied to the quantitative characteris-
tics of groups, give the greatest separation both within and between groups;

2. it aims to find the weights that, when applied to the quantitative character-
istics of groups, give the lowest separation between groups and the greatest
separation within these groups; or

3. it aims to find the weights that, when applied to the quantitative character-
istics of groups, give the greatest separation between groups and the lowest
separation within these groups.

13. A bank uses the k-nearest neighbour approach to calculate credit scores for
potential borrowers. It compares potential borrowers to the six nearest previous
borrowers. For one potential borrower, three of the nearest borrowers defaulted
whilst six repaid their loans. The Mahalanobis distances from the defaulting
borrowers were 1.3, 2.9 and 3.1; the distances from the repaying borrowers
were 0.6, 1.2 and 1.4. Calculate the kNN score for this potential borrower, and
comment on the result.

14. A linear support vector machine is employed to separate two groups of data.
However, no hyperplane exists that will exactly separate the data. Describe two
adjustments that could be made.

15. An analyst has designed an asset model to simulate the uncertainty in the returns
for a particular asset class. The model generates 1,000 simulations, which are
normally distributed. The mean and standard deviation are the only two inputs
into the model, and these are used to parametrise the normal distribution from
which the simulations are drawn. The mean and standard deviation are calcu-
lated using returns over the previous ten years. They do not change from one
simulation to the next. Discuss the extent to which various types of uncertainty
are allowed for in this model.

16. An insurance company plans to determine the claims rates for its premiums
using a combination of its own data and data from the broader industry. To
determine the level of credibility, Z, to give its own data, the company uses
a classical credibility model with a tolerance of 5% and a confidence level of
99%. There have been 1,200 claims from 50,000 policies. Calculate the level
of classical credibility, Z, using a normal approximation to the binomial for the
claims distribution.

17. An investor holds a portfolio of exactly 1,000 corporate bonds. The histori-
cal number of defaults on this portfolio has been 20 bonds per year. However,
external analysis suggests that the probability of default has a mean of 0.03
and a standard deviation of 0.01. The external estimate has a beta distribution,

.012
5:24:14, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


11.10 Further Reading 285

whilst the actual defaults occur according to a binomial distribution. Calculate
the Bayesian credibility estimate of the default rate.

18. An insurance company offers two types of car insurance policy: a standard pol-
icy and a policy marketed to drivers of high-performance cars. Of the applicants
for insurance, 80% request quotations for standard policies. The overall propor-
tion of quotations for which cover is taken is 30%. The proportion of quotations
for standard policies for which cover is taken is 20%. Calculate the proportion
of quotations for high-performance insurance for which cover is taken.
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Extreme Value Theory

12.1 Introduction

In the analysis so far, there is an implicit assumption that the distributions will
be fitted to an entire dataset. However, when managing risk, it is often the extreme
scenarios that will be of most interest. There are two broad approaches to modelling
such extreme events: the generalised extreme value distribution and the generalised
Pareto distribution.

12.2 The Generalised Extreme Value Distribution

So far, the analysis has concentrated on distributions that relate to the full range of
data available, or to the tail of a sample of data. However, another approach is to
consider the distribution of the highest value for each of a number of tranches of
data. This is the area of generalised extreme value theory. The starting point here
is to consider the maximum observation from each of a sample of independent,
identically distributed random variables, XM. As the size of a sample increases,
the distribution of the maximum observation H(x) converges to the generalised
extreme value (GEV) distribution. The cumulative distribution function is shown
in Equation 12.1:

H(x) = Pr(XM ≤ x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e
−
(
1+γ x−α

β

)− 1γ
if γ �= 0;

e−e
−
(
x−α

β

)
if γ = 0.

(12.1)

In this formulation, α and β are the location and scale parameters, analogous to
the mean and standard deviation for the whole distribution. As with the mean and
standard deviation, α can take any value whilst β must be positive. The value for
which the expression is evaluated, x, must be greater than or equal to α .
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The parameter γ determines the shape of the distribution. With the GEV distri-
bution, this parameter determines the range of distributions to which the extreme
values belong. It does this by giving a particular distribution that has the same
shape as the tail of a number of other distributions:
If γ > 0, then the distribution is a Fréchet-type GEV distribution. The Fréchet-

type GEV distribution has a tail that follows a power law. This means that the
extreme values could in fact have come from Student’s t-distribution, the Pareto
distribution or the Lévy distribution. Which of these distributions the full dataset
might follow is irrelevant: the behaviour of observations in the tail – which is the
important thing – will be the same.
If γ = 0, then the distribution is a Gumbel-type GEV distribution. Here, the tail

will be exponential as with the normal and gamma distributions and their close
relatives.
If γ < 0, then the distribution is a Weibull-type GEV distribution. This has a tail

that falls off so quickly that there is actually a finite right endpoint to the distribu-
tion, as with the beta, uniform and triangular distributions. Given that EVT is used
when there is concern about extreme observations, this suggests that Weibull-type
GEV distribution is of little interest in this respect.
A ‘standard’ GEV distribution can be created by setting α = 0 and β = 1, as

shown in Equation 12.2. The cumulative distributions for Fréchet-, Gumbel- and
Weibull-types of this standard distribution are shown in Figure 12.1.

H(x) =

⎧⎪⎨
⎪⎩

e−(1+γx)−
1
γ
if γ �= 0;

e−e
−x

if γ = 0.

(12.2)

It is straightforward to differentiate the GEV distribution function to give the
density function, as shown for the standard distribution in Equation 12.3. This is
helpful as it allows us to see more clearly the shape of the tails for different values
of γ . Density functions are shown in Figure 12.2

h(x) =

⎧⎪⎨
⎪⎩

(1+ γx)−
(
1+ 1

γ

)
e−(1+γx)−

1
γ
if γ �= 0;

e−(x+e−x) if γ = 0.

(12.3)

A confusing point to note is that the Weibull distribution does not necessarily
have a tail that corresponds to a Weibull-type GEV distribution. This is because
there are a number of different versions of the Weibull distribution, only some of
which have a finite end point; others – including the one described in this book –
have exponential tails.
To fit the GEV distribution, the raw data must be divided into equally sized
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Figure 12.2 Various GEV Density Functions

blocks. Then, extreme values are taken from each of the blocks. There are two
types of information that might be taken, and thus modelled. The first is simply
the highest observation in each block of data. This is known as the return level ap-
proach, and the result is a distribution of the highest observation per the block size.
So if each block contained a thousand observations the result of the analysis would
be the distribution of the highest observation per thousand. The second approach
is to set a level above which an observation could be regarded as extreme. Then,
the number of observations in each block would be counted and modelled using a
GEV distribution. In this case, if each block contained a thousand observations the
result would be the distribution of the rate of extreme observations per thousand.
This is known as the return period approach.
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Figure 12.3 Comparison of GEV Approaches and Block Sizes

The size of the blocks is crucial, and there is a compromise to be made. If a
large number of blocks is used, then this means that there are fewer observations in
each block. If the return level approach is used, this translates to less information
about extreme values – a rate per hundred observations does not give as much
information about what is ‘extreme’ as a rate per thousand. However, the large
number of blocks means a large number of ‘extreme’ observations, so the variance
of the parameter estimates is lower. If, on the other hand, fewer and larger blocks of
data are used, then the information in each group about what is extreme is greater
under the return level approach. However, with fewer blocks the variance of the
parameter estimates is higher.
This can be seen in Figure 12.3. The first column of numbers shows the return

level approach calculated using a block size of five. The result is the distribution
of one-in-five events. The third column divides the data into only two blocks. The
result is information on the distribution of more extreme one-in-ten events, but the
distribution is based on only two observations rather than four. The choice of block
size appears to be less important for the return period approach, since the total
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number of extreme events is five in both column two and column four. However,
since the result is divided into the number of observation per blocks, a similar issue
arises when the parameters for the GEV distribution are being calculated.
A major drawback of the GEV approach is that by using only the largest value

or values in each block of data, it ignores a lot of potentially useful information.
For example, if the return level approach is used and there are a thousand obser-
vations per block, then 99.9% of the information is discarded. For this reason, the
generalised Pareto distribution is more commonly used.

12.3 Generalised Pareto Distribution

The generalised Pareto distribution has been described already, but it is actually an
important limiting distribution. In particular, consider the X−u, the distribution of
a random variable X in excess of a fixed hurdle u given that X is greater than u. If
the observations are independent and identically distributed then as the threshold u
increases, the distribution of the conditional loss distribution – whatever the under-
lying distribution of the data – converges to a generalised Pareto distribution. The
conditional cumulative distribution function, G(x), is shown in Equation 12.4:

G(x) = Pr(X −u≤ x|X > u) =
F(x+u)−F(u)

1−F(u)

=

⎧⎪⎪⎨
⎪⎪⎩
1−

(
1+

x
βγ

)−γ
if γ �= 0;

1− e−
x
β if γ = 0.

(12.4)

As discussed in Chapter 10, γ and β are the shape and scale parameters and whilst
β must be positive γ can take any value. If γ = 0, the formula reduces to the ex-
ponential distribution; if γ > 0, the result is the Pareto distribution, which follows
a power law; and if γ < 0, x not only has a lower bound of zero, but also an upper
bound of −βγ .
As with the GEV distribution, a standardised version of the generalised Pareto

distribution can be defined by setting β = 1. This gives the conditional distribution
shown in Equation 12.5. Different cumulative distribution functions are shown in
Figure 12.4.

G(x) =

⎧⎪⎪⎨
⎪⎪⎩
1−

(
1+

x
γ

)−γ
if γ �= 0;

1− e−x if γ = 0.

(12.5)
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The generalised Pareto distribution function can be differentiated to give the
density function, which gives a clearer idea of the shapes of the distribution. It is
defined in Equation 12.6, with the result being shown for different values of γ in
Figure 12.5.

g(x) =

⎧⎪⎪⎨
⎪⎪⎩

(
1+

x
γ

)−(1+γ)
if γ �= 0;

e−x if γ = 0.

(12.6)

The key with all distributions where only the tail is being considered is to choose
the correct threshold. If it is too high, then there will be insufficient data to para-
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metrise the distribution; however, if it is too low, then is it not just the tail that is
being considered. This is particularly important for the generalised Pareto distribu-
tion which is only the limit of the conditional distribution described if u is infinite,
so is only a good approximation if u is sufficiently high. In some cases, the value of
threshold will be clear from the context of the work being done, but if it is not then
a suitable compromise between these competing considerations will be needed.
One approach to choosing the threshold, u, is to consider the distribution of the

empirical mean excess loss function, e(u), as u increases. This is defined as:

e(u) =
∑N
n=1(Xn−u)I(Xn > u)

∑N
n=1 IXn > u

, (12.7)

where I(Xn > u) is an indicator function that is equal to one if Xn > u and zero
otherwise. The way in which e(u) changes as u increases gives an indication of
whether the data being modelled is actually from the tail of the distribution or not.
Consider a distribution such as the normal distribution. As observations move from
the centre of the distribution to the right, the gradient of the distribution starts to
decrease. However, after a time, it begins to flatten out, as observations move from
the body to the tail. This means that if e(u) is plotted against u, the value of e(u)
will initially fall sharply before levelling off as the tail is approached. The value of
e(u) plotted against u for the normal distribution is shown in Figure 12.6, and it can
be seen that the function becomes increasingly linear in the tail of the distribution.
However, this would simply suggest that u should be as high as possible – in reality,
another consideration is that real data are finite. Using too high a value of u will
give values of e(u) that are no longer linear relative to u due to the sparse nature of
the data. This means that when considering a body of data, the appropriate value
of u is not only one where e(u) has become a linear function of u but also where it
remains so. However, in practice it can be difficult to determine the value of u for
which this is the case.

12.4 Further Reading

The theoretical framework underlying extreme value theory is interesting, but in-
volved. An alternative explanation of the principles can be found in Dowd (2005).
Further details, including derivations of the distributions discussed in this chapter,
can be found in McNeil et al. (2005), whilst de Haan and Ferreira (2006) give a
comprehensive overview of this subject.
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Figure 12.6 The Empirical Mean Excess Loss Function – Points of Linearity

Questions on Chapter 12

1. The shape parameter, γ , in a particular GEV distribution is equal to 2. State the
type of distribution and its key characteristic.

2. A bank wishes to model the maximum credit loss over the next ten days. It
does this by taking the losses over the last thousand days, dividing them into
one hundred ‘buckets’, each ten days long, and identifying the largest loss in
each ‘bucket’. The generalised extreme value distribution is then fitted to these
losses. Give the name for the approach used here.

3. State which of the following is the primary purpose of the empirical mean ex-
cess loss function when used with the generalised Pareto distribution:

1. to help determine whether observations are in the tail of the distribution;
2. to help determine whether the generalised Pareto distribution or the gener-
alised extreme value distribution is most appropriate for modelling extreme
losses; or

3. to provide an initial estimate of the probability of extreme loss.

4. State the key advantage that the generalised Pareto distribution typically has
over the generalised extreme value distribution when modelling extreme losses.
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Modelling Time Series

13.1 Introduction

Many risks that are measured develop over time. As such, it is important that the
ways in which these risks develop are correctly modelled. This means that a good
understanding of time series analysis is needed.

13.2 Deterministic Modelling

There are two broad types of model: deterministic and stochastic. At its most basic,
deterministic modelling involves agreeing a single assumption for each variable
for projection. The single assumption might even be limited to the data history,
for example, the average of the previous monthly observations over the last twenty
years.
With deterministic approaches, prudence can be added only through margins in

the assumptions used, or through changing the assumptions. A first stage might
be to consider changing each underlying assumption in turn and noting the effect.
This is known as sensitivity analysis. It is helpful in that it gives an idea of the
sensitivity of a set of results to changes in each underlying factor, thus allowing
significant exposures to particular risks to be recognised. However, variables rarely
change individually in the real world. An approach that considers changes in all
assumptions is therefore needed.
This leads us to scenario analysis. This is an extension of the deterministic

approach where a small number of scenarios are evaluated using different pre-
specified assumptions. The scenarios used might be based on previous situations,
but it is important that they are not restricted to past experience – a range of pos-
sible futures is considered. This is the key advantage to scenario testing: a range
of ‘what if’ scenarios can be tested, whether or not they have occurred in the past.
However, this does not mean that all possible scenarios can be covered – the sce-
narios will always be limited by what is thought to be plausible by the modeller.
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Another important limitation of scenario analysis is that it gives no indication of
how likely a scenario is to occur. This is important when risk treatments are being
considered, the cost will be considered in the context of the potential impact of the
risk but also its likelihood.
The scenarios themselves might be given in quite general terms, such as ‘high

domestic inflation, high unemployment’. These scenarios need to be converted into
assumptions for the variables of interest. It is important that each scenario is inter-
nally consistent and that the underlying assumptions reflect both the overall sce-
nario and each other. Once any responses to risk have been taken, it is then im-
portant to carry out the scenario analysis again to ensure that the risk responses
have had the desired effect. It is important that the effect of the scenario on the
risk response is taken into account. It is also important to review both the types of
scenarios and their assumptions on a regular basis.
It is possible to consider only extremely bad scenarios. Such an approach might

be described as reverse stress-testing. This has the advantage of focussing the mind
on what might go wrong, but there are upside as well as downside risks. A strategy
that minimises losses in the event of adverse scenarios might not be a good strategy
if no profits are made in the good times. Positive strategies, and even middle-of-
the-road outcomes, need to be considered when a strategy is being assessed.
Although stochastic modelling – described below – is increasingly popular, there

is still a role for deterministic modelling. For example, regulators can find it use-
ful to compare the effect of a range of consistent scenarios on a number of firms.
Deterministic modelling is also more appropriate when there is insufficient infor-
mation to build a complex stochastic model, as will generally be the case with new
risks. Extreme events are also, by definition, so rare that the probabilities obtained
from a stochastic model might not be reliable. Deterministic modelling can, on the
other hand, allow consistent extreme scenarios to be considered without a need to
assess their likelihood.

13.3 Stochastic Modelling

Stochastic modelling is a far broader category than deterministic modelling. In a
way, it seems similar to scenario testing but it differs from it in a key respect. In
stochastic modelling, each run is drawn randomly from a distribution, rather than
being predetermined. The broad relationships are defined, but the actual outcomes
are down to chance.

13.3.1 Bootstrapping

In stochastic modelling the first distinction is between bootstrapping, or resam-
pling, and forward-looking approaches. For bootstrapping, all that is needed is a set
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of historical data for the variables being modelled. For example, historical monthly
data for the last twenty years could again be used. However, rather than simply
using this as a single ‘run’ of data, modelling is carried out by randomly selecting
a slice of data, in this case the data from a particular month. This forms the first
observation. This observation is then ‘replaced’ and another month is randomly
chosen. This means that a relatively small dataset can be used to generate a large
number of random observations.
The main advantage of bootstrapping is that the underlying characteristics of

the data and linkages between data series are captured without having to resort
to parametrisation. However, any inter-temporal links in the data, such as serial
correlation, are lost, and there is an implicit assumption that the future will be like
the past. This assumption is not necessarily valid. Bootstrapping is also difficult if
there is limited history for a particular asset class.

13.3.2 Forward-Looking Approaches

A forward-looking approach, on the other hand, determines the future distribution
explicitly. Whilst this might be with the benefit of past data, the approach does
not stick slavishly to the results of such observations. Forward-looking approaches
also require another decision to be made, and that is whether to use a factor- or a
data-based approach. The former looks at the factors that determine the observa-
tions. These factors are modelled and their relationship used to derive the results
for the observation in question. The data-based approach starts from the premise
that understanding the drivers of a dataset does not improve the understanding
of the observations, and modelling the data directly gives superior results when
compared with a factor-based approach (or comparable results with less effort).
Whereas a factor-based approach may result in a correlation pattern emerging for
related datasets, these linkages must be explicitly modelled with a data-based ap-
proach.
The factors underlying a model can be found through regression analysis. For

example, if one group of variables (say returns on individual shares) were thought
to depend on a small number of factors (say short-term interest rates, long-term
interest rates and price inflation), linear regressions could be run for each share to
find an appropriate model:

Yn,t = β0,n+β1,nX1,t +β2,nX2,t +β3,nX3,t + εn,t , (13.1)

where Yn,t is the value of variable n at time t (say company n’s share price), β0,n is
a constant for that variable, X1,t , X2,t and X3,t are the values of the three underlying
factors at time t (say short- and long-term interest rates together with price infla-
tion), β1,n, β2,n and β3,n are the weights of these factors for variable n, and εn,t is
an error term representing the difference between the true value and its estimate.
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Once this model has been fitted, the underlying factors are projected, and their
values used to imply the values of the variables based on the factors.
Factor-based models can be structured in several layers as cascade models. For

example:

• price inflation can be modelled as a random walk;
• short-term interest rates can be modelled as a random variable changing in re-
sponse to price inflation;

• long-term interest rates can be modelled as a random variable changing partly in
response to short-term interest rates;

• equity dividends can be modelled as a function of short-term interest rates and
price inflation; and

• equity returns can be modelled as a function of short- and long-term interest
rates and equity dividends.

The factor-based approach can lend itself to modelling inter-temporal relation-
ships between variables, particularly if the linkages between the factors are not
necessarily contemporaneous. Whilst this can also be done in data-based models,
more preparation of the data is needed.
Even if a data-based approach is used, there may be some aspects of a model

for which a factor-based approach remains appropriate. Derivatives, particularly
options, where the relationship between the price of the instrument and that of the
underlying is complex but defined, provide a prime example.

13.3.3 Random Numbers

When carrying out stochastic simulations, random numbers are needed to provide
the range of outcomes. However, the numbers provided in most computer programs
are not truly random, but ‘pseudo-random’. This means that whilst they might ap-
pear to follow no discernible pattern, there is an underlying mathematical process
at work.
There are a number of properties that pseudo-random numbers produced for the

purposes of simulation should have. In particular, they should:

• be replicable;
• have a long period before any series of numbers is repeated;
• be uniformly distributed over a large number of dimensions; and
• exhibit no serial correlation.
It is important that a series of random numbers used for simulations can be repli-

cated when required. Having such a series means that it is easy to check the results
from a simulation since the results can be exactly reproduced. It also makes it easier
to see the effects of any changes to the model.
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If pseudo-random numbers are replicable, then there is an increased risk that the
series of random numbers will begin to repeat itself eventually. In order that this
repetition does not invalidate any simulations, it is important that the period before
which a series repeats itself is sufficiently long.
It is also important that the distribution of pseudo-random numbers is apparently

random, not just in a single dimension, but also if the numbers are projected into
more than one dimension – for example, if a single column of numbers is divided
into two, three or more supposedly independent series.
Furthermore, it is not enough that the distribution of the numbers is random –

there should also be no clear link between any pseudo-random number and the
number previously generated. In other words, serial correlation should be absent.
One popular pseudo-random number generator (PRNG) is the Mersenne twister.

This is based on the digits extracted from a very large Mersenne prime number (a
number which is calculated as 2N − 1). The outputs appear to be random using a
wide range of tests, it has a very long period before repetition of 219937−1 iterations
(more than 43×106,000), and can generate a large series of pseudo-random numbers
very quickly.

13.3.4 Market Consistency

For any forward looking approach, it is interesting to consider the extent to which
the projections are market consistent. At the most basic level, this might involve
comparing expected values from a model with those seen in the market; however,
it is also possible to derive implied volatility expectations and even implied corre-
lations from option prices. This is not to say that these market-consistent figures
are perfect. In particular, the impact of demand and supply can mean that market
prices do not necessarily reflect sensible estimates of future values. This can be a
result of persistent market features such as a liquidity premium for less-liquid asset
classes, or it can occur during market stresses when forced sales depress prices of
some assets. However, it is difficult to identify the extent to which market prices
are different from economic values, so care should be taken if values that are not
market consistent are used.

13.4 Time Series Processes

Whether a factor- or data-based approach is used, the way in which the series de-
velops over time is a crucial part of the stochastic modelling process. There are
a number of ways in which series can be modelled, from very simple processes
to very complex ones. To begin, however, it is helpful to consider the concept of
stationary and non-stationary processes.
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13.4.1 Stationarity

Stationarity is an important concept in time series analysis, as it determines the
extent to which past data can be used to make predictions about the future. A
strictly stationary process is one where if you take any two sets of data points from
a single set of observations, the joint distribution of those two sets will not depend
on which sets you choose. This can be put in mathematical terms by considering
a set of observations, Xt , where t = 1, . . . ,T . Two subsets of observations can be
taken from the data, Xr, . . . ,Xs and Xr+k, . . . ,Xs+k where r,s≥ 1 and r+k,s+k≤ T .
The set of data Xr, . . . ,Xs has a joint distribution function F(Xr, . . . ,Xs). If this
distribution function is equal to F(Xr+k, . . . ,Xs+k) for all k, then the series is strictly
stationary. If a process is strictly stationary, then its characteristics do not change
over time, including the relationships between observations in different periods.
Strict stationarity is very restrictive. Many other series still have properties that

make them easy to analyse without necessarily following the rigid rules of strict
stationarity. Many of these will be weakly stationary of order n, where n is a pos-
itive integer. This means that a time series is stationary up to the nth moment, but
not necessarily beyond. The most used form of weak stationarity is second order,
or covariance stationarity. Taking the above series, a covariance stationary process
is one where each subset of observations has the same defined mean, and the same
defined covariance with observations for a given lag. In mathematical terms, this
means that E(Xt) is fixed for all t, and that E(XtXt+k) is also fixed, depending only
on k.
Some series are not stationary due to the presence of a fixed time trend. If the

removal of this trend from the data results in a stationary series, then the series is
said to be trend stationary. Similarly, whilst a series of observations might not be
stationary, a series made up of the differences of the observations might be. Such a
series is said to be difference stationary. Trend and difference stationary processes
are described in more detail below.

13.4.2 White Noise Processes

The building block for many time series is known as a basic white noise process,
εt covering observations made at time t where t = 1, . . . ,T . This is a stochastic
process that oscillates around zero (the expected value of εt is zero) with a fixed
variance (the expected value of ε2t is equal to σ 2, which is fixed), and where no
observation is correlated with any previous observation (the covariance of εs and
εt is zero). This makes a white noise process at least covariance stationary. If the
process is made up of independent, identically distributed random variables with a

.014
6:32:45, subject to the Cambridge Core terms of use,



300 Modelling Time Series

t

εt

Figure 13.1 Strict White Noise Process

fixed, finite variance, then it is strictly stationary and known as a strict white noise
process. Such a process is shown in Figure 13.1.
In itself, this process is not particularly representative of anything useful; how-

ever, it is the building block for many other processes, and it forms the series of
errors or residuals in subsequent models.
A common assumption for the distribution of εt is that it follows a normal dis-

tribution, and this is important for many financial models.

13.4.3 Fixed Values and Trends

A number of data series might be assumed to oscillate around a value other than
zero. Similarly, other series have trends, implying that they oscillate around a
steadily changing value. For example, some asset prices might be assumed to in-
crease linearly with time (although this would be a gross simplification in most
cases). The formulae for these situations are given in Equations 13.2 and 13.3 re-
spectively, with graphical representations shown in Figures 13.2 and 13.3:

Xt = α0+ εt, (13.2)

Xt = α0+α1t+ εt , (13.3)

where Xt is the observation of the variable at time t. Equation 13.2 is a stationary
process, whilst Equation 13.3 is trend stationary.
If the error term is assumed to have a normal distribution, then it might not be

appropriate for Xt to represent the raw data being modelled. In particular, if the
data being modelled are from a variable such as an asset price, which can take only
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Figure 13.2 Stationary Process
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Figure 13.3 Trend-Stationary Process
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Figure 13.4 Difference-Stationary Process
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positive values, then a common approach is for Xt to be the natural logarithm of
the variable in question. This approach is used in many financial models.

13.4.4 Inter-temporal Links

The simple processes above assume that there are no links between the values seen
in one period and those observed in prior periods. However, processes with such
links do exist, and can appear similar to the series described above.

Autoregressive Processes

Consider the single-period autoregressive – or AR(1) – process in Equation 13.4:

Xt = α0+α1Xt−1+ εt. (13.4)

This will give a similar pattern to Equation 13.2, except that rather than a movement
around a fixed value, there will be a tendency for Xt to move towards – or away
from – its previous value. The smaller the value of α1, the more strongly the series
is drawn to a fixed value. This tendency towards a fixed value is mean reversion.
Furthermore, if α1 is positive, then the process will be drawn directly towards the
fixed value; if, on the other hand, α1 is negative, then the process will oscillate
around the fixed value.
An important point to note is that for this series to tend towards a fixed value – in

other words, to be at least covariance stationary and not unstable or ‘explosive’ – it
is necessary that |α1|< 1. In this case, the variance of the series is σ 2/(1−α21 ) and
the fixed value towards which the series tends is its mean, μ , equal to α0/(1−α1).
These results are true regardless of the distribution of εt .
A potential issue with this formulation is that the series can easily return negative

values. A slight modification can be added to reduce the chance of this happening,
if it is important that only positive values are returned. In particular, the volatility
can be modified so that it is proportional to the square root of the previous value of
the series:

Xt = α0+α1Xt−1+
√
Xt−1εt . (13.5)

This means that as the value of the series falls, so does the volatility. This series
is not guaranteed to remain positive unless the time scale becomes infinitesimally
small, in which case negative values cannot occur if X0 ≥ σ 2/2.
This more basic AR(1) process can be generalised to a p-period or AR(p) pro-

cess, as shown in Equation 13.6:

Xt = α0+α1Xt−1+α2Xt−2+ · · ·+αpXt−p+ εt. (13.6)

The conditions for stationarity are more complicated here. First, a polynomial
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equation – the characteristic polynomial – must be constructed from the param-
eters of the autoregressive function:

f (z) = 1−α1z−α2z2−·· ·−αpz
p = 0. (13.7)

For the original equation to be at least a covariance stationary series, the roots
of Equation 13.7 must ‘lie outside the unit circle’. For real roots, this essentially
means that the absolute value of every root must be greater than one; however, for
complex roots – which always come in pairs – this means that the distance from
the origin of the co-ordinates formed by each pair must be greater than one.
If p= 1, the absolute value of the root of the characteristic polynomial must be

greater than one for this to happen. This clearly happens when |α1|< 1, which has
already been established as the criterion for covariance stationarity.
If p= 2, the situation is a little more complicated. The characteristic polynomial

will have two roots, z1 and z2. Let us first consider the situation where both z1 and
z2 are real. If both are greater than one, then the roots lie outside the unit circle and
Equation 13.6 is covariance stationary. However, if at least one of z1 or z2 is less
than one then the series is not covariance stationary.
If z1 and z2 are complex – so form a complex pair – then the situation is even

more involved. The complex pair will always be of the form z1 = zre+ zimi and
z2 = zre− zimi, where zre is the real component of the root, zim is the imaginary
component, and i is the square root of minus one. The values of zre and zim can
be plotted on a chart, where the axes represent the real and imaginary components
of each complex root. The absolute value of z in this case can be calculated as

|z|=
√
z2re+ z2im. If |z|> 1, then the roots lie outside the unit circle. This is shown

graphically in Figure 13.5, which also demonstrates why the term ‘unit circle’ is
used.
If p = 2 it is also possible to derive the combination of α1 and α2 that gives

a covariance stationary process. Furthermore, it is possible to show the values of
α1 and α2 for which the process is either oscillatory or non-oscillatory. This is
demonstrated in Figure 13.6.
If p> 2, then the roots of the characteristic polynomial in Equation 13.7 can be

real or complex. However, any complex roots will always appear as a pair.
As discussed above, an AR(1) series becomes unstable if α1 is not between

one and minus one. However, there is an important situation where this instability
forms a widely used process: if α1 = 1, the result is a random walk. If a constant,
α0, is also present, then the result is a random walk with drift, the drift being α0
per period. This is shown in Equation 13.8:

Xt = α0+Xt−1+ εt . (13.8)

Since α = 1 this is not a stationary process; however, if it is transformed by defin-
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Figure 13.6 Features of AR(2) Processes for Combinations of α1 and α2

ing ΔXt = Xt −Xt−1, then the resulting process is at least covariance stationary, as
shown in Equation 13.9:

ΔXt = α0+ εt . (13.9)
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Integrated Processes

If differencing is required once to arrive at a stationary series, as is the case here,
the series is said to be difference stationary. More specifically, it can be referred to
as an integrated process of order one, or I(1). An I(2) process is characterised as
ΔXt−ΔXt−1, or Δ2Xt , and this process can be generalised through the repetition of
the differencing process d times to give an I(d) process, ΔdXt .
A trend-stationary process such as Equation 13.3 and a difference-stationary

process such as Equation 13.8 can be difficult to distinguish visually, as the two
types of time series can look similar. This is clear from Figures 13.3 and 13.4.
One way to test which process a time series follows is to use a Dickey–Fuller
test (Dickey and Fuller, 1979, 1981). This involves regressing ΔXt on the lagged
dependent variable and a time trend:

ΔXt = α0+α1t+α2Xt−1+ εt . (13.10)

The constant, α0, and the time trend, t, are only included if they appear to be signif-
icant in basic regressions. Regressions are discussed in more detail in Chapter 11.
The Dickey–Fuller test involves testing whether α2 is significantly different from
zero by comparing the test statistic – α2 divided by its standard error – with the
critical values calculated by Dickey and Fuller. Special tables are needed for the
critical values because if α2 is close to zero, the standard error reported in this test
will be biased downwards. This means that a traditional t-test would fail to reject
the null hypothesis.

Moving Average Processes

So far, the error term in the equation has continued to be simply a white-noise
stochastic process. However, the changes from period to period can also be linked.
Using Equation 13.2 as the starting point, a single period moving average – or
MA(1) is given as Equation 13.11:

Xt = εt +βεt−1. (13.11)

This can be generalised to a q-period or MA(q) process:

Xt = εt +β1εt−1+β2εt−2+ · · ·+βqεt−q. (13.12)

The assumption that the residuals in one period are not correlated with those in a
prior period is an important part of many analyses. In particular, when considering
financial time series the presence of serial correlation would imply that future asset
prices depend at least in part on past returns. This in turn would allow the possibil-
ity of arbitrage – risk-free profits – which is prohibited in many economic models.
Tests have therefore been developed to detect serial correlation in the residuals,
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in particular the Durbin–Watson (Durbin and Watson, 1950, 1951). The Durbin–
Watson test statistic, d, is calculated from the error terms as:

d =
∑T
t=2 (εt − εt−1)2

∑T
t=1 ε2t

. (13.13)

The null hypothesis is that d = 2 and that no serial correlation is present. If d is
significantly less than 2, then there is significant positive serial correlation – in
other words, for an MA(1) model, β is positive and successive observations are
positively correlated; if d is significantly greater than 2, then there is significant
negative serial correlation – β is negative and successive observations are nega-
tively correlated.
In practice, two critical values for the Durbin–Watson test statistic are given, dL

and dU , for each level of significance. If d < dL then there is evidence of significant
positive serial correlation at that level; if d > dU then there is no evidence of sig-
nificant positive serial correlation; and if dL < d < dU then the test is inconclusive.
For negative serial correlation, the same test is carried out with 4−d replacing d.
If the test is being carried out with an ARMA model (described below), then the

test statistic needs to be modified, and Durbin’s h-statistic (Durbin, 1970) is used
instead. This is calculated as:

h=

(
1− d

2

)√
T

1−Ts2α1
, (13.14)

where s2α1 is the squared standard error for the coefficient of Xt−1. The distribution
of the statistic h tends to a standard normal distribution as T tends to infinity.
It is possible to express an AR series in MA terms and vice versa. For example,

consider again a simple AR(1) process:

Xt = α0+α1Xt−1+ εt. (13.15)

It is also possible to express the lagged term in the same form:

Xt−1 = α0+α1Xt−2+ εt−1. (13.16)

Substituting this back into the first equation gives:

Xt = α0+α0α1+α21Xt−2+ εt+α1εt−1. (13.17)

This process can be continued indefinitely. Ultimately, providing the absolute value
of α1 is less than one, the coefficient on the lagged Xt term tends to zero and the
constant term tends to α0/(1−α1). This means that an AR(1) process can also be
described as the following infinite moving average process:

Xt =
α0

1−α1
+ εt+α1εt−1+α21εt−2+ · · · . (13.18)
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A similar process can be used to convert a moving average process into an au-
toregressive one. The first stage is to take an MA(1) process:

Xt = εt +βεt−1. (13.19)

Rearranging this to give an expression in terms of εt gives:

εt = Xt−βεt−1. (13.20)

This expression can itself be lagged:

εt−1 = Xt−1−βεt−2. (13.21)

Substituting this back into the original MA(1) equation gives:

Xt = εt +βXt−1−β 2εt−2. (13.22)

This process can be carried on indefinitely, meaning that an MA(1) process can
also be described as the following infinite autoregressive process:

Xt = εt +βXt−1−β 2Xt−2+β 3Xt−3+ · · · . (13.23)

ARIMA Processes

Similar expressions can be derived for more general AR(p) and MA(q) processes.
These two processes can also be found in a single expression, described as an
autoregressive moving average (ARMA) process. A further layer – integration –
may also be added to give an ARIMA(p,d,q) process. This is a process where an
I(d) series can be modelled by an ARMA(p,q) series, as shown in Equation 13.24:

ΔdXt = α0+α1ΔdXt−1+α2ΔdXt−2+ · · ·+αpΔdXt−p+
εt +β1εt−1+β2εt−2+ · · ·+βqεt−q, (13.24)

or, more compactly,

ΔdXt = α0+
p

∑
i=1

ΔdαiXt−i+ εt+
q

∑
j=1

β jεt− j. (13.25)

Fitting ARIMA Models

ARIMA models can be fitted – after suspected integration has been removed – by
looking at the patterns of serial correlation in data. One approach to investigating
these serial correlations is to use a correlogram. This compares the level of serial
correlation at different lags in a dataset with the correlations implied by different
ARMA models. The horizontal axis gives the lag at which the serial correlation is
calculated, h, whilst the serial correlation for lag h is estimated as rh:

rh =
∑T
t=h+1(Xt − X̄)(Xt−h− X̄)

∑T
t=1(Xt − X̄)2

. (13.26)
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Figure 13.7 Autocorrelation Function for an AR(1) Process

If such a process is expressed as an MA(q) process using the techniques described
above, then the implied correlation between successive observations for a lag of h,
ρh, is given by the following expression:

ρh =
∑∞
i=0βiβi+|h|
∑∞
i=0β 2i

. (13.27)

In most cases, β0 = 1, as is implicit in the moving average processes described
above. Sample corellograms are shown in Figures 13.7 and 13.8, together with the
raw data.
If there is any doubt as to whether the data are integrated and as to the order of

integration, then it is worth constructing a separate correlogram for each degree of
integration, d, since d is likely to be either zero, one or two.
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Figure 13.8 Autocorrelation Function for an MA(4) Process

Checking the Fit of ARIMA models

Whilst this approach can give an indication of the level of serial correlation, the
best way to test between candidate models is to compare statistics such as the AIC
or BIC. If the models are nested, then the likelihood ratio test can also be used.
A more objective way of checking model fit is to consider the residuals from a

fitted model. Consider, for example, an AR(1) model. If the estimates of α0 and α1
are α̂0 and α̂1, then the calculated residual at time t, ε̂t , is given by:

ε̂t = Xt− α̂0− α̂1Xt−1. (13.28)

The ε̂0 poses a problem, since it requires a value for X−1. One solution is to set
ε̂0 = 0 and X−1 = X̄ . Similar approaches can be used for other ARIMA models
with a greater lagging period. Once the calculated residuals have been calculated,
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then they can be tested, the test being whether they form a white noise process. A
correlogram is again a useful tool here.

Prediction with ARIMA Processes

Consider an ARMA(1,1) model:

Xt = α0+α1Xt−1+ εt+β1εt−1. (13.29)

Looking forward one period, this equation can be used to derive a value for Xt+1:

Xt+1 = α0+α1Xt+ εt+1+β1εt . (13.30)

If the values at time t have been observed, then taking expectations on both sides
of this equation gives the expected value of Xt+1, E(Xt+1):

E(Xt+1) = α0+α1Xt+β1εt , (13.31)

since E(εt+1) = 0. Looking ahead two periods, Xt+2 is expressed as:

Xt+2 = α0+α1Xt+1+ εt+2+β1εt+1. (13.32)

Substituting the Equation 13.30 into Equation 13.32 gives:

Xt+2 = α0+α1(α0+α1Xt+ εt+1+β1εt)+ εt+2+β1εt+1. (13.33)

Taking expectations and simplifying gives:

E(Xt+2) = α0(1+α1)+α21Xt+α1β1εt . (13.34)

This can be generalised to give:

E(Xt+h) = α0(1+α1+ · · ·+αh−1
1 )+αh

1Xt +αh−1
1 β1εt

= α0
h−1
∑
i=0

α i
1+αh

1Xt +αh−1
1 β1εt . (13.35)

13.4.5 Seasonality

Another important feature of some time series is seasonality. This means that there
is regular seasonal variation in a statistical series, such that values are generally
higher than an underlying trend at some points in the period and below it in others.
The period in question can be a day, week, month or year. There are a number
of ways that seasonality can be dealt with. One is through the use of an ARIMA
model, since seasonality is essentially an autoregressive process. However, it is also
possible to use seasonal dummy variables.
A dummy variable is a variable that takes the value of one if a certain condi-

tion holds and zero otherwise. For example, if annual seasonality were thought to

.014
6:32:45, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


13.4 Time Series Processes 311

exist in quarterly time series data that otherwise followed a simple trend, then the
following model could be used:

Xt = α0+α1d1+α2d2+α3d3+α4t+ εt. (13.36)

In this equation, d1 is a dummy variable taking a value of one if Xt is an observa-
tion from the first quarter and zero otherwise, d2 is equal to one only if Xt relates
to the second quarter and d3 is one only if Xt relates to the third quarter. There
are only three dummy variables since otherwise there would be an infinite num-
ber of parametrisations for this equation. In general terms, the number of dummy
variables must be one less than the number of ‘seasons’.

13.4.6 Structural Breaks

However, there are potential complications. First, constant values might not be con-
stant indefinitely, and trends may change. These changes are known as structural
breaks. Two types of break are possible. The first is a step-change or jump in the
value of the series; the second is an alteration in the rate of change of the series.
An example of the step-change break is the jump diffusion model described by

Merton (1976). A similar effect can be added to Equation 13.9, the random walk
with drift, by adding a discrete random term that is usually zero – in other words, a
Poisson variable. If the average size of the jump when it does occur is k and Pt(λ )
is a Poisson random variable with Poisson mean λ , then the revised model is:

ΔXt = (α0−λk)+ εt+ kPt(λ ). (13.37)

The term λk is deducted from the drift term so that the overall average rate of
drift stays at α0. An example of the cumulative returns generated by such a model
is given in Figure 13.9, with the dotted lines showing where Poisson-determined
jumps occur. Here, the error term, εt , is assumed to be normally distributed with
a fixed variance of σ 2. The model is specified to simulate random crashes of 40%
occurring on average once every 20 years, following a random Poisson process.
The long-term rate of increase in stock prices is assumed to be 8% with a volatility
of 16% per annum.
The second type of structural break is subtler, and is characterised by a change in

the rate of change of a variable. In Equation 13.3, this could be a change in the time
trend; in Equation 13.4, the mean to which a series reverts; and in Equation 13.9, a
change in the rate of drift. The latter is shown graphically in Figure 13.10. Here, a
series where the error term has a standard deviation is compared with an equivalent
that has no volatility. From this it can be seen how hard changes in trend can be to
spot. Structural breaks can, however, be identified using a test such as the Chow test
(Chow, 1960). A Chow test involves splitting a set of observations into two subsets,
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Figure 13.9 Jump Diffusion Model

one before and one after a supposed structural break. First a model is fitted to the
full set of observations, and the residuals from this model are squared and summed
to give SSR. Then the model is fitted to the first subset of observations to calculate
the sum of squared residuals for this subset, SSR1, after which the same process is
carried out for the second subset to give another sum of squared residuals, SSR2.
The test statistic, CT is then calculated as:

CT=
[SSR− (SSR1+SSR2)]/k

(SSR1+SSR2)/(N1+N2−2k) , (13.38)

where N1 and N2 are the number of observations in the first and second subset
respectively, and k is the number of parameters in the model, including any constant
terms. This has an F-distribution with k and N1+N2−2k degrees of freedom. The
null hypothesis under the Chow test is that the parameters for the two subsets are
not significantly different from the parameters for the full dataset.

13.4.7 Heteroskedasticity

An important assumption for the white-noise process is that the variance does not
change over time. However, this is arguably not true for many real-life time se-
ries where broad patterns of stability are interspersed with periods of relatively
high volatility. Data which do not have a constant level of volatility are said to be
heteroskedastic.

ARCH Models

One way of modelling this feature is to use an autoregressive conditional het-
eroskedasticity (ARCH) model. The first stage is to redefine Xt and εt as shown
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Figure 13.10 Changes in the Trend Rate of Growth

in Equation 13.39:

Xt = εt = Ztσt , (13.39)

where Zt is a random variable following a strict white noise process with a mean
of zero and a unit standard deviation at time t, and σt is the standard deviation also
at time t, which unlike the fixed value of σ used earlier will now change over time.
The simplest form is a single-period ARCH(1) model. Here, the standard deviation
in time t is still linked to the long-term variance, σ 2, but also to the size of previous
errors as shown in Equation 13.40:

σ 2t = α0+α1X2t−1. (13.40)

In this equation, α0 > 0 and α1 ≥ 0. This is at least a covariance stationary
process – that is, it has a finite variance – if α1 < 1. In this case, the process has
a variance of α0/(1−α1). These results are true regardless of the distribution of
Xt . However, the conditions for strict stationarity do depend on the distribution
of the error terms. For example, an ARCH(1) process where Zt follows a standard
normal distribution is strictly stationary if α1 < 2eη ≈ 3.562, where η is the Euler–
Mascheroni constant (which is equal to around 0.557). However, such a series is
still not covariance stationary if α1≥ 1. This leads to the interesting situation where
a strictly stationary process with a finite variance is also weakly stationary, whilst a
strictly stationary process with an infinite variance is not. Figure 13.11 shows three
ARCH(1) processes whose error terms are normally distributed. The first two are
strictly (but not covariance) stationary, whilst the third is not. The vertical axis is
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defined as follows:

f (Xt) =

⎧⎪⎨
⎪⎩
ln[ln(Xt)] if Xt > 1;

− ln[ln(−Xt)] if Xt <−1;
0 otherwise.

(13.41)

It is interesting to consider the higher moments of an ARCH(1) process. A strictly
stationary ARCH(1) process has finite moments of order 2m if E(Z2mt ) < ∞ and
α1 < E(Z2mt )−1/m. In this case, the excess kurtosis, κ , can be calculated as:

κ =
E(Z4t )(1−α21 )
1−α21E(Z4t )

−3. (13.42)

Further lagged error terms can be added to an ARCH(1) process to create an
ARCH(p) model:

σ 2t = α0+α1X2t−1+α2X2t−2+ · · ·+αpX
2
t−p. (13.43)

Here, α0 > 0 and α1,α2, . . . ,αp ≥ 0. As for an AR(p) model, this series is covari-
ance stationary only if the roots of the characteristic polynomial constructed from
α1,α2, . . . ,αp lie outside the unit circle.

GARCH Models

The logical extension of an ARCH model is known as a generalised autoregres-
sive conditional heteroskedastic (GARCH) model. Starting again with the simplest
form, a GARCH(1,1) process is defined as:

σ 2t = α0+α1X2t−1+β1σ 2t−1. (13.44)

Since Xt = Ztσt , this can also be written:

σ 2t = α0+
(
α1Z2t−1+β1

)
σ 2t−1. (13.45)

A GARCH(1,1) series will be covariance stationary if α1+ β1 < 1, and the vari-
ance in this case will be α0/(1−α1−β1). If E[(α1Z2t +β1)2]< 1, then the excess
kurtosis of this series can be calculated as:

κ =
E(Z4t )(1− (α1+β1)2)

1− (α1+β1)2− (E(Z4t )−1)α21
−3. (13.46)

In practice a GARCH(1,1) model as shown in Equation 13.44 will capture many
of the volatility features of a time series – and it is much easier to analyse than
higher-order alternatives. However, it is worth considering the form of a
GARCH(p,q) process:

σ 2t = α0+α1X2t−1+α2X2t−2+ · · ·+αpX
2
t−p+

β1σ 2t−1+β2σ 2t−2+ · · ·+βpσ 2t−p, (13.47)
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or, more compactly,

σ 2t = α0+
p

∑
i=1

αiX
2
t−i+

q

∑
j=1

β jσ 2t− j. (13.48)

In this model, α0 > 0, α1,α2, . . . ,αp ≥ 0 and β1,β2, . . . ,βp ≥ 0. This model is
covariance stationary if ∑p

i=1αi+∑q
j=1β j < 1.

If the term Vt is defined as σ 2t (Z2t − 1) = X2t −σ 2t , then substituting for σ 2t in
Equation 13.48 gives:

X2t = α0+
p

∑
i=1

αiX
2
t−i+

q

∑
j=1

β j(X
2
t− j−Vt− j)+Vt . (13.49)

This can be further rearranged to give:

X2t = α0+
max(p,q)

∑
i=1

(αi+βi)X2t−i−
q

∑
j=1

β jVt− j+Vt . (13.50)

Given in terms of X2t rather than σ 2t , this is known as a squared GARCH(p,q)
process.
A special case of the GARCH(p,q) model occurs when ∑p

i=1αi+∑q
j=1β j = 1.

This gives an integrated GARCH or IGARCHmodel. Starting with Equation 13.50,
consider a simple GARCH(1,1) model:

X2t = α0+(α1+β1)X2t−1−β1Vt−1+Vt . (13.51)

For this to be an IGARCH(1,1) model, α1+β1 must equal 1. This also means that
β1 = 1−α1, giving:

X2t = α0+X2t−i− (1−α1)Vt−1+Vt . (13.52)

Defining ΔX2t as X2t −X2t−1, this can be rewritten as:

ΔX2t = α0− (1−α1)Vt−1+Vt . (13.53)

There are a number of other extensions to GARCH models that can be used,
but one of the most useful is simply to incorporate GARCH errors into ARIMA
models. This gives a flexible structure that can take into account many features of
a wide range of time series.

Fitting ARCH and GARCH Models

ARCH and GARCH models can be fitted using the maximum likelihood approach
discussed in Chapter 11. The starting point in this case, however, is a conditional
likelihood function. As before, this describes the joint probability that Xt = xt
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where t = 1,2, . . . ,T , but this time with the likelihood being conditional on all pre-
vious observations of Xt back to the known starting point, X0 = x0. The conditional
likelihood function is given by:

L=
T

∏
t=1

f (xt |xt−1,xt−2, . . . ,x0,). (13.54)

For an ARCH(1) model, L is calculated as:

L=
T

∏
t=1

1
σt
f

(
Xt
σt

)
. (13.55)

In this equation, f (Xt/σt) is the density function used to model observation t. This
must have a mean of zero and a standard deviation of one, and the standard normal
distribution is an obvious candidate. As before, σ 2t = α0+α1X2t−1. The likelihood
function can then be maximised using numerical approaches.
The same likelihood function exists for a GARCH(1,1) model. However, be-

cause in this model the volatility is defined by σ 2t = α0+α1X2t−1+β1σ 2t−1, a value
is needed for σ 20 . Unlike X0, σ0 is unobservable. As a consequence, a value must
be chosen. This could be the sample variance for the whole dataset, or just for the
first few observations.

Checking the Fit of ARCH and GARCH models

The goodness of fit of a GARCHmodel can be checked by examining the residuals
from that model. The process is similar to that used for ARIMA models, but since
the residuals are expected to show changing variance it is important to try and
remove this variation. Consider, for example, an AR(1) model whose variance has
a GARCH(1,1) process. The residuals from the AR(1) process, ε̂t , can be calculated
as described above. The estimated volatility in time t for a GARCH(1,1) process,
σ̂ 2t , can then be calculated from Equation 13.44 as:

σ̂ 2t = α̂0+ α̂1X2t−1+ β̂1σ 2t−1. (13.56)

The estimates ε̂t and σ̂t are then compared to give the standardised residual Ẑt :

Ẑt =
ε̂t
σ̂t
. (13.57)

These standardised residuals should form a white noise process, and should be
tested to see whether this is the case. As with the ARMA model analysis, there
is an issue that no estimates can be calculated for the early values of ε̂t and σ̂t .
Possible solutions include setting both to zero, and or the average values of each
series.
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Volatility Forecasting with ARCH and GARCH Processes

Once data have been fitted to an ARCH or GARCH model, such a model can then
be used to forecast volatility. The process is almost identical to that used for fore-
casting the values of ARMA models. Consider a GARCH(1,1) model. As implied
above, the best estimate of the variance in period t+ 1, σ̂ 2t+1, can be expressed in
terms of known information at time t as:

σ̂ 2t+1 = α0+α1X2t +β1σ 2t . (13.58)

Recall that Xt = Ztσt , so X2t = Z2t σ 2t . Since Zt is normally distributed with a mean
of zero, Z2t has a χ21 distribution. This means that E(Z2t ) = 1, so:

E(X2t ) = σ̂ 2t , (13.59)

and:

E(X2t+1) = σ̂ 2t+1 = α0+α1X2t +β1σ 2t . (13.60)

Moving forward one period and using Equation 13.59, Equation 13.58 can be used
to give the expected variance at time t+ 2, although this time the right-hand side
of the equation includes some expected values:

E(X2t+2) = σ̂ 2t+2 = α0+α1E(X2t+1)+β1σ̂ 2t+1. (13.61)

Substituting Equation 13.59 into the right-hand side of Equation 13.61 gives:

E(X2t+2) = σ̂ 2t+2 = α0+(α1+β1)σ̂ 2t+1. (13.62)

Then substituting Equation 13.58 back into this expression gives:

E(X2t+2) = σ̂ 2t+2 = α0+α0(α1+β1)+ (α1+β1)(α1X2t +β1σ 2t ). (13.63)

This expression can be generalised to predict volatility h periods in the future as:

E(X2t+h) = σ̂ 2t+h = α0[1+(α1+β1)+ · · ·+(α1+β1)h−1]
+(α1+β1)h−1(α1X2t +β1σ 2t )

= α0
h−1
∑
i=0

(α1+β1)i

+(α1+β1)h−1(α1X2t +β1σ 2t ). (13.64)

13.5 Data Frequency

One issue that crops up frequently in time series analysis is data scarcity. One
possible way of dealing with this is to calculate statistics from higher frequency
data and to scale the results to the appropriate time scale. Consider, for example, a
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range of N asset classes, each of whose returns are independently and identically
distributed according to a normal distribution with means given by the column
vector X̄ and covariances given by the N×N matrix ΣΣΣ. If means and covariances
are required over a time scale T times as long, then the revised means are given as
T X̄ and the covariances by TΣΣΣ. For example, if annual statistics are required and
monthly data are available, then multiplying all means and covariances by 12 will
give annual statistics.
Furthermore, if the means are all taken to be zero and the short-term data is used

to calculate a metric such as expected shortfall or Value at Risk (VaR), then these
aggregated statistics can be calculated for longer time scales by multiplying by√
T .
The assumption of zero means is reasonable if the periods talked about are short-

term – days rather than months – but the scaling approach is not ideal for other
reasons. Firstly, the series being scaled might not be normally distributed. In par-
ticular, they may be from leptokurtic distributions. Serial correlation may also be
present, or changing volatility, all of which make scaling inaccurate.
In these cases, it is more appropriate to use the shorter-term data to parametrise

a stochastic model based on the shorter time frame, and to calculate measures such
as expected shortfall of VaR from multi-period simulations.

13.6 Discounting

Having constructed time series, it is often necessary to calculate a present value
of the projected cash flows. This requires discounting, and the choice of an appro-
priate discount rate. If the current time is defined as t = 0, then the present value,
V0, from the value at some future time t, Vt , using an interest rate per period r is
calculated using the following relationship:

V0 =
Vt

(1+ r)t
. (13.65)

In this equation the term r represents the rate of interest as a proportion of an initial
amount invested. It is also possible to express the interest rate in terms of a discount
on the final amount received:

V0 =Vt(1−d)t , (13.66)

where d is the rate of discount. An important third approach is to use the force
of interest, s. This can be thought of as representing the amount of interest being
continually added to an initial investment rather than paid as a lump sum at the end
of the period or discounted from the investment at the start. The force of interest
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connects the initial and terminal amounts as follows:

V0 =Vte
−st . (13.67)

Discounted values of assets and liabilities can be compared to determine the ex-
istence of a surplus or a deficit. In stochastic simulations, each scenario can also
be discounted to determine the number of times that particular level is breached.
Discounting can also be used to determine whether or not a project should be un-
dertaken.
The choice of discount rate is not a trivial matter, and depends on the purpose

for which a value is being discounted.
For example, if the item being discounted is an amount that a party is obliged to

pay, then the logical starting point is the risk-free rate of interest. This is because the
resulting amount could then, in theory, be invested in a risk-free security offering
that rate of interest to arrive at the amount needed in the future to meet the liability.
If the discounted value of liability on this basis is less than the market value of the
assets, then there is a surplus of assets over liabilities; if the opposite is true, then
there is a deficit.
However, this assumes there exists a risk-free investment that exactly matches

the required payment, thus giving a risk-free rate of interest to use. If such an
investment does not exist, then the discount rate must be reduced to allow for this.
Furthermore, if the assets are not invested in risk-free investments, then the

volatility in investment returns could result in assets falling below the level of the
liabilities at some point in the future. This risk could be expressed as an additional
liability or as a further reduction in the discount rate used. In these cases, an al-
ternative approach is to agree an appropriately low probability of insolvency, to
stochastically simulate the assets and liabilities, to determine the current value of
assets that would be needed to ensure the agreed level of solvency, and to calculate
the implied discount rate that then sets the present value of the liabilities equal to
the market value of the assets.
Even if the risk-free approach is used, it is not entirely clear what the risk-free

rate of interest is. Whilst the obvious starting point is the yield on government
bonds, the fact that these are so easily traded compared to all other securities means
that their price includes a liquidity premium. This means that the yields are lower
than genuinely risk-free yields would be, particularly if the obligation is liquid.
Taking these factors into account means that discounting at a pre-determined rate

is not necessarily the best way to determine the value of liabilities. An alternative
approach is to project the liabilities and the assets held in respect of those liabilities
using a stochastic model. Rather than discounting the liabilities, the expected return
on each of the assets is incorporated into the model. Then, rather than determining
whether sufficient assets are being held by comparing two numbers, the decision
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could be taken based on the proportion of scenarios for which the liabilities are
paid before the assets run out. If this proportion is sufficiently high – say, 95% –
then the institution owing the liabilities could be said to be solvent with that level of
confidence. Having sufficient assets would therefore depend not only on the value
of assets but also on what those assets were. If required, an implied discount rate
can also be derived. First, it is necessary to determine the value of assets that is
sufficient to meet the liability cash flows with an agreed level of confidence. The
implied discount rate can then be defined as the rate that sets the present value of
liabilities equal to this market value of assets.
Determining the value of an obligation is not the only reason for discounting a set

of cash flows to obtain a present value. It might also be of interest to calculate what
the cash flows are actually worth. This means that the possibility that the cash flows
making up a liability will not be received for some reason must be considered. In
practice, this means making some allowance in the discount rate for credit risk. The
addition for credit might be available from published information. For example, if
the obligation is from a listed company then credit default swaps might exist whose
prices give an indication of the market’s view of the likelihood of insolvency for a
firm. If the obligation is from one of a large number of individuals, as might be the
case with a portfolio of loans, then an average historical rate of default might be
used.
However, again there are issues. The main one is that the probability of default

will be linked to other risks, so it is often inappropriate to deal with this risk sim-
ply by adjusting the discount rate – again, a projection-type approach would be
more appropriate, with the probability of default being treated as a random vari-
able linked to other risks.
Another approach to determining an appropriate discount rate, typically applied

to the choice of whether or not to pursue a project, is based on the capital asset pric-
ing model (CAPM). The CAPM says that the expected return from an investment
X , rX , is a function of four things:

• the risk-free rate of return, r∗;
• the rate of return available from the universe of investment opportunities, rU ;
• the uncertainty of the return from the universe of investment opportunities, as
measured by its estimated variance, σ 2U ; and

• the covariance of the return from investment X and the return on the universe of
investment opportunities, σXσUρX ,U .

These are linked as follows:

rX = r∗+
σXσUρX ,U

σ 2U
(rU − r∗) . (13.68)
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Since the standard deviation of the investment in the numerator and denominator
of the second term cancel, this can be rewritten as:

rX = r∗+
σX
σU

ρX ,U (rU − r∗) . (13.69)

The term σXρX ,U/σU is often referred to collectively as the beta of investment
X , βX . The line described by the relationship between rX and βX is known as the
security market line. The above expression means that, relative to the risk-free rate
of return:

• the greater the volatility of the investment relative to the universe of investment
opportunities, the greater the expected return – this is a reward for uncertainty;
and

• the greater correlation the investment has with the universe of investment op-
portunities, the greater the expected return – this is a reward for the lack of
diversification.

For an organisation considering a particular project, ‘expected return’ can be
read as ‘required return’ and ‘the universe of investment opportunities’ can be read
as ‘the existing portfolio’. In other words, the discount rate an organisation uses
when considering a project should reflect the uncertainty of that project and how
it relates to the existing portfolio of projects that an organisation has. The security
market line also becomes the project market line, shown in Figure 13.12.
There are some important caveats here. First, the accuracy of the required return

depends on the stability of the volatilities of the market and the project returns as
well as their correlation. These parameters are frequently unstable. A more prac-
tical issue is that when comparing the expected returns from the CAPM for a par-
ticular period with the returns that were actually achieved, it is difficult to find any
meaningful relationship between the two.

13.7 Further Reading

There are a number of books on different aspects of time series analysis. A compre-
hensive source of information is Hamilton (1994), but this is also quite an advanced
text; a good starting point is the work of Box and Jenkins (1970), whose epony-
mous approach to fitting a time series is still widely used. Many econometric books
such as Johnston and Dinardo (1997) also cover aspects of time series analysis.
Merton (1992) provides a detailed, though complex, guide to continuous time

finance. More up-to-date concepts are discussed by McNeil et al. (2005) with a
less technical treatment given by Dowd (2005). Hull (2009) discusses time series
analysis in the context of derivative valuation, as does Wilmott (2000).
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Figure 13.12 The Project Market Line

Questions on Chapter 13

1. State which one of the following statements about the bootstrapping approach
to stochastic modelling is incorrect:

1. it allows a large number of simulations to be generated from a small amount
of data;

2. it does not require the parametrisation of the underlying data; or
3. it maintains all inter-temporal links in the data.

2. State which one of the following statements about the desirable properties of
pseudo-random numbers is incorrect:

1. have a long period before any series of numbers is repeated;
2. exhibit serial correlation; or
3. be uniformly distributed over a large number of dimensions.

3. State the type of time series process displayed below, where α0 and α1 are fixed
coefficients, t is a time index, and εt is a white noise process:

Xt = α0+α1t+ εt.

4. In the time series equation below, α0 and α1 are fixed coefficients, t is a time in-
dex, and εt is a white noise process. Providing that |α1|< 1, give the expression
that defines the value to which this time series will converge:

Xt = α0+α1Xt−1+ εt.

5. For each of the following equations, determine whether it is covariance station-
ary and describe the nature of the process:
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1.

Xt = 0.3+0.7Xt−1+ εt;

2.

Xt = 0.04+Xt−1+ εt ;

3.

Xt = 0.5+1.1Xt−1−0.2Xt−2+ εt ;

4.

Xt = 0.5+0.7Xt−1+0.4Xt−2+ εt ; and

5.

Xt = 0.5−0.7Xt−1−0.4Xt−2+ εt .

6. State why an MA(q) process, where q > 0, is unlikely to be appropriate for
modelling returns on a liquid equity index.

7. A particular process is being tested for serial correlation using the Durbin–
Watson test. The Durbin–Watson test statistic is 2.5, whilst dL = 1.6 and dU =

1.7. Comment on the level of serial correlation.
8. It is believed that a particular economic indicator follows an MA(3) process,
described as Xt = εt + 0.6εt−1+ 0.3εt−2+ 0.1εt−3.2. Calculate the serial corre-
lations, ρh where h= 1, 2 or 3, that you would expect to observe.

9. A particular economic indicator is reported on a quarterly basis. In any year,
the value in the first quarter is generally highest, followed by the third quarter,
the second quarter and the fourth quarter. In modelling this indicator, dummy
variables are employed. State how many dummy variables should be used.

10. A particular demographic indicator appears to be described by random varia-
tions around a trend. However, the trend parameter appears to change suddenly
from time to time. It is suggested that this indicator can be modelled using a
jump-diffusion approach. Comment on this suggestion.

11. The volatility of a particular asset class’s returns follows an ARCH(1) process,
defined as σ 2 = 0.15+ 1.5X2t−1, where Xt = Ztσt and Zt is a standard normal
random variable. State the variance of this process, and determine whether the
process is strictly stationary.

12. A particular investment opportunity, X , is being considered. The CAPM has
been suggested as a way of determining the discount rate for the investment
opportunity. The rate of return available from the universe of investment oppor-
tunities, rU , is 6%; the uncertainty of the return from the universe of investment
opportunities, as measured by its estimated variance, σ 2U , is 4%; the variance of
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the return from investment X , σ 2X , is 1%; the correlation between the returns on
investment X and the universe of investments, ρX ,U , is 60%; and the risk-free
rate of return, r∗, is 2%. Calculate the beta of this opportunity and CAPM-based
discount rate that should be used to value it.
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Quantifying Particular Risks

14.1 Introduction

Many of the approaches described in earlier chapters are used directly to quantify
particular types of risk. These applications are described in this chapter, together
with some specific extensions that can also be used to determine levels of risk.
Since different risks can affect different types of institutions in different ways, sev-
eral approaches are sometimes needed to deal with a single risk. The links between
various risks and the implications for quantification are also discussed.
When quantifying particular risks, it is important that these risks are modelled

consistently with each other. In particular, it is important that assets and liabilities
are modelled together, so that their evolution can be mapped. This is the basic
principle of asset-liability modelling.
As part of this process, it is also important to consider the level of assets and

liabilities throughout the projection period, not just at the ultimate time horizon. If
the modelling suggests that action should be taken at points within the projection
time horizon, then the projection should be re-run taking these actions into account.
This is known as dynamic solvency testing or dynamic financial analysis.

14.2 Market and Economic Risk

14.2.1 Characteristics of Financial Time Series

Before discussing the way in which market and economic risks can be modelled,
it is worth considering some important characteristics of financial time series, par-
ticularly in relation to equity investments.
In spite of the assumptions in many models to the contrary, market returns are

rarely independent and identically distributed. First, whilst there is little obvious
evidence of serial correlation between returns, there is some evidence that returns
tend to follow trends over shorter periods and to correct for excessive optimism and
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pessimism over longer periods. However, the prospect of such serial correlation
is enough to encourage trading to neutralise the possibility of arbitrage. In other
words, serial correlation does not exist to the extent that it is possible to make
money from it – the expected return for an investment for any period is essentially
independent from the return in the previous period, and for short periods is close
to zero.

Whilst there is no apparent serial correlation in a series of raw returns, there is
strong serial correlation in a series of absolute or squared returns: groups of large
or small returns in absolute terms tend to occur together. This implies volatility
clustering. It is also clear that volatility does vary over time, hence the development
of ARCH and GARCH models.

The distribution of market returns also appears to be leptokurtic, with the degree
of leptokurtosis increasing as the time frame over which returns are measured falls.
This is linked to the observation that extreme values tend to occur close together. In
other words, very bad (and very good) series of returns tend to follow each other.
This effect is also more pronounced over short time horizons.

Given that exposure to equities usually comes from an investment in a portfolio
of stocks, it is also important to consider the characteristics of multivariate return
series. The first area of interest is correlation – or, more accurately, co-movement.
Correlations do exist between stocks, and also between asset classes and economic
variables. However, these correlations are not stable. They are also not fully de-
scriptive of the full range of interactions between the various elements. For exam-
ple, whilst the correlation between two stocks might be relatively low when market
movements are small, it might increase in volatile markets. This is in part a reflec-
tion of the fact that stock prices are driven by a number of factors. Some relate
only to a particular firm, others to an industry, others still to an entire market. The
different weights of these factors at any particular time will determine the extent to
which two stocks move in the same way.

Whilst correlations do exist (or appear to exist) between contemporaneous re-
turns, there is little evidence of cross-correlation – in other words, the change in
the price of one stock at time t does not generally have an impact on any other
stock at time t + 1. However, if absolute or squared returns are considered, then
cross-correlation does appear to exist. This is a reflection of the fact that rising and
falling levels of volatility can be systemic, affecting all stocks, and even all asset
classes.

Similarly, extreme returns often occur across stocks and across time series mean-
ing that not only are time series individually leptokurtic, but that they have jointly
fat tails.
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14.2.2 Modelling Market and Economic Risks

When modelling market and economic risks, the full range of deterministic and
stochastic approaches can be used, although some asset classes require special con-
sideration. A good example is in relation to bootstrapping. This is not necessarily
appropriate for modelling the returns on bonds without some sort of adjustment.
The reason for this can be appreciated if a period of falling bond yields is con-
sidered. This will lead to strong returns for bonds. However, since yields will be
lower at the end of the period than at the start, the potential for future reductions
in bond yields – and thus increases in bond prices – will be lower. A suitable ad-
justment might be to base expected future returns on current bond yields and to use
bootstrapping simply to model the deviations from the expected return.
The combination of impacts on the prices of individual securities and whole asset

classes means that factor-based approaches are often used to model the returns
on portfolios of stocks and combinations of asset classes. For example, a factor-
based approach to modelling corporate bonds might start by recognising that the
returns on this asset class can be explained by movements in the risk-free yield,
movements in the credit spread, coupon payments and defaults. These can each be
modelled and combined to give the return for the asset class. The interactions of
these four factors and other financial variables would also need to be modelled.
For example, defaults could be linked to equity market returns. With a factor-based
approach, complex relationships between asset class returns arise because of the
linkages between the underlying factors. These models can also be specified to
include heteroskedasticity through the use of ARCH or GARCH processes.
Rather than trying to determine which factors drive various securities or asset

classes, it is possible instead to use a data-based multivariate distribution. The most
common approach is to assume that the changes in the natural logarithms of asset
classes are linked by a multivariate normal distribution. If this approach were being
used to describe the returns on a range of asset classes – say UK, US and Eurozone
and Japanese equities and bonds, the following process could be used to generate
stochastic returns:

• decide the scale of calculation, for example daily, weekly, monthly or annual
data;

• decide the time frame from which the data should be taken, choosing an appro-
priate compromise between volume and relevance of data;

• choose the indices used to calculate the returns, ensuring that each is a total re-
turn index, allowing for the income received as well as changes in capital values;

• calculate the returns for each asset class as the difference between the natural
logarithm of index values;
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• calculate the average return for each asset class over the period for which data
are taken;

• calculate the variance of each asset class and the covariances between them; and
• simulate series of multivariate normal distributions with the same characteristics
using Cholesky decomposition.

One issue with this approach is that it can involve calculating a very large num-
ber of data series if the number of asset classes increases, or if individual securities
are to be simulated. An alternative approach is to use a dimensional reduction tech-
nique instead. In this case, principal component analysis (PCA) could instead be
used to determine extent to which unspecified factors affect the returns. The fol-
lowing procedure could then be followed instead:

• decide the scale of calculation, for example daily, weekly, monthly or annual
data;

• decide the time frame from which the data should be taken, choosing an appro-
priate compromise between volume and relevance of data;

• choose the indices used to calculate the returns, ensuring that each is a total re-
turn index, allowing for the income received as well as changes in capital values;

• calculate the returns for each asset class as the difference between the natural
logarithm of index values;

• calculate the average return for each asset class over the period for which data
are taken;

• deduct the average return from the return in each period for each asset class,
leaving a matrix of deviations from average returns;

• use PCA to determine the main drivers of the return deviations;
• choose the number of principal components that explains a sufficiently high pro-
portion of the past return deviations;

• project this number of independent, normal random variables with variances
equal to the relevant eigenvalues;

• obtain the projected deviations from the expected returns for each asset class by
weighting these series by the appropriate elements of the relevant eigenvectors;
and

• add these returns to the expected returns from each asset class.

The PCA approach is particularly helpful if bonds of different durations are be-
ing modelled, since a small number of factors drives the majority of most bond
returns. In particular, changes in the level and slope of the yield curve explain most
of the change.
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A drawback with the PCA approach is that it essentially assumes that the un-
derlying data are linked through by a multivariate normal distribution. This as-
sumption comes about because PCA is performed on a covariance matrix, which
ignores higher moments such as skew and kurtosis. Having already seen that the
data series for many asset classes are not necessarily normal, it should be clear that
this could pose problems. However, if all series are to be modelled instead, then
it is also possible to use an approach other than a jointly normal projection of the
natural logarithms of returns. This could mean using another multivariate distribu-
tion, or taking more tailored steps. In particular, copulas could be used to model
the relationship between asset classes, whilst leptokurtic or skewed distributions
can be used to model each asset class individually. The extent to which the process
moves away from a simple multivariate normal approach depends to a large extent
on the volume of data that is available – it is difficult to draw any firm conclusions
on the shape of the tails of a univariate or multivariate basis if only a handful of
observations are available on which to base any decision.

14.2.3 Expected Returns

When carrying out stochastic or deterministic projections, assumptions for future
returns are required. Whilst the returns experienced over the period of data analysis
might be used, they typically reflect only recent experience rather than a realistic
view of future returns. The forward-looking view can come from subjective, fun-
damental economic analysis, or through quantitative techniques.
Whatever approach is used, it is important that tax is allowed for, either in the

expected returns or at the end of the simulation process. This is particularly impor-
tant if different strategies are being compared – such a comparison should always
be made on an after-tax basis.

Government Bonds

For domestic government bonds that are regarded as risk free, a reasonable esti-
mate for the expected return can be obtained from the gross redemption yield on a
government bond of around the same term as the projection period. This represents
the return received on a bond if held until maturity, subject to being able to invest
any income received at the same rate. Better estimates of expected bond returns are
discussed in Section 14.3. Note that the expected return is not based on the gross
redemption yield on a bond of the same term as those held. The expected return on
a risk-free bond for a given term is approximately equal to the yield on a bond of
that term, and if a different return were available over the same period on a bond
with a different term, then this would imply that an arbitrage opportunity existed.
Some adjustment might be made if the projection period and term of investments
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differ significantly to allow for a term premium. If yields on long term bonds are
consistently higher than those on short term bonds, then this might be due to in-
vestors perceiving long-date assets as being riskier due to greater interest rate or
credit risk, and requiring an additional premium to compensate. However, since
long-dated bonds are less risky for some investors – in particular those with long-
dated liabilities – term premiums cannot be taken for granted, and their presence
will vary from market to market.
A better estimate of the expected return could be obtained by constructing a

forward yield curve take into account the term structure of the bonds held in a port-
folio, but this level of accuracy is spurious in the context of stochastic projections.
For overseas government bonds that are also regarded as risk free, a good ap-

proximation for the expected return in domestic currency terms is, again, the gross
redemption yield on a domestic government bond of around the same term as the
projection period. If it were anything else, then this would again imply an arbitrage
opportunity. The fact that domestic and overseas government bond yields differ can
be explained by an expected appreciation or depreciation in the overseas currency.

Corporate Bonds

For risky bonds where there is a chance of default, the expected return must be
altered accordingly. Such bonds will usually be corporate bonds, although many
government bonds are not risk free, particularly if there is any doubt over the ability
of that government to be able to honour its debts. A starting point is the credit
spread, which represents the additional return offered to investors in respect of the
credit risk being taken. There are a number of ways in which the credit spread can
be measured, the three most common being:

• nominal spread;
• static spread; and
• option adjusted spread.
The nominal spread is simply the difference between the gross redemption yields

of the credit security and the reference bond against which the credit security is
being measured (often a treasury bond). This is attractive as a measure because it
is a quick and easy measure to calculate. It ignores a number of important features
and should be regarded as no more than a rule of thumb if the creditworthiness
of a particular stock is being analysed; however, for the purposes of determining
an additional level of return for an asset class as a whole, it offers a reasonable
approximation.
A more accurate measure is the static spread. This is defined as the addition to

the risk-free rate required to value cash flows at the market price of a bond. On
a basic level, this appears to be similar to the nominal spread mentioned above;
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however, rather than just considering the yield on a particular bond, this approach
considers the full risk-free term structure and the constant addition that needs to be
added to the yield at each duration in order to discount the payments back to the
dirty price.
Finally, the option adjusted spread (OAS) is similar to the static spread, but

rather than looking at a single risk-free yield curve, it allows for a large number
of stochastically generated interest rates, such that the expected yield curve is con-
sistent with that seen in the market. The reason this is of interest is that by using
stochastic interest rates it is possible to value any options that are present in the
credit security that might be exercised only when interest rates reach a particular
level.
One of the interesting features of credit spreads is that they have historically

been far higher than would have been needed to compensate an investor for the
risk of defaults, at least judging by historical default rates. One suggested reason is
that the spread partly reflects a risk premium. This is a premium in a similar vein to
the equity risk premium, effectively a ‘credit beta’, designed to reward the investor
for volatility relative to risk-free securities.
Another suggestion has been that the spread is partly a payment for the lower

liquidity of corporate debt when compared to government securities. This means
that the reward is given for the fact that it might not be possible to sell (or at least
sell at an acceptable price) when funds are required. Similarly, it costs more to buy
and sell corporate bonds than to buy and sell government bonds, and part of the
higher yield on corporate debt may be a reflection of this. The size of the effect
would depend on the frequency with which these securities were generally traded.
Another argument used is that although credit spreads have historically been

higher than justified by defaults, this does not reflect how bad markets could get.
In other words, the market could be pricing in the possibility of as-yet-unseen ex-
treme events. Furthermore, the pay-off profile from bonds is highly skewed – the
potential upside is limited (redemption yields cannot fall below zero), but the po-
tential downside is significant (the issuer can default). If investors dislike losses
more than they like gains, then this might mean that investors require additional
compensation for this skewness.
Taxation can also play a part in the yield differences in some jurisdictions. Cor-

porate bonds are sometimes treated less favourably than government bonds for
some individuals. For example, capital gains on government bonds might be tax
free whilst being taxed on corporate bonds. This effect might result in spreads be-
ing higher than otherwise might be the case.
There is also evidence that the correlation between credit spreads and interest

rates is typically negative. For example, when an economy is growing quickly and
credit spreads might be lower, then the expectation might be that interest rates
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would be raised. For investors focussing on absolute returns, this negative correla-
tion might be reflected in a lower required credit spread as it offers diversification
for an investor seeking absolute returns.
As valid as these arguments are, they suggest that the additional risk should be

reflected in the volatility side of any modelling, or in liquidity planning, rather than
in an adjustment to the additional return. This risk premium should be based on the
credit spread, historical default rates and, if relevant, taxation.

Historical Risk Premiums

Whilst it is possible to derive expected returns from market prices for bonds – albeit
with adjustments for corporate bonds – the uncertainty surrounding the income of
other investments means that such an approach is not possible for them. So for eq-
uities and property in particular, a different approach is needed. One approach is to
consider the historical risk premium available for these asset classes. If this is being
done on an annual basis, the return on a risk-free asset class should be deducted
from the rate of return on the risky asset class each year for which historical data
are available. The arithmetic average of these annual risk premiums should then be
taken and this can be used as the annual expected return for any forward-looking
analysis.
However, if past returns involve any changes as to the views on an asset class,

then this will result in an historical premium that it is not reasonable to anticipate
in the future. For example, if investors anticipated higher levels of risk at the start
of the period than they did at the end, then prices would increase accordingly. This
would raise the historical risk premium as prices would be higher at the end relative
to their starting value, but the higher starting value would lower the expected future
premium as a higher price would be paid for future earnings. This suggests that the
historical risk premium should be altered for this re-rating.

The Capital Asset Pricing Model

One way of ensuring that risk premiums for different asset classes are consistent
is to price them according to the capital asset pricing model (CAPM). This has
already been discussed in Chapter 13 in the context of choosing a discount rate,
but the model can also be used to calculate consistent expected returns across asset
classes. To recap, the capital asset pricing model links the rate of return on an indi-
vidual investment X , rX , with the risk-free rate of return r∗ and the return available
from investing in the full universe of investment opportunities, rU , as follows:

rX = r∗+βX (rU − r∗) , (14.1)

where βX = σXρX ,U/σU , σX and σU being the standard deviations of investment
X and the universe of investment opportunities respectively. This approach still
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requires an estimate to be made of the overall risk premium for investing in risky
securities. There is also an important caveat. Consider a UK institution considering
investment in both UK and Japanese equities. When measured in Sterling terms,
Japanese equities will seem very volatile when compared with UK equities, sug-
gesting that the former should have a high beta. To a Japanese investor, the opposite
will be true, but it is inconsistent to have differences in risk premium that change
depending on the currency of calculation. One way of dealing with this is to con-
sider the volatility of each asset class in its domestic currency, whilst allowing for
exchange rate risk in the calculation of correlations. This essentially means that the
additional volatility seen in an asset class arising from exchange rate movements is
not rewarded when the expected return is calculated.

14.2.4 Benchmarks

When considering market risk in particular, it is important that the risk is assessed
relative to an appropriate benchmark. A good benchmark should be:

• unambiguous – components and constituents should be well-defined;
• investable – it should be possible to buy the components of a benchmark and
track it;

• measurable – it should be possible to quantify the value of the benchmark on a
reasonably frequent basis;

• appropriate – it should be consistent with an investor’s style and objectives;
• reflective of current investment opinion – it should contain components about
which the investor has opinions (positive, negative and neutral); and

• specified in advance – it should be known by all participants before the period
of assessment has begun.

There are also a number of specific criteria against which a benchmark can be
measured in its appropriateness in a particular instance:

• the benchmark should contain a high proportion of the securities held in the
portfolio;

• the turnover of the benchmark’s constituents should be low;
• benchmark allocations should be investable position sizes;
• an investor’s active position should be given relative to the benchmark;
• the variability of the portfolio relative to the benchmark should be lower than its
volatility relative to the market portfolio;

• the correlation between rX − rU and rB− rU should be strongly positive;
• the correlation between rX − rB and rB− rU should be close to zero; and
• the style exposure of the benchmark and the portfolio should be similar.
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In this list rU is the market return, rB is the benchmark return and rX is the
portfolio return.
Most of the analysis on benchmarks assumes that the benchmark will be some

sort of market index. However, assets are almost always held in respect of some li-
ability, and these liabilities are the true underlying benchmark. If indices are used,
then when a decision is made on the strategic level of risk to be taken this is re-
flected partly in the choice of indices and partly in the return targets given to those
managing the assets. However, an alternative approach is to use the liabilities them-
selves as the benchmark. In this case, liabilities are usually converted to a series of
nominal or inflation-linked cash flows which are then discounted at a risk-free rate
of interest. The performance of the investments is then measured against the change
in value of these cash flows.
The performance target relative to a benchmark is determined by the investor’s

risk appetite. This is discussed in more detail in Chapter 15.

14.2.5 The Black–Scholes Model

One important type of market risk requiring a special approach is the valuation of
a financial option. The payment from an option is a function of Xt , the price of
the underlying asset X at some future time t, also known as the spot price, and
the exercise price of an option, E . There are two broad categories of option: a call
option gives the buyer the right, but not the obligation, to buy the underlying asset
at a fixed price, E , at some point in the future; a put option gives the buyer the
right, but not the obligation, to sell the underlying asset at a fixed price, E , at some
point in the future, the delivery date. In both cases, whoever sells or ‘writes’ the
option is obliged to enter into the transaction. Whilst in many cases the expiry date
and the delivery date will coincide, an option can expire – that is, cease to trade
– before the underlying asset is delivered. This is particularly true for options on
commodities.
Options can take many forms, common ones being American (exercisable at

any time before expiry), Bermudan (exercisable on specific dates) or European
(exercisable only at expiry). Whilst the European option is not the most common
it is the easiest to analyse. In particular, the Black–Scholes model assumes that the
option being valued is European.
The buyer of a call option exercising that option at time t will receive a pay-off

of max(Xt −E,0); the buyer of a put option exercising that option at time t will
receive a pay-off of max(E −Xt,0). Table 14.1 shows the payoffs that would be
due for different values of Xt at time t given an exercise price of 10 units.
This series of pay-offs does not look particularly attractive for anyone writing put

or call options. However, what this does not show is the initial cost of the option.
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Table 14.1 Option Pay-offs
Price Call Option Call Option Put Option Put Option
(Xt) (Buyer) (Writer) (Buyer) (Writer)
4 0 0 6 −6
8 0 0 2 −2
12 2 −2 0 0
16 6 −6 0 0

Table 14.2 Option Pay-offs (Present Values Including Premiums)
Price Call Option Call Option Put Option Put Option
(Xt) (Buyer) (Writer) (Buyer) (Writer)

4 −C C
6

(1+ r)t
−P P− 6

(1+ r)t

8 −C C
2

(1+ r)t
−P P− 2

(1+ r)t

12
2

(1+ r)t
−C C− 2

(1+ r)t
−P P

16
6

(1+ r)t
−C C− 6

(1+ r)t
−P P

This can be deducted from the present value of any payment received by the buyer
of an option and from the present value of any payment made by the writer of an
option. This means that if an option is not exercised, then the buyer of that option
will have lost the price of that option whilst the writer will have gained the same
amount. If the pay offs are discounted to time t = 0 at a rate of r, then the table can
be rewritten to include the cost of the call and put options, C and P respectively, as
shown in Table 14.2 and Figure 14.1.
A more complete idea of option returns can be seen if a pay-off diagram is used.

The horizontal axis shows the price of the underlying asset, with the exercise price
marked, whilst the vertical axis shows the pay-off to the buyer and the writer of
each option.
It is possible to use a stochastic approach to price an option, and for more com-

plicated options with a range of exercise dates, this is the only way. However, for a
European option, which has a fixed exercise date, the price of an option can be de-
rived using the Black–Scholes formula. The price of a call option at time t = 0,C0,
where the current price of the underlying asset is X0, the exercise price is E , with
exercise taking place at a fixed time T and where the continuously-compounded
risk-free rate of interest is r∗ is:

C0 = X0Φ(d1)−Ee−r
∗TΦ(d2), (14.2)

.015
6:32:46, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


14.2 Market and Economic Risk 337

E

0

-C

Asset Price (Xt)

Pa
yo
ff

Call Option
(Buyer)

E

0

C

Asset Price (Xt)

Pa
yo
ff

Call Option
(Seller)

E

0

-P

Asset Price (Xt)

Pa
yo
ff

Put Option
(Buyer)

E

0

P

Asset Price (Xt)

Pa
yo
ff

Put Option
(Seller)

Figure 14.1 Option Pay-offs

and the price of the corresponding put option, P0 is:

P0 =−X0Φ(−d1)+Ee−r
∗TΦ(−d2). (14.3)

In these equations,

d1 =
ln(X0/E)+ (r∗+σ 2X/2)T

σX
√
T

, (14.4)

d2 =
ln(X0/E)+ (r∗ −σ 2X/2)T

σX
√
T

, (14.5)

Φ(d) is the cumulative normal distribution calculated at d and σX is the standard
deviation of returns for the underlying asset. It is also possible to calculate the price
of a put option using put-call parity. Consider a portfolio consisting of a share with
a price at time t = T of XT and a put option with an exercise price of E . If XT is
above E , then the portfolio pays out XT since the option is worthless; however, if
the XT is below E then the portfolio will still pay E since the put option allows
the share to be sold at this price. Now consider a second portfolio consisting of
a risk-free zero-coupon bond paying E at time t = T , and a call option with an
exercise price of E . If XT is above E , then the portfolio pays out XT , this time since
the call option will pay out XT −E , which when added to the bond’s payment of E
gives a total of XT ; however, if the XT is below E then the portfolio will still pay E
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since although the call option is worthless, the bond will pay E . In other words, the
pay-offs of the two portfolios are the same. If the risk-free rate of interest is r∗ then
the value of the bond at time t = 0 is Ee−r

∗T , so the put and call options valued at
time t = 0 can be related as follows:

C0+Ee−r
∗T = P0+X0. (14.6)

The two components of both Equation 14.2 and Equation 14.3 are essentially:

• the current value of the asset, X0, multiplied by a factor between zero and one;
and

• the present value of the exercise price, E , discounted continuously at the risk-
free rate from time zero until time T , e−r

∗T , multiplied by another factor between
zero and one.

The first factor for the call option represents the probability that the value of the
asset exceeds the exercise price, and the probability that it falls below the exercise
price for the put option; the second factor represents the probability that this does
not happen.
If the asset is providing a regular flow of income, then these equations can be

modified by deducting the continuous rate of income, rD, from the risk-free rate in
d1 and d2, and by replacing the term X0 in the formulae for the call and put options
with X0e−rDT . Both of these have the effect of discounting the income flow from
the current value of the asset. The resulting expressions for call and put options
are:

C0 = X0e
−rDTΦ(d1)−Ee−r

∗TΦ(d2), (14.7)

and:

P0 =−X0e−rDTΦ(−d1)+Ee−r
∗TΦ(−d2). (14.8)

In these equations,

d1 =
ln(X0/E)+ (r∗ − rD+σ 2X/2)T

σX
√
T

, (14.9)

d2 =
ln(X0/E)+ (r∗ − rD−σ 2X/2)T

σX
√
T

. (14.10)

It is helpful to look at the way in which option prices move as the parameters
change. As X0 increases relative to the exercise price, E , the value of a call option
increases and the value of a put option falls. This makes sense, as this relative
movement makes it more likely that a call option will be exercised since XT is
more likely to exceed E; the same relative movement makes it less likely that a put
option will be exercised.
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Figure 14.2 Spot and Forward Rates of Interest

An increase in r∗ has the same effect, as it increases the rate of growth of the
value of the asset. However, an increase in σX increases the value of both put
and call options. This is essentially because higher volatility increases the likely
range of values – higher and lower – that the asset value will have. Similarly, as
T increases, then if there are no dividends the likelihood that either option will be
exercised increases. However, if dividends are present then an increase in T will
have an indeterminate effect.
The Black–Scholes model has a number of assumptions that are not necessar-

ily appropriate. For example, there is the assumption that the returns on an asset,
defined as the difference between the logarithms of asset values, follow a normally-
distributed random walk with fixed values for all of the parameters. It also requires
that a perfect hedge is always available and that there are no transaction costs.
These conditions are often, if not always, absent in practice. However, the model
offers a good ‘first cut’ estimate of the value of a financial option.

14.3 Interest Rate Risk

14.3.1 Interest Rate Definitions

A particular economic or financial variable that is of specific interest to pension
schemes and life insurance companies is the interest rate, since it is used to dis-
count long-term liabilities. The rate may be a risk-free rate or some other metric
as discussed in Chapter 13. However, the phrase ‘interest rate’ has a number of
meanings, and it is important to define them more clearly before considering how
to model them.
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Spot Rates

The most widely understood use of the interest rate is to describe the spot rate of
interest. The t-year spot rate is essentially the gross redemption yield on a theoreti-
cal t-year zero-coupon bond, or the annualised rate of interest you would receive if
you held a t-year zero-coupon bond until it matured. It is also usually expressed as
a force of interest, st , particularly in the context of the money market. This means
that rather than being given as the interest earned on an initial value of assets,
or the discount at which a final payment is made, it is given as a continuously-
compounded value, representing the rate at which interest is earned bit-by-bit over
the whole period. However, the discretely-compounded interest rate, rt , is more
likely to be used when valuing other assets and liabilities. Whilst the analysis be-
low works in terms of continuously-compounded rates, the discretely-compounded
rate can easily be obtained using the following relation:

1
1+ rt

= e−st . (14.11)

The t-year spot rate is often taken to be simply the gross redemption yield on a
t-year coupon-paying bond, but this can be a crude approximation if yields vary
significantly by term. A more robust approach to calculating the spot rates for vari-
ous terms – and thus creating a spot rate curve – is to use bootstrapping. Whilst this
procedure has the same name as the approach used to simulate random variables, it
is a very different approach. In this context, bootstrapping involves constructing a
spot rate curve from the gross redemption yields on a series of bonds with a range
of terms. This involves the following stages:

• calculate the ‘dirty’ price (in other words, the price allowing for any accrued
interest) of the bond with the shortest term, t1, given its gross redemption yield;

• calculate the continuously-compounded rate of interest on the interest and prin-
cipal payments that would give this price – this is the spot rate for the term t1;

• calculate the dirty price of the bond with the next shortest term, t2;
• calculate the value of interest receivable on this bond at time t1 using the spot
yield calculated for this term, and deduct the result from the price of the bond;

• calculate the continuously-compounded rate of interest on the remaining interest
and principal payments that would give the price net of the earlier payments –
this is the spot rate for the term t2;

• continue this process until all spot rates have been found.

Example 14.1 Consider five bonds with terms of one to five years, each
paying annual interest payments or coupons of 5%, with the next coupons all
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being due one year from now. The gross redemption yields for these bonds are
given below:

Term Gross
(t) Redemption

Yield (rt )
1 5.200 %
2 5.250 %
3 5.350 %
4 5.350 %
5 5.600 %

Calculate the prices of these bonds, and the continuously compounded spot
rates of interest for each of the five maturities.
The first value needed is the price of the first bond. If a redemption payment

of 100 is assumed, the 5% interest gives a coupon payment of 5 at the same
time. This means that given a gross redemption yield of 5.20%, the price of
the first bond is:

BP1 =
100+5
1+0.0520

= 99.81.

Remembering that spot yields are given in terms of the force of interest, this
means that the one-year spot rate, s1, is given by:

99.81 = 105e−s1 .

Rearranging this gives a value of 5.069% for s1. Similarly, the dirty price for
the two-year bond is given by discounting all payments at the gross redemption
yield:

BP2 =
5

1+0.0525
+

100+5
(1+0.0525)2

= 99.54.

According to the principle of no arbitrage, the value of the coupon in the first
year can be found by discounting it at the one-year spot rate. This means that
the two-year spot rate must satisfy the following equation:

99.54 = 5e−s1 +105e−2s2 .

Substituting the known value for s1 and rearranging gives a value for s2 of
5.116%. This process can be repeated to find s3, s4 and s5, whose values are
given in the table below:
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Term Bond Spot
(t) Price Interest

BPt Rate (st )
1 99.81 5.069%
2 99.54 5.116%
3 99.05 5.219%
4 98.77 5.216%
5 97.44 5.479%

Forward Rates

Spot rates give the rate of interest applicable from the time t = 0 to some future
point in time. However, if considering the evolution of interest rates over future
periods, it is helpful to talk in terms of forward rates. The 1-year forward rate of
interest for a maturity of t, ft , years is the rate of interest applying from the period
t−1 to t. Spot and forward rates are linked in the following way:

e−sT T = e−∑T
t=1 ft . (14.12)

This means that in practice ft can be calculated as tst−(t−1)st−1 for single-period
forward rates of interest.

Example 14.2 Using the information in Example 14.1, calculate the
continuously-compounded forward rates of interest for the maturities of one
to five years.
The first forward rate, f1, is simply equal to s1. Using the relationship in

Equation 14.12, f2 can be calculated as 2× s2 less s1, so:

f2 = (2×0.05116)−0.05069 = 0.05163.
Similarly, f3 can be calculated as 3× s3 less 2× s2, so:

f3 = (3×0.05219)− (2×0.05116) = 0.05425.
This process can be continued to find all values of ft , resulting in the values
given below:

Term Forward
(t) Interest

Rate ( ft )
1 5.069%
2 5.163%
3 5.425%
4 5.207%
5 6.531%
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It is also possible to have forward rates covering periods shorter than one year,
and of particular interest is the instantaneous forward rate. For a maturity of t,
this gives the rate of interest applying at that exact point in time. The relationship
between spot and forward rates is shown in Figure 14.2.

14.3.2 Single-Factor Interest Rate Models

One approach to modelling future interest rates is to use a single-factor interest
rate model. Such a model can be used to generate a series of future interest rates –
forward rates of interest – that can be reconstructed into a complete yield curve for
each series of simulations.

The Ho–Lee Model

Consider for example the basic random walk with drift model discussed in Chap-
ter 13. This can be written in terms of Δrt , the difference between rt and rt−1, where
rt is the interest rate payable from time t−1 to time t:

Δrt = αΔt+ εt , (14.13)

where Δt is the period of time between t−1 and t and εt is a normally-distributed
random variable with a variance of σ 2Δt. This process can be used to generate the
values of a whole series of bonds of different terms as part of a single simulation.
However, it is more difficult to ensure that the prices of the bonds are consistent
with their market prices. In order to do this the constant α must be replaced by a
time-varying term, αt , which is used to calibrate the model from market data:

Δrt = αtΔt+ εt , (14.14)

where Δt is the difference between t and t+1. The calibration is done by deriving
forward rates of interest from the market prices of the bonds, and setting αt equal
to the forward rate for time t.
This model becomes a continuous-time interest rate process known as the Ho–

Lee model (Ho and Lee, 1986), as Δt tends to zero.

The Vasicek and Hull–White Models

One potential drawback of the Ho–Lee model is that it does not allow for the possi-
bility that interest rates might revert to some pre-determined value. To do so means
building an autoregressive model. Consider for example the basic AR(1) series
described earlier. This can be specified differently, explicitly stating the value to
which the series reverts, again in terms of an interest rate rt applying from time t
to t+1, in other words:

Δrt = (α −β rt−1)Δt+ εt. (14.15)

.015
6:32:46, subject to the Cambridge Core terms of use,



344 Quantifying Particular Risks

In this equation β – which must be greater than or equal to zero – gives the speed
of mean reversion whilst α/β is the level to which the series reverts. For infinites-
imally small values of Δt this becomes a continuous-time interest rate process
known as the Vasicek model (Vasicek, 1977).
However, unlike the Ho–Lee model, the Vasicek model has only a fixed value of

α . This makes it difficult to fit the model accurately to market data. The Hull–White
model (Hull and White, 1994a,b) corrects for this by replacing α with αt , a time-
varying parameter as used in the Ho–Lee model. The Hull–White model is, like
the other models described here, a continuous time model. However, if converted
to discrete time model then the result can be expressed as follows:

Δrt = (αt −β rt−1)Δt+ εt . (14.16)

The Cox–Ingersoll–Ross Model

The Hull–White extension of the Vasicek model gives a result that can be calibrated
more easily to market data. However, an even more realistic fit can be obtained by
allowing the volatility of εt to be time-varying as σ 2t rather than the fixed σ 2. The
strength of mean reversion, β , can also be allowed to change over time to better
reflect views about interest rate changes.
Another serious practical issue with the Vasicek model is that it can easily re-

turn negative values. Whilst negative interest rates are economically possible and
– at the time of writing – increasingly commonplace, it is reasonable to expect
that significantly negative interest rates are unlikely. One solution is to modify the
volatility so that it is not just time-varying through the use of σ 2t in place of σ 2, but
that the volatility is also proportional to the square root of the previous value of the
series. In discrete time this gives the following model:

Δrt = (αt −βt rt−1)Δt+
√
rt−1εt . (14.17)

Here, the expected interest rate in each period is given by αt/βt . As noted earlier,
this series is not guaranteed to remain positive unless Δt becomes infinitesimally
small, in which case negative values cannot occur if αt ≥ σ 2t /2. The continuous-
time process that emerges as Δt tends to zero is known as the Cox–Ingersoll–Ross
interest rate model (Cox et al., 1985).

The Black–Karasinski Model

Another approach to avoiding negative interest rates is to apply the Vasicek model
to the natural logarithm of interest rates, in the same way that the natural logarithm
of asset values is often modelled:

Δ lnrt = (αt −βt lnrt−1)Δt+ εt. (14.18)
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As with the Cox–Ingersoll–Ross model, αt , βt and σ 2t are all time-varying. If im-
plemented in continuous time, the interest rate process that this gives rise to is the
Black–Karasinski model (Black and Karasinski, 1991).

14.3.3 Multi-Factor Interest Rate Models

The one-factor approach to modelling interest rates has limitations. It can work
well for simulating a single interest rate of a particular term, typically a short-term
value such as the three-month or the one-year spot rate. It can also be used to sim-
ulate the movement of a different spot rate with a longer term. However, it is not so
good for modelling different points on a yield curve. In particular, changes in long-
term spot interest rates are determined by the cumulative projected forward rates
of interest. This means that there is no capacity for long-term rates to change as a
result of changes in expected future short-term spot rates that do not subsequently
materialise.
This is important if more than one point on a yield curve is being modelled,

something that is particularly relevant when considering long-term liabilities. Here,
changes in the shape of the yield curve can have an important effect on the value
of the liabilities even if the average level of interest rates along the yield curve
remains unchanged.
The simplest group of models that deals with this issue is the two-factor family,

which simultaneously models the spot rates of interest for two distinct maturities,
usually the short-term and long-term rates.

The Brennan–Schwartz Model

One of the earliest two-factor models is the Brennan–Schwartz model (Brennan
and Schwartz, 1982). This is another continuous-time model, but can be written in
discrete-time form as follows:

Δr1,t = [α1+β1(r2,t−1− r1,t−1)]Δt+ r1,t−1ε1,t , (14.19)

and:

Δr2,t = r2,t−1(α2+β2r1,t−1+ γ2r2,t−1)Δt+ r2,t−1ε2,t , (14.20)

where the r1,t is the short-term rate of interest at time t and r2,t is the long-term rate
of interest at time t. This model says the following about changes to interest rates:

• changes in short-term interest rates vary in proportion to the steepness of the
yield curve (that is, the extent to which long-term rates exceed short-term rates);

• the volatility of short-term interest rates is proportional to the level of short-term
rates;

• changes in long-term interest rates vary in proportion to the product of long- and
short-term rates;
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• changes in long-term interest rates vary in proportion to the square of the level
of long-term rates; and

• the volatility of long-term interest rates is proportional to the level of long-term
rates.

14.3.4 PCA-based Approaches

Whilst the Brennan–Schwartz approach offers the prospect of more complex in-
terest rate curves than can be obtained from single-factor modelling, this model is
difficult to parametrise, and also exists for only two factors.
A more general approach can be obtained by starting fitting a single-factor model

to each spot interest rate of interest, observing the correlations between changes in
these interest rates, and then using correlated normal random variables to project
future spot rates. However, the term structure of interest rates means that it is par-
ticularly suited to dimensional reduction techniques such as principal component
analysis (PCA). In particular, such approaches make it easier to model changes in
the shape of the curve as well as just the level.
PCA can be applied to interest rates using the following process:

• decide the scale of calculation, for example daily, weekly, monthly or annual
data;

• decide the time frame from which the data should be taken, choosing an appro-
priate compromise between volume and relevance of data;

• take the gross redemption yields for bonds of a range of maturities, with the
yields for each maturity forming a distinct series;

• for each series, calculate the time series difference;
• for each series, calculate the average difference over the period for which data
are taken;

• deduct the average interest rates from the interest rate in each period within each
series;

• use PCA to determine the main drivers of the deviations from the average change
in interest rate;

• choose the number of principal components that explains a sufficiently high pro-
portion of the past return deviations;

• project this number of independent, normal random variables with variances
equal to the relevant eigenvalues;

• obtain the projected deviations from the expected interest rates for each maturity
by weighting these series by the appropriate elements of the relevant eigenvec-
tors; and

• add the expected interest rates, derived from bond prices for market consistency,
to these simulated yields to give projections of future yield curves.
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This process can be applied directly to gross redemption yields or to their natural
logarithms, the latter approach avoiding the possibility of negative yields. However,
it is more commonly applied directly to forward rates of interest.
It can also be applied to bond prices rather than interest rates. In this case, the

variables analysed would be the deviations from the average return for each bond,
with returns being measured as the difference between successive logarithms of
prices. This is an important alternative approach – if bond prices are being mod-
elled, then other asset prices can be modelled as well. As a result, interest rates can
be modelled consistently with other financial variables. However, it is important to
note that if bond returns are modelled then the increase in bond volatility as term
increases can result in the results being more influenced by changes at the long end
of the yield curve.

Example 14.3 Determine the first four principal components for the UK for-
ward rate curve using daily forward rates of interest from the end of 1999 to
the end of 2009 as provided by the Bank of England. Verify the results by con-
sidering the correlations between the excess returns for the various forward
rates.
Recall from Chapter 11 that each principal component is the combination of

an eigenvalue which represents the volatility of a particular independent factor,
and an eigenvector which contains the weights of this factor that contribute to
the returns of each variable. Each eigenvector can be represented by a single
line, showing the weights of each factor for each forward rate:
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This shows that the dominant change of shape for the forward rate curve
over this period is for the level of the curve to change – given a random num-
ber scaled by the first eigenvalue, the movement of the one-year forward rate
in respect of the first principal component would be in the same direction for
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all rates. The second most important move is for the shorter and longer term
rates to move in opposite directions, as evidenced by the fact that the values of
the second eigenvector cross the horizontal axis only once. The third principal
component produces changes in short and long forward rates that are in the op-
posite direction to those in the middle of the curve, whilst the fourth principal
component produces still more involved changes. The first four eigenvalues
are shown below:
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These show that the first principal component is by far the most dominant.
The dominance of the first principal component – and its shape – can be veri-
fied by looking at the correlations between the changes in the rates.

Term
1 7 13 19 25

1 1.0000 0.3957 0.3148 0.2285 0.2267
7 0.3957 1.0000 0.7172 0.5280 0.4987

Term 13 0.3148 0.7172 1.0000 0.8954 0.6026
19 0.2285 0.5280 0.8954 1.0000 0.7810
25 0.2267 0.4987 0.6026 0.7810 1.0000

The correlations between the terms shown above correspond largely with
the magnitudes and signs in the first eigenvector, supporting the results of the
PCA.

14.3.5 Deriving Price Changes from Interest Rates

If bond prices are being modelled rather than interest rates, it is still possible to
calculate the interest rates implied by the changes in bond prices. One approach
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is to calculate the interest rate by calculating the duration and convexity of bonds
whose returns are modelled, and then to calculate the change in interest rate implied
by the simulated return on the bonds. Consider a bond issued by firm X paying a
coupon of cX times the face value of the bond at the end of each year, redeemable
T years in the future. If the gross redemption yield of the bond is rX , then the price
of the bond per unit of notional value, BPX , is:

BPX =
T

∑
t=1

[
cX

(1+ rX)t

]
+

1
(1+ rX)T

. (14.21)

The modified duration1 is a measure of the sensitivity of the price of a bond to a
level change in the gross redemption yield. It is defined as:

BDX =
1

(1+ rX)BPX

{
T

∑
t=1

[
tcX

(1+ rX)t

]
+

T
(1+ rX)T

}
. (14.22)

Using just the duration, the change in the price of a bond, ΔBPX , for a change in
the yield, ΔrX , is given by:

ΔBPX =−BPXBDXΔrX . (14.23)

However, this approximation of the relationship as linear is a very crude approx-
imation to the real relationship, giving inaccurate values for the change in bond
price for anything other than very small changes in yield. A better approximation
can be obtained by including the convexity of the bond in the calculation of the
change in price. Convexity – the rate of change of price for a given level change in
the gross redemption yield – is defined as:

BCX =
1
BPX

{
T

∑
t=1

[
t(t+1)cX
(1+ rX)t+2

]
+

T (T +1)
(1+ rX)T+2

}
. (14.24)

Including convexity in the calculation of the change in bond price, ΔBPX , gives the
following formula:

ΔBPX =−BPX
[
BDXΔrX − 12BCX(ΔrX)

2
]
. (14.25)

The true relationship between price and yield for a hypothetical twenty-year bond
with a 5% per annum rate of interest initially priced at par (that is, with a yield
of 5% per annum) is compared with the approximate relationships derived using
modified duration alone and combined with convexity in Figure 14.3.
The equation for ΔBPX can be rearranged to give the approximate change in

price for a given change in gross redemption yield. Since the equation including
1 The Macauley duration, which gives the average term to payment of a series of cash flows, is equal to
(1+ rX )BDX .
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Figure 14.3 The Relationship between Price and Yield

convexity – the more accurate of the two – is a quadratic equation, there are two
values for ΔrX that will satisfy this equation for a given value of ΔBPX . However,
since ΔBPX is always a downward sloping function of ΔrX , it is always the smaller
root of the equation that is used:

ΔrX =
BDX −

√
BD2X +2BCX(ΔBPX/BPX)

BCX
. (14.26)

A similar approach can also be used for modelling the impact of a change in the
price of a corporate bond relative to a risk-free benchmark on the credit spread.
It is also possible to bypass the modelling of interest rates completely by cal-

culating the value that liabilities would have had with historical rates of interest,
examining the interaction of the liabilities with the assets, and then projecting the
liabilities as though they were just another asset class.
If the interest rate maturity structure is important – which it often is for the

discounting of liabilities – then it might be desirable to use a specific interest rate
model to project discount rates.

14.3.6 The Black Model

The single-factor models in particular are also used to price interest rate deriva-
tives. However, a model exists that can provide a closed-form valuation of options
allowing for the fact that changes in the spot price of the asset are unlikely to be
lognormally distributed. This model is the Black model (Black, 1980), and it in-
stead assumes that the forward price of the asset follows a lognormal random walk.
The price of a call option under this approach is:

C = e−r
∗T [F0Φ(d1)−EΦ(d2)], (14.27)
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and the price of the corresponding put option, P is:

P= e−r
∗T [−F0Φ(−d1)+EΦ(−d2)], (14.28)

where F0 is the forward price at time 0 of a contract on an underlying asset deliv-
erable at time T , and all other parameters are as for the Black–Scholes model. If
F0 = X0er

∗T , then this model in fact reduces to the Black–Scholes model.

14.4 Foreign Exchange Risk

Foreign exchange risk has already been mentioned in the context of market risk. In
terms of nature, it is similar to interest rate risk. This is because foreign exchange
risk can be modelled in terms of the returns on cash deposits held in different
currencies.
This means that the best way to model currency risk in a multi-asset context is

to include short-term money market assets in any model being developed.
As noted before, the expected appreciation or depreciation in a currency is given

by the difference in interest rates across different countries. More precisely, the
discretely-compounded spot rates in two currencies for a maturity of t, rX ,t and
rY,t , and the changes in exchange rate can be related as follows:

e0
eT

(1+ rY,T ) = 1+ rX ,T , (14.29)

where eT is the expected exchange rate at future time T expressed in terms of units
of currency Y receivable per unit of currency X . This value is known when t = 0.
The reasoning behind this equation is as follows. Investing a single unit of currency
X at time t= 0 would yield a value of 1+rX ,t units at time t = T if invested in a risk-
free asset with this maturity. However, an investor could instead take the single unit
of currency X and exchange it for e0 units of currency Y . Investing in this currency
would yield a value at time t = T of e0(1+ rY,T ). This could then be converted
back to currency X at exchange rate eT , the final amount in terms of currency X
then being (e0/eT )(1+rY,T ). If the possibility of arbitrage is to be excluded – since
it is possible to enter into currency forward agreements – then these two end results
must be equal.
A corollary of this analysis is that if modelling is carried out in a single cur-

rency, then currency risk is not rewarded by additional return, since it can easily be
hedged away.

14.5 Credit Risk
14.5.1 The Nature of Credit Risk

Credit risk can manifest itself in a large number of ways, each requiring a different
method of assessment. The sources of credit risk for different types of financial
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organisation have been discussed in detail, but they can all be placed at some point
on a scale. At one end there are sources of credit risk such as counter-party risk re-
lating to derivative contracts, or the risk of sponsor insolvency for pension scheme
members. In these cases, the creditworthiness of the organisation in question is the
main issue, although the links between this risk and others faced by an institution
are important. At the other end is credit risk arising from investment in portfolios
of credit derivatives or from the issue of loans and mortgages. In these cases, the
interaction between the various credit exposures is as important as the assessment
of each individual credit risk.
In relation to fixed-interest investments, credit risk is sometimes taken to include

risks other than default, such as the risk that the credit spread will widen. This is an
important risk, and one that is reflected in the price of these investments. However,
whilst many regard this as part of credit risk, others treat it as a market risk. If credit
risk is defined solely as the risk of default – in other words, the risk that monies
owed are unable to be repaid – this definition still has two components:

• the probability of default; and
• the magnitude of loss given that default has occurred.
The purpose of modelling credit risk in this context is therefore twofold: to de-

termine how likely is a credit event to occur; and to determine the extent of loss
that will be incurred. In this way it is similar to the analysis of insurance risks to
the extent that both incidence and intensity need to be modelled. In fact, the mod-
elling of the probability of default can be regarded as being particularly similar to
the modelling of non-life insurance risks: high-quality credit risks are analogous to
low-probability events such as catastrophe insurance, whereas low-quality credit
risks resemble higher frequency lines such as motor insurance.
If downgrade risk is also included, then there should also be an allowance for

ratings migration – considering both the possibility of upgrades as well as the risk
of downgrades. These probabilities can be modelled in a similar way to default
probabilities.
Most of the analysis is indeed concerned with determining the probability of

default. However, it is often possible to recover assets from defaulting firms and
individuals, so ignoring the value of any recoveries can mean that the financial
implications of default are overestimated.
A major issue with credit risk is that it relates to an institution or individual other

than that holding the risk. This is an issue because the fact it is more difficult for
the organisation holding the risk to get reliable information on the risk posed by
the institution or individual creating it. For example, a bank that has lent money
to a business is exposed to the risk of the business defaulting. The business clearly
knows more about this risk than the bank, and in fact has an incentive to ensure that
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the bank knows more about the positive aspects and less about the negative aspects
of the business.
It is possible to ask more questions in order to gain a clearer understanding of the

level of credit risk faced, but it is important that the additional cost of acquiring this
information does not outweigh the benefit of gaining the information. Some institu-
tions, typically credit rating agencies, will always carry out this in-depth analysis.
Others, such as banks, will typically rely on standardised questions. However, in
many cases credit risk will be assessed using only publicly available data. This can
be of a high quality, particularly if there are disclosure rules in place such as those
associated with the Basel Accords. Most firms that have quoted shares also have to
provide particular disclosures to comply with the rules of the stock exchanges on
which they are listed, but the disclosure requirements for unlisted and particularly
private companies are much less.

14.5.2 Qualitative Credit Models

The most common type of qualitative credit model is the type developed by a credit
rating agency, which leads to a credit rating. These types of models are essentially
risk management frameworks for the analysis of firms, so specific models are dis-
cussed in more detail in that context in Chapter 19.
It is possible to try and build a model along the same lines as those used by the

rating agencies. Such an approach could involve a range of factors assessing the
firm, its industry and the broader economic environment. The assessment process
would ultimately be subjective, but could include meetings with the firm under
consideration, analysis of financial ratios, and an assessment of various economic
indicators.
Much of the analysis will centre on assessing the risk of default. However, this

is not the only risk faced. In particular, if the investment is in a marketable security
there is the risk that the perceived creditworthiness will change. This is reflected in
a change in the credit spread, and the risk of spread widening – and a subsequent
fall in the value of a security – is also important to assess. Similarly, for less liquid
assets, the risk of an increase in bad debt provisions should be considered.
A key feature that affects both of these risks is the seniority of a debt. Not all debt

has the same priority on the wind-up of a company. In particular, the more senior
issues have an earlier call on any assets remaining. This means that analysing the
seniority of an issue is crucial. Similarly, the presence of collateral is important. If
a debt is secured on some collateral which reverts to the lender in the event of a
default, then this suggests a lower level of risk. However, there are different types
of collateral. The more liquid this collateral is, the better the terms of a loan will
be. For example, industrial machinery might be difficult to value accurately, and
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there may be only a limited second-hand market, so its attractiveness as collateral
might be limited. Also, the proceeds from a particular asset are only as valuable as
the firm’s ability to generate income from that asset.
If an internal qualitative model is built, the first decision needed is whether the

model is intended to reflect the risk over the economic cycle (as with the rating
agencies) or over a shorter time horizon. The choice of approach will be determined
by the use to which the model may be put. For example, in calculating the Pension
Protection Fund risk-based levy, a long-term approach might be more appropriate;
however, a pension fund assessing the strength of the employer covenant might
prefer to take account of the risk over the short term. This choice relates to both the
calibration of the model and the inputs used for scoring.
Qualitative models have the advantage that factors beyond the quantitative ones

can be allowed for. However, this can also lead to excessive subjectivity, which can
cause a number of problems. For example, there might be a lack of consistency
in the ratings given across different sectors, or even different analysts. Even if this
consistency is achieved, the meaning of credit ratings might change over time as
the economic environment changes. A related problem is that ratings might fail to
distinguish correctly between the creditworthiness at a particular point in time and
over the economic cycle.
However, even if a rating is intended to reflect risk over the economic cycle,

it should still be modified in response to a fundamental change in the nature of
a firm or the broader environment. The subjective nature of qualitative modelling
can lead to a reluctance to change a credit rating rapidly. This is a behavioural
bias known as anchoring, as it arises from a reluctance to move too far and too
quickly from some existing anchor – such as an existing credit rating. The nature
of the qualitative process can also limit the speed with which ratings are revised.
However, the qualitative approach is still the most widely used by rating agencies,
and the most frequently adopted by other organisations building their own models.

14.5.3 Quantitative Credit Models

Most credit models are quantitative in nature. This means that they take some fi-
nancial variables of an entity and use them to give a score to that entity. The score
might have a meaning such as a probability of default, or it might simply be a
ranking of the relative creditworthiness of a range of entities.
It is also important to recognise that if a quantitative model uses bond returns,

then the return profile is highly skewed. This is because the best return that can
be obtained from a bond held to maturity is where all coupons and redemption
payments are received in full and on time. For corporate bonds, this will mean a
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marginally higher return than the ‘expected’ return. However, the worst return is
where the bond defaults and no payments are received at all.
There are three broad types of quantitative credit model: credit scoring, structural

and reduced form. The first type uses features of an entity to arrive at a score that
represents the likelihood of its insolvency. Probit and logit models, Altman’s Z-
score, the k-nearest neighbour approach and support vector machines all fall into
this category. Structural models, on the other hand, model the value of an entity
rather than relying on accounting ratios. The Merton and KMV models fall into
this category. Finally, there are reduced form models. These use the credit rating
derived using some other quantitative or qualitative approach to derive a probability
of default.

Probit and Logit Models

As described above, probit and logit models are types of general linear models that
are used when the dependent variable can take a value only between zero and one.
This makes them particularly suitable for modelling the probability of default for a
firm.
Both types of model start by considering the numerical characteristics of firms

that have defaulted or remained solvent over a particular period, together with co-
efficients for these characteristics. For example, the independent variables might
include accounting ratios such as financial leverage and income cover. The depen-
dent variable will be one for a firm that has defaulted and zero for a firm that has
remained solvent. The coefficients from the regression can then be applied to a set
of accounting ratios for a new firm to give a figure representing the probability of
default.
Probit and logit models both offer highly effective approaches to determining

credit risk. Whilst they do not allow the inclusion of qualitative factors – a factor
common to all quantitative models – they are among the most commonly-used type
of model around today.

Discriminant Analysis

Whilst probit and logit models use accounting ratios to arrive at probabilities of
default, linear discriminant analysis has been more widely used in practice. The
most familiar credit modelling approach using this technique is Altman’s Z-score
(Altman, 1968). As discussed in Chapter 11, this uses linear discriminant analysis
to give each firm a score that indicates whether it is likely to become insolvent or
not. There are two reasons that the Z score uses financial ratios. The first is that
ratios allow firms of different sizes to be compared on a consistent basis – a firm’s
level of earnings is less important than, say, the earnings as a proportion of the
firm’s assets. However, as well as giving consistency across firms, ratios also allow
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sensible comparisons to be made over time. For example, a firm’s earnings would
be expected to drift upwards over time in line with price inflation, rendering any
analysis based on this measure redundant. However, since asset prices are similarly
affected by inflation, a measure such as earnings over assets should be more stable
over time.
The original Z-score was calibrated using publicly-quoted manufacturing firms.

If there are N firms, 1,2, . . . ,n, . . . ,N, then the score Zn for a particular firm n is
calculated as:

Zn = 1.2X1,n+1.4X2,n+3.3X3,n+0.6X4,n+1.0X5,n, (14.30)

where:

• X1,n is the ratio of working capital to total assets;

• X2,n is the ratio of retained earnings to total assets;
• X3,n is the ratio of earnings before interest and taxes to total assets;

• X4,n is the ratio of the market value of equity to the book value of total liabilities;
and

• X5,n is the ratio of sales to total assets,

for each firm n. Each of the ratios is entered into this model in the form of a decimal.
For example, if the ratio of retained earnings to total assets is 5.5%, then a value of
0.055 is used.
A value of Zn above 2.99 indicates that a firm is ‘safe’ whilst a score below 1.80

indicates that the firm is at risk of distress. If Zn is between 1.80 and 2.99, then the
firm falls in the zone of uncertainty.
A subsequent version of the model replaced X4,n with the ratio of the book value

of equity to the book value of total liabilities so that the approach could be applied
to private companies that did not have equity market values. Then, a later model
was parametrised without X1,n, since this formulation is more appropriate for non-
manufacturing firms where the necessary working capital can differ greatly from
industry to industry.
A key assumption underlying discriminant analysis is that the independent vari-

ables used are normally distributed. However, this is often not the case for financial
ratios. Even within industry groups, they can have complex distributions, some-
times even being u-shaped with observations taking either very low or very high
values. Also, if the items used to calculate ratios can take only positive values, then
the ratios themselves will also be positive. This means that it is more likely that the
distribution of ratios will be skewed, due to the lower bound of zero. Despite this,
Altman’s Z-score and its descendants have been widely used in credit scoring for a
number of years.
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The k-Nearest Neighbour Approach

The probit and logit approaches can both be described as parametric, as can Alt-
man’s Z-score. However, non-parametric methods can also be applied to credit
modelling. One such approach is the k-nearest neighbour (kNN) approach. This
approach has already been discussed in general in Chapter 11, and in relation to
credit modelling the characteristics could easily be the same accounting ratios that
were used in probit and logit models, or in Altman’s Z-score.
As discussed in Chapter 11, the choice of the number of neighbours is not

straightforward but techniques do exist. More difficult is the choice of dimensions,
which requires judgement. There are also issues around the volume of calculations
required. In particular, if the number of credits is large – as it would be for a bank
considering its loan portfolio – then it might be impossible to run the model in a
reasonable time frame.

Support Vector Machines

Another non-parametric approach described earlier is the support vector machine
(SVM). The technical aspects of SVMs have been described, and each dimension
in such a model could represent a different accounting ratio in the context of credit
modelling.
This is a flexible approach, but care should be taken not to over-fit such models

if non-linear versions are used.

The Merton Model

A different approach to modelling credit risk is to use an equity-based approach
such as the contingent claims model of Merton (1974). This is more appropriate
for larger borrowers with liquid, frequently-traded equity stock, since an accurate
number for the volatility of the corporate equity is needed. The core assumption
with this method is that the value of the firm as a whole follows a lognormal random
walk and that insolvency occurs when the value of the firm falls below the level of
debt outstanding. This means that the debt is being treated as a call option on the
firm, and in this way the Merton model is closely related to the Black–Scholes
model for option pricing.
To appreciate this link further, it is worth considering the pay-offs to various par-

ties under financial options and in relation to a firm and its bond- and shareholders.
First, recall the pay-offs excluding the option prices for put and call options ex-
ercised at time t with an exercise price, E , of 10 units, where the price of the
underlying asset is Xt , as shown in Table 14.3.
Now consider instead a firm with a total value at time t of Xt and total debt, B,

of 10 units. The value of the firm to the bondholders – who own the debt, and to
the shareholders, who own whatever is left, is given in Table 14.4.
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Table 14.3 Option Pay-offs
Price Call Option Call Option Put Option Put Option
(Xt) (Buyer) (Writer) (Buyer) (Writer)
4 0 0 6 −6
8 0 0 2 −2
12 2 −2 0 0
16 6 −6 0 0

Table 14.4 Pay-offs to Investors
Price Shareholders Bondholders
(Xt )
4 0 4
8 0 8
12 2 10
16 6 10

From this it should be clear that shareholders effectively have a call option on
the underlying value of the firm, with an exercise price of the level of the firm’s
debt. The bondholders, on the other hand, are entitled to a fixed amount – the level
of debt – but they have also written a put option on that debt, and the option is held
by the firm. If the firm cannot repay the debt in full, it is essentially exercising the
put option that it holds.
The values of these options can be calculated using the Black–Scholes model.

However, in relation to credit risk it is sometimes helpful simply to know the prob-
ability that a variable will cross a particular level, without needing to know the
degree to which that level is exceeded. The Merton model considers the probabil-
ity that the value of an asset X at a fixed time T in the future, XT , will be below
some fixed level, B at the same time T , where the current value of the asset is X0.
The probability that XT is lower than B is given by:

Pr(XT ≤ B) = Φ
(
ln(B/X0)− (rX −σ 2X/2)T

σX
√
T

)
, (14.31)

where rX is the expected increase in X0. It should be clear that if r∗ is substituted
for rX and E is substituted for B, then this expression can be written in terms from
the Black–Scholes formula as Φ(−d2).
Looking at what happens as the parameters change is helpful to validate the

model intuitively. As X0 increases relative to B, Pr(XT ≤ B) falls. This is as would
be expected. Similarly, a higher rate of growth in X0 reduces Pr(XT ≤ B). How-
ever, increasing either σX or T result in greater uncertainty and, therefore, a higher
probability.
As for the Black–Scholes model, an absence of transaction costs is assumed.
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There is also an assumption that Xt , where 0 ≤ t ≤ T , increases in line with a
lognormal random walk with a fixed rate of growth and volatility. However, as
with the Black–Scholes model, these assumptions are not necessarily valid.
Another issue is that both the rate of growth of Xt and the volatility of this growth

could be linked to the degree of leverage that exists within a firm – in other words,
how much debt and how much equity a firm has. If the level of debt, B, is fixed then
the firm’s leverage will change, increasing as Xt falls and falling as Xt rises. Such
changes could have an impact on the profitability of a firm, and thus the pattern of
its future growth. The Merton model does not allow for this.

Example 14.4 A firm has a total asset value of 500. The expected rate of
growth of this asset value is 10% per annum, whilst its volatility is 30% per
annum. If the firm’s total borrowing consists of a fixed repayment of 300 that
must be made in exactly one year’s time, what is the probability that the firm
will be insolvent at this point?
Merton’s model gives the probability of default at time T as:

Pr(XT ≤ B) = Φ
(
ln(B/X0)− (rX −σ 2X/2)T

σX
√
T

)
.

For this firm, B= 300, X0= 500, rX = 0.10, σX = 0.30 and T = 1. Substituting
these values into the above equation gives:

Pr(X1 ≤ 300) = Φ
(
ln(300/500)− [0.10− (0.302/2)]

0.30

)
= 0.0296.

The probability of insolvency is therefore 2.96%.

The KMV Model

Many subsequent authors have expanded on Merton’s initial insight, including ad-
ditions such as an allowance for coupons, more elaborate capital structures and
negotiation between equity- and bond-holders. However, the most commercially
successful change came in the form of the KMV model described by Kealhofer
(2003a,b).
The KMV model was developed by the company of the same name founded by

Stephen Kealhofer, John ‘Mac’ McQuown and Olrich Vasicek. KMV is now owned
by Moody’s Investor Services, who are therefore able to apply both qualitative and
quantitative ratings to firms.
Whilst the Merton model goes straight from the data to a probability of default,
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the KMV model uses an indirect route. The first stage is to replace B, the level of a
firm’s debt, with a variable B̃, which better represents the structure of these debts.
In particular, it considers the term structure of these liabilities, allowing for the
fact that insolvency over the next year will occur if payments due to bondholders
cannot be made over that period.
The KMV model also derives values for X0 and σX from the quoted value of a

firm’s equity rather than assuming that they are directly observable. It does this by
defining two equations that take advantage of the fact that the price of an equity
can be regarded as a call option on the underlying assets of the firm. The first of the
equations gives an expression for the value of the firm’s equity, whilst the second
gives an expression for volatility of that equity. Both items are observable. Each
equation gives the dependent variable as a function of:

• the asset value of the firm, X0;
• the asset volatility, σX ;
• the capital structure, a function of X0 and B̃; and
• the interest rate, rX .
Since there are two equations and only X0 and σX are unknown, it is possible to

solve the two equations to find these terms.
Having found these two variables, the KMV model does not go straight to a

probability of default. Instead, it calculates an interim measure, the distance to
default, DD:

DD=
X0− B̃
X0σX

. (14.32)

This represents the number of standard deviations the firm value is from default.
Distances to default are calculated for thousands of companies, solvent and insol-
vent, and calibrated with this data to give a default probability.

Credit Migration Models

Structural models are attractive because they give the probability that a firm will
default. However, changes in market value can reflect changes in market sentiment
as much as views on the level or certainty of a firm’s cash flows. This means that the
results from the Merton and KMV models can change significantly, despite there
being no real change in a firm’s prospects. An alternative approach to arriving at
default probabilities is to use a credit migration model, such as CreditMetrics.
Credit migration models use transition matrices to infer default probabilities.

Most credit rating agencies produce transition matrices, which give the proportion
of entities with a particular credit rating at the start of each year having various
credit ratings at the end of that year. For example, Table 14.5 gives a transition
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Table 14.5 Moody’s 2009 One-Year Global Migration Rates (%)
Year-end Rating

Aaa Aa A Baa Ba B Caa Ca-C Default Unrated
Aaa 62.42 33.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.82
Aa 0.00 70.98 22.62 1.04 0.15 0.00 0.00 0.00 0.00 5.21
A 0.00 0.18 80.20 12.61 0.44 0.53 0.00 0.00 0.18 5.86

Initial Baa 0.00 0.09 0.93 85.38 5.12 0.84 0.09 0.00 0.74 6.80
Rating Ba 0.00 0.00 0.00 3.85 71.54 13.27 0.77 0.58 2.31 7.69

B 0.00 0.00 0.00 0.00 2.88 68.35 13.46 0.41 6.99 7.91
Caa 0.00 0.00 0.00 0.00 0.00 7.59 48.81 6.51 28.20 8.89
Ca-C 0.00 0.00 0.00 0.00 0.00 0.00 4.76 20.63 65.08 9.52

Moody’s Investor Services: ‘Corporate Default and Recovery Rates, 1920–2009,’
Moody’s Special Comment, (2010)

Table 14.6 Moody’s Average One-Year Global Migration Rates, 1970–2009 (%)
Year-end Rating

Aaa Aa A Baa Ba B Caa Ca-C Default Unrated
Aaa 87.65 8.48 0.61 0.01 0.03 0.00 0.00 0.00 0.00 3.22
Aa 1.01 86.26 7.82 0.34 0.05 0.02 0.01 0.00 0.02 4.47
A 0.06 2.78 87.05 5.21 0.48 0.09 0.03 0.00 0.05 4.24

Initial Baa 0.04 0.19 4.65 84.40 4.20 0.79 0.18 0.02 0.17 5.35
Rating Ba 0.01 0.06 0.38 5.66 75.74 7.25 0.53 0.08 1.13 9.16

B 0.01 0.04 0.13 0.35 4.81 73.50 5.66 0.70 4.37 10.43
Caa 0.00 0.02 0.02 0.16 0.44 8.17 59.90 4.25 14.72 12.32
Ca-C 0.00 0.00 0.00 0.00 0.32 2.24 8.65 38.48 33.28 17.03

Moody’s Investor Services: ‘Corporate Default and Recovery Rates, 1920–2009,’
Moody’s Special Comment, (2010)

matrix produced by Moody’s Investor Services for defaults changes that took place
in 2009. Tables 14.6 and 14.7 give similar information calculated over longer time
periods. Moody’s places each entity that it rates into one of nine categories ranging
from Aaa down to C, with those entities rated Aaa being the most secure whilst
those rated C have typically already defaulted on payments. Many entities rated Ca
are also either in or near default, so in these tables the ratings Ca and C are com-
bined. Each of the ratings from Aa down to Caa is also subdivided into categories
1, 2 and 3, with the modifier 1 indicating that an entity is at the higher end of its
category and the modifier 3 indicating that it is at the lower end.
Standard & Poor’s has a similar rating structure, with ten ratings from AAA

down to D. Here, those entities with a rating of AAA are considered the most
secure with D denoting an entity in default. The Standard & Poor’s system also has
within-rating modifiers denoting more and less secure entities, in this case through
the addition of a ‘+’ or a ‘–’. Transition matrices for Standard & Poor’s are given
as Tables 14.8 and 14.9.
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Table 14.7 Moody’s Average One-Year Global Migration Rates, 1920–2009 (%)
Year-end Rating

Aaa Aa A Baa Ba B Caa Ca-C Default Unrated
Aaa 86.82 8.06 0.81 0.16 0.03 0.00 0.00 0.00 0.00 4.11
Aa 1.22 84.63 7.09 0.73 0.17 0.04 0.01 0.00 0.07 6.06
A 0.08 2.96 84.84 5.47 0.67 0.11 0.03 0.01 0.09 5.74

Initial Baa 0.04 0.29 4.50 81.30 5.01 0.79 0.13 0.02 0.29 7.63
Rating Ba 0.01 0.08 0.48 5.89 73.65 6.77 0.56 0.07 1.34 11.16

B 0.01 0.05 0.16 0.60 5.79 71.60 5.45 0.55 3.91 11.90
Caa 0.00 0.02 0.03 0.19 0.74 7.73 63.37 3.94 12.48 11.49
Ca-C 0.00 0.00 0.11 0.00 0.44 2.97 7.48 54.35 22.15 12.51

Moody’s Investor Services: ‘Corporate Default and Recovery Rates, 1920–2009,’
Moody’s Special Comment, (2010)

Table 14.8 Standard & Poor’s 2009 One-Year Global Migration Rates (%)
Year-end Rating

AAA AA A BBB BB B CCC-C Default Unrated
AAA 87.65 8.64 0.00 0.00 0.00 0.00 0.00 0.00 3.70
AA 0.00 76.17 15.96 0.64 0.21 0.00 0.00 0.00 7.02

Initial A 0.00 0.36 84.67 7.74 0.43 0.29 0.00 0.21 6.30
Rating BBB 0.00 0.00 2.00 83.71 5.94 0.80 0.20 0.53 6.81

BB 0.00 0.00 0.00 3.09 72.95 11.48 0.60 0.70 11.18
B 0.00 0.00 0.16 0.00 2.29 69.34 8.42 10.14 9.65
CCC-C 0.00 0.00 0.00 0.00 0.00 6.32 27.37 48.42 17.89

Standard & Poor’s: ‘2009 Annual Global Corporate Default Study and Rating Transitions,’
Standard & Poor’s Global Fixed Income Research, (2010)

Table 14.9 Standard & Poor’s Average One-Year Global Migration Rates,
1981–2009 (%)

Year-end Rating
AAA AA A BBB BB B CCC-C Default Unrated

AAA 88.21 7.73 0.52 0.06 0.08 0.03 0.06 0.00 3.31
AA 0.56 86.60 8.10 0.55 0.06 0.09 0.02 0.02 4.00

Initial A 0.04 1.95 87.05 5.47 0.40 0.16 0.02 0.08 4.83
Rating BBB 0.01 0.14 3.76 84.16 4.13 0.70 0.16 0.26 6.68

BB 0.02 0.05 0.18 5.17 75.52 7.48 0.79 0.97 9.82
B 0.00 0.04 0.15 0.24 5.43 72.73 4.65 4.93 11.83
CCC-C 0.00 0.00 0.21 0.31 0.88 11.28 44.98 27.98 14.37

Standard & Poor’s: ‘2009 Annual Global Corporate Default Study and Rating Transitions,’
Standard & Poor’s Global Fixed Income Research, (2010)

The one-year default probability for a firm with a particular credit rating is there-
fore simply given by the number in the final column for the rating shown at the start
of the row. For example, in 2009 the probability of default according to Moody’s
for an A-rated bond was 0.18%; for a B-rated bond, it was slightly higher at 6.99%;
however, for a bond with either a Ca or a C rating it was 65.08%. This highlights
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two features: that firms with higher credit rating have lower default probabilities,
but also that the relationship between credit ratings and default probabilities is non-
linear, increasing rapidly as credit quality declines.

These figures also highlight a third feature – that 2009 was a particularly bad
year for defaults. This means that 2009 default rates might not necessarily be a
good indicator of the rates expected in 2010, 2011 or 2012, since default rates vary
over the economic cycle. One approach is to use the average default rates over a
longer period. Standard & Poor’s calculate averages from 1981 to the current day
as shown in Table 14.9, whilst Moody’s give numbers from 1970 or even 1920 as
shown in Tables 14.6 and 14.7. However, this replaces the problem of excessive
volatility, seen in structural models, with one of a complete lack of response to
current economic conditions. It is always possible to look at default rates from
a similar economic climate to that expected over the coming year, but such an
approach is subjective and relies on firms being affected by similar conditions the
same way at different points in time.

Perhaps a more sensible approach is to use credit migration models to calculate
default probabilities over longer periods, preferably covering an economic cycle.
This can be done if it is assumed that credit migrations follow a Markov chain pro-
cess. In other words, this approach requires the assumption that the probability of
a firm having a particular credit rating or indeed defaulting at time t+ 1 depends
only on what its credit rating is at time t, and is completely independent of its credit
rating at time t− 1 or any prior time. One complication with this approach is that
a number of issuers have their ratings withdrawn each year. This can happen for a
number of reasons. Some are benign, such as the maturity of all of an issuer’s rated
bonds, or because of a merger or acquisition. However, ratings are also withdrawn
if an issuer fails to provide information requested by the rating agency, or if the
issuer decides it no longer wishes to be rated. There are a number of ways in which
rating withdrawals can be dealt with, but the simplest is to assume that issuers
whose ratings are withdrawn would have the same future patterns of changes to
creditworthiness as those who retained their ratings. This means that each migra-
tion probability should be scaled up such that the total migrations excluding rating
withdrawals sum to 100%.

Both Moody’s and Standard & Poor’s provide default probabilities calculated
over a number of years as shown in Tables 14.10 to 14.12, so it is possible to test
whether the Markov chain assumption holds in practice – and it does not appear
to. This is not surprising, since a firm being down-graded to a lower credit rating
is unlikely to have the same characteristics as a long-term holder of that rating. In
particular, it is likely either to be experiencing some temporary difficulties, or to be
at the start of a continuing downward trend. However, the approximation is not bad.

An even simpler approach is to assume that default probabilities are simply
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Table 14.10 Moody’s Average Cumulative Issuer-Weighted Global Default Rates,
1970–2009 (%)

Time Horizon
1 2 3 4 5 10 15

Aaa 0.00 0.01 0.01 0.04 0.11 0.50 0.93
Aa 0.02 0.06 0.09 0.16 0.23 0.54 1.15
A 0.05 0.17 0.34 0.52 0.72 2.05 3.57

Rating Baa 0.18 0.49 0.91 1.40 1.93 4.85 8.75
Ba 1.17 3.19 5.58 8.12 10.40 19.96 29.70
B 4.55 10.43 16.19 21.26 25.90 44.38 56.10
Caa-C 17.72 29.38 38.68 46.09 52.29 71.38 77.55

Moody’s Investor Services: ‘Corporate Default and Recovery Rates,
1920–2009,’ Moody’s Special Comment, (2010)

Table 14.11 Moody’s Average Cumulative Issuer-Weighted Global Default Rates,
1920–2009 (%)

Time Horizon
1 2 3 4 5 10 15

Aaa 0.00 0.01 0.03 0.08 0.16 0.85 1.36
Aa 0.07 0.20 0.31 0.47 0.72 2.22 4.13
A 0.09 0.28 0.57 0.91 1.26 3.30 5.51

Rating Baa 0.29 0.84 1.55 2.32 3.14 7.21 10.93
Ba 1.36 3.29 5.47 7.74 9.90 19.22 26.65
B 4.03 9.05 14.05 18.50 22.42 36.37 44.75
Caa-C 14.28 24.03 31.37 36.89 41.18 52.80 62.36

Moody’s Investor Services: ‘Corporate Default and Recovery Rates,
1920–2009,’ Moody’s Special Comment, (2010)

scaled over time. This means that the N-year default probability is just N times
the one-year default probability. Since default probabilities can be no higher than
one, a scaling approach will inevitably give impossible answers over a long enough
time horizon; however, it can be used to give a very rough estimate of default like-
lihood over a multi-year period.

Example 14.5 A firm has Standard & Poor’s credit rating of A. Using the
credit migration rates averaged over 1981 to 2009, what is the probability that
the firm will have defaulted in two years’ time? What is the answer using an
N times one year approximation? How do these results compare to the actual
two-year default rates for 1981 to 2009?
The firm has a 0.08% chance of defaulting before the end of the first year.

Scaling this up to allow for the 4.83% of issuers losing their rating leaves the
result at 0.08%. If the firm survives the first year, then the following probabil-
ities can be calculated, again allowing for the issuers losing their ratings:
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Table 14.12 Standard & Poor’s Average Cumulative Issuer-Weighted Global
Default Rates, 1981–2009 (%)

Time Horizon
1 2 3 4 5 10 15

AAA 0.00 0.03 0.14 0.26 0.39 0.82 1.14
AA 0.02 0.07 0.14 0.24 0.33 0.74 1.02
A 0.08 0.21 0.35 0.53 0.72 1.97 2.99

Rating BBB 0.26 0.72 1.23 1.86 2.53 5.60 8.36
BB 0.97 2.94 5.27 7.49 9.51 17.45 21.57
B 4.93 10.76 15.65 19.46 22.30 30.82 35.74
CCC-C 27.98 36.95 42.40 45.57 48.05 53.41 57.28

Standard & Poor’s: ‘2009 Annual Global Corporate Default Study and Rating
Transitions,’ Standard & Poor’s Global Fixed Income Research, (2010)

• the probability that the firm will be promoted to AAA and then default is
[0.04%/(1−4.83%)]× [0.00%/(1−3.31%)] = 0.00%;

• the probability that the firm will be promoted to AA and then default is
[1.95%/(1−4.83%)]× [0.02%/(1−4.00%)] = 0.00%;

• the probability that the firm will remain at A and then default is
[87.05%/(1−4.83%)]× [0.08%/(1−4.83%)] = 0.08%;

• the probability that the firm will be demoted to BBB and then default is
[5.47%/(1−4.83%)]× [0.26%/(1−6.68%)] = 0.02%;

• the probability that the firm will be demoted to BB and then default is
[0.40%/(1−4.83%)]× [0.97%/(1−9.82%)] = 0.00%;

• the probability that the firm will be demoted to B and then default is
[0.16%/(1−4.83%)]× [4.93%/(1−11.83%)] = 0.01%; and

• the probability that the firm will be demoted to CCC-C and then default is
[0.02%/(1−4.83%)]× [27.98%/(1−14.37%)] = 0.01%.

Summing these probabilities gives a total of 0.20% over two years.
If the two-year default probability is simply taken to be 2×0.08%, then the

result is instead 0.16%, which is close to the value obtained using the migration
approach. However, both of these results are lower than the two-year default
rate calculated directly from the data, which is 0.21%.

There are also a number of practical issues with credit migration models. Credit
ratings do not give a high level of granularity – the number of available ratings is
small compared with the number of rated firms. Having said this, credit ratings are
unavailable for the vast majority of firms. Obtaining a rating is not free, and given
that the main purpose of being rated is to reduce the cost of borrowing, the level
of borrowing needs to be sufficient to justify the expense of obtaining a rating. A
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further issue is that different agencies can also produce different ratings for the
same firm, particularly financials.
CreditMetrics uses the probability of a change in rating together with estimated

recovery rates and volatility in credit spreads to estimate the standard deviation of
the value of a corporate bond due to credit quality changes. This is done using the
following approach:

• calculate the value of a bond in one year’s time for each potential credit rating;
• multiply each bond value by the probability of having that credit rating;
• sum these items to get the expected bond value;
• deduct this from the bond value at each potential credit rating;
• square each result and multiply it by the probability of having that credit rating;
and

• sum these items to get the variance of the bond value.

Example 14.6 A firm has a bond in issue that has a Standard & Poor’s credit
rating of BBB. The projected values of the bond, allowing for changes in gross
redemption yield and, when relevant, default and recovery, are given below
for each credit rating. Using a credit migration approach based on Standard
& Poor’s migration rates from 1981 to 2009, what are the expected value and
variance of the value of the bond?

Year-end Value Given
Rating Rating
AAA 104.27
AA 103.18
A 102.10
BBB 100.00
BB 94.98
B 90.29
CCC-C 81.78
Default 61.97
Unrated -

Using the process outlined above, an additional column is needed giving
the probability of migration to the various credit ratings. A second column
is then added giving the probabilities adjusted for rating withdrawals. This
column is then multiplied by the value given the credit rating to arrive at a
probability-weighted value. The sum of these values gives the mean, which
can then be deducted from the values given the credit ratings to arrive at the
difference from the mean. Each of these values is then squared and multiplied
by the probability of occurrence. The sum of these results gives the variance
of prices.
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Adjusted Pr-
Year- Value Pr of Pr of Pr- Value weighted
end Given Rating Rating Weighted less Squared
Rating Rating (%) (%) Value Mean Value
AAA 104.27 0.01 0.01 0.01 4.61 0.0021
AA 103.18 0.14 0.15 0.15 3.52 0.0173
A 102.10 3.76 4.03 4.11 2.45 0.2250
BBB 100.00 84.16 90.18 90.18 0.34 0.0985
BB 94.98 4.13 4.43 4.20 −4.68 0.9033
B 90.29 0.70 0.75 0.68 −9.37 0.6146
CCC-C 81.78 0.16 0.17 0.14 −17.87 0.5111
Default 61.97 0.26 0.28 0.17 −37.69 3.6931
Unrated – 6.68 – – – –
Total 99.66 6.0651

The expected value of the bond is therefore 99.66 with a variance of 6.0651.

14.5.4 Credit Portfolio Models

It is important to be able to quantify groups of credit risks together. This might
be for portfolios of loans or mortgages that a bank is keeping on its books, but it
might also be to price credit derivatives. These derivatives are discussed in more
detail in Chapter 16, as ways in which credit risk can be managed, but a key feature
of these derivatives is that the impact of defaults is magnified for investors in par-
ticular classes of investor. Since the overall pattern of defaults is heavily dependent
on the relationships between the underlying securities, it is important that these
relationships are modelled accurately.
A key issue with portfolios of credits is that the relationship between the un-

derlying securities or loans will change with the economic climate. In particular,
the distributions have jointly fat tails. For example, whilst the price movements of
corporate bonds might appear to be relatively independent when those movements
are small, the correlations will often increase substantially when price movements
are large and negative.

Multivariate Structural Models

A simple way to allow for the portfolio aspect of credit modelling is to construct
a multivariate version of the Merton model. This involves modelling the values of
the firms under consideration using some sort of multivariate model. The most ob-
vious would be a multivariate lognormal model, linked by a matrix of correlations
between the firms’ values. However, the logarithm of the firms’ values could be
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modelled using a multivariate t-distribution, or an explicit copula could be used to
model the relationship between the asset values.

Example 14.7 The firm X has a total asset value of £500m whilst the firm
Y has a total asset value of £800m. The expected rate of growth of X’s asset
value is 10% per annum, whilst its volatility is 30% per annum. For Y, the
expected rate of growth is 5% per annum with a volatility of 10% per annum.
The returns of the two firms are linked by a Frank copula with a parameter,
α , of 2.5. If the total borrowing for firm X consists of a fixed repayment of
£300m, whilst for Y it is £750m, in each case repayable in exactly one year’s
time, what is the probability that both firms will be insolvent at this point?
Merton’s model gives the probability of default at time T as:

Pr(XT ≤ B) = Φ
(
ln(B/X0)− (rX −σ 2X/2)T

σX
√
T

)
.

The default probability for firm X was established in Example 14.4 as 2.96%.
For firm Y , B = 750, Y0 = 800, rY = 0.05, σY = 0.10 and T = 1. Substituting
these values into the above equation gives:

Pr(Y1 ≤ 800) = Φ
(
ln(750/800)− [0.05− (0.102/2)]

0.10

)
= 0.1367.

The joint probability under a Frank copula in terms of firm values at time T is
given by:

Pr(XT ≤ x and YT ≤ y) =− 1
α
ln

[
1+

(e−αF(x)−1)(e−αF(y)−1)
e−α −1

]
.

Here, for T = 1, the values needed are F(x) = 0.0296, F(y) = 0.1367 and
α = 2.5. This gives:

Pr(X1 ≤ 300 and Y1 ≤ 750) =− 1
2.5

ln

[
1+

−0.0713×−0.2895
−0.9179

]
= 0.0091.

The probability that both firms will be insolvent is, therefore, 0.91%.

Similarly, the derived asset values and volatilities in the KMV model can be
parametrised and simulated in a multivariate context, either through a multivariate
distribution or with an explicit copula.
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Multivariate Credit Migration Models

CreditMetrics, mentioned above, is actually a multivariate credit migration model,
used to determine various risk measures for portfolios of corporate bonds. How-
ever, to move from the single-bond approach described above, a number of addi-
tional steps are needed.
The first stage taken by CreditMetrics is to use the Merton model to link the

migration probabilities to changes in the underlying asset value of a firm, meaning
that the change in the value of a firm’s assets is assumed to have a normal distri-
bution. Each credit rating has its own probability of default, with that probability
being higher for lower credit ratings. This means that a change in rating can be
regarded as a change in the underlying value of the firm. In particular, the change
in rating is a function of the change in the value of a firm’s assets and the volatility
of those assets.
The next stage is to consider the correlation between these asset values for differ-

ent firms. Since correlations are dimensionless, the exact value of a firm’s volatility
does not matter so long as it is fixed, meaning one fewer parameter that is needed
for each firm. To calculate the correlations, the firm’s equity value is used as a
proxy for its asset value, the rationale being that most of the volatility in a firm’s
value will be reflected in the equity price rather than the bond price.
Correlations between the equity values are not calculated directly; instead, eq-

uity returns are modelled by a range of country-specific industry indices, with the
unexplained variation defined as independent firm-specific volatility.
Simulations of the indices and the independent firm-specific factors are then pro-

duced, giving consistent simulations of the values of the firms. These simulations
are in terms of the number of standard deviations moved by each firm in each sim-
ulation, which means that they can be mapped back to a change in rating for each
firm. This can itself be converted to a change in bond value, meaning that when
the results are aggregated over all firms for each simulation the change in portfo-
lio value is given. These changes in portfolio value can then be converted to the
desired measure of risk.

Common Shock Models

A simple way to model default is to assume that bond defaults are linked by Poisson
processes, and are subject to shocks affecting one, several or all of the bonds. This
means that the probability of receiving all of the payments due can be modelled
using a multivariate Marshall–Olkin copula.
However, if each bond itself defaults according to a Poisson process and a com-

mon time horizon for all bonds is considered, then the probability the N firms
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subject toM shocks survive to time T can be simplified to:

Pr(no defaults) = e−∑M
m=1 λmT . (14.33)

The probability of exactly one default can be obtained by looking at the ways in
which such a default could occur. In particular, there will be only one default when
a shock occurs that affects only one bond, and no other shocks occur. For N firms
there will be a maximum of N of the M = 2N − 1 shocks that can produce this
outcome. Consider, for example, the situation where N = 3, so M = 7. This means
that:

• three Poisson shocks, λ1, λ2 and λ3 affect only one firm each;
• three Poisson shocks, λ12, λ13 and λ23 affect two firms each; and
• a single Poisson shock, λ123, affects all three firms.

When the Poisson probability of default is λ , the probability of a bond staying
out of default over a time period T is e−λT . This means that the probability of the
bond defaulting is 1− e−λT . The total probability of a single default is therefore:

Pr(exactly one default) = (1− e−λ1T )e−(λ2+λ3+λ12+λ13+λ23+λ123)T +

(1− e−λ2T )e−(λ1+λ3+λ12+λ13+λ23+λ123)T +

(1− e−λ3T )e−(λ1+λ2+λ12+λ13+λ23+λ123)T . (14.34)

Generalising this for N bonds with M shocks, where λ1,λ2, . . . ,λN are the Poisson
means for the shocks affecting only single bonds, while the parameters λN+1,λN+2,
. . . ,λM are the Poisson means for the shocks affecting more than one bond, gives
the following expression for the probability of a single default:

Pr(exactly one default) =
N

∑
n=1

(1− e−λnT )e−(∑M
m=1 λm−λn)T . (14.35)

This approach can be extended to calculate the probabilities of more than one de-
fault occurring, but the number of combinations of defaulting and non-defaulting
bonds can soon become very large.

Time-until-default Models

Time-until-default or survival models describe the defaults in a portfolio of bonds
in terms of copulas linking the time at which a bond defaults.
A survival function F̄(t) is defined for each bond. This gives the probability that

a bond will not have defaulted by time t, and it can be expressed in terms of a
hazard rate function, h(t), as follows:

F̄(t) = e−
∫ t
0 h(s)ds. (14.36)
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If h(t) is taken to be a constant, h, then this expression becomes:

F̄(t) = e−ht . (14.37)

The probability that a bond will have defaulted by time t is given by the distribu-
tion function, F(t) = 1− F̄(t). Since the density function f (t) is given by the first
differential of F(t) with respect to t, this means that

f (t) = he−ht . (14.38)

In other words, if the hazard rate is constant then the survival time has an exponen-
tial distribution with parameter h.
The hazard rate can be estimated from a number of sources – the Merton model,

published credit ratings and historical default information can all be used – but the
way in which these sources are employed is the same. This involves looking at the
implied default probability α over a defined time horizon, setting the distribution
function equal to this probability and solving for h:

F(t) = 1− e−ht = α , so h=− ln(1−α)

t
. (14.39)

The next stage is to link these default times. This can be done using copulas,
parametrised by some measure of correlation between the default times. The nor-
mal copula has been widely used, but there is no reason that another copula could
not be used instead. Indeed, given the fact that defaults are likely to occur more
widely in poor credit environments, perhaps a copula with higher tail dependence
is more appropriate. Such a model can then be used to calculate the likelihood of a
particular aggregate default rate for a portfolio of bonds.

14.5.5 The Extent of Loss

Most of the analysis of credit risk concentrates on the probability of loss. However,
the extent of loss must also be assessed. In practice, the recovery rate rather than
the proportion of loss is modelled. Two distinct measures of recovery are the price
after default and the ultimate recovery. The former is a short-term measure and the
latter has a longer time horizon. The ultimate recovery is often significantly larger
than the price after default.
A number of factors can affect the expected recovery, including (de Servigny

and Renault, 2004):

• the seniority of the obligation;
• the industry;
• the point in the economic cycle;
• the degree and type of collateralisation;
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• the jurisdiction; and
• the composition of the creditors.
The impact of these factors is often modelled using historical data. The results

can be translated into a deterministic expectation of recovery rate applied to all
debt, or stochastic recovery rates can be modelled, allowing for the volatility of
recovery rates calculated from historical data as well as their expected values.
If the recovery rate is to be parametrised, a distribution bounded by zero and

one, such as the beta distribution, is most appropriate. However, non-parametric
approaches using kernel estimation are useful for more complex distributions, in-
cluding bi- or polymodal distributions.

14.5.6 Credit Risk and Market Risk

One issue with some credit risk portfolio models is that whilst they model the credit
risks in a portfolio sense, they sometimes ignore other risks which will be closely
linked to credit risk. Most institutions are exposed to a range of risks, of which
credit is only one. In particular, the market risk of any asset portfolio may well be
linked to the credit risks. Pension schemes provide a prime example. They gen-
erally have a disproportionally large exposure to the credit risk of the sponsoring
employer but are often subject to significant market risks which are not indepen-
dent of the credit risk borne. The relationship between various credit risks, and be-
tween credit and other financial risks, therefore needs to be considered. If credit and
market risks have each been measured independently using sophisticated methods,
then this effort will have been wasted if the risks are assumed to be independent or
linked using a crude measure such as correlation.
Another fundamental way in which credit risk and market risk are linked is when

the credit risks have duration, such as with long-term fixed-rate loans, or corporate
bonds. In this case, valuing the credit risk involves linking the risks to a yield curve
and modelling the yield curve risk as well, as discussed in Section 14.3.

14.6 Liquidity Risk

Both funding and market liquidity risks need to be assessed by financial institu-
tions. This involves analysing the potential outflows and ensuring that the assets
held are sufficiently liquid or provide sufficient cash flows to provide the required
liquidity with an acceptable degree of confidence.
Whilst it is tempting to apply quantitative techniques to liquidity risk, this is

rarely the only approach that is used. Furthermore, the data on true liquidity crises
is limited, and it is crises that are often the focus of liquidity risk modelling. It
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is also important to recognise liquidity risk will occur in every organisation in a
different way, so industry information on liquidity problems is of little use from a
modelling point of view. These factors mean that stress testing is more commonly
used. This involves projecting cash inflows and outflows under a range of scenarios.
However, before considering the range of scenarios it is important to understand
the nature of the cash in- and outflows faced by an organisation.
The starting point is to gain an understanding of liabilities, in particular their

term and potential variation in this term. Pension schemes offer the least varia-
tion, since there are few options to accelerate or postpone payments except before
retirement for the former and at retirement for the latter. For insurance companies
there are more options, with some products offering early withdrawal – often with a
penalty – or the option to lapse. Banks, however, face the biggest issues, with even
the longer-term products often having early withdrawal options and many accounts
being instant access.
Having understood the liabilities, it is of course important to understand the

assets, including the timing and certainty of payment streams, the potential ability
to sell assets within particular time frames, and the price at which such assets might
be realised. This final point is an important issue addressed again later.
Each scenario involves the projection of both asset and liability cash flows. Ide-

ally, there should be no scenarios for which cash cannot be found to meet outgo-
ings. A variety of short and long-term scenarios should be considered, covering
periods as short as a few days and as long as a week. They should also take into
account both institution-specific and market-wide stresses. A range of scenarios
might comprise the following:

• rising interest rates
• ratings downgrade
• large operational loss
• loss of control over a key distribution channel
• impaired capital markets
• large insurance claim from a single or related events
• sudden termination of a large reinsurance contract
The final two items relate exclusively to insurance companies, but the others

affect banks as well. A rise in interest rates could see holders of bank accounts or
insurance contracts withdrawing their assets in search of higher returns elsewhere.
Conversely, money could be taken away following a ratings downgrade if the credit
worthiness led these people to seek a more secure home for their assets. Rather than
a loss of customer assets, an operational loss could cause a drain on funds, or for
an insurance company a single large loss or a series of losses with a common cause
could require larger than expected payments. Rather than losing monies already
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held, future cash flows could be disrupted if a distribution channel closed, reducing
the amount of new income. Similarly, if capital market liquidity fell, then raising
capital from that source could also be difficult. Finally, for insurance companies,
the termination of a large reinsurance contract could leave an institution exposed
to large cash outflows in the case of a large claim.
When modelling sources of liquidity, it is important to allow for potential limits

on transfers of assets between legal entities. In particular there may be legal, regu-
latory and operational issues that limit the extent to which liquidity in one part of
an organisation can be used to provide liquidity elsewhere in the group.
If it is decided to model market liquidity risk quantitatively, asset models that

look only at total returns are unlikely to be adequate. Instead, it is helpful to sep-
arate the projected income streams from the changes in the values of investments.
This is because assets can contribute to liquidity without being sold. The distribu-
tion of these income streams and the values of the underlying investments can then
be modelled, allowing for the correlation between these items – and the fact that
correlations may change in stressed scenarios. It is also important to reflect the fact
that the values of investments used in stochastic liquidity modelling should reflect
any ‘fire sale’ discounts that would be needed.
The liabilities then need to be modelled stochastically consistently, allowing for

the features described above. The limited data on changes to, for example, sur-
renders (for an insurance company) or withdrawals (for a bank) are one of the
greatest challenges for stochastic liquidity modelling. For this reason, such an ap-
proach tends to be used mainly by pension schemes, whose cash flows are more
predictable.
As mentioned earlier, it is important to allow for interactions between liquidity

and other risks, in particular market and interest rate risks in the scenario specifi-
cations. When liquidity is low, many asset values may well be depressed, limiting
the amount their sale would raise.

14.7 Systemic Risks

Systemic risks are usually – but not always – extensions of market risk. This means
that they require the model used to contain particular features.
Feedback risk implies that returns exhibit some degree of serial correlation. This

implies that the model used to project a series of returns should include this feature
if feedback risk is thought to be relevant. One potential issue is that serial corre-
lation implies that returns in a period can in part be derived from returns in past
periods. This in turn suggests the possibility of arbitrage. However, if arbitrage
opportunities exist, then there is also the possibility that arbitrageurs will try to ex-
ploit the opportunities, moving prices to the extent that the opportunity vanishes.
For this reason, the possibility of arbitrage is often excluded from financial models.
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Contagion risks relate to the interaction between different financial series. In
particular, they suggest that certain series might be more closely linked for extreme
negative values. This means that the linkages between series are perhaps better
modelled using copulas. This assumes that sufficient information is available to
parametrise such copulas.

14.8 Demographic Risk
14.8.1 Types of Demographic Risk

As mentioned earlier, there are many types of demographic risk. However, mor-
tality and longevity risk usually receive more attention. There are four types of
mortality risk:

• level;
• volatility;
• catastrophe; and
• trend.
The same risks also exist for longevity, except for catastrophe risk – there is

no possibility of a one-year-only fall in underlying mortality rates, whilst one-off
spikes can occur as a result of wars and pandemics. I discuss the way in which each
of these risks is modelled below.

14.8.2 Level Risk

There are two main ways in which the current underlying level of mortality can be
determined:

• from past mortality rates for a group of lives; and
• from the underlying characteristics of those lives.
The first of these approaches is known as experience rating, whilst the second is

known as risk rating. Both approaches are often used together, the relative contri-
bution of each measure being determined by a measure of credibility attached to
the experience.

Experience Rating

Experience rating involves looking at the number of deaths that have occurred in
a portfolio of lives to determine the mortality rate at each age. Data can be used
to calculate two rates of mortality that might be of interest: the central rate of
mortality and the initial rate of mortality.
The central rate of mortality gives the number of deaths as a proportion of the
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average number of lives over a particular period. The result can be used as an ap-
proximation for the force of mortality, which is the instantaneous rate of mortality
applying at any point in time, analogous to the force of interest.
The initial rate of mortality gives the number of deaths as a proportion of the

number of lives present at the start of a particular period. This is usually a more
practical measure since it is generally the number of lives at the start of a period
that is known rather than the average number of lives over a period.
If the number of deaths in a particular period – usually a year – for a group of

lives aged x is dx, and the number of lives aged x at the start of the period is lx, then
the central mortality rate, mx is:

mx =
dx

[lx+(lx−dx)]/2
=

dx
lx− (dx/2)

. (14.40)

In other words, the denominator is calculated assuming that the deaths occur uni-
formly over the period. The calculation of the initial mortality rate, qx, is more
straightforward:

qx =
dx
lx
. (14.41)

When calculating the mortality rates for a group of lives, it is important to divide
the data into homogeneous groups, where possible. At the most basic level, this
means calculating different variables for males and females. However, for a life
insurance company writing different classes of business, it will usually be desirable
to calculate separate mortality rates for each class. For pension schemes, it might
be possible to calculate different rates for different types of employee, such as
managers and staff. However, there is a trade-off between ensuring that groups are
as homogeneous as possible whilst making sure that no group is so small that the
differences in mortality are hidden by random variation.
A similar compromise is needed when deciding the period of time from which

data should be taken. Using raw data covering a long period of time gives more
deaths and a larger effective population from which rates can be calculated. How-
ever, the earlier data is less relevant to current mortality rates, and the final rate
calculated may hide an underlying trend in the rates.

Risk Rating

The alternative approach to estimating the current underlying mortality profile of a
group of lives is to use risk rating. The broad process behind such an approach is
as follows:

• divide the population as a whole into a number of homogeneous groups;
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• derive expressions for the mortality of each of the groups in terms of a range of
risk factors;

• analyse the structure of the group of lives of interest – for example, a portfolio
of annuitants – in terms of these risk factors;

• use these risk factor exposures to infer the underlying mortality of the group of
interest.

The risk factor analysis can be carried out using generalised linear models (GLMs),
in particular logit or probit models. This involves using the mortality rate as the
dependent variable, and items such as socio-economic group as the independent
variables. The result is a formula which means that if the independent variables are
known for a particular portfolio of lives, then the underlying mortality rate can be
calculated. Survivor models can also be used to reflect the impact of these factors
on a broader function of mortality.
A more recent innovation that aggregates the effect of a number of different

underlying factors is postcode rating. This involves grouping postcodes by the type
of population that live there, using marketing classifications, and calculating the
mortality rates for those classifications. This means that if the underlying mortality
to which an individual is exposed is needed, the individual’s postcode can provide
that information.
However, as attractive as risk rating is, it cannot allow for the fact that individuals

will not necessarily conform to their risk factor stereotype. This is particularly
important if a group of lives has a particular characteristic that is not picked up by
the risk factors, meaning that experience rating is always helpful. What is needed,
then, is a way of linking the results of the experience and risk rating approaches.

Credibility

Credibility, described earlier, can be used to combine experience and risk rating
information. This involves choosing what credibility weighting, Z, is applied to
the mortality rate calculated using experience rating. The balance of the estimate,
coming from risk rating, is weighted by (1−Z).

14.8.3 Volatility Risk

Volatility risk occurs because the number of individuals in a pension scheme or
insurance portfolio is finite. This means that even if the nature of the underlying
population is correctly identified, the number of deaths occurring could easily differ
from that predicted.
Volatility risk can be modelled stochastically by assuming that deaths occur ac-

cording to some statistical process. The most obvious is a binomial process, but
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Table 14.13 Selected Probabilities for the Binomial Distribution (n= 100,
p= 0.05)

x Pr(X = x) Pr(x≤ X)
0 0.0059 0.0059
1 0.0312 0.0371
2 0.0812 0.1183
3 0.1396 0.2578
4 0.1781 0.4360
5 0.1800 0.6160
...

...
...

10 0.0167 0.9885
...

...
...

100 0.0000 1.0000

assuming a Poisson distribution can give a good approximation when mortality
rates are low. In either case, simulated future populations can be obtained by pro-
jecting the underlying mortality rates forward and using these rates as the input
for a binomial or Poisson process. This involves deriving the cumulative probabil-
ity distribution, generating a series of random numbers between zero and one, and
reading off the number of deaths that each random number infers. For example, if
there is a population of 100 at a particular age and the underlying probability of
death for each individual is 5% per annum, then the expected number of deaths
over the next year would be five. However, the distribution of deaths is quite broad,
as shown in Table 14.13.
A random number of deaths can therefore be generated by simulating a uniform

random number between zero and one,U , and determining the greatest number of
deaths for which the cumulative probability is less than or equal to U . A similar
approach can be used if deaths are assumed to follow a Poisson distribution.
Volatility risk is also important when fitting mortality models, since the level

of volatility risk differs at different ages. For this reason, many mortality models
are fitted not through least squares optimisation, but through Poisson maximum
likelihood estimation. The first stage in this process is to define the expected num-
ber of deaths as a function of age, time or some other variable. This becomes the
Poisson mean. The probability of the observed number of deaths at each age and in
each period is then calculated in terms of this function. These probabilities are then
multiplied together to give a likelihood function, and the parameters in the func-
tion giving the expected number of deaths are calculated such that the likelihood
function is maximised.
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Example 14.8 The numbers of deaths in a given year and the initial popula-
tion sizes for that year at ages 80, 90 and 100 are shown below.

Age Initial Deaths
(x) Population (dx)

(lx)
80 250 20
90 80 14
100 7 3

It has been suggested that the initial mortality rate for age x, qx, could be
modelled as a log-linear function of age, with the estimated initial mortality
rate, q̂x, being equal to a+ bx. Show that if such a model is fitted using a
Poisson maximum likelihood approach, a=−9.05 and b= 0.08.
The Poisson probability of there being dx deaths at age x is given by

f (dx) = e−λxλ dx/dx!, where λx = q̂xlx and lx is the initial population at age
x. Inputting the values of a = −9.05 and b = 0.0815, and values either side,
into this formula gives the results shown in the following table.

Age Initial Deaths f (dx) f (dx) f (dx) f (dx) f (dx)
(x) Population (dx) a a a a−1% a+1%

(lx) b b−1% b+1% b b
80 250 20 0.0888 0.0847 0.0855 0.0823 0.0814
90 80 14 0.1054 0.1045 0.0984 0.0957 0.1032
100 7 3 0.2231 0.2183 0.2238 0.2236 0.2176
Likelihood 0.0021 0.0019 0.0019 0.0018 0.0018

where the subscripts −1% and +1% represent deviations of 1% either side
of the two parameters. The values given in the final row show that the values
of a= −9.05 and b = 0.0815 maximise the likelihood of the observed deaths
occurring.

14.8.4 Catastrophe Risk

Catastrophe risk occurs when there is a large, temporary increase in mortality rates.
This can be due to wars, pandemics or some other common risk factor.
There are a number of ways that catastrophe risk can be modelled. Scenario

analysis can be used to determine the effect of particular changes to mortality rates,
for example a 20% increase in mortality across all age groups. However, it is also
possible to model more complex dependencies between individual lives by linking
them with copulas.
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14.8.5 Trend Risk

Trend risk is the risk that mortality rates will change in such a way that causes
financial loss. For pension schemes, this means that mortality will improve more
quickly than expected; for term assurance portfolios, it means that improvements
will not be as fast as in the past.
There are two aspects to trend risk that are important. The first is determining

the expected levels of mortality rates in the future, whilst the second is assessing
the uncertainty in these predictions. There are also two broad types of approach
that can be used: parametric and non-parametric.
The most common non-parametric method used to project mortality rates is the

P-spline approach. This uses penalised splines to smooth historical mortality rates,
and then to project rates into the future. However, as with all non-parametric meth-
ods, this approach cannot be used to simulate large number of potential outcomes,
so gives no indication of the uncertainty of mortality projections. For this, para-
metric mortality models are needed.
Parametric models describe mortality rates as a function of a range of factors.

These factors can be projected stochastically, and therefore used to generate simu-
lated future mortality rates.
Most parametric mortality models are aggregate or all-cause models, which con-

sider the mortality rates from all causes of death in a single rate. However, cause-
of-death models are being used increasingly to project mortality rates. This can
be important if falls in aggregate rates of mortality are due to large reductions in
mortality from a particular cause of death.
Parametric mortality models typically use two or more of the following factors

to describe and project mortality rates:

• the age to which the rate applies, x;
• the calendar year or period in which the rate applies, t; and
• the year of birth – or cohort – to which the rate applies, c= t− x.

The importance of age is clear. Mortality rates tend to be different at different
ages. In particular, they tend to rise at an increasing rate with age, apart from an
initial fall in the months after birth, and the presence of a ‘mortality hump’ partic-
ularly for males – around the late teens and early twenties. The first of these effects
reflects the fact that surviving the first few months after birth is more difficult than
surviving the subsequent few years, whilst the second reflects the higher propensity
of young men to take risks.
The importance of time – the period effect – is also usually clear. Mortality rates

for a particular age tend to fall with time. However, this is not always the case, as
has been seen in Russia following the collapse of the Soviet Union.
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Finally, there is the cohort effect. This describes a pattern of mortality rates that
is governed by the year of birth, the effect being additional to the age and period
effects.
The ‘raw’ mortality function modelled will generally be either an initial mor-

tality rate, qx,t , or a central mortality rate, mx,t . Whilst the latter has theoretical
attractions, being more closely linked to the force of mortality, the former is of
more practical use. However, both of these rates of mortality tend to have non-
linear relationships with age, and increase rapidly as the population ages. For this
reason, either the natural logarithm or the logit of the mortality rate is typically
used as the dependent variable.

The Lee–Carter Model

A simple and popular approach to describing and projecting mortality is found in
the Lee–Carter model (Lee and Carter, 1992). This models mortality rates using
three parameters, two of which are age-related and one of which is time-related.
The first age-related parameter is a constant, whilst the second is multiplied by the
time-related parameter. The dependent variable used in the original model is the
natural logarithm of the central mortality rate. This means that the model can be
written as:

lnmx,t = α0,x+α1,xβ1,t + εx,t . (14.42)

There is no unique solution to this model, so some restrictions are needed. These
are that:

• the sum over x of α1,x is equal to one; and
• the sum over T of β1,t is zero.

This means that α0,x is the average value of lnmx,t over all t for each x.
The Lee–Carter model was originally fitted by applying singular value decompo-

sition (SVD) to a table of the natural logarithms of central mortality rates. However,
Poisson maximum likelihood approaches have also been used. These combine the
rates implied by the model with the population sizes at each age in each period to
give a series of Poisson means. These are then used to generate the probabilities of
deaths actually observed, the probabilities are combined into a likelihood function,
and the parameters are chosen to maximise this likelihood function.
This model can be used to project mortality rates by taking the age-specific vari-

ables, α0,x and α1,x, and applying them to projected values of the time-specific
variable, β1,t . A typical approach for producing simulated values of β1,t is as fol-
lows:

• calculate the series Δβ1,t = β1,t −β1,t−1;
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• calculate μΔβ and σ 2Δβ as the mean and variance of Δβ1,t ;
• generate a series of normally random variables with mean μΔβ and variance σ 2Δβ ;
and

• add these variables to the most recent fitted estimate of β1,t to give projected
values of β1,t .

The Renshaw–Haberman Model

This model (Renshaw and Haberman, 2006) uses the same broad approach as Lee–
Carter, but with the addition of an age-related cohort parameter.

lnmx,t = α0,x+α1,xβ1,t +α2,xγ2,t−x+ εx,t . (14.43)

As with the Lee–Carter model, there is no unique solution here, so some restrictions
are again needed. These are that:

• the sum over x of α1,x is equal to one;
• the sum over x of β1,t is equal to zero;
• the sum over x of α2,x is equal to one; and
• that the sum over t of γ2,t−x is zero.

This means again that α0,x is the average value of lnmx,t over all t for each x.
This model is more difficult to parametrise than the Lee–Carter model. One ap-

proach is to use an iterative process, alternately holding values of β1,t and γ2,t−x
constant whilst the model is fitted by adjusting the variable that is left free to
change.
Simulated mortality rates can again be derived by producing projected values

for β1,t . However, whilst this can be used to give values for all the ages included
in the dataset for the Lee–Carter model, the minimum age for which projections
can be produced under the Renshaw–Haberman model increases by one each year
into the future if only β1,t is projected. To be precise, projections can be produced
only for age and time combinations where t− x is no greater than the largest value
of c = t − x from the data. To counter this, projected values for γ2,t−x must also
be derived – in other words, the nature of future cohorts must be predicted. This
can be achieved using the same projection approach as is applied to β1,t if there is
thought to be a pattern to the development of future cohorts.

The Cairns–Blake–Dowd Models

The original Cairns–Blake–Dowd model (Cairns et al., 2006) uses a different ap-
proach to those described above, in that it assumes a linear relationship between
the logit of the mortality rate and age in each calendar year. Projections can then
be derived by modelling the parameters of this fit and projecting these parameters
into the future. The assumption of a linear relationship means that unlike earlier
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models, the Cairns–Blake–Dowd model can be used only for older ages – certainly
no lower than age 50 – and cannot be used to model the full mortality curve.
The model is described as follows:

ln

(
qx,t

1−qx,t

)
= β0,t +β1,t(x− x∗)+ εx,t . (14.44)

In the original model x∗ was taken to be equal to zero, but later formulations set x∗

equal to x̄, the average of the ages used. The model is fitted using Poisson maximum
likelihood estimation, as described above.
Simulated values of β0,t and β1,t can be calculated in the same way as described

for the Lee–Carter model, but the correlation between the changes in β0,t and β1,t
is also calculated. This is so that when β0,t and β1,t are projected, the links between
them can be taken into account through the use of correlated normal distributions.
Several changes to the original model have been published, as described in

Cairns et al. (2009). These involve:

• a flat cohort effect;
• an age-related cohort effect; and,
• a component of the age squared.
In Equations 14.45, 14.46 and 14.47, x∗ is again equal to x̄, the average age

used in the analysis. In Equation 14.46 x∗∗ is a constant that is estimated as part
of the fitting process, and in Equation 14.47 x∗∗∗ is the average value of (x− x̄)2.
Combinations of the effects noted above have also been considered.

ln

(
qx,t

1−qx,t

)
= β0,t +β1,t(x− x∗)+ γ2,t−x+ εx,t (14.45)

ln

(
qx,t

1−qx,t

)
= β0,t +β1,t(x− x∗)+ γ2,t−x(x− x∗∗)+ εx,t (14.46)

ln

(
qx,t

1−qx,t

)
= β0,t +β1,t(x− x∗)+β2,t [(x− x∗)2− x∗∗∗]+ εx,t . (14.47)

14.8.6 Other Demographic Risks

Most other demographic risks are of less importance than mortality and longevity
risk. In particular, the proportion of pension scheme members who are married,
the age differences of spouses and the number and ages of children will often be
known, so pose minimal risks. Even if these details are unknown, it is straight-
forward to recalculate the value of liabilities making conservative assumptions for
unknown variables which will generally be uncorrelated with other risks.
Some other demographic risks, however, require more thought. The number of
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lapses in relation to insurance policies and the number of pension scheme mem-
bers either retiring early or leaving a firm before their retirement date can have a
meaningful impact on the profitability of an insurance policy or the size of pension
scheme liabilities. These items are also related to other factors affecting financial
institutions. In an economic downturn, policy lapses are likely to be higher. Redun-
dancies are also likely to rise, meaning that pension scheme withdrawals and early
retirements might be more common. Given that the state of the economy is also
linked to the performance of investments and the rate of interest used to discount
long-term liabilities, the importance of allowing for these interactions should be
clear.
However, there is often insufficient information to derive a useful statistical dis-

tribution for any of these additional demographic risks, not least because each
pension scheme and insurance portfolio will be slightly different. This means that
scenario analysis can be particularly helpful in assessing the impact of particular
demographic outcomes.

14.9 Non-life Insurance Risk

As discussed in Chapter 7, non-life insurance claims contain two aspects: inci-
dence and intensity. This means that there is an additional complication compared
with mortality risk since for most defined benefit pension schemes and insurance
policies the intensity – more commonly known as the benefit – is known, either in
absolute terms or is exactly defined by some other variables. The way in which the
intensity of insurance claims is estimated is discussed below.
The incidence of non-life insurance claims is similar in nature to mortality and

longevity risk. Volatility risk exists, because portfolios are of finite size. There is
also level risk, which is dealt with by a combination of experience and risk rating.
Catastrophe risk is present as well – a concentration of policies by location or some
other characteristic could leave an insurer open to an unexpectedly high incidence
of claims. However, trend risk is more difficult to define and usually – but not
always – less important. The change in the incidence of claims over time is more
likely to follow the economic cycle than to trend in a particular direction. This
means that changes should be modelled – probably through scenario analysis –
consistently with other economically-sensitive risks. However, the short period of
exposure for many insurance policies means that changes in the underlying risk are
much less important than identifying the risk correctly in the first place.
There are two broad groups into which insurance classes can be placed. The first

group includes those classes where there is a relatively high frequency of claims,
such as motor or household contents insurance. Conversely, the second group in-
cludes classes where the frequency of claims is very low and the size of claims
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Table 14.14 Hypothetical Car Insurance Claim Probability for Two Risk Factors
Social, SDP and SDP and

Domestic and Commuting Work
Pleasure (SDP)

< 1,000cc 0.10 0.15 0.22
Engine 1,000cc – 1,499cc 0.15 0.16 0.24
Size 1,500cc – 1,999cc 0.17 0.19 0.28

2,000cc – 2,999cc 0.23 0.24 0.33
> 2,999cc 0.15 0.17 0.25

is greatly variable. Excess-of-loss reinsurance – where payments are made only
if aggregate claims exceed a particular level – is a good example of this type of
insurance.

14.9.1 Pricing High Claim Frequency Classes

Classes of insurance where the claim frequency is high tend to produce a significant
volume of data which is relatively straightforward to analyse and model.
The most common way to model the incidence of claims in these classes of

insurance for rating purposes is to construct multi-way tables covering all of the
risk factors, so that the proportion of claims for any given combination of risk
factors can be calculated. For example, the risk factors for motor insurance might
include items such as the engine size and the use to which the vehicle would be
put, as shown in Table 14.14.
Amajor drawback with this approach is as the number of rating factors increases,

the number of observations in each ‘cell’ falls to levels that make statistical judge-
ments difficult. For these reasons, generalised linear models (GLMs) are now often
used to model the impact and interaction of the various risk factors.
When analysing the claim frequencies for a range of policies, there are a number

of statistical issues that need to be addressed. The first relates to the fact that the
dataset will often span a number of years. Given that different external factors
such as the weather and the state of the economy will influence claims to different
degrees in different years, the use of dummy variables will often be appropriate.
A subtler statistical issue arises from the fact that some policyholders will be

included in the dataset for each year of the dataset, whilst others will not. In par-
ticular, policyholders who move to a competitor in later years will be present only
at the start of the period, whilst policyholders joining from a competitor will be
present only at the end. This means that the data comprise what is known as an
‘unbalanced panel’. This is important, because if this factor is ignored, then the
policyholder-specific nature of claim frequencies will also be ignored, meaning
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Table 14.15 Claims per Year
Year

2005 2006 2007 2008 2009
A 1 0 0 1 0
B n/a n/a 2 3 2

Policyholder C 1 0 3 n/a n/a
D n/a 0 0 0 n/a
E 3 0 1 0 n/a

that the standard errors for some explanatory variables might be too low. Consider,
for example, a portfolio of five policyholders, with claim frequencies tracked over
five years.
Whilst there is a total of 18 observations in Table 14.15, these observations

are clearly not independent, and ignoring this fact in a regression will mean that
policyholder-specific factors will artificially lower the variability in claim frequen-
cies.
The way to counter this is to include an additional item of data in any regression,

an indicator of the policyholder to whom the observations apply, which is used in
the calculation of robust standard errors. Whilst the statistical methods behind this
calculation are complex, the option to calculate robust standard errors exists in
most statistical packages.
Intensity for premium rating in these classes of insurance is generally mod-

elled through multiple regression approaches. Clearly if the distribution of claim
amounts is not normal (and for many classes it will not be), ordinary least squares
regression is inappropriate and an alternative approach must be used.
As with claim incidence, there are statistical issues that should be faced when

modelling claim intensity. As before, there are issues of seasonality and the fact
that claim amounts will differ due to economic and environmental factors. Clus-
tering is also an issue. However, there is another statistical issue faced here – the
issue of censoring. It is tempting, and it seems logical, to calculate the influence of
independent variables on claim amounts using the information only from policies
where claims have occurred. However, there is also useful information in relation
to policies where there have been no claims. This information can be used by carry-
ing out what is known as a censored regression. As above, the statistics underlying
this approach are complex, but the option to carry out censored regressions exists
in most statistical packages.
Experience rating is also carried out in non-life insurance. This can be for an

individual client (such as a car insurance policyholder), a corporate client (such as
a firm with employer liability insurance) or for the entire portfolio of an insurance
company. Particularly in this final case, it is important to consider the level of risk
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within a number of homogeneous subgroups, so that any changes in the mix of
risk types over time is properly reflected. As with life insurance, the results from
experience- and risk-rating can be combined through the use of credibility.

14.9.2 Reserving for High Claim Frequency Classes

An important aspect of all insurance is calculating the amount of money needed
to cover future outgoings. However, a particular issue for non-life insurance, espe-
cially in relation to high claim frequency classes, is that there is a delay between
claims being incurred and these claims being reported. Ignoring incurred-but-not-
reported (IBNR) claims can significantly understate the reserves that must be held
to cover future outgoings. There are a number of approaches that can be used to
determine the level of outstanding claims. Three of the most common are:

• the total loss ratio method;
• the chain ladder method; and
• the Bornhuetter–Ferguson method.
All of these methods can be applied to aggregate claims or to loss ratios, and can

be adjusted to allow for claim inflation.

The Total Loss Ratio Method

The total loss ratio method simply looks at the total premium that has been earned
for a particular year and assumes that a particular proportion of those premiums
will ultimately fund claims. The premium earned is the part of any premium cover-
ing risk in a given time interval. So, for example, if a premium of £300 was received
in respect of cover from 1 September 2008 to 31 August 2009, the premium earned
in 2008 would be £100 and the premium earned in 2009 would be £200.
The loss ratio can be determined from historical data and adjusted as appropriate.

It can also be adjusted for changes in the underlying mix of business to give more
accurate results.

Example 14.9 The table below gives the history of claims occurring in the
last three years. All claims are notified no more than three years after happen-
ing:

Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 –
Claim (c) 2009 350 200 – –
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What are the total estimated claims for 2007, 2008 and 2009 under total loss
ratio approach, assuming a total loss ratio of 80%?
The loss ratio of 80% is consistent with that observed for claims occurring

in 2007, being equal to 200/250. The total projected claims for 2008 and 2009
are therefore 80%×300 = 240 and 80%×350 = 280 respectively. The claim
development can therefore be completed as follows:

Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 240
Claim (c) 2009 350 200 – 280

The attraction of this approach is that it is simple, and can be applied with limited
data. This also means that it can be applied to new classes of business. However, if
historical loss ratios are used it is not clear how the method should be adjusted if it
becomes clear that the rate of losses emerging is higher than has been experienced
in the past.

The Chain Ladder Method

The chain ladder method is still the dominant approach for calculating the total
projected number of claims. This considers the number of claims that have already
been reported and uses the historical pattern of claim development to project the re-
ported number of claims forward. This is done by calculating link ratios, the change
in the total proportion of claims notified over subsequent periods historically, and
applying these to years where the development of claims is incomplete. The ap-
proach can also be applied to the cumulative value of claims or to the incremental
value of claims in each year. The former approach places much greater weight on
earlier claims, whilst the latter can become volatile when the period since claiming
is great. The best way to explain the chain ladder method is by example.

Example 14.10 Considering the case in Example 14.9, what are the total
estimated claims for 2008 and 2009 under the chain ladder approach?

Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 –
Claim (c) 2009 350 200 – –
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Each cell, Xc,d , contains the claims that occurred in year c and were reported
by the end of the dth year. To calculate an estimate for X2008,3, the link ratio
must be calculated using data from the claims that occurred in 2007. In partic-
ular, this link ratio, l2,3 is calculated as 200/160 = 1.25. The estimated value
of X2008,3 is therefore 1.25×200 = 250.
To calculate X2008,3, two years’ worth of data are available, so the link ra-

tio, l1,2 is calculated as (160+ 200)/(150+ 150) = 1.20. This means that the
estimated value of X2009,2 is 1.20× 200 = 240. The link ratio l2,3 can then be
applied to this value to estimate X2009,3 as 1.25×240 = 300. The claim devel-
opment can therefore be completed as follows:

Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 250
Claim (c) 2009 350 200 240 300

One recent augmentation to the chain ladder approach is the treatment of the
development as stochastic. Such an approach could be carried out by considering
the statistical distribution of the link ratios in each year, obtaining not just an av-
erage ratio but also the extent to which they vary from year to year. In order to do
this, a number of years of claim development history would be needed, and as the
length of the history rises its relevance falls. However, a potential advantage of this
approach is that it allows the linkage of claim levels to economic, market and other
variables.

The Bornhuetter–Ferguson Method

Another way to assess the ultimate claim level is to use the Bornhuetter–Ferguson
method. This is essentially the total loss ratio approach adjusted for claims reported
to date. The chain ladder approach is used to derive link ratios, and these are used
to calculate the proportion of the expected loss ratio that should develop in each
period. Then, for any period that the loss is actually known, the prediction from the
combined loss ratio and chain ladder approach is replaced with the known figure.
Again, this is best demonstrated by example.

Example 14.11 Considering the case in Example 14.9 and assuming a loss
ratio of 80%, what are the total estimated claims for 2008 and 2009 under the
Bornhuetter–Ferguson approach?
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Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 –
Claim (c) 2009 350 200 – –

The link ratios l1,2 and l2,3 have already been calculated as 1.20 and 1.25
respectively. This means that the claims reported by the end of the third year
– which are also the total claims – are 1.25 times the claims reported by the
second year, and they are 1.25×1.20= 1.50 the claims reported by the end of
the first year. This means that 1/1.50 = 0.67, or 67% of claims are paid by the
end of the first year, whilst 1/1.25 = 0.80 or 80% are paid by the end of the
second year.
The first part of the Bornhuetter–Ferguson estimate for the claims arising in

2008 is therefore the value of claims already reported, 200. The second part is
the product of the premiums earned, the loss ratio and the chain ladder propor-
tion of claims outstanding, i.e., 300×0.80× (1−0.80) = 48. This means that
the 2008 claims estimate is 200+48= 248.
Using the same approach, the first part of the Bornhuetter–Ferguson esti-

mate for the claims arising in 2009 is the value of claims already reported,
again 200. The second part is the product of the premiums earned, the loss
ratio and the chain ladder proportion of claims outstanding, 350× 0.80×
(1−0.67) = 93. This means that the 2009 claims estimate is 200+93 = 293.
The table can therefore be completed as follows:

Earned Development Year (d)
Premium 1 2 3

Year 2007 250 150 160 200
of 2008 300 150 200 248
Claim (c) 2009 350 200 – 293

14.9.3 Low Claim Frequency Classes

The second group of classes is that where the frequency of claims is very low and
the size greatly variable. This means that these classes of insurance are particularly
amenable to modelling using extreme value theory.
Copulas can also play an important part in modelling of these classes, since

many large aggregate claims will arise as a result of some sort of concentration
of risk. For example, hurricane damage will affect a large number of properties
in a particular area. This means that if an insurer receives a large claim in respect
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of a particular property and large claims are more likely to arise from hurricane
damage, then it is also likely that more large claims will be received.
An aspect of catastrophe-type modelling that is less of an issue for low-frequency

high-value claims is the reserve for IBNR claims. Since catastrophes are generally
covered in the press, most insurers have an idea of the amount of claims they face
even before the claims are made.

14.10 Environmental Risk

For quantification purposes, environmental risks can be treated as a low claim fre-
quency class, as described in Section 14.9.3. However, a key distinction from many
other classes in this category is that claims do not occur only as a result of natural
events. This is important, as it means that events may be more predictable. For ex-
ample, it is very difficult to predict, months in advance, whether an earthquake or
a hurricane will occur. On the other hand, firms that have strong risk management
processes in place are less likely to have a claim for an environmental event than
those in the same industry with less robust controls. Factors such as this can be
used in premium rating and reserving.

14.11 Operational Risks

Operational risks can seem daunting to quantify, but it should be borne in mind that
not all operational failures are large, infrequent, enterprise-threatening events. For
example, a bank carrying out millions of transactions each day will inevitably make
small mistakes on a regular basis. This means that the frequency and size of these
events can be modelled. For these types of claims, non-life reserving techniques
for high frequency classes may well be appropriate.
However, financial institutions may also have rare but very costly operational

losses, either from one-off causes such as fraud or the cumulative effects of poor
project management. Here, extreme value theory can be used.
The nature of operational losses means that their distribution is skewed to the

right and fat-tailed in terms of amounts lost, which can influence the distribution
used. It is also important to consider potential links between operational and other
risks. For example, fraud is more likely to occur in an economic downturn. As a
result, scenario analysis can be useful, although if the purpose of modelling is to
arrive at an amount of capital required then stochastic techniques might be more
appropriate.
One way of combining scenarios in a more structured way is to use Bayesian

networks, as described in Chapter 11. Here, such networks can be used to calculate
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the probability distribution of total operational losses based on the probabilities of
contributory events.
Such methods would be consistent with Basel II’s advanced measurement ap-

proach, discussed in Chapter 19. However, a simpler approach would be to model
operational risk by multiplying the income received by a fixed percentage, either
in aggregate or by business line. These are the basic indicator and standardised
approaches under Basel II, again covered in Chapter 19.
These approaches could all be classified as bottom-up methods. However, it is

also possible to use top-down methods to assess the exposure to operational risks.
For example, the total income volatility could be measured, as could the income
volatility arising from credit risk, market risk, mortality risk and any other material
sources. The excess of the first item over the sum of the other two could be regarded
as income volatility arising from operational risk. However, as a historical measure
it does not necessarily capture the forward-looking nature of operational risk. It
also looks only at the impact on income rather than value, which could well differ
due to issues such as reputational damage or, conversely, an increase in the value
of a brand.
The value issue can be addressed by looking instead at changes in the market

price of a firm, if it is listed. Using a model such as the capital asset pricing model
(CAPM), it is possible to strip out the changes in the value of a share due to overall
market movements, and to concentrate on the firm-specific changes in value. From
this, it should be possible to see the impact of past operational losses on the value
of the firm. This means that issues such as reputation are directly included in the
assessment. However, it is difficult to disaggregate the effects of various factors
from the change in firm values. This is important from a risk prevention standpoint,
as it means that it is impossible to focus on the impact of individual events.
Another approach is to consider the risk capital of an organisation. The total risk

capital can be estimated and whatever number is left after the risk capital for credit,
market and other risks has been deducted is the operational risk capital. This is a
forward-looking approach so it is more relevant as an indication of risk. However,
assessing the total risk capital is not straightforward. Furthermore, the interactions
between the risks are ignored with this approach.

14.12 Further Reading

There are a number of texts that describe many of the risks here in greater detail.
Market risk is covered by McNeil et al. (2005), and derivatives are described more
fully by Hull (2009). Another popular derivatives-based text is Wilmott (2000)
which discusses many practical issues related to the use of the various mathemati-
cal techniques. Interest rate risk is covered by both of these books, although greater

.015
6:32:46, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


14.12 Further Reading 393

coverage is given by Rebonato (1998), who covers this topic alone. Cairns (2004)
provides an accessible introduction to the topic of interest rate risk, whilst a com-
prehensive and up-to-date analysis is given in the three volumes by Andersen and
Piterbarg (2010a,b,c)
As mentioned earlier, de Servigny and Renault (2004) is a good resource for the

analysis of credit risk, but the rating agencies also provide a great deal of informa-
tion, much of it at no cost. For example, information on the KMV model can be
found in Crosbie and Bohn (2003).
The Chief Risk Officer Forum (2008) and the Basel Committee on Banking Su-

pervision (2008) give good, detailed advice on liquidity risk, whilst the Basel Com-
mittee on Banking Supervision (2003) describes operational risk in detail. Opera-
tional risk is also covered in detail by Lam (2003), whilst Tripp et al. (2004) and
Cowell et al. (2007) both include applications of Bayesian networks to operational
risk. Also, for insurance companies, Dexter et al. (2007) is helpful.
Demographic and non-life insurance risks are still better dealt with in journal

articles than by books. Cairns et al. (2009) give a comparison of a number of dif-
ferent mortality models, but the original model by Lee and Carter (1992) is still
worth looking at. The International Actuarial Association (2008) is also helpful,
describing as it does the various mortality risks in more detail. An overview of cur-
rent issues in longevity risk is given in McWilliam (2011). No comparable book
exists for non-life risk, but Würthrich and Merz (2008) discuss a number of more
advanced approaches to dealing with issues in this area.

Questions on Chapter 14

1. State which one of the pairs below would be least likely to have some sort of
correlation:

1. the level of returns for an asset class at time t and at time t+1;
2. the level of returns for two asset classes, both at time t; or
3. the volatility of returns for an asset class at time t and at time t+1.

2. The static spread is:

1. the difference between the gross redemption yields of the credit security and
the reference bond against which the credit security is being measured;

2. the addition to the risk-free rate required to value cash flows at the market
price of a credit security; or

3. the addition to the stochastically-generated risk-free rate, such that the ex-
pected value of cash flows is equal to the market price of the bond.

3. State which one of the following is not necessarily a desirable characteristic for
an index:
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1. components and constituents should be permanently fixed;
2. it should be possible to quantify the value of the benchmark on a reasonably
frequent basis; or

3. it should be consistent with an investor’s style and objectives.

4. A particular security has a price of £100. All returns on the security come in the
form of capital gains – investors receive no income. An investor is considering
buying a European option on the security with a term of one year and an exercise
price of £120. The standard deviation of returns for the security is 15%, and the
risk-free rate of return over the next year is 2%. Calculate the price of the option
using the Black–Scholes model.

5. A particular security has a price of £50. All returns on the security come in
the form of capital gains – investors receive no income. The price of an at-the-
money call option on this security with a term of two years is £2. The risk-free
rate of return is 1.5% per annum over the next two years. Determine whether
the implied volatility of the security, according to the Black–Scholes model, is:

1. 4% per annum;
2. 14% per annum; or
3. 24% per annum.

6. A particular security has a price of £60. All returns on the security come in
the form of capital gains – investors receive no income. The price of an at-the-
money call option on this security with a term of five years is £4. The risk-free
rate of return is 1% per annum over the next five years. Calculate the price of
an at-the-money put option on this security with a term of five years.

7. The price of a particular government bond, which has an outstanding term of
exactly two years, is $110 per $100 nominal. This bond has an annual coupon
of 7%, and a coupon has just been paid. The price of another government bond,
which has an outstanding term of exactly one year, is $103 per $100 nominal.
This bond has an annual coupon of 5% and again, a coupon has just been paid.
Calculate the two-year spot rate in this government bond market.

8. State which one of the following interest rate models permits only positive in-
terest rates:

1. the Black–Karasinski model;
2. the Vasicek model; or
3. the Hull–White model.

9. Changes in the forward rates of a particular yield curve are analysed using prin-
cipal component analysis. The elements of the eigenvector associated with the
largest eigenvalue are all positive, whilst the elements of the eigenvector asso-
ciated with the second largest eigenvalue move from being strongly positive for
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the shortest terms to being strongly negative for the longest terms. Explain why
this implies that:

1. the first eigenvalue and eigenvector represent changes in the level of the
forward curve, that the second eigenvalue and eigenvector represent changes
in the curve’s slope; and

2. the impact on the level is greater than that on the slope.

10. The currency of country D is the dollar ($), whilst the currency of country E
is the euro (e). The exchange rate between the dollar and the euro is $1.1000
for e1.0000. The risk-free interest rate in country D is 2% per annum, whilst
the risk-free interest rate in country E is 1% per annum. Calculate the expected
exchange rate in one year’s time, expressed as the number of dollars per euro.

11. Altman’s Z is defined as follows:

Z = 1.2X1+1.4X2+3.3X3+0.6X4+1.0X5,

where:

• X1, the ratio of working capital to total assets, is 0.3;
• X2, the ratio of retained earnings to total assets, is 0.2;
• X3, the ratio of earnings before interest and taxes to total assets, is 0.1;
• X4, the ratio of the market value of equity to the book value of total liabilities,
is 1.3; and

• X5, the ratio of sales to total assets, is 1.5.

A value of Z above 2.99 indicates that a firm is ‘safe’ whilst a score below 1.80
indicates that the firm is at risk of distress. Calculate Altman’s Z statistics and
comment on the result.

12. A particular firm has a total asset value of $20,000,000. The expected rate of
growth of this asset value is 5% per annum, whilst its volatility is 10% per an-
num. The firm’s total borrowing consists of a fixed repayment of $17,000,000
that must be made in exactly one year’s time. Calculate the probability that the
firm will be insolvent at this point.

13. A particular rating agency uses the distance to default (DD) as an interim mea-
sure for calculating the probability of default. From data that it has collected,
the rating agency believes that the probability of default is approximately equal
to exp(−DD× 4). A particular firm being analysed by the rating agency has a
total asset value of £5,000,000. The firm has an adjusted value of borrowing
equal to £4,000,000. The volatility of the firm’s total asset value is 25% per
annum. Calculate the firm’s distance to default and the probability of default.

14. A particular rating agency has four ratings for companies: A, B, C and D. Rat-
ings A to C are for firms that are solvent, whilst a rating of D means that a firm
has defaulted on its payments. The one-year migration rates are shown below:
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Year-end Rating
A B C D

A 0.80 0.10 0.07 0.03
Initial B 0.05 0.70 0.15 0.10
Rating C 0.02 0.08 0.65 0.25

Estimate the probability that a firm currently rated B will have defaulted
within two years.

15. Calculate the maximum number of Poisson shocks required for a common
shock model used to analyse the defaults of five bonds.

16. State why the Cairns–Blake–Dowd model for mortality risk can be used only
for older ages (for example, fifty and older).

17. An insurance company has the following claims history:

Earned Development Year
Premium 1 2 3 4

2012 1,000 150 450 200 100
Year 2013 1,250 200 580 270 –
of 2014 950 140 400 – –
Claim 2015 1,100 180 – – –

No claims are paid after the fourth development year. Calculate the total es-
timated claims for 2013, 2014 and 2015 using:

1. the total loss ratio approach, assuming that the total loss ratio is the same as
for 2012;

2. the chain ladder approach; and
3. the Bornhuetter–Ferguson method, again assuming that the total loss ratio is
the same as for 2012.
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Risk Assessment

15.1 Introduction

Once risks have been analysed, the results must be assessed. This is true whether
considering a project to be initiated, a product to be launched or an asset alloca-
tion to be adopted. Such analysis will generally involve trying to maximise (or
minimise) one variable subject to a maximum (or minimum) permissible level of
another variable.

Creating these variables will often involve applying particular risk and return
measures to particular items. The different types of measures are described below,
and choosing the appropriate one involves careful consideration.

The item to which risk and return measures are applied also requires some
thought. These might be income or capital measures, and they might be prospec-
tive or retrospective. Income measures might be profit or earnings related, but cash
flow might also be important, as liquidity problems can result in the closure of
otherwise-profitable firms. Capital measures might relate to the share price of a
firm, or the relationship between some other measure of assets and liabilities.

As well as determining the measures of risk and return to be used, and the items
to which they should be applied, the level of risk that can be tolerated must be de-
termined. This means visiting the concept of risk appetite. However, it is also im-
portant that risk appetite is placed in the context of other risk-related terminology.

There are many different classifications in this regard, and the terminology here
is not intended to be definitive. However, it is intended to be unambiguous and to
give an idea of the range of considerations an organisation will have in respect of
risk.
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15.2 Risk Appetite

Once an organisation has identified, described and, where appropriate, quantified
all of the risks to which it is exposed, the resulting summary is known as its risk
profile. This is an assessment of the risk that an organisation is currently taking.
However, for this to be useful, it needs to be compared with the organisation’s

risk appetite. This is itself a combination of two things: risk tolerance and risk
capacity.

15.2.1 Risk Tolerance

Risk tolerance is a cultural issue, part of the organisation’s internal risk manage-
ment context, and is about the subjective decision a firm has taken on where it
would like to be in the risk spectrum. Different stakeholders may well have dif-
ferent risk tolerances. For example, bond holders and other creditors will have
lower risk tolerances than equity investors and with-profits policy holders, due to
the share that each has in the potential benefits arising from higher risk activities.
An individual’s risk tolerance can be assessed in conversations with an investment
adviser, through questionnaires, or through evidence of past decisions; however,
determining the risk tolerance for an organisation is more difficult, since it devel-
ops over time. As a philosophy, it is best identified by the strategic decisions made
by the board, but in this respect it will be as much based on the perception of in-
vestors as the behaviour of the directors. However, the directors of a firm can define
their risk tolerance in terms of some measure of solvency, a target credit rating or
volatility of earnings and the ability to pay dividends.
Risk tolerance can be expressed mathematically in terms of a utility or pref-

erence function. A utility function, u(W ), combines measures of risk and return
based on a given level of wealth,W , into a single measure of utility, or ‘happiness’.
There are particular features that utility functions should have if they are to be real-
istic. First, u(W ) should be monotonically increasing inW . This means that having
more of something is always better. Second, utility functions should be concave.
Mathematically speaking, this means that for all δ2> δ1, [u(W +δ1)−u(W )]/δ1 >
[u(W +δ2)−u(W )]/δ2).
What this means is that whilst having more of something increases utility, the

proportional increase in utility falls as the amount possessed rises. Concavity also
implies risk aversion, which is also important for a utility function to be sensi-
ble. The level of risk aversion can be quantified in terms of the first and second
differentials of u(W ) with respect toW , denoted u′(W ) and u′′(W ), as:

a(W ) =−u′′(W )

u′(W )
, (15.1)
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Figure 15.1 Utility (left) and Prospect (right) Functions

this expression being positive if a function implies risk aversion.
There are several commonly-used utility functions. One which has been much-

used in financial economics is the quadratic utility function which has the following
form:

u(W ) = αW − 1
2
W 2, (15.2)

where W ≤ α . This is essentially the utility function behind mean-variance opti-
misation, which says that investors should try to maximise the expected value of
their investments subject to the volatility of those investments being constrained to
a particular level. One drawback of this function is that if W > α , u(W ) starts to
decrease. In most financial scenarios, this is not realistic. Furthermore, it implies
increasing absolute risk aversion, since a(W ) can be shown to be increasing inW .
Risk aversion is more likely to be decreasing inW , since the more an individual or
institution has, the smaller the impact of a particular fixed monetary loss is.
The exponential utility function, shown below, has also been used:

u(W ) =−e−αW

α
, (15.3)

where α > 0. This exhibits constant absolute risk aversion, with a(W ) = α , which
is more likely than increasing absolute risk aversion, but still not ideal.
Finally, there is the power utility function which has the following form:

u(W ) =

⎧⎪⎪⎨
⎪⎪⎩

W 1−α

1−α
if α > 0 and α �= 1;

lnW if α = 1.

(15.4)

This has decreasing absolute risk aversion, and constant relative risk aversion, with
a(W )=α/W . These features mean that it is an intuitively attractive utility function.
All three utility functions are shown together in Figure 15.1, scaled and shifted so
they follow similar paths and pass through the origin.
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However, a more recent innovation is the distinction between the utility func-
tion and the prospect function. The key difference between the two is that whilst
the utility function simply maps the combinations of risk and reward that are ac-
ceptable, the prospect function considers the combinations that an investor would
choose given a particular starting point. The prospect function, first described by
Kahneman and Tversky (1979), is so named because it assumes that participants
consider their prospective wealth.
The shape of the prospect function for levels ofW greater thanW0, the starting

level of wealth, is similar to a utility function, in that it is concave inW . This means
that for this part of the function investors are assumed to be risk averse, preferring
guaranteed to possible gains.
However, there is a discontinuity atW0, where the prospect function kinks. Be-

lowW0, the prospect function is convex, suggesting that if a loss is to be made, a
possible loss is preferred to a guaranteed one. Gains are still preferred to losses,
though, by a significant degree. This can be seen by the relative gradients of the
prospect function above and belowW0.
Finally, the prospect function seems to tend to zero risk aversion – an indiffer-

ence as to whether additional risks are taken or not – for very large gains or losses.
This can be seen by the fact that at the extremes the prospect function tends to
straight lines.
The current level of wealth,W0, serves as an anchor relative to which decisions

are made. However, the anchoring power of W0 is not constant, and the way in
which this anchor changes has an impact on the way in which risks are viewed.
In a sense, prospect theory can be regarded as a positive version of the norma-

tive theory of utility in that it reflects how people actually behave rather than how
they ought to behave. This means that there is merit in developing strategies to
‘dislodge’ any mental anchors so that views of risk are as rational as possible.
As well as considering risk tolerance in aggregate, it can also be expressed in re-

lation to individual risks such as investment or liquidity restrictions. Each individ-
ual restriction constitutes a well-defined risk limit. These risk limits are important,
as they give the implications of the risk tolerance for each individual department.
As such, they must be clear and unambiguous.

15.2.2 Risk Capacity

The risk tolerance of an organisation (or an individual) is tempered by the capacity
an organisation has to take on risk. Risk capacity is a function of the resources that
are available. For financial institutions, it is even more a function of regulatory and
legislative limits, and as such part of the organisation’s external risk management
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context. Expressions of risk capacity can be made in the same way as for risk
tolerance, and can again be expressed in aggregate or at an individual risk.
This means that risk appetite can be expressed as the more restrictive of the risk

tolerance and the risk capacity. However, it is important to recognise that organi-
sations should consider the risks to which they believe they are exposed as well as
just considering the risks that they are obliged to manage – just because there are
no regulatory limits in a particular area, it does not mean that risks should develop
unchecked.

15.3 Upside and Downside Risk

When considering risk, it is important to recognise that both positive and nega-
tive outcomes are of interest. Unexpected positive outcomes, or upside risks, are
the reasons for accepting exposure to unexpected negative outcomes, or downside
risks, in the first place. For example, when investing in equities, there is exposure
to downside risk from the potential fall in share prices, but upside risk from the
potential rise.
It is important that the downside risks to which an organisation is exposed are

consistent with the potential upside risks available, as well as with the risk appetite.
In particular, downside risks that do not present any potential upside risk are not
desirable. In some cases, this is unambiguous – returning to the example of equity
investments, the level of exposure to downside and upside risks is a function of
the risk appetite. Conversely, there is no potential upside from having inadequate
systems and process for the settlement of derivatives, whilst there is significant po-
tential downside. If it is virtually cost-free to improve these systems and processes,
then they should be improved.
However, it is not always so unambiguous. What if the cost of improvement is

significant? Failing to make changes effectively results in a guaranteed upside of
not spending money. In the case of systems and processes, the cost of improve-
ments will almost always be justified by the reduction in risk, although a very good
system will often suffice rather than a more expensive excellent system. A more
difficult situation is faced when insurance is considered. Taking out insurance will
remove a downside risk – whilst often leaving residual risks – but this is at the cost
of the insurance premium.
This is similar to an issue faced by many financial institutions: the extent to

which underwriting should take place. For example, when an insurance company
offers a life insurance policy or a bank offers a loan, how much money should it
spend to avoid potential adverse selection by the customer? A detailed medical
would give an insurance company a lot of information on the appropriate price
for a life insurance policy, but would the price differential be larger than the cost
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of the medical? The broad principle here – which applies equally to any other
risk reduction measured – should be that any expenditure to reduce risk should be
consistent with the expected saving arising from the measure being put in place.
The concept of downside risk is also particularly important when risk quantifi-

cation is considered, as it brings the shape of the statistical distribution into focus.

15.4 Risk Measures

There are a number of ways in which risks can be measured, from the very sim-
ple to the very complex. The more simplistic approaches tend to use broad-brush
approaches. At best, this can mean that key risks are overlooked; at worst, it can
mean active regulatory arbitrage in order to maximise the genuine level of risk for
a stated value of a risk metric. However, broad-brush approaches can at least be
recognised as flawed and giving only a broad indication of the level of risk taken.
The more complex approaches can cover a wider range of risks and can allow

more accurately for the different levels of risk between firms. However, this com-
plexity can lead to a false sense of security in models. This is particularly true if
the risk being considered is in relation to extreme events, which most models are
very poor at assessing.
One issue with all of these measures is the time horizon or holding period used in

the calculation. For a liquid security, in an environment where the measure is being
used to assess the risk of holding particular positions, a shorter holding period can
be used since positions can be closed out quickly; however, for analysis including
less liquid assets such as loans to small businesses for a retail bank, or holdings
in illiquid assets such as property or private equity, a longer time horizon is more
appropriate.
It is also worth noting that scaling of risk measures from one holding period

to another (such as monthly to annual) is not always possible, particularly if the
underlying statistical distribution is non-normal. Also, if there is non-linearity in
any of the investments being analysed – options being the prime example – then
separate analysis is needed for different holding periods.

15.4.1 Deterministic Approaches

The broad-brush risk measures are essentially the deterministic approaches. These
all involve taking the item to be measured and performing a simple transformation
to it in order to get to the item to be assessed. Such approaches are popular with
regulators as a basic test of solvency. Some examples are given below.
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Notional Amount

This approach is best described by example. Consider an institution with a fixed
value of liabilities backed by a portfolio of assets. Whilst the market value of assets
might exceed the value of the liabilities, such a comparison ignores the risk inherent
in those assets. A way of dealing with this would be to apply a multiple of between
0% and 100% to each of the assets depending on its properties to arrive at a notional
amount of the assets. For example, the notional value of government bonds could
be taken as 100% of their market value, the notional value of domestic equities
could be taken as 80% of their market value, and the notional value of overseas
equities at 60% of their market value.
This has the advantage of being very easy to implement and interpret across a

wide range of organisations. However, it has a number of shortcomings. First, it
can be used only if the asset class is defined. A ‘catch all’ multiple can be defined
to apply to asset classes not otherwise covered, but such an approach is not ideal.
In particular, if a low notional value is applied to the catch-all asset class then this
might distort the market, leading to an increase in prices for assets regarded as high
quality by the regulator.
This approach also fails to distinguish between long and short positions. For

example, if the investments included a portfolio of UK equities and a short position
on the FTSE 100 Future (a UK equity index future), then both positions would be
risk weighted even though the effect of holding the future is to reduce the risk of
the equity investments. Similarly, there is no allowance for diversification, since the
multiples used take no account of what other investments are held. Finally, there is
no allowance for concentration. If the multiple for equities is 80%, then this could
apply if the only investment was a holding in a single firm’s securities. This risk
could be limited by having admissibility rules as well. For example, the notional
holding would be 80% of any equity holdings, with no equity holding in any one
firm making up more than 5% of the notional assets of the firm. However, this is
another blunt tool.

Factor Sensitivity

Continuing with the same example, a factor sensitivity approach produces a revised
value of assets and, possibly, liabilities based on a change in a single underlying
risk factor. For example, with an insurance company the effect on bond investments
and long-term liabilities of a 1% fall in interest rates might be considered, with a
firm being considered solvent only if the stressed value of assets exceeded the
stressed value of liabilities.
As this approach considers the change in single underlying risk factor, it is not
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very good at assessing a broader risk profile. In particular, it is difficult to aggregate
over different risk factors.

Scenario Sensitivity

One way of solving the problem of combining factor sensitivities is to combine
various stresses into scenarios, so for example combine a 1% fall in interest rates
with a 20% fall in equity markets. This is more robust than considering individual
factors, but all the earlier points about scenario analysis should still be considered.

15.4.2 Probabilistic Approaches

The more complex approaches are generally probabilistic. These involve measur-
ing risk by applying some sort of statistical distribution and measuring a feature of
that distribution.

Standard Deviation

The standard deviation of returns is often used as a broad indication of the level of
risk being taken, and is used in a number of guises. The most obvious is portfolio
volatility, which is simply the standard deviation of returns. This can be calculated
one of three ways:

• retrospectively, from the past volatility of the portfolio;
• semi-prospectively, from the past covariances of the individual asset classes but
the current asset allocation; or

• fully prospectively, from estimated future covariances of the individual asset
classes and the current asset allocation.

With the fully prospective approach, the future covariance may be adapted from
historical data, derived from market information such as option prices, or arrived
at in some other way.
Volatility also arises in the calculation of tracking error. This is a measure of

the difference between the actual returns and the performance benchmark of an
investment manager. It is calculated as:

TE=

√
1
T

T

∑
t=1

(rX ,t − rB,t)2, (15.5)

where rX ,t is the manager’s return in period t where t = 1, . . . ,T and rB,t is the
benchmark return in that period. This is often approximated as the standard devi-
ation of rX ,t − rB,t ; however, if the average excess return is significantly different
from zero, the standard deviation approach can seriously understate the true track-
ing error.
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The variable TE is more properly known as the ex post tracking error, as it
records the level of deviation that occurred. It is also possible to estimate a level
of ex ante tracking error by considering the difference between the holdings in the
portfolio and in the benchmark. However, whilst the ex post tracking error is un-
ambiguous, the ex ante tracking error requires a number of assumptions regarding
the behaviour of the components of the portfolio. It is usually calculated by simu-
lating the performance of a portfolio relative to a benchmark using a factor-based
stochastic model.
The ex post tracking error is used as part of the information ratio. This is calcu-

lated as:

IR=
ER
TE

, (15.6)

where:

ER=
1
T

T

∑
t=1

(rX ,t − rB,t), (15.7)

the average excess return.
The standard deviation is also commonly used in pension scheme analysis when

comparing the efficiency of different asset allocations. Here it may be used both to
derive the set of efficient portfolios (through mean-variance optimisation) and to
highlight the risk of the actual and proposed asset allocations.
Using the standard deviation in a dimensionless measure such as the information

ratio is potentially useful as a ranking tool. However, there are those who ques-
tion the usefulness of the information ratio because it can lead to ‘closet tracking’
– claiming to be an active manager but making few if any active decisions. The
standard deviation also has value as a broad measure of risk, since it is relatively
straightforward to calculate for a wide number of financial risks; indeed, and if
the correlations are known, it is straightforward to calculate an aggregate standard
deviation without having to resort to stochastic simulations. However, unless the
underlying distributions are normally distributed, this information cannot be used
to derive accurate percentile statistics. It is, though, arguable that the standard de-
viation is less than clear as a measure of risk in its own right. If a particular asset
allocation gives an expected funding level of 100% with a standard deviation of
10%, how clear is it to clients (or consultants) what the 10% means? Clearly it is
better than 11% and worse than 9%, but beyond this, it is less useful.
The standard deviation is similarly opaque if extreme events are the concern. It

requires additional calculations to be carried out to show the risk of extreme events
(these calculations are described below), but it also gives misleading results if the
underlying distributions are skewed. Another way of thinking of this is that a sym-
metrical risk measure is only useful if the underlying distributions are symmetrical.
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Similarly, the standard deviation underestimates risk if the underlying distribution
is leptokurtic. For extreme event analysis it is necessary to move away from mea-
sures of dispersion to measures of tail risk.

Value at Risk

A commonly used measure in the world of finance, to the extent that it is the mea-
sure of choice in most banking organisations, is the Value at Risk (‘VaR’). It can be
defined as the maximum amount that will be lost over a particular holding period
with a particular degree of confidence. For example, a 95% one-month VaR of 250
tells us that the maximum loss for a one-month period is 250 with a 95% level of
confidence. VaR can also be expressed in terms of standard deviations, so a two
daily sigma VaR of 100 tells us that the maximum daily loss is 100 with a confi-
dence level of around 96%, if returns are assumed to be normally distributed. The
VaR can also be given as a percentage of capital, so a 95% one-month VaR of 3.2%
tells us that 3.2% is the maximum loss over a one-month period with a probability
of 95%.
Confusingly, the terminology around VaR is inconsistent, so whilst a 95% VaR

gives the maximum loss expected with a 95% level of confidence, the same figure
is expressed by others as a 5% VaR, being the point below which the worst 5% of
losses are expected to occur. This confusion is not helped by the fact that losses are
sometimes referred to as positive (‘a loss of 250’) and sometimes as negative (‘a
-3.2% return’). In this analysis, the convention will be to refer to losses as positive,
defining the loss in period t for portfolio X as:

LX ,t =−(Xt−Xt−1), (15.8)

where Xt is the portfolio value at time t.
The time horizon over which VaR is calculated is an important part of the calcu-

lation. In particular, it should reflect the time for which an institution is committed
to hold a portfolio. It should be recognised that this can change over time as levels
of liquidity rise and fall.
VaR also features in many pension scheme asset allocation presentations, being

calculated over increasing holding periods and presented as the percentiles in a
‘funnel of doubt’.
There are three broad approaches to calculating VaR:

• empirical;
• parametric; and
• stochastic.
The empirical approach is the most straightforward and intuitive. It involves

recording daily (or weekly, or monthly) profits and losses within a portfolio. The
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Figure 15.2 Calculating 95% VaR from Historical Loss Data

worst 1% of results (so the 1st centile) represents the 99% VaR; the worst 5% of
results (so the 5th centile) represents the 95% VaR; and so on.
The derivation of the VaR from empirical data is shown in Figure 15.2, but the

result can also be expressed as a formula. If VaRα is the VaR at a level of confidence
of α and the losses LX ,t , where t = 1,2, . . . ,T , are ranked such that LX ,1 is the
smallest loss and LX ,T is the greatest, then:

VaRα = LX ,Tα . (15.9)

Dowd (2005) notes that the level of loss for VaRα could be taken to be LX ,tα ,
LX ,tα+1 or somewhere in between. However, since the calculation of VaR empir-
ically is necessarily approximate, the exact choice should not be of too great a
concern. Similar considerations apply to related measures such as tail value at risk.
If Tα is not an integer, then LX ,Tα can be calculated by linearly interpolating

using the values of LX ,t for the values of t immediately above and below Tα , t+
and t− respectively, as:

LX ,Tα = (Tα − t−)LX ,t++(t+−Tα)LX ,t−. (15.10)

This approach has a number of advantages. It is simple and it is also realistic,
as it allows for major market movements (provided these occur during the period
analysed). It also avoids the need for assumptions of the distribution of returns.
However, it has potentially more disadvantages, although many of these can be

overcome. First, it is unsuitable if the composition of the portfolio changes over
time. This problem is easily overcome by modifying using the returns on individual
asset classes or business lines and combining them in the proportions of the current
business mix to give a simulated historical return series.
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A more serious problem is that it relies on the suitability of past data in describ-
ing future volatility, so it is unsuitable if economic circumstances change signif-
icantly. Furthermore, even if past data is reliable, the results will not reflect the
full range of possible future scenarios. It is also difficult to use scenario testing to
analyse robustness to changes in assumptions.
The parametric approach assumes that price changes in the underlying assets

follow a simple statistical distribution. The VaR is then simply the quantile of the
distribution that corresponds to the level of confidence to which the VaR is being
calculated. A common assumption is that the losses follow a multivariate normal
distribution. Under this assumption, it is possible to calculate the portfolio standard
deviation from:

• the variance of the losses for each asset class;
• the proportion invested in each asset class; and
• the correlations between losses for each asset class.
The proportions and expected returns for each asset can also be used to calculate

the portfolio’s expected return. In particular, if:

• the expected loss for asset class n is μn;
• the standard deviation of losses for asset class n is σn;
• the correlation between the losses for asset classes m and n is ρm,n; and
• the proportion of assets in asset class n is wn where ∑N

n=1wn = 1;

then the expected loss for the portfolio is:

μ =
N

∑
n=1

wnμn, (15.11)

and the variance of losses for the portfolio is:

σ 2 =
N

∑
m=1

N

∑
n=1

wmwnσmσnρm,n. (15.12)

Once the expected loss of the portfolio and its volatility have been determined, it is
possible to use the standard normal distribution to calculate the loss at the desired
probability level as follows:

VaRα = μ +σΦ−1(α), (15.13)

where Φ−1(α) is the inverse standard normal distribution evaluated for the proba-
bility α . This calculation is shown graphically in relation to the density function in
Figure 15.3 and the distribution function in Figure 15.4.
The parameter estimates are often obtained from historical data or using implied

volatilities calculated from option prices. They are usually calculated with daily or
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Figure 15.3 95% VaR from a Normal Density Function
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Figure 15.4 95% VaR from a Cumulative Normal Distribution

weekly time horizons. In this case, where the time frame is short, it is common
to assume that the expected return on each asset is zero over the period. This also
reduces the number of parameters that need to be estimated.
If VaR is being calculated over longer time horizons such as monthly or annual,

then the assumption that the loss distribution is normally distributed becomes less
appropriate. A better approximation is that returns, as defined by the difference
between the natural logarithms of successive asset values, are normally distributed.
This means that the loss distribution can be redefined as follows:

LX ,t =−(lnXt− lnXt−1) =−rX ,t , (15.14)
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where rX ,t is the return on asset X for time t. The result is that the VaR under this
approach is quoted as a return rather than a loss.
The main advantage of the parametric approach to VaR calculation is the ease of

computation. It also reduces the dependence on actual historical profits and losses
(although the choice of parameter values may depend on historic data). Further-
more, even if historical data is used, the variance and covariance parameters can
readily be adjusted if past data are felt to be unreliable.
However, this approach is still far from perfect. First, a consistent set of pa-

rameters must be chosen. The approach is also more difficult to explain than the
historical method, and it can be unwieldy if there are many assets involved. The
relationships between the returns on the different assets may not be stable, making
correlation estimates unreliable. In response to this, some practitioners use undi-
versified VaR (which assumes that all correlation coefficients are equal to 1, to
simulate crash conditions). A final – and important – criticism is that the normal
distribution is often inappropriate for modelling investment returns. In particular,
equity returns are leptokurtic over short time horizons.
The next level of complexity is stochastic VaR. This is similar to the historical

method, except that the profits and losses generated are simulated. A common ap-
proach is to use a multivariate probability distribution to simulate future investment
returns and interactions. This means that using the multivariate normal distribution
would give the same results as the variance-covariance approach – but the key fea-
ture of this approach is that the multivariate normal distribution need not be used.
Another approach is to draw randomly from historical returns (bootstrapping) to
avoid having to come up with a returns distribution, although any inter-temporal
links between returns in one period and the next will be lost with this approach.
Typically, results are based on thousands of simulations. The VaR is calculated
from the simulated data using the same method as for historical VaR, by sorting
the results by size.
The key advantage of this approach is that more complex underlying statistical

distributions can be used if appropriate, in particular if skew or leptokurtosis is
present. This approach is potentially more realistic than the historical method, as
the full range of possible future outcomes can be considered. Results can also be
analysed for sensitivity to chosen probability distributions and parameter values.
However, this approach can be difficult to explain to lay investors. Furthermore,
the choice of probability distribution function and parameter values is subjective
and can be very difficult. This means that the results may be unreliable. Finally, it
can be very time-consuming, particularly for large portfolios, since the calculations
required are significant.
VaR itself has a number of advantages. First, it provides a measure of risk that

can be applied across any asset class, allowing the comparison of risks across
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different portfolios (such as equity and fixed income). Other measures are more
closely tied to particular asset classes, duration and fixed-income being a prime
example. Indeed, VaR can be used to aggregate all types of risk, not just market
risk.

VaR also enables the aggregation of risks taking account of the ways in which
risk factors are associated with each other. Furthermore, it gives a result that is
easily translated into a risk benchmark, so judging ‘pass’ and ‘fail’ are straight-
forward. Finally, VaR can be expressed in the most transparent of terms, ‘money
lost’.

However, VaR is not always appropriate. If it is being used to determine the
amount of capital that must be held (thus limiting the probability of insolvency
to that used in the VaR calculation), or to determine some other trigger point at
which action must be taken, then no assessment of the events in the tail is needed;
however, in many instances, it is useful to know something about the distribution
of extreme events. VaR gives only the point at which loss is expected to occur with
a predetermined probability, and gives no indication of how much is likely to be
lost if a loss is incurred.

Parametric VaR is also potentially misleading if the assumed distribution does
not reflect the risks being borne. A prime example is if normality is assumed for
risks with leptokurtic or skewed outcomes. Furthermore, if there is significant tail
dependence between risks and correlations are used to describe the dependence
structure rather than copulas, then there is a risk that a VaR calculation will under-
estimate the risk, since it involves an assessment of extreme scenarios. These risks
are particularly great where all models are at their least reliable – when extreme
observations are being considered. Furthermore, when tail events occur, they of-
ten come with other risks such as decreased liquidity. This can invalidate the VaR
calculation, since the time horizon for which a portfolio must be held has by defi-
nition increased as liquidity has fallen. There is also the risk that the results of any
calculation can be very sensitive to changes in the underlying parameters. If this is
the case, it is necessary to ask whether a VaR result that changes significantly over
time really reflects changes in the underlying risks.

There is also a risk that if VaR is used in regulation, then it might encourage
similar hedging behaviour for similar firms, leading to systemic risk.

A final theoretical problem with VaR is that it does not constitute a coherent risk
measure as it is not sub-additive. This means that the combined VaR for a num-
ber of portfolios is not necessarily less than or equal to the sum of the VaRs of
the individual portfolios. As a result, it is not appropriate to determine the VaR for
an organisation by aggregating the VaRs for the organisation’s constituent depart-
ments.
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Probability of Ruin

The reciprocal of VaR is the probability of ruin. Whereas VaR sets the level of
confidence (usually 95%) and then considers the maximum loss, the probability of
ruin looks at the loss that would bring insolvency and looks at how likely this is.
Ruin probabilities suffer from many of the limitations of VaR. However, provided
they are used to assess the probability of insolvency (rather than the capital needed
to meet a particular probability of insolvency), the assessment of loss if it occurs is
not such a high priority – if ruin occurs, the extent of ruin is at most a second-order
consideration.

Tail VaR

Another important measure of risk is the tail value at risk, or tail VaR. This mea-
sure has a wide number of other names, including expected tail loss, tail conditional
expectation and expected shortfall, although an alternative definition of expected
shortfall is given below. There are also a number of expressions used for evalu-
ating tail VaR, although they generally reduce to the same formula. Tail VaR can
be defined as the expected loss given that a loss beyond some critical value has
occurred.
As with VaR, tail VaR can be calculated using empirical, parametric or stochastic

approaches. If TVaRα is the tail VaR at a critical level of α and the losses LX ,t are
again ranked such that LX ,1 is the smallest and LX ,T the greatest, then the tail VaR
can be calculated as:

TVaRα =
∑T
t=Tα LX ,t

∑T
t=Tα I(t ≥ Tα)

, (15.15)

where I(t ≥ Tα) is an indicator function that is equal to one if t ≥ Tα and zero oth-
erwise. If Tα is not an integer, then the contribution of LX ,t− , the loss for the value
of t immediately below Tα, is calculated as LX ,t−(t+−Tα), so Equation 15.15 can
be rewritten as:

TVaRα =
∑T
t=�TαLX ,t +LX ,t−(t+−Tα)

∑T
t=�Tα I(t ≥ Tα)+ (�Tα−Tα)

, (15.16)

where �Tα represents Tα rounded up to the next integer.
The parametric calculation of the tail VaR involves choosing an appropriate sta-

tistical distribution to reflect the nature of the loss distribution, and integrating to
find the area under the upper tail. This can be expressed in terms of the VaR as:

TVaRα =
1

1−α

∫ 1

α
VaRada. (15.17)

If, as before, the loss distribution is assumed to have a normal distribution, then
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Figure 15.5 Calculation of Tail VaR from a Cumulative Normal Distribution

using the parameters derived earlier, the tail VaR can be calculated as:

TVaRα = μ +σ
φ [Φ−1(α)]

1−α
. (15.18)

The results of such a calculation are shown in Figure 15.5.
As with VaR, a stochastic approach can also be used. To calculate the tail VaR,

the empirical approach is simply applied to the output from the stochastic model.
The tail VaR has a number of advantages over the VaR. First, it considers not

only whether a particular likelihood of loss would result in insolvency, but also the
distribution of losses beyond this point. This is not necessarily that important if the
only issue is whether or not insolvency occurs, but if the question instead relates to
how bad things are beyond a particular point, then this is a vital aspect of the loss
distribution.
Unlike VaR, the tail VaR is also coherent, as described below. This means that it

has a number of mathematical properties that are intuitively attractive. In particular,
if the tail VaR is calculated for a number of lines of business within an organisation,
the results can be aggregated to give an overall tail VaR for the organisation. If
needed, this can then be converted back to the VaR if this is the measure by which
an organisation is judged.

Expected Shortfall

The expected shortfall is closely related to the tail VaR. However, rather than being
just the average value in the tail, it is defined as the probability of loss multiplied
by the expected loss given that a loss has occurred.
As with VaR and tail VaR, expected shortfall can be calculated using empirical,

parametric or stochastic approaches. If ESα is the expected shortfall at a level of
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confidence of α and the losses LX ,t are again ranked such that LX ,1 is the smallest
and LX ,T the greatest, then the expected shortfall can be calculated as:

ESα =
∑T
t=Tα LX ,t

∑T
t=Tα I(t ≥ Tα)

∑T
t=Tα I(t ≥ Tα)

T

=
∑T
t=Tα LX ,t
T

. (15.19)

In other words, it can be calculated as the sum of the losses in the tail divided by
the total number of observations. If Tα is not an integer, then Equation 15.19 can
be rewritten as:

ESα =
∑T
t=�TαLX ,t +LX ,t−(t+−Tα)

T
. (15.20)

The parametric calculation of the expected shortfall can be expressed in terms of
the VaR and tail VaR as:

ESα =
∫ 1

α
VaRada

= (1−α)TVaRα . (15.21)

If the loss distribution is assumed to have a normal distribution then the expected
shortfall can be calculated as:

ESα = (1−α)μ +σφ [Φ−1(α)]. (15.22)

A stochastic approach can also be used, applying the empirical approach to the
output from the stochastic model as before.
Like the tail VaR, expected shortfall considers not only whether a particular

likelihood of loss would result in insolvency, but also the distribution of losses
beyond this point. However, unlike VaR and tail VaR the expected shortfall has little
intuitive meaning. Whilst the VaR and tail VaR give results that are easy to relate
to the current value of a portfolio, this is not the case for the expected shortfall.

Coherent Risk Measures

As mentioned earlier, VaR is not a coherent risk measure whilst tail VaR is. It is
therefore worth explaining exactly what makes a risk measure coherent. In simple
terms, coherence implies that when loss distributions are altered or combined the
risk measure used behaves sensibly. Consider two loss distributions, LX and LY ,
where L = LX +LY . Consider also a risk measure F , which can be calculated for
LX , LY and L as F(LX), F(LY ) and F(L). For F to be a coherent risk measure, it
must have the following properties:

• monotonicity – if LX ≤ LY , then F(LX)≤ F(LY );
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• sub-additivity – F(LX +LY )≤ F(LX)+F(LY );
• positive homogeneity – F(kL) = kF(L), where k is a constant positive amount;
and

• translational invariance – F(L+ k) = F(L) + k, where k is a constant amount
(not necessarily positive).

It is worth considering what these properties actually mean.
For a risk measure to be monotonic, it should increase if the potential losses

increase. Note that monotonicity does not specify by how much a risk measure
should grow, only that it should not fall.
Sub-additivity – the feature that VaR cannot guarantee – implies that combining

two risks cannot create any additional risk; on the contrary, the total amount of risk
according to a coherent measure may fall due to the effects of diversification.
Positive homogeneity implies that if a risk is scaled by some factor n, then the

risk measure increases by the same factor. It also implies that if you aggregate a
number of identical risks, then a coherent risk measure does not give any credit for
diversification which does not exist.
Finally, translational invariance implies that if you reduce your risk of loss by a

fixed amount, then your measure of risk falls by the same amount.

Convex Risk Measures

Another feature that risk measures ought to have is convexity. Mathematically, this
means that for 0≤ λ ≤ 1:

F[λLX +(1−λ )LY ]≤ λF(LX)+ (1−λ )F(LY ). (15.23)

In other words, a convex risk measure should give credit for diversification between
risks where such a benefit exists. This can be thought of as a relaxation of the
requirements for sub-additivity and positive homogeneity.

15.5 Unquantifiable Risks

It is important to recognise that whilst quantification is an important tool, not all
risks can be quantified. This might be because the potential losses are difficult
to assess with any degree of certainty, as with reputational risk and the negative
impact of poor publicity on future sales. Many types of operational risk relating to
issues such as fraud and business continuity also fall into this category.
The issue here is not necessarily with the potential size of the loss. Whilst this

can be difficult to assess, it is possible to make educated guesses or to consider
worst case scenarios. It is also possible to put in place a framework to ensure that
the cost is measured in direct terms but also that the indirect costs are allowed for
in terms of lost time, damaged reputation and the impact on sales, and so on.
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Figure 15.6 A Sample Risk Map for Pension Scheme Operational Risk

However, it is often very difficult to assess the likelihood of many events. Whilst
this does make modelling the risk difficult, it still allows for the inclusion of these
risks in scenario analyses. It is also possible to classify such risks in broad terms.
These terms can be qualitative or quantitative. An example of a qualitative assess-
ment would be to classify a risk as being very likely, moderately likely or very
unlikely. On the other hand, broad percentage ranges could be used, for example
with risks being given a probability of less than 25%, between 25% and 75% or
over 75%.

It is also true to say that if the potential size of a loss is great enough, then no
matter how unlikely the loss is – providing it is feasible – action should be taken to
mitigate the risk.

One way of assessing these unquantifiable risks is to use a risk map, as shown
in Figure 15.6. This is a diagram which maps the likelihood and impact of various
risks on a two-dimensional chart, so that their relative importance can be assessed.
On this chart, both likelihood and impact are scored from one (unlikely/low impact)
to five (very likely/high impact). The same chart can be shown after risks have been
treated – the result would be a residual risk map, although in this context ‘residual’
refers to the new levels of exposure to the original risk rather than different risk
arising following the risk treatment.

Risks may also be hard to quantify even if they are fundamentally quantifiable.
This may be because the risk relates to a new or heterogeneous asset class, or one
where the amount of publicly available data is limited. In these cases, using another
source of data as a proxy can help. Quantification may also be difficult if past losses
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have occurred infrequently, but extreme value theory is designed to deal with these
situations.

15.6 Return Measures

Once the measure of risk has been determined, the measure of return must be
agreed. In this way, strategies can be compared and the results narrowed down
to a set of efficient opportunities. With these two measures two questions can be
answered: what is expected to happen; and what are the risks of this not happening.
This suggests that the return measure is a measure of central tendency such as the
mean, median or, less commonly, the mode.
Return measures, though they differ across types of institution, are generally

more straightforward than risk measures because they are often linear, additive
measures. The expected return on a portfolio invested in equities and bonds is sim-
ply a linear combination of the return on an equity portfolio and the return on
a bond portfolio. Expected values have a key role in this kind of two-dimensional
analysis in that they are fundamental to the concept of mean-variance optimisation,
discussed in Section 15.7.
A type of return measure that relates to the previous section is the generic risk-

adjusted performance measure. There are a large number of these, including:

• the return on risk-adjusted assets (‘RORAA’);
• the risk-adjusted return on assets (‘RAROA’);
• the return on risk-adjusted capital (‘RORAC’);
• the risk-adjusted return on capital (‘RAROC’); and
• the risk-adjusted return on risk adjusted capital (‘RARORAC’).

These seek to embody the risk being taken in the return measure itself. The
Sharpe ratio could be regarded as a simplistic version of risk-adjusted return, being
calculated as:

SR=
rX − r∗

σX
, (15.24)

where rX is the return on investment X , σX is its volatility and r∗ is the return
on a risk-free investment. This can be evaluated in terms of historical averages or
prospective estimates. However, prospective assumptions can be difficult to esti-
mate. This means that the usefulness of the above statistics, which are sensitive to
the expected return parameter, is limited.
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Standard Deviation of Returns
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Figure 15.7 Efficient Frontier

15.7 Optimisation

Having decided on measures of risk and return, the next stage is to use these mea-
sures to choose an investment or business strategy that provides an optimal combi-
nation of these measures.

15.7.1 Mean-Variance Optimisation

The classic approach to finding an optimal asset allocation is mean-variance op-
timisation. This involves finding a set of portfolios for which no higher expected
return, measured by the mean, is possible given a particular level of risk, as mea-
sured by the variance – or, more commonly, the standard deviation – of returns.
Such portfolios are described as mean-variance efficient, and together they form
the efficient frontier, as shown in Figure 15.7 together with a range of possible
portfolios. The asset allocations that are implied by the points on the frontier are
shown in Figure 15.8.
The basic form of this model involves a group of assets each of which has returns

that are normally distributed and considered over a single period. In this case the
mean and variance of all possible asset allocations can be calculated analytically
from the means, standard deviations, correlations and weightings of the underlying
asset classes as follows:

μ =
N

∑
n=1

wnμn, (15.25)
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Figure 15.8 Composition of Portfolios on the Efficient Frontier

and:

σ 2 =
N

∑
m=1

N

∑
n=1

wmwnσmσnρm,n. (15.26)

Here, μ and σ 2 are the mean and variance of the returns rather than the losses, as
was the case in the calculation of VaR. The other variables are:

• the expected return for asset class n, μn;
• the standard deviation of returns for asset class n, σn;
• the correlation between the returns for asset classes m and n, ρm,n; and
• the proportion of assets in asset class n, wn where ∑N

n=1wn = 1.

The portfolios that form the efficient frontier can then be found by varying the
values of wn. If there are only two asset classes, then every combination giving
a return greater than that available from the minimum risk portfolio is efficient.
However, for more than two asset classes optimisation algorithms such as those
built into statistical or spreadsheet packages are needed.

Example 15.1 You have two asset classes, 1 and 2. Asset class 1 has an
expected return of 8% per annum with a standard deviation of 15% whilst
asset class 2 has an expected return of 5% with a standard deviation of 6.5%.
The correlation between the asset classes is −20%. Find the expected risk and
return for a portfolio consisting of 20% of asset 1 and 80% of asset 2, and show
that this is the minimum risk portfolio.
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The expected return for this portfolio is:

μ =
2

∑
n=1

wnμn

= (0.2×0.08)+ (0.8×0.05)
= 0.05600,

or 5.600%.
The variance of the portfolio is given by:

σ 2 =
2

∑
m=1

2

∑
n=1

wmwnσmσnρm,n

= (0.2×0.2×0.15×0.15×1)
+ (0.2×0.8×0.15×0.065×−0.2)
+ (0.8×0.2×0.065×0.15×−0.2)
+ (0.8×0.8×0.065×0.065×1)
= (0.2×0.15)2+(0.8×0.065)2+(2×0.2×0.8×0.15×0.065×−0.2)
= 0.00298,

or 0.298%. The standard deviation is the square root of this amount, 5.459%.
Reworking this calculation with asset allocations of 19% for asset class 1

and 81% for asset class 2 gives a standard deviation of 5.463%; using asset
allocations of 21% and 79% gives a standard deviation of 5.461%. Since both
of these are higher than 5.459%, the allocation of 20% to asset class 1 and
80% to asset class 2 is the minimum risk asset allocation.

15.7.2 Separation Theorem

One particular portfolio arising from mean-variance optimisation is of particular
interest since it is particularly efficient. To see why, one additional asset is needed,
one that has a fixed return over the period under consideration and no risk. Since
it is risk free, the standard deviation of a portfolio consisting of a proportion α
of a risky asset and (1−α) of the risk-free asset is simply α times the standard
deviation of the risky asset. This means that the most efficient portfolios are those
consisting of combinations of the efficient portfolio and the risk-free asset. This
can include combinations where α > 1, implying that additional money has been
borrowed at the risk-free rate of interest to invest in this portfolio. The efficient
portfolio is defined as the one where a line drawn from a point of complete invest-
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Figure 15.9 The Separation Theorem – Single Rate of Interest

ment in the risk-free asset is at a tangent to the efficient frontier, as shown in Figure
15.9. By definition, this is also the portfolio that has the highest Sharpe ratio.

If all investors have the same view of market risk and return, then everyone
should want to hold only combinations of this portfolio and a risk-free asset or
liability. This means that this efficient portfolio is actually the market portfolio,
consisting of all assets in proportion to their market capitalisation. The tangent to
the efficient frontier shown in Figure 15.9 is then known as the capital market line,
whose slope is the Sharpe ratio of the efficient portfolio.

If the return on the risk-free asset is r∗, the return on the market portfolio is rU
and the volatility of this return is σU , then the return on a portfolio consisting of a
proportion α of a risky asset and (1−α) of the risk-free asset is αrU +(1−α)r∗,
and the volatility of this portfolio is ασU .
However, it is often the case that a higher rate of interest is paid on money bor-

rowed than is received on money invested. This means that there is a discontinuity,
in that it is possible to mix investment in a risk-free asset and one efficient port-
folio, to mix borrowing at the risk-free rate and another efficient portfolio, or to
invest in the range of efficient portfolios in between.

If the rate at which money can be borrowed is rF ′ and the rate of return on
the higher risk of the two portfolios is rV , then the return on a portfolio consist-
ing of a proportion α of a risky asset and (1−α) of the risk-free borrowing is
αrV +(1−α)rF ′ , and the volatility of this portfolio is ασV . For levels of risk be-
tween those offered by portfolios with expected returns of rU and rV , the optimal
strategy is simply to hold a portfolio on the original efficient frontier, as shown in
Figure 15.10.
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Figure 15.10 The Separation Theorem – Differential Lending and Borrowing
Rates of Interest

15.7.3 Issues with Mean-Variance Optimisation

The reasons why the normal distribution might not be suitable for modelling invest-
ment returns have been discussed in detail. However, it is not usually appropriate
to simply substitute another distribution into the approach described above. Using
a joint distribution that is not elliptical means that the portfolio standard deviation
will not necessarily reflect the full nature of the risk faced. This is partly because
the standard deviation will not capture the impact of skew and kurtosis, and since
the correlations used to combine the standard deviation do not give a full picture
of the extent to which the various asset classes are linked. In this case, a different
measure of risk can be used instead, but this may well need to be evaluated using
stochastic simulation.

Stochastic simulation is also required if the efficiency is being considered over
several periods with decisions being made at the end of each period. For example,
if the contributions paid into a pension scheme depend on the solvency at the end
of each period, then the outcome after a number of periods cannot be calculated
analytically.

Even if all of the criteria for mean-variance (or similar) analysis are met, this ap-
proach to optimisation has limitations. In relation to the separation theorem, which
assumes a market portfolio, it is not clear exactly what should count as ‘the mar-
ket’. Listed equities and bonds will be included, but for all markets or just domes-
tic ones? This issue has already been discussed in relation to using the CAPM to
choose an equity risk premium in Chapter 14, but it also exists here. If global assets
are chosen, should difficult-to-access classes like hedge funds and private equity be
included? What ‘free float’ adjustments should be made for large investments that
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are held on a long-term basis by investors? There are no easy answers to these
questions.
Even when a market portfolio is agreed, issues still remain. One of the foremost

is that mean-variance optimisation can lead to efficient portfolios that appear un-
realistic or impractical. An important example is when the two asset classes have
similar expected volatilities, have similar correlations with other asset classes and
are highly correlated with each other, but one has a slightly higher expected return
than the other. In this case, the asset class with the higher return will tend to feature
in the efficient frontier, whereas the asset class with the lower return will not.
One solution to this issue is to manually choose more ‘acceptable’ alternatives

that lie close to but not on the efficient frontier; another is to place upper (and per-
haps lower) limits on the allocations to ‘difficult’ asset classes. Both of these ap-
proaches seem too subjective. A third approach is to consider asset classes in broad
groups, so optimising using global equities rather than regional equity weights.
Whilst this results in subjectivity in arriving at the allocation within such a group,
a bigger issue is that it provides no solution for standalone asset classes such as
commodities.

15.7.4 The Black–Litterman Approach

A more analytic way of dealing with this problem is due to Black and Litterman
(1992). This is essentially a Bayesian approach where an investor’s assumed asset
returns are combined with the asset returns implied by the market. The market-
implied returns for each asset class are those that would result in the market port-
folio being the efficient portfolio, as described earlier, given the volatilities and
correlations of the individual asset classes. The more confidence an investor has in
his or her own assumptions, the greater the weight these are given; the less con-
fidence there is, the more the assumptions will tend towards those implied by the
market.

15.7.5 Resampling

This solves the issue of assets being excluded from the efficient frontier, but one
issue remains. This is that the portfolio giving the maximum expected return is
always an investment in a single asset class. This implies that high-risk investors
should put all their eggs in one basket, which is not generally how even these
investors behave. A solution which does address this issue is resampling.
The first stage in the resampling approach involves calculating the asset alloca-

tions for a single efficient frontier based on a relatively small number of simula-
tions, representing the projection period. For example, if monthly data were used
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with a projection period of ten years, this part of the process would involve pro-
ducing 120 simulated returns from each asset class. From these simulations, an
efficient frontier could be created with, say, the asset allocation for ten portfolios
being highlighted. These portfolios would be the minimum risk, the maximum re-
turn (a single asset class), and eight in between, equally spaced by the level of risk
in the portfolio.
This process is then repeated many times to give a large number of candidate

efficient frontiers and sets of ten asset allocations. A resampled efficient frontier is
then calculated by averaging the asset allocation for each risk point. This means
that the asset allocation for the minimum risk portfolio in the resampled frontier is
the average of the asset allocations over all of the minimum risk portfolios, the asset
allocation for the second portfolio is the average over that for all second portfolios
and so on, up to the maximum return portfolio.
Michaud (1998) describes a patented bootstrapping version of this approach

using historical data, but the approach can also be implemented using forward-
looking simulated data.
This approach does address all of the issues discussed above. However, there are

a number of issues with resampling. On a practical level, it involves significantly
more work than more ‘traditional’ approaches and can only be implemented using
simulations, either historical or forward-looking. On a theoretical level, the statis-
tical properties of the points on the resampled efficient frontier are not clear. In
particular, it is not obvious that, say, the asset allocations on the ninth point of a
series of ten-point efficient frontiers should be considered to be sufficiently related
to be combined into a single resampled point.
One aspect of resampling which is more robust is the maximum return point.

It is interesting, for example, to consider the asset allocation that would give the
maximum expected return allowing for uncertainty in those expectations over vari-
ous periods. As the time horizon gets smaller the allocation tends towards an equal
weight in each asset class, whilst as it gets longer the allocation tends towards a
total investment in the asset class with the highest expected return.

15.7.6 Choosing an Efficient Portfolio

Most of the above analysis is concerned with describing the range of efficient port-
folios. However, in practice a particular portfolio or strategy must be chosen. There
are a number of ways in which this can be done.
If the risk appetite is known in absolute terms – for example, a VaR beyond

a certain limit is unacceptable – then the strategy of choice is the one that sim-
ply maximises the expected return for a given VaR. However, in many cases, the
constraints are not so obvious.
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Figure 15.11 Portfolio Selection

One approach in this situation is to turn the risk preference of investors into
quantitative limits. If this is done, then the process above can be used; however,
risk preferences will often be expressed as trade-offs, and so be more appropriate
for conversion to preference or utility functions.
If utility functions are used, a series of lines can be drawn, each representing the

combination of risk and return that gives a particular level of utility. Since each
point on this line represents combinations of risk and return to which an investor is
equally attracted, these lines are known as indifference curves. If these are plotted
on the same chart as an efficient frontier, then the point at which an indifference
curve is tangential to the efficient frontier defines the optimal portfolio, as shown
in Figure 15.11. This approach can also be extended to allow for the separation
theorem, as shown in Figures 15.12 and 15.13.

15.8 Further Reading

Many of the issues in this chapter are described in a range of finance textbooks
such as Copeland et al. (2004). Elton et al. (2003) also includes a discussion of
utility theory, with even more information being given in Eeckhoudt et al. (2005).
Market risk assessment is dealt with by Dowd (2005). Meucci (2009) covers much
of the same ground more formally, and also includes discussion of areas such as
the Black–Litterman model. Whilst both of these books discuss coherent risk mea-
sures, McNeil et al. (2005) explores them in more detail. The definitive reference
for this topic is Artzner et al. (1999). Michaud (1998), on the other hand, considers
exclusively the subject of resampling.
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Figure 15.12 Portfolio Selection using the Separation Theorem – Single Rate of
Interest
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Figure 15.13 Portfolio Selection using the Separation Theorem – Differential
Lending and Borrowing Rates of Interest

Questions on Chapter 15

1. State the two components of risk appetite.

2. State which of the following describes risk aversion with respect to the utility
u(W ) of a level of wealth,W :

1. u′(W );

2. −u′′(W )

u′(W )
; or

3.
u′(W )

u′′(W )
.

3. State which one of the following statements is incorrect:
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1. the quadratic utility function implies increasing absolute risk aversion;
2. the exponential utility function implies decreasing absolute risk aversion; or
3. the power utility function implies constant relative risk aversion.

4. A particular regulatory regime uses notional amounts to determine the risk cap-
ital requirement for banks. The amount of risk capital is calculated as:

• 10% of all loans;
• 5% of all government bonds;
• 15% of all non-government bonds; and
• 25% of all equities.

A particular bank has made $100m of loans, and holds $80m of government
bonds, $40m of non-government bonds and $10m of equities. Calculate the risk
capital requirement for this bank.

5. A particular fund is managed relative to an index. The returns on the fund and
the index are given below. Calculate the annual tracking error and information
ratio for the fund:

Index Fund
Return Return
(%) (%)

2011 12.7 12.9
2012 −6.4 −6.1

Year 2013 5.7 5.5
2014 9.3 9.6
2015 1.4 1.3

6. The table below gives a selection of the largest losses observed on a particular
fund over the last 100 days:

Rank Loss
(em)

1 120
2 95
3 92
4 89
5 84
6 79
7 78
8 76
9 72
10 68
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Losses are reported as positive values. Calculate the empirical 95% one-day
VaR, tail VaR and expected shortfall.

7. The returns on a particular portfolio follow a normal distribution with an ex-
pected annual return of 4% and an annual standard deviation of 6%. Calculate
the 90% one-year VaR, tail VaR and expected shortfall for this portfolio.

8. State which one of the following is not a characteristic of a coherent risk mea-
sure:

1. if LX ≤ LY , then F(LX)≤ F(LY );
2. F(LX +LY )≤ F(LX)+F(LY ); or
3. F(kL)≤ kF(L), where k is a constant positive amount.

9. State which one of the following portfolios is the least efficient in a mean-
variance context:
Portfolio Asset allocation Expected Standard

Equities Bonds Property Return Deviation
(% per annum) (% per annum)

(a) 10 80 10 3.2 11.7
(b) 40 40 20 4.0 10.7
(c) 10 10 80 2.5 4.9

10. For a particular universe of assets, the highest Sharpe ratio possible is 0.5. The
expected return of this portfolio is 5% per annum. The risk-free rate for both
borrowing and lending is 1% per annum. An investor wishes to construct a
portfolio with an expected return of 7%. Using the separation theorem, describe
how an appropriate investment strategy could be constructed to meet this objec-
tive.
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Responses to Risk

16.1 Introduction

Having not only identified and analysed risks but also compared the risks faced
with the stated risk appetite, the next stage is to respond to those risks. The re-
sponses to risk are generally placed into one of four categories:

• reduce;
• remove;
• transfer; or
• accept.

There is little point in trying to fit every potential risk response into one of these
categories, since there is often ambiguity about where a particular treatment be-
longs. The main purpose of detailing these four groups is to ensure that all potential
responses are considered in relation to a risk as it arises.

16.1.1 Risk Reduction

Risk reduction involves taking active steps to limit the impact of a risk occurring.
This group of risks includes approaches such as diversification. Diversification in-
volves combining a risk with other uncorrelated risks, or at least with one or more
risks whose correlation with the original risk is less than one. At the extreme, it
can involve taking on risks which have a high negative correlation with the original
risk faced, in which case it becomes hedging rather than just risk reduction. Whilst
this approach is most obviously connected to investments, it can also relate to the
choice of projects on which a firm embarks. Risk reduction can also involve the
creation of more robust systems and processes, in order to reduce the chance of a
risk emerging, or to limit the impact of a risk if it does emerge.
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16.1.2 Risk Removal

Removing a risk means ensuring that an institution is no longer exposed to that
risk at all. To achieve this, a firm can choose to avoid a project or an investment
altogether, or can decide to achieve its aims differently. For example, a firm con-
cerned about counter-party risk from over-the-counter OTC swaps could instead
use exchange traded derivatives.

16.1.3 Risk Transfer

Risk transfer is a key response to risk. It involves, as the name suggests, transferring
the consequences of a risk event to another party. Two important categories are
non-capital market and capital market risk transfer.

Non-Capital Market Risk Transfer

The most common form of non-capital market risk transfer is insurance – the pay-
ment of a premium to buy protection from a risk. This itself can take several forms.
The traditional route is for a firm wishing to transfer a risk to pay a premium to an-
other firm – the insurer – in exchange for protection. However, some firms choose
to self-insure, either through setting aside assets or through setting up a wholly-
owned captive insurance company. Captives tend to be set up in tax-beneficial
offshore locations so that they can be used as tax-efficient ways of setting aside
reserves as a cushion against adverse events. Formal and informal captives can
also be set up by groups of firms in order to achieve an element of diversification
between them.
The types of policies can also vary hugely. Proportional or quota share insur-

ance (or reinsurance, if bought by an insurance company) transfers a proportion of
each policy sold to a third party, allowing the firm to take on more business and
therefore to build a more diversified portfolio; excess-of-loss (re)insurance, on the
other hand, pays out only if losses exceed a certain level. If the level is very high,
then this becomes catastrophe insurance. Insurance policies can also average the
loss events over a number of years, to smooth profits and lower premiums, or can
require a range of events to occur before a payout is made. This can be helpful if
the desire is to protect against concentrations of risk.

Capital Market Risk Transfer

Capital market risk transfer – also known as securitisation – is a way of turning risk
exposure into an investment that can be bought and sold, investors taking exposure
to the risk but earning a risk premium for doing so.
One of the most common formats is to package risks in a bond where the pay-

ments to investors are reduced if losses rise above a certain level. However, a

.017
5:54:44, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


16.1 Introduction 431

broader approach is to issue a bond that turns into an equity in the event of a pre-
specified catastrophe. This is known as a contingent convertible or ‘CoCo’ bond.
One attractive feature of capital market risk transfer is that if the security bearing

the risk is traded then its price can be used to provide a market-based price for the
risk. This means a market price can be determined for any risks which are of a
similar nature to those transferred but are retained by the firm. Such marking-to-
market is an important part of risk frameworks such as Basel II and Solvency II.
Capital market risk transfer can also provide a quicker way of raising capital to

cover risks than the more indirect route of issuing equity before taking on the risk,
either through a rights issue or through the creation of a new firm.

16.1.4 Risk Acceptance

Accepting, retaining or taking a risk rather than reducing, removing or transferring
it, implies that no action is taken to respond to the risk. This can be done because
the risk is trivial – either because the potential severity of the risk is small, or the
probability of occurrence is vanishingly unlikely – but large risks can also be re-
tained. This might be done if the cost of removal is greater than the exposure to
that risk. If a risk that would often be transferred is instead retained, then this is
sometimes known as self-insurance. A risk might be self-insured because it is par-
ticularly large, meaning that an insurer would have required an additional margin
to cover the risk; conversely, self-insurance might be used if claims would be so
frequent that the amount claimed would be similar in magnitude to the size of pre-
miums. However, risks are also retained when the taking of a particular risk is part
of the business plan. An example might be mortality risk taken by a life insurer. It
is important to note that just because a risk is retained, it does not mean that it is not
analysed. Indeed, the analysis of a risk is often an important part of the decision on
how to deal with that risk.

16.1.5 Good Risk Responses

There are a number of features that a good risk response should have. First, it
should be economical. This means that the solution chosen should not only be
the least costly way of achieving the results, but it should also cost less than the
amount saved in the reduction of risk. In some instances, this is easy to quantify. For
example, if a new expenses monitoring system is introduced to reduce the number
of fraudulent expense claims, then the cost of the system can easily be compared
with the reduction in the total volume of expenses. However, if a strategy is put in
place to reduce the chances of reputational damage, then it is much more difficult
to assess whether that strategy has been cost effective.
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It is also important to ensure that risk responses match as closely as possible
the risks that they are intended to control. However, this can involve a compromise
with the principle of economy. For example, if trying to limit the downside risk
of investments in a portfolio of mid-cap shares, options on that portfolio of shares
might be thinly traded and therefore expensive. Even though options on the corre-
sponding large-cap index might not match the liability as well, the lower cost might
compensate for the higher basis risk.
Linked to this point, responses should also be as simple as possible, since the

more complex a solution is, the greater the chance that a mistake will be made.
This does not mean that no complex solutions should be used – sometimes the
only ways of dealing with complex risks are themselves complex; however, it is
important to consider the full range of possible solutions.
Risk responses should also be active, not just informative. Whilst it is impor-

tant that key personnel are notified when a risk limit is close to being breached, it
is more important that action is taken to avoid the breach. For example, if equity
markets fall to a level where solvency is threatened, a good risk treatment would
ensure that management were aware of this fact; however, a better system would
also implement a change in investment strategy, through the prior purchase of op-
tions, through programmed trades, or by some other approach. However, this is not
to say that solutions should be rigid, and it is important that the flexibility to change
risk responses remains.
Risks should often be retained unless they are significant. This does not neces-

sarily mean that the expected value of the risk should be large. In particular, low
frequency/high severity risks should almost always be mitigated if the potential
damage from such a risk is large enough.

16.2 Market and Economic Risk

Market risk is an important risk for all financial institutions, and is often the most
important. All firms should have clear strategies and policies on market risk. It is
also important to recognise the way in which market risk is linked to other risks.
For example, operational failures can often be highlighted in extreme market con-
ditions, so it is important to consider the extent of market risk exposure when de-
signing systems to limit operational risk. Market risk is also closely linked to credit
risk. Not only does credit risk tend to be higher when markets are subdued, but
many derivative-based responses to market risk can expose a firm to counter-party
risk. In particular, OTC derivatives expose each counter-party to the risk that the
other will fail before the end of the contract whilst owing money. One way to deal
with this is collateralisation, which is discussed later in this section.
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16.2.1 Policies, Procedures and Limits

The most fundamental aspect of managing market risk is to have clear policies.
At a high level this can include policies on the overall level of market risk that is
acceptable by somemeasure such as VaR. However, it should also include details of
what constitutes an acceptable investment, and what limits there are to investments
in particular asset classes, individual securities or with individual counter-parties.
In this way policies, procedures and limits are closely linked to diversification –
discussed below – and counter-party risk.
A firm’s policies should also include a statement of who can make various in-

vestment decisions, and the financial limits on such decisions. This provides the
link between market risk and operational risk.

16.2.2 Diversification

A key way to manage market risk is through diversification. By holding a range
of investments, exposure to the poor performance of one is limited. Diversification
can be measured by the extent to which a portfolio holds assets in different asset
classes, geographic regions and economic sectors, either in absolute terms or rel-
ative to benchmarks. Factor analysis can also be used to determine the extent to
which particular economic and financial variables influence a portfolio of stocks.
If the exposure to one or more factors is thought to be too great, then this implies
that the portfolio should be diversified further.

16.2.3 Investment Strategy

This is arguably the easiest way to manage market risk, although the scope for
change and the effect of that change will vary across different types of firm. For
banks, market risk is often not the greatest risk faced. However, regulations typ-
ically have an impact on the attractiveness of different asset classes, with some
seriously discouraged or even prohibited. For insurers, the scope for change is con-
trolled by the degree to which the assets held are admissible from a regulatory point
of view, or on the capital charges that those assets attract. This can mean that as-
sets that are relatively similar from a risk point of view are treated in very different
ways from a regulatory point of view. The market risk aspect of the investments
is secondary to the admissibility or capital charge aspect for insurance companies.
Market risk is often the key risk for pension schemes, so the investment strategy is
a key way of controlling the risk taken. However, it is only one aspect and should
be considered in the light of the various other ‘levers’.
Investment strategy is often determined using stochastic asset-liability mod-

elling. This typically involves maximising the return, defined by some measure
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such as shareholder earnings, subject to some maximum level of risk such as a
VaR target. In reality, there may well be a number of risk limits that are applied.

16.2.4 Hedging Against Uncertainty

Rather than changing an investment strategy directly, derivatives may instead be
used. One approach is to use derivatives to hedge against uncertainty. This means
that both losses and gains are reduced. The easiest way to do this is using a future
or a forward. Each of these is an agreement to buy or sell a fixed amount of some
asset for a fixed price at some fixed date in the future, the delivery date.
Futures or forwards can be used as an alternative to buying and selling securities

if the investment strategy is being changed. They might be used if there is a desire
to leave a particular stock selection strategy in place, in terms of the actual invest-
ments held, whilst changing the underlying asset allocation. Futures and forwards
can also be used to change the asset allocation more quickly and cheaply than can
sometimes be achieved by trading the underlying securities.
An important point to note about this type of hedging is that it means that prof-

its as well as losses are neutralised. This might not be a problem if this issue is
understood by all parties, but even if offset by a large profit in an underlying as-
set, a large loss on a derivative contract can be unsettling. This is particularly true
if the department carrying out the hedging constitutes a separate cost centre to
the department holding the underlying asset. Communication is therefore key in
these circumstances. It is also worth noting that even though the aggregate position
may be neutral, there may be cash flow implications arising from a large loss on
a derivatives contract, and the offsetting move in the underlying asset will not be
helpful if that asset is not particularly liquid. Furthermore, if an insurance company
has an admissible derivative hedging an inadmissible asset, there could be adverse
consequences if the value of the derivative falls.
It is also important to recognise that no matter how good a hedge might be in the-

ory, uncertainty over the amount of hedging required can reduce the effectiveness
of a hedge. For example, a pension scheme might want to hedge a future sale of
assets, but may still be in receipt of contributions that are based on the total payroll
and so are uncertain.

Differences between Futures and Forwards

Whilst futures and forwards have similar underlying properties, they differ in some
important ways. The most fundamental is that futures are traded on exchanges
whilst forwards are OTC contracts. Anyone wishing to trade a future must be a
member of an exchange or must trade through a broker who is a member. Each
futures trade involves matching a party who wishes to take a long position in a
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future with one who wishes to take a short position, since each future is a contract.
However, even though each trade will match these two parties, the parties do not
contract with each other. Instead, all parties contract directly with the exchange.
Forwards, on the other hand, are simply OTC agreements directly between the

two parties wishing to trade. The details of each contract are typically set out in an
ISDA (International Swaps and Derivatives Association) agreement. This is a very
detailed document outlining all aspects of how the contract works.
As OTC contracts, forwards are very flexible and can be provided on virtually

any underlying asset with any delivery date. However, the bank providing the for-
ward will itself want to mitigate this risk, either through other positions held or
with other banks, and the more unusual a forward is the more difficult this will be.
More importantly, the more difficult it is to pass on the risk in the forward, the more
risk capital a bank will need to write the forward. Since this cost is passed on to the
investor, there is a real cost to pay for demanding an unusual forward contract.
Exchange-traded contracts such as futures have virtually no flexibility – they are

highly standardised in terms of the nature of the underlying asset and the delivery
date. However, this level of standardisation means that exchange-traded contracts
tend to be very liquid, meaning that large transactions can be effected very quickly
with a minimal impact on the price of the contract.

Counter-Party Risk

The nature of exchange-traded and OTC contracts has an impact on the credit risk
faced by the various counter-parties. Looking first at exchange-traded contracts,
counter-party risk is reduced by the pooling of contracts – since each party has
a contract directly with the exchange, the failure of a single counter-party does
not directly affect the payment of any single futures contract. However, since this
means that the exchange is underwriting all contracts, the exchange needs to protect
itself from the failure of any of its counter-parties – in other words, those holding
futures contracts.
Exchanges protect themselves through the use of margins. These are deposits

that members of an exchange post with the exchange to ensure that if a member
becomes insolvent, there are assets available to cover any losses they have made
on their contracts.
There are several types of margin that might be required, the most common

being:

• initial margin;
• maintenance margin; and
• variation margin.
The initial margin is the value of assets transferred to a margin account once a
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contract is opened. This will be some proportion of the contract size, with the
proportion depending on the volatility of the contract. At the end of each day –
and sometimes during the day – the cost to the member of closing out a position at
the current price of the future is calculated by the exchange. A futures contract is
closed by taking an opposite position in the same contract.
If the cost of closing the position would be greater than the initial price of the

future, and the position in the future is a long position, then the difference is de-
ducted from the margin account; if it is lower, then the difference is added to the
margin account. This process is known as marking to market.
If the margin account drops below a specified level – the maintenance margin –

then the member is required to transfer assets to the margin account to top it back
up to the level of the initial margin. This amount is known as the variation margin.
Margins can be reduced if members hold diversifying positions in similar fu-

tures – that is, if they hold spread rather than naked positions. At the extreme,
this can involve margins being calculated taking into account the individual con-
struction of each member’s portfolio with the exchange. This is the case with the
Standard Portfolio Analysis of Risk (SPAN) developed by the Chicago Mercantile
Exchange.
Each exchange will specify what assets can be counted as collateral. They will

also specify the extent to which each asset counts. For example, high-quality gov-
ernment bonds might be counted at 90% of their face value whilst shares might
only be counted at 50% of their face value.
With the absence of pooling, counter-parties to OTC derivatives such as for-

wards face a higher degree of counter-party risk. This is often dealt with using
collateralisation. Collateralisation involves the transfer in response to the marking
to market of a contract in a similar way to margin requirements. The obligations of
both counter-parties in relation to collateral are outlined in the credit support annex
(CSA) of the ISDA agreement. In particular, whilst the ISDA agreement covers all
aspects of the structure of the derivative and the calculation of its price, the CSA
covers issues such as the types of security that can be used as collateral and when
the required amount of collateral is calculated. It will also specify the minimum
transfer amount – the level below which no transfer of collateral will be needed.
This is to avoid counter-parties making very small transfers of assets when marking
to market reveals that only a small change in the collateral required is needed.
Not all OTC contracts will involve collateralisation; however, collateralisation

can reduce the cost of a transaction for a counter-party whose risk of default is
regarded as significant.
Even if adequate collateral has been posted, the failure of a counter-party can

leave a firm exposed to a risk that it had hoped to deal with. If the failure has
occurred at a time of more general difficulties in the market, then putting a replace-
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ment derivative contract in place might take some time, leaving the firm exposed
to risk for longer than it would prefer. The contract may also be more expensive to
replace than it was to put in place originally. These factors must be borne in mind
when considering how to deal with market risk.

Pricing Futures and Forwards

If costs are ignored and the asset on which the future is based pays no income,
then the price of a future or forward has a simple relationship to the spot price of
the underlying asset. In particular, the price at time 0 of a future or forward with a
delivery time T , F0, is related to the spot price at time 0, X0, and the continuously-
compounded risk-free rate of interest r∗ as follows:

F0 = X0e
r∗T . (16.1)

In other words, the price of the future – which represents the price at which an
investor is agreeing at time 0 to buy or sell an asset at time T – is simply equal to
the current spot price rolled up at the risk-free rate of interest. The rationale for this
formula can best be seen by considering two equivalent ways of owning an asset at
time T . The first is simply to pay the spot price for the asset, X0, at time 0; the sec-
ond is to enter into a futures contract at time 0 to pay F0 for the asset at time T , and
to invest sufficient assets in an account paying a risk-free rate of interest to accu-
mulate to F0 at time T . This would require an investment of F0e−r

∗T . Since the two
transactions must have the same price – otherwise an arbitrage opportunity would
exist – this means that F0e−r

∗T = X0 which, after rearrangement, is equivalent to
Equation 16.1.
In practice, there are often complications. In particular there may be:

• a fixed amount of income available from the underlying asset;
• a fixed rate of income available from the underlying asset;
• a fixed amount of benefit associated with the underlying asset;
• a fixed rate of benefit associated with the underlying asset;
• a fixed amount of cost associated with the underlying asset;
• a fixed rate of cost associated with the underlying asset; or
• differential rates of interest for inter-currency contracts.
If a fixed amount of income is payable on the underlying asset, then this is nor-

mally foregone if the investment position is replicated by a future or forward –
such a derivative commits the holder to trade in the asset, but does not result in a
transfer of the asset’s income in the period before transfer. To allow for the lack
of an amount of income with a present value at time 0 of D, this amount must be
deducted from the spot price of the asset. This means that the price of the forward
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becomes:

F0 = (X0−D)er
∗T . (16.2)

If income is instead received at some fixed rate, rD, then this rate is instead deducted
from the rate at which assets would need to accumulate:

F0 = e(r
∗−rD)T . (16.3)

As well as income, holding an asset can provide other benefits. For example, hold-
ing a physical asset rather than obtaining the position synthetically might result
in a reduction in capital requirements. If such an effect is market-wide, then it
could have an effect on the price of a future and can be reflected in Equations 16.2
and 16.3, with the benefit being converted to a fixed amount, D, or a rate rD. The
rate of benefit is known as the convenience yield.
Assets can also generate explicit costs, which are not borne if exposure is gained

through a futures contract. For commodities, this can be storage costs, but it might
also be a cost of financing. Such costs can be regarded as negative income in Equa-
tions 16.2 and 16.3.
As a result, the price of a future can be above or below the current spot price. It

can also be above or below the expected future spot price. If the price of a future is
lower than the expected future spot price, then the situation is described as normal
backwardation. This occurs when any income produced by an underlying asset
together with its convenience yield exceed any storage or financing costs. However,
it also occurs if the main reason for the existence of the market is for producers of
a commodity to hedge against future falls in the commodity’s price – the volume
of demand for short positions in futures drives the price of the future down.
The opposite situation occurs if the market is driven by a desire to gain expo-

sure to an underlying asset synthetically, so there is a high volume of demand for
long positions in futures. This can happen if the reason for the creation of a mar-
ket was to allow users of particular commodities to hedge their input costs, or if
prices are driven by investors trying to gain exposure to particular commodities.
This also means that the effect can be exacerbated if storage costs are particularly
high. In this case, the market is said to be in contango. Both markets are shown in
Figure 16.1, with XT

t denoting the expectation at time t of the spot price at time T .
These terms should not be confused with normal and inverted market. A normal

market is one where, on a particular day, the futures prices increase with expiry
date of the future. This is what might be expected when there is no predictable sea-
sonality in the availability of the underlying asset. However, for some commodities
there might be an expectation of increased availability of the underlying asset at
some future date. This could be expected to lead to a fall in the spot price at that
time, which would be reflected in a lower price for futures of that term.
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Figure 16.1 Markets in Contango and Normal Backwardation

Basis Risk in Futures

The point of a forward is that it can be used to hedge exactly the risk faced, with the
size of the contract being equal to the size of the risk. However, the fact that futures
contracts are standardised means that they might not provide an exact hedge. In
particular:

• the futures position might need to be closed before the expiry date of the future;
• the future may expire before the planned date of the asset’s sale or purchase,
requiring that the future be rolled over into another position;

• the date of sale or purchase for the asset might be uncertain;
• the asset on which the future is based might not be the same as the asset being
hedged; or

• items excluded from the future such as dividend income from the underlying
asset or costs associated with investment in this asset might not be known accu-
rately in advance.

All of these issues can give rise to basis risk, which is defined as uncertainty in
the basis at the point at which the futures position is closed. The basis at time t, Bt ,
is the difference between the spot price of the asset, Xt , and the futures price, Ft :

Bt = Xt−Ft . (16.4)

As can be deduced from the earlier comments on discounting, storage costs, conve-
nience yield and so on, the basis can be positive or negative. It can also be defined
as Ft −Xt , particularly in the context of financial futures.
The basis at the time a futures contract is effected is known, since both the price

of the future and the spot price of the asset are known. Furthermore, if a hedge
is required until the exact date of expiry, T , the asset being hedged is exactly the
same as that underlying the future and there are no uncertain cash flows in the
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Figure 16.3 Basis Risk – Cross-Hedging

period between which the hedge is effected and the expiry date, then there is no
basis risk. This is because in this case the basis at the time of expiry is zero – at
expiry, the spot price is equal to the futures price. However, if any of the conditions
above hold, then the basis at the time of sale, expiry or roll into a new position
will be unknown. It is the uncertainty around the basis at this time that gives rise to
basis risk.
Consider a situation where a portfolio of equities held at time t = 1 must be

sold at time t = 2 in the future, as shown in Figure 16.2. A way to hedge this sale
would be to take a short position in a futures contract at time t = 1 based on the
same underlying equity portfolio. However, if the future expires at some future
time t = T where T >= 2, then the contract must be closed out early. In particular,
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an offsetting, long position in the contract would be taken at time t = 2 when the
portfolio was sold.
Taking the short position in the futures contract at time t = 1 means that a price

at time t = T of F1 is being guaranteed on the sale of the portfolio at time t = T .
The offsetting contract taken at time t = 2 means that a price of F2 for the purchase
of the portfolio at time t = T is also guaranteed. This means that the profit (or loss)
on the two contracts at time t = T is F1−F2 – essentially the guaranteed sale price
less the guaranteed purchase price. At time t = 2, the equity portfolio will also be
sold, realising an income of X2. This means that the total income is X2+F1−F2.
However, since Bt = Xt−Ft , this can be rewritten F1+B2. In other words, the total
return is a function of just the futures price at time t = 1 and the basis at time t = 2.
As can be seen in Figure 16.2, the basis reduces to zero as t approaches T ,

verifying that if the hedge is held until the expiry of the futures contract then there
is no basis risk.
However, if the expiry date of the future occurs before a hedged asset must be

sold, then the hedge must be rolled into a new future. This means that, at expiry of
the first future, a new short position in another futures contract is entered into. This
means that whilst there has been no basis risk in the first future, there is basis risk
at the time the new futures contract is taken out and, if it is to be closed out before
expiry, at this point as well. In fact, if a contract is rolled N times then there are N
opportunities for basis risk if the final contract expires when the underlying asset
is sold, and N+1 if the final contract is closed out before expiry.
Uncertainty over the time at which an underlying asset must be sold can lead

to any of the situations above, primarily because it would be difficult to choose a
future with the correct expiry date.
A different type of basis risk occurs when the issue is that the underlying asset

on which the future is based differs from the asset being hedged. In this case, the
hedge is actually a cross-hedge. Here, even if the hedge is held until the expiry of
the future basis risk arises, as shown in Figure 16.3. If Xt is the spot price of the
asset underlying the future and Yt is the spot price of the asset being hedged, then
the basis at time t can be split into two parts:

• the difference between the spot price on the asset being hedged and the spot
price of the asset underlying the future (Yt −Xt); and

• the difference between the spot price of the asset underlying the future and the
price of the future (Xt −Ft).

Putting these together gives:

Bt = (Yt −Xt)+ (Xt−Ft) = Yt −Ft. (16.5)
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Consider the situation where a portfolio of equities must be hedged until time t= T ,
the expiry date of the future, but where the portfolio underlying the future differs
from the portfolio being hedged as shown in Figure 16.3. If this hedge is transacted
by holding a short position in the future until expiry, then the total return is F1+
YT −XT – in other words, the price of the future at time t = 1 plus the difference
between the two spot prices at time t = T . Since XT = FT , Equation 16.5 reduces to
BT =YT −XT at time t = T . This means that the return can also be written F1+BT .
This shows that if there is a hedge where the futures position must be closed

before expiry and the asset underlying the future is not the same as the asset being
hedged, then the return will remain F1+Bt , but with Bt being defined by Equa-
tion 16.5 rather than Equation 16.4.

Hedging with Futures

Because futures are standardised, it is necessary to determine the number of con-
tracts needed to hedge a particular position. There are two approaches to this cal-
culation depending on whether the hedge is described in terms of an amount of
exposure – for example, barrels of oil – or whether it is described in terms of finan-
cial exposure.
In the first situation, there are two parts to the calculation. First, an optimal hedge

ratio, h, must be calculated. This gives the units of future required to hedge each
unit of exposure. Three items are needed to calculate the optimal hedge ratio:

• the volatility of the per-unit price of the asset to be hedged, σY ;
• the volatility of the per-unit price of the future over the term of the hedge, σF ;
and

• the correlation between these two amounts, ρY,F .

It can be shown that the optimal hedge ratio, which minimises the volatility of
the hedged position, is given by:

h= ρY,F
σY
σF

. (16.6)

The next stage involves using this figure to calculate the total number of contracts
required for the hedge, Nh. This involves two further items:

• the number of units being hedged, NY ; and
• the number of units each futures contract represents, NF .
These are combined as follows:

Nh = h
NY
NF

= ρY,F
σYNY
σFNF

. (16.7)

If the price of the future and the asset being hedged are perfectly correlated, then
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this reduces to the volatility-adjusted ratio of the size of the position to be hedged
and the contract size; if the volatilities are also equal – as would be the case if
the asset being hedged were the same as the asset underlying the contract – then
the sizes of the position to be hedged and the contract would be the only items
required.

For financial assets, a similar approach is used. However, if the asset underlying
the future is regarded as the market portfolio, then the optimal hedge ratio can be re-
garded as the CAPM beta, βY , of the portfolio being hedged. Then all that is needed
is the value, Y , of the portfolio and the notional value, X , of the futures contract.

If the future is on an index, then X is defined as the current index level in points
multiplied by the change in the value of a contract for a one-point move; if the fu-
ture is on a single share, then X is the current share price multiplied by the number
of shares per contract. The number, Nh, of contracts needed to hedge the portfolio
is then given by:

Nh = βY
Y
X
. (16.8)

Example 16.1 You are managing a portfolio of equities for a pension scheme.
The portfolio is actively managed with a benchmark of the FTSEAll-Share In-
dex, and its current value is £120 million. The scheme has decided it wishes
to disinvest from this portfolio as quickly as possible, but selling all of the
equities could cause a fall in the price of some of the assets. You therefore de-
cide to sell futures on the FTSE 100 Index to hedge price movements in your
portfolio. The size of each FTSE 100 futures contract is £10 per point. The
current FTSE 100 index value is 6,000. The volatility of the FTSE 100 Index,
on which the future is based, is 15% per annum; the beta of the portfolio rel-
ative to the FTSE 100 index is 1.2. Calculate the number of contacts required
to hedge this position.
Using Equation 16.8, the portfolio size, Y , is £120,000,000. The notional

value of a futures contract, X , is the index value, 6,000, multiplied by the
change in value for a one-point move, £10. This gives a current notional con-
tract value of £60,000. Combining these with value of 1.2 for βY gives:

Nh = βY
Y
X

= 1.2
120,000,000
60,000

= 2,400.
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16.2.5 Hedging Against Loss

Whilst these derivatives offer an alternative to trading in the underlying securities,
options offer a way of changing the return profile of a portfolio in a more funda-
mental way. In particular, if a put option on an investment is bought, then this can
be used to protect against falls in that investment below the strike price. This is
because below the strike price the fall in the value of the underlying investment
will be offset by the increase in the pay-off from the option.
Whilst futures and forwards are free apart from the dealing costs, options require

a premium to be paid – they are essentially a form of insurance. This means they
can be less attractive than futures and forwards for many scenarios. However, if
downside risk is the main concern, options can offer a good way of limiting this
risk.
One other limitation of options should also be noted. An option can be used to

limit the loss faced in absolute terms. If, therefore, an option is used in a portfolio
of assets that are held to meet liabilities whose values are changing – as would
be the case for a pension scheme, where the liability value is sensitive to changes
in interest rates – only the asset risk will be addressed. Whilst more complex out-
performance options can be bought to deal with these risks together, these are often
costlier.
Another type of derivative that can be used to provide protection against loss is a

credit default swap (CDS). This provides a payment on the default of a named bond
or index, and thus can be used to hedge against falls in prices. CDSs are described
in more detail in the section on credit risk.
Many options are traded on exchanges, with the advantages and disadvantages

that this brings. However, OTC options also exist for particular hedging needs. A
key type of OTC option is an out-performance option which provides a payment if
the returns on one asset exceed those on another by more than a certain amount.
These can be useful for pension schemes or insurance companies wishing to protect
the returns on their investment portfolio relative to an interest rate-sensitive set of
liabilities. CDSs are all traded OTC.

16.2.6 Hedging Exposure to Options

Whilst derivatives can be used to reduce risk, any institution writing a derivative
might wish to hedge their exposure. For a future or a swap, the amount of the under-
lying asset that must be held is clear, since for every unit of futures exposure, a unit
of the underlying asset must be held or sold short. However, for options the issue is
more complex. The higher the price of the call option, the greater the sensitivity of
the price to a change in the price of the underlying asset. This sensitivity is known
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as the delta of the option, Δ, and for an option with priceCt whose underlying asset
has a price of Xt , both at time t, it is defined as:

Δ =
∂C0
∂X0

. (16.9)

This partial derivative can be calculated directly from an option pricing formula, or
approximated by calculating the change in the price of the option for a small change
in the price of the underlying asset from empirical data. If the Black–Scholes for-
mula is used, the deltas for a call and put option, ΔC and ΔP respectively, are:

ΔC = e−rDTΦ(d1), (16.10)

and:

ΔP = e−rDT [Φ(d1)−1]. (16.11)

The delta is important because it defines howmuch of an underlying asset is needed
to hedge the exposure from an option based on that asset. In particular, if one unit
of the option is held, then Δ units of the underlying asset must be held. However,
the delta will change as the option price changes. This means that to remain delta
neutral the amount of the underlying asset must be changed constantly. This pro-
cess is known as dynamic hedging.
The amount by which holding in the underlying asset should change is given by

the gamma of the option, Γ. This is the second partial derivative of the option price
with respect to the price of the underlying asset:

Γ =
∂ 2C0
∂X20

. (16.12)

If the Black–Scholes formula is again used, the gammas for a call and put option,
ΓC and ΓP respectively, are:

ΓC =
e−rDTΦ(d1)

σXX0
√
T

, (16.13)

and:

ΓP =
e−rDT [Φ(d1)−1]

σXX0
√
T

. (16.14)

Two other measures of option price sensitivity are the theta, Θ, and vega, v. Al-
though these are less important from a hedging perspective, it is useful to know
what they represent.
Even if the price of the underlying asset stays the same, the price of an option
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will change as the option moves closer to its expiry date. The rate of change of an
option with time is known as its theta. This is defined as:

Θ =
∂C0
∂ t

. (16.15)

The sensitivity of the price of an option to a change in the volatility is known as
the vega. This is defined as:

v=
∂C0
∂σX

. (16.16)

16.3 Interest Rate Risk

Interest rate risk arises from having assets and liabilities with different exposures
to changes in interest rates. This suggests a particular type of risk management that
addresses this type of risk specifically.
In terms of risk management, interest rate risk is dealt with slightly differently

from other market risks. This is partly because of time dimension, but also because
unlike most other market risks, there is little reward for taking interest rate risk.
Price inflation is included in this aspect of risk treatment, since the interest rates
managed include nominal and real rates, the latter being the rate in excess of price
inflation.
In terms of hedging, there are two broad categories of interest rate risk. The first

relates to a need to pay or receive payments of interest at a particular level. This is
referred to here as direct exposure (to interest rates). The second category relates to
cash flows due at some point in the future, making their value sensitive to interest
rates. This is referred to here as exposure to interest-sensitive liabilities.

16.3.1 Direct Exposure

This type of risk occurs when, for example, a financial institution has interest rate-
sensitive outgoings. For example, an insurance company might have designed a
product paying a variable rate of interest.

Forward Rate Agreements

The easiest way to hedge such a risk is through the use of a forward rate agreement
(FRA). This is an OTC contract that requires one counter-party to pay another a
series of cash flows, beginning at a future date, calculated at a particular rate of
interest applied to a particular notional amount.

.017
5:54:44, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


16.3 Interest Rate Risk 447

Interest Rate Caps and Floors

Rather than simply locking into a particular interest rate, it is also possible to gain
protection from rises in interest rates above or falls below particular levels. This can
be done through the use of an interest rate cap or floor. An interest rate cap – which
is made of individual interest rate caplets – is an option that makes a payment in
any period that the interest rate rises above a pre-determined level, equal to the
difference between the interest rate and that level. Conversely, an interest rate floor
– which is made of individual interest rate floorlets – is an option that makes a
payment in any period that the interest rate falls below a pre-determined level equal
to the difference between the interest rate and that level.

16.3.2 Indirect Exposure

Indirect exposure to interest rates is most often experienced by pension schemes
and life insurance companies, each of which might have an obligation to make
fixed or inflation-linked payments long into the future.

Cash Flow Matching

The most basic way in which this type of interest rate risk can be controlled is by
matching individual liability cash flows in order to neutralise the effect of interest
rate changes. For example, consider a series of pension scheme cash flows that
extend for the next fifty years. If these cash flows are discounted back to today to
give a present value of liabilities, then this present value will change depending on
the interest rate used – a rise in interest rates will cause the liabilities to fall whilst
a drop in interest rates will cause the liabilities to increase.
One way to reduce the risk is to invest in bonds whose coupon and redemption

payments match the liability cash flows as closely as possible. For nominal liabil-
ities, where the cash flows are known in absolute terms, conventional bonds can
be used; for index-linked liabilities, where the cash flows are known only in real
terms, index-linked bonds can be employed.
Whilst this can give a reasonable reduction in risk, it means that the investment

strategy is also necessarily low risk. This might not be what is wanted – the desire
might be to remove only the interest rate risk from the liabilities, whilst retaining
market risk in the assets, for which a risk premium is expected.
A way of dealing only with the interest rate coming from the liabilities is to

use interest rate swaps. These are agreements between two parties where one side
agrees to pay a fixed rate of interest in exchange for receiving a floating rate of
interest from the other party. The fixed rate is based on the expected rate of interest
over the term of the swap. This rate is agreed at the outset of the swap. The floating
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rate of interest is based on the actual short-term rate of interest as it develops over
the lifetime of the swap. Each series of payments is known as a ‘leg’.
A pension scheme wishing to hedge its cash flows could, therefore, enter into a

series of interest rate swaps where it would pay floating and received fixed. In this
case, the fixed payments it received would be set to exactly match the pensions that
it needed to pay to members. In return, it would need to pay the short-term rate of
interest. Since the net effect of changes in long-term liabilities would be cancelled
out by their effect on the swap, the interest rate sensitivity of the liabilities would
be neutralised.
A pension scheme might instead want to enter into this type of protection only

if interest rates fell below a particular level. In this case, the scheme could buy
an interest rate swaption. This would give the pension scheme the right – but not
the obligation – to enter into an interest swap should rates reach a particular pre-
arranged limit. This way, interest rate risk could be eliminated on the downside
with the upside potential from a rise in interest rates – which would reduce the
liabilities – being retained. Of course, this optionality is not free. Whilst a swap is
an agreement with no initial cost, a swaption must be bought. This means that there
is an initial outlay, and if the swaption is not exercised, the premium paid is lost.

Redington’s Immunisation

Cash flow matching is not the only way of managing long-term interest rate risk. In
fact, given the range of additional risks faced by pension schemes and life insurance
company annuity books, the cash flowmatching approach is often viewed as having
spurious accuracy. Longevity risk and investment risk can mean that a much less
exact approach will often suffice. Furthermore, if the cash flows change, due to
differences between actual and expected longevity for example, the swaps will also
need to be changed.
The simplest way to limit interest rate risk is to ensure that when investing in a

portfolio of bonds or interest rate swaps to hedge a set of liabilities:

• the present value of the bonds or the swaps’ fixed legs is equal to the present
value of the liabilities; and

• the modified duration of the bonds or the swaps’ fixed legs is equal to the modi-
fied duration of the liabilities.

If this is the case, then a very small change in interest rates will result in both
the assets and the liabilities changing by the same amount. However, this approach
can be improved by also allowing for the convexity of the assets and liabilities. The
additional condition required is that:

• the convexity of the bonds or the swaps’ fixed legs is greater than the convexity
of the liabilities.
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This means that for a small change in interest rates, the present value of the
assets will always increase in value by more (or fall in value by less) than the
present value of the liabilities.
This is known as Redington’s Immunisation, named after Frank Redington (Red-

ington, 1952). This offers an elegant approach, but it relies on the change in interest
rates being both small and the same at each term – large changes in rates will pro-
duce less satisfactory results, as will non-parallel shifts in the yield curve. It also
requires regular rebalancing of the assets to ensure that the conditions for immuni-
sation are met. Practical difficulties can also exist. In particular, it might be difficult
to obtain assets with a long enough duration and great enough convexity if the lia-
bilities have a very long term.

Hedging Using Model Points

An acceptable degree of hedging can be achieved by holding bonds or swaps at
only certain terms or model points. In this case, the amount of each position should
be chosen such that the overall interest rate sensitivity of the liabilities and the
bonds or swaps is as close as possible. For example, swaps with terms of five, ten,
fifteen, twenty and thirty years could be chosen.
The notional value of each swap can be determined using stochastic interest rate

modelling. For example, assume that a stochastic model produces N simulations
of an instantaneous change in the full yield curve, so for each simulation gives T
yields, covering terms 1 to T . These yields could be used to calculate a revised
liability value for each simulation. They could also be used to calculate the value
of the fixed leg of a portfolio of swaps.
LetW be an N×T matrix of present values based on the simulated yields, where

N is the number of simulations and T is the term of the liabilities being hedged. In
particular, let the element wn,t be the present value of a payment of one unit due
at time t in simulation n. Then let X be a vector of length T containing a pension
scheme’s cash flows at each term t where t = 1,2, . . . ,T . The N-length vector L=

WX contains the value of the liabilities under each interest rate simulation.
Let Y be an N × S matrix of present values based on simulated yields, where

S< T , and each term s where s= 1,2, . . . ,S represents a term at which a swap is to
be used. Then let Z be a vector of length Swhere each element is the fixed payment
due from each swap.
If an N-length vector, εεε , is defined as the difference between the value of the

liabilities and the swaps in each simulation, then these items can all be related as
follows:

L= YZ+ εεε. (16.17)

If the criterion for optimisation is that the sum of squared differences be minimised,
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then this becomes an ordinary least square problem that must be solved for Z. The
estimate of Z under these assumptions, Ẑ, is therefore given by:

Ẑ= (Y′Y)−1Y′L. (16.18)

16.4 Foreign Exchange Risk

Foreign exchange risk can also be mitigated using forwards, futures, options, swaps
and other derivatives. On the face of it, this risk does not provide any systematic
additional return, only an additional level of risk. For overseas bonds, this means
that exposures are typically hedged, unless the investment position includes some
view on relative currency movements.
However, the question of how much of this risk to hedge in relation to equity

exposure is not straightforward. For example, if a UK pension scheme holds shares
in a firm listed on the New York Stock Exchange, then it would appear that this
holding exposes the UK firm to foreign exchange risk. However, if the firm derives
profits from all over the world – profits that are not hedged – then efficient markets
would reflect these foreign exchange exposures in the market price, meaning that
any hedging should reflect the firm’s own exposure to foreign markets and the
extent to which these exposures themselves are hedged. But even this is not the
whole picture. If the firm has to buy materials or labour from a range of markets,
then these will affect the price of goods or services sold overseas, suggesting yet
another layer of convexity. For this reason, overseas equities are often hedged either
according to some rule of thumb or not at all.
Before any currency risk is treated, it is important to establish the net level of

exposure to the currency in question. In particular, if amounts are owed to one party
and due from another in a particular currency, then only the difference between
these two amounts need be hedged.

16.5 Credit Risk

There are a range of ways in which credit risk can be managed, reflecting its impor-
tance for financial institutions. Some of these relate to the credit risk an institution
poses by virtue of its structure whilst others relate to the way in which credit risk
is taken on and, once present, managed.

16.5.1 Capital Structure

For a bank, raising or distributing capital, particularly debt capital, is a primary
method of managing its own credit risk. A typical approach for an investment bank
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is to consider the volume of business that it believes it can carry out, consider
the credit rating that it needs to target in order both to write this business and to
maximise its risk adjusted return on capital, and then to raise the capital it needs to
achieve this. A bank whose business is predominantly retail is more likely instead
to adjust its volume of lending through the choice of pricing strategy.
Whilst insurance companies might take the approach of investment banks, oper-

ational constraints faced by insurance companies for many lines of business mean
that many insurers are less likely to change their level of capital on a tactical basis;
however, like retail banks, strategic changes are possible if an insurer undertakes
a review of its strategic business mix or finds itself systematically unable to prof-
itably invest shareholders’ funds.
Pension schemes frequently require additional capital injections from their eq-

uity shareholders (the sponsors, in other words), and determining the level of cap-
ital injection (or return of capital) is one of the key roles of the scheme actuary.
However, this should ideally be carried out together with any review of investment
strategy and the value of the sponsor covenant, all of which are inextricably linked.
Considering each in turn is likely to lead to inertia.
A secondary question for pension schemes is whether alternative methods of

contribution to cash payments (such as the securitisation of future sponsor earn-
ings or letters of credit) would be appropriate. If such proposals are made, then
their amounts should not be taken at face value; they should also be modelled con-
sistently with the other assets and the liabilities, and should again reflect the credit
risk of the sponsor.
Rather than raising equity capital, another option for a pension scheme is to

reduce or cease the issue of debt capital: in other words, reduce or cease benefit
accrual. This has only a gradual effect on the level of liabilities, in particular if a
pension scheme is closed only to new entrants.
Rather than raising or distributing capital, an alternative approach might be to

change the mix of capital, such as a debt-financed equity share buyback. Whilst
there is no first-order difference in the value of a firm from such a change, there are
clear second-order advantages relating to tax, free cash flow, transaction costs and
signalling. For pension schemes, the impact of the capital structure of the scheme
on the capital structure of the sponsor should also be allowed for, and the two
considered together.

16.5.2 The Volume and Mix of Business

For banks and insurance companies, a simple way to reduce the level of own credit
risk – particularly if the level of free capital is low – is to write less business, since
capital is required to write business. This is an approach that is likely to be used
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by an insurance company where the level of capital available varies less over the
short term. However, this is not necessarily always the best approach. For example,
some risks are reduced if more business is written, for example on a particularly
small book of annuity business. Similarly, if the mix of business within a particular
class is improved – for example, by introducing geographical diversification (either
directly or through reciprocal reinsurance agreements), then the level of risk can
be reduced without the expected return being diluted by too much.
Similar results can be obtained through similar approaches by diversifying be-

tween types of businesses which have low correlations, for example different classes
of insurance. An extreme example of this can occur within insurance companies,
where the mortality risk borne by the life insurance book can be partially offset by
the longevity risk borne by the pensions book. The degree to which this is possible
depends on the natures and ages of the two books of business.

16.5.3 Underwriting

Before a bank issues a loan or approves a mortgage, it will usually carry out a
process of underwriting to ensure that the amount being borrowed is likely to be
repaid, or to ensure that the rate of interest charged reflects the risk that the bank
is taking. This process will use the results of GLM analysis, or some more basic
credit scoring approach. In particular, discriminant analysis has been used widely
in the past.
All financial institutions will perform a similar – though perhaps more tailored –

approach to determining the amount of collateral required from a counter-party to
an OTC derivative. More broadly, obligations of both counter-parties in relation to
collateral are outlined in the credit support annex (CSA) of the ISDA agreement,
as described earlier.

16.5.4 Due Diligence

Due diligence can be regarded as a non-standard type of underwriting used for
some credit risks. This includes incidental credit risk – that is, credit risks taken on
other than as part of a firm’s core business – but also counter-party risk arising from
the use of reinsurance and other similar exposures. Due diligence involves assess-
ing the party that will be providing the goods or services. This means considering
the financial strength of a firm, but also carrying out a more subjective assessment
of the way a firm is run. In this sense, it is essentially the same approach that a credit
rating agency would use when looking at a firm for the purposes of determining a
rating.
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The result of due diligence might be a decision not to use that particular counter-
party, or to structure payment in such a way as to limit the exposure to credit risk.

16.5.5 Credit Insurance

Credit insurance might be appropriate for limiting losses where there is incidental
credit risk. This provides protection against the insolvency of a supplier of goods
or services where payment has been made before delivery, for example in respect
of an IT system. Unless the sums involved are large, such insurance has a neg-
ligible effect on the total amount of risk being carried – for small sums at risk,
self-insurance is probably more appropriate. However, credit insurance can be im-
portant if advance payment is made in respect of significant projects.

16.5.6 Risk Transfer

Any transfer of risk will affect the creditworthiness of the institution transferring
that risk, but the ways of transferring non-credit risks are dealt with in relation to
each of those risks individually.
In relation to credit risk, the most important examples relate to capital market

risk transfer, or securitisation. One of the earliest examples of the securitisation of
credit risk was the regulatory arbitrage performed by banks. They found that they
were treated more favourably under the first Basel Accord if they converted some
of their loan portfolios into securities which were then sold in capital markets. This
approach has been extended to instruments such as CDOs.
However, even under Basel II, securitisation offers a way of capitalising the

profit – or crystallising the loss – on particular tranches of business. It also offers a
way to fine-tune the aggregate exposure of a bank to its range of credit exposures.
Some pension schemes also in deficit can mitigate sponsor risk by buying a CDS,

although the extent to which the CDS exposure will cover any deficit can only be
approximate as the size of the deficit will change in response to movements in the
interest rate and investments.

16.5.7 Credit Default Swaps

A CDS is similar in nature to insurance bought against the default of a bond issuer.
However, unlike insurance there is no requirement to have any insurable interest –
in this case, financial exposure to the default of the issuer – meaning that a CDS
can also be used to as an alternative to selling a bond short. CDSs are traded OTC
rather than via an exchange. This means that the buyer of a CDS does not have
the protection afforded by exchange trading – exchanges will typically pool trades
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meaning that there is no exposure to a single counter-party – but the buyer will also
be exempt from the regulation that also surrounds exchange trading.

These factors have led to criticism of the CDSmarket. In particular, it is possible
for investors to drive down the price of a bond through the CDS market whilst
remaining anonymous.

The fact that CDSs are OTC also means that they do not have a single, stan-
dardised structure; however, they usually share a number of common features. The
buyer of CDS is known as the protection buyer, since protection is being bought
in case of default by the bond issuer, known as the reference entity. This can be
a single firm, a group of firms or a whole corporate bond index. The institution
providing the cover – the protection seller – is usually a bank.

The protection is usually paid for through regular premiums, paid quarterly or
semi-annually, based on notional value of bond. If a reference entity defaults, then
the protection buyer receives a payment.

The definition of default is not fixed and must be agreed. Settlement of a CDS on
default can also be achieved in more than one way, two of the most common being
physical and cash settlement. With physical settlement the protection seller pays
the buyer the par value of bond – the value on which interest is charged, usually
equal to the amount repaid when the bond is redeemed – and takes delivery of
bond. Under cash settlement, the protection seller pays the buyer a cash amount
equal to difference between par value and current market value. For this, the time
at which the market value is calculated is crucial.

The structure of CDSs is shown graphically in Figure 16.4. Note that whilst a
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CDS might be bought to give protection, the reference entity has no direct links
with either the buyer or the seller.

16.5.8 Collateralised Debt Obligations

CDOs have been mentioned several times as examples of the sort of complex credit
derivatives constructed by banks. Their original purpose was to reduce the capital
that banks needed to hold by converting loans sold by banks into securities, thus
removing them from the balance sheets of banks. These types of CDOs – known as
collateralised loan obligations (CLOs) are still used to transfer banks’ risks from
their balance sheets, but their use was expanded in the run up to the global finan-
cial crisis. In particular, a bank might have put together a portfolio of bonds that
it believed to be under-priced, frequently with the same low credit rating, and sold
tranches of the resulting product to a range of investors with a range of risk ap-
petites, thus allowing all of these investors to benefit from the mis-pricing. Both of
these are examples of asset-based CDOs. However, it is also possible to create a
synthetic CDO from CDSs instead.
A CDO is formed by setting up an investment entity known as a special pur-

pose vehicle (SPV). This is used to purchase a portfolio of bonds, mortgages, or
credit derivatives. These investments can either be fixed or actively managed by
an investment manager. The money used to purchase these securities or derivatives
comes from external investors. In some cases, every investor has exactly the same
exposure to losses in the underlying portfolio. This is a single tranche CDO. How-
ever, multi-tranche CDOs are more common. Here, investors can purchase different
classes of share in the SPV, each of which receives returns from the SPV. The riski-
est tranche of shares – known as the equity tranche – suffers the full impact if any
bonds default in the SPV. In other words, if a bond defaults then only holders of the
equity tranche suffer a reduction in their income stream. However, to compensate
for this increased risk these investors have the highest expected returns relative to
their initial investment. At the other end of the scale the safest tranche of shares
does not suffer the impact of any defaults until all of the funds allocated to lower
tranches have been exhausted through defaults. The high level of security means
that investors in this tranche have the lowest expected return. For this reason, it is
known as the senior or super-senior tranche. In the middle, with a moderate level of
both risk and return, is the mezzanine tranche. This structure is shown graphically
in Figure 16.5.
The aggregate loss at which the payments on a particular tranche start to reduce

are defined by attachment points. The returns for investors in a particular tranche
can therefore be defined as follows:
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• if the loss for the portfolio as a whole is less than the attachment point for this
tranche, then the investor will receive the maximum possible investment;

• if the loss is greater than the attachment point for the next most senior tranche
– which can also be regarded as the detachment point for the investor’s own
tranche – then the investor suffers a total loss; and

• if the loss is between these two points, then the return to the investor is the fund
value less the detachment point.

The return received for each tranche is in return for an initial investment. The
total investment over all tranches must equal the total initial value of the fund, but
the greater the investment required for investment in a particular tranche the lower
the potential return for that tranche. The return for each tranche therefore depends
on both the attachment points and the initial investment required from investors in
each tranche.
The attachment points and levels of investment are determined using quantitative

models that are frequently agreed with credit rating agencies. This means that the
tranches themselves get credit ratings. However, it is important to note that whilst
it is often possible to recover some value from a defaulting bond, the loss on a
defaulting tranche can be complete if it is defined in terms of portfolio loss.
CDOs can be priced using the credit portfolio models described in Chapter 14.

The choice of model and parameters is crucial for determining the attachment
points, since relatively small changes can have a major impact on the estimated re-
turn distributions for the different tranches. Some of the most important decisions
relate to the degree of dependency between the underlying credits. This means not
just the overall correlation, but the shape of that correlation, particularly in the tails
– since senior and super-senior losses occur only when losses are in aggregate ex-
treme, it is important that the degree of tail dependence is adequately allowed for.
Having said this, the overall degree of diversification in the underlying portfolio is
also important, and changes in concentration can have a significant effect.
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16.5.9 Credit-linked Notes

It is also worth mentioning credit-linked notes (CLNs). These are collateralised
vehicles consisting of a bond and a credit derivative. As a result, they are regarded
as bonds for investment purposes, which can allow investors to gain exposure to
credit derivatives even if systems or rules do not allow this to happen directly.

16.6 Liquidity Risk

The main technique for managing all liquidity risk is to actively monitor liquidity
needs over varying time horizons, and considering the extent to which the assets
held can meet these needs. Scenario analysis can be helpful here. This should be
done within and across legal entities allowing for legal, regulatory and operational
limitations to the transfer of liquidity – just because there is sufficient liquidity in
one part of an organisation it does not mean that this liquidity can necessarily be
transferred to another part if needed.
Ensuring that employees have an incentive to allow for liquidity risk is also

important. This can be done by ensuring that liquidity management is included in
employees’ remuneration objectives.
Market liquidity risk can be managed through investment strategy. This means

that the maturity schedule of liabilities must be borne in mind when putting to-
gether a portfolio. Swaps can also be useful here in ensuring that fixed payments
are received when they must be paid out to meet liabilities. Institutions should also
maintain a cushion of high-quality, liquid assets.
It is also important to allow for liquidity risk in the design of any product where

there is the opportunity to withdraw funds before the product’s maturity date.
Funding liquidity risk is a bigger issue for banks given the nature of their busi-

ness model, which involves long-term lending funded by short-term borrowing.
To limit the risk of illiquidity it is important to ensure diversification in the term
and source of funding, that is the choice of equity and bond finance, the choice
between short- and long-term bonds and so on. These decisions are linked to the
management of credit risk, suggesting that both should be considered together.
Firms should constantly gauge their ability to raise capital from each source,

whether or not they need to raise funds at that particular point in time. They should
also have a contingency funding plan to provide liquidity in times of stress. This
can include uncommitted bank lines of credit, other standby or back-up liquidity
lines, and – for insurers – the ability to issue new products.

16.7 Systemic Risk

The responses to systemic risk depend on the type of systemic risk.
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The effect of exposure to a common counter-party can be limited by using a
range of counter-parties. Unfortunately, the number of counter-parties can only be
increased to the extent that an economically viable relationship remains with each
one. A more extreme solution is to use exchange-traded instruments and deriva-
tives, where the obligations of all counter-parties are essentially pooled. However,
the exchange-traded route also has problems. Because exchanges deal only in stan-
dardised contracts, the level of tailoring that would otherwise be provided by OTC
derivatives might not be available.
The impact of feedback risk for a particular security can be limited to an extent

by holding a diversified portfolio. However, if the feedback is systemic, this is
unlikely to help significantly. Indeed, the control of systemic feedback risk is more
likely to be the responsibility of regulators than investors. One blunt instrument to
reduce the problem of feedback risk is for stock exchanges to limit the extent to
which a share price can change within a particular period. Many stock exchanges
have such controls – known as circuit breakers – to limit excessive volatility for the
market as a whole. For example, the New York Stock Exchange has the following
limits:

• for a 10% fall in the Dow Jones Industrial Average (DJIA):

1. if the fall is before 14:00, the market closes for 1 hour;
2. if the fall is between 14:00 and 14:30, the market closes for 30 minutes;
3. if the fall is after 14:30, the market remains open;

• for a 20% fall in the DJIA:

1. if the fall is before 13:00, the market closes for 2 hours;
2. if the fall is between 13:00 and 14:00, the market closes for 1 hour;
3. if the fall is after 14:00, the market closes for the day; and

• for a 30% fall in the DJIA, the market closes for the day.

Regulators can also have an impact through the way in which solvency regula-
tions are imposed. Feedback risk can be caused by solvency requirements, where a
worsening financial position causes sales, which further reduce the price of those
assets and so on. By reducing the extent to which immediate price changes feed
through to the solvency position, this pro-cyclicality can be avoided. However, it is
difficult to determine the extent to which a price change is the result of forced sell-
ing, and how much reflects a genuine change in sentiment. It is therefore important
that any rules introduced to avoid feedback risk do not result in the value of some
stocks being overstated for the purposes of statutory solvency.
Basel III uses another approach to try to avoid feedback risk. It requires firms to

build up capital buffers when times are good so that additional reserves exist when
times are bad. Which times are ‘good’ and which are ‘bad’ is not defined. The
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main constraint is that when the capital buffer is used, distributions to shareholders
should be curtailed. This part of Basel III is discussed in more detail in Chapter 19.
In relation to systemic liquidity risk, the same principles apply as for less ex-

treme liquidity risk. However, governments can also act to limit the impact of this
risk by providing funding for banks directly. They can also seek to limit damage
through relaxing monetary policy, for example by lowering interest rates.
However, it is difficult to limit the systemic risk arising from a number of or-

ganisations following the same strategies. One approach is to ensure that different
activities are carried out by different firms. In the European Union the EEC First
Life Directive 79/267/EEC (1979) essentially does this by prohibiting the estab-
lishment of new composite life insurance companies. In the United States the US
Banking Act of 1933, known as the Glass–Steagall Act, performed a similar task
for banks, requiring the separation of merchant and investment banking activity in
that country. Consolidation was later allowed by the US Financial Services Mod-
ernization Act of 1999, known as the Gramm–Leach–Bliley Act.
Separation of businesses protects certain customers or policyholders if a differ-

ent type of business suffers catastrophic losses. However, this principle cannot be
sensibly extended to, say, require different classes of insurance to be run by dif-
ferent firms, not least because of the positive diversifying effect that comes from
having different classes of business in the same firm. However, some regulatory
encouragement towards a degree of specialisation might ensure a healthier degree
of variety in firms’ strategies.

16.8 Demographic Risk

There are two areas of demographic risk that can be considered: before risk is taken
on, and once risk already exists.

16.8.1 Premium Rating

Premium rating for individuals usually means using the results of GLM or other
analysis to arrive at rating criteria which are used to calculate different premiums
for different people.
For this aspect of underwriting in particular, it is important that the cost of un-

derwriting does not exceed the benefit of improved differentiation. For example,
carrying out a full medical examination on everyone applying for life insurance
would give a good indication of risk classification, but would be very costly and
would result in unrealistically high premiums. In reality, there are different levels
of underwriting depending on the size of the policy, with full medical underwrit-
ing being used only where the sum assured is very high, or where a less expensive
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underwriting method – such as a medical questionnaire – has indicated that further
investigation might be advisable.
Underwriting for a life insurance policy is focussed on trying to find factors that

might lead to higher-than-average mortality. This means that the focus is on try-
ing to find information that a policyholder might prefer not to share. However, if
underwriting an annuity, potential policyholders are likely to be much more forth-
coming about health issues since a lower life expectancy leads to a larger annual
annuity payment for a given premium. In this case underwriting is less about trying
to protect an insurance company from unexpectedly large claims, and more about
trying to offer a lower premium where possible.
For groups of lives, premium rating might also include experience analysis if it

is thought that the mortality experience of that group can give a credible estimate
of future survival probabilities.

16.8.2 Risk Transfer

Amethod of risk transfer fundamental to insurance companies is reinsurance. This
can be proportional (thus allowing an insurer to improve the mix of business writ-
ten) or excess-of-loss (thus protecting an insurer from extreme events).
Pension schemes use an approach similar to proportional reinsurance when they

buy annuities. However, it is worth distinguishing between two distinct approaches:
‘buyout’ and ‘buy-in’.
A buyout or bulk buyout involves transferring both the assets and the liabilities

for a group of pension scheme members to an insurance company. This means
that the payment of pensions for these members becomes the responsibility of the
insurance company. However, in the United Kingdom such an approach can be
used only if all members of the pension scheme are transferred: all members must
receive equal treatment.
The alternative in this instance is a ‘buy-in’. This is an annuity covering the

pension payments for a group of members that is held as an asset of the scheme. In
other words, paying the pensions remains the responsibility of the pension scheme.
A scheme might choose to use a buy-in rather than a buyout if it has insufficient
funds to secure all of the liabilities with an insurance company, but has that as its
ultimate aim. It might also use a buy-in to cover the liabilities for certain members,
if they form a significant proportion of the overall liabilities.
Reinsurance is typically ‘with-asset’ in nature, as is annuitisation, which means

that a premium is paid and money is returned once there are claims. For annuiti-
sation in particular the long-term nature of the cash flows means that a significant
amount of capital is tied up. However, it is also possible to structure this sort of pro-
tection in the form of a swap. For a pension scheme this would mean that it made
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fixed payments based on the expected longevity of its members whilst receiving
variable payments based on their actual survival.
For such a swap to be classed as risk transfer, the reference population upon

which the swap payments were based would need to be the population of the pen-
sion scheme. However, swaps also exist that are based on the mortality experience
of some other population, usually national. Hedging using such swaps is really risk
reduction rather than transfer, but the effect is similar.
Life insurance companies also use securitisation to reduce their risk exposures.

In particular, mortality catastrophe bonds have been issued which pay a generous
level of interest that is reduced if aggregate claims rise above a certain level.

16.8.3 Diversification

It is important for life insurance companies to have large portfolios of business so
that they are not overly exposed to losses from a single policy. However, diversi-
fication is also important, as this can help to avoid concentrations of risk. There
should be geographic diversification, but also diversification by risk factors such as
occupation. If diversification is difficult, then proportional reinsurance can be used
to reduce the impact of losses from any one policy and, more importantly, allow an
insurance company to take on more business to increase diversification.
In extreme cases it is possible to go beyond diversification and into implicit

hedging. This is the name given to the use of mortality risk in term assurance and
similar products to hedge the longevity risk that arises from annuities. The implicit
hedge is only approximate. For a start, annuities tend to be bought by older people,
whilst term assurance is more important for those of working age. Furthermore,
there may be different mixes of socio-economic or geographic groups in each port-
folio. Whilst mortgage-holders are often required to have term assurance, large
pensions are increasingly held by only the wealthiest groups.

16.9 Non-life Insurance Risk

Non-life insurance has many of the characteristics of life insurance, so the risk re-
sponses are similar. However, a key difference is that whilst insured lives will only
change state – from alive to dead – once, non-life insurance offers the possibility
of a large number of claims over a number of years. This is particularly important
in premium rating.
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16.9.1 Premium Rating

As with life insurance, underwriting is a key way of controlling risk. However, the
nature of non-life insurance means that an individual’s claim experience can also
be used to help determine a premium. The most obvious way in which this occurs
is through the no claims discount (NCD) mechanism of motor insurance policies.
This uses the number of claims in the past to scale the premium chargeable.
Experience and risk rating are combined to varying degrees in other classes of

insurance, but when data are limited it is often necessary to use more subjective
approaches to premium rating.

16.9.2 Risk Transfer

Proportional and excess-of-loss reinsurance are commonly used to transfer non-
life insurance risk, with the type being used depending on the class of insurance
and the situation of the insurance company. For example, a class with high claim
frequency, low claim amounts but a risk of geographic concentration – such as
motor insurance – might be a candidate for quota share insurance, whilst a class
with low claim rates but high claim amounts – such as product liability insurance
– might have more use for excess-of-loss reinsurance.
Non-life insurance companies have used securitisation to reduce their risk expo-

sures for many years. For example, catastrophe risk can be managed by the issuance
of catastrophe bonds to limit the exposure of an insurer or reinsurer to catastrophes
such as hurricanes, floods or earthquakes.

16.9.3 Risk Modification

It is worth bearing in mind responses to risk need not leave the risk unmodified. A
condition of some types of insurance might be to take action to somehow reduce
a risk. This might be to require additional security, such as the fitting of alarms or
cameras for property insurance. It might also be to promote a change in behaviour
by requiring an excess before any claims will be met.

16.9.4 Diversification

Diversification is an important way of controlling non-life insurance risk. Within
each class, geographic diversification and diversification by risk factor together
ensure that a portfolio of policies is not too greatly exposed to a concentration of
risk. However, diversification between classes can also offer protection. Having
said this, it is still important to consider the exposure to risk factors of all classes
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combined – for example, a flood could easily result in higher claims for not just
buildings insurance but also motor insurance and consequential loss insurance from
firms unable to carry on business.

16.10 Environmental Risk

From an insurer’s point of view, environmental risk is dealt with like many other
low claim frequency non-life insurance risks – with reinsurance and diversification.
Risk modification will also play a part, with the analysis of each claim informing
steps that can be taken to reduce risk.

16.11 Operational Risks

Controlling operational losses is generally more important than quantifying them.
Risks will generally be controlled through the use of appropriate systems and pro-
cesses, although outsourcing some of the processes to external organisations can
also be used to manage risk. However, whilst outsourcing might provide a benefit
through the use of dedicated expertise, it requires additional resources to be spent
on monitoring and results in less control over the outsourced function. It is also
important to note that operational risks can also exist in the organisation to which
the function has been outsourced.
There are also particular approaches that can be used to mitigate many of the

operational risks. These are detailed below.

16.11.1 Internal and External Fraud

The scope of these risks is huge, ranging from petty theft through insider dealing
and all the way to solvency-threatening fraud and rogue trading. In all cases, the
main principle is that the cost of mitigating the risk should reflect the size of that
risk. A good example is in relation to employee expenses. Any additional monitor-
ing that reduces the cost of fraudulently claimed expenses but costs more than that
saving is not a good system. This does not mean that no action should be taken,
but that the action to be taken should be carefully considered. The same is true in
relation to fraudulent behaviour by customers. These issues are discussed in more
detail in Section 16.12.5.

16.11.2 Employment Practices and Workplace Safety

A fundamental part of reducing risk of loss in relation to employment practices is
to ensure awareness of regulatory and legal obligations. This is discussed further in
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Sections 16.12.4 and 16.12.6. However, culture is also crucial. For example, if there
is a lack of diversity on the board of a company, it is difficult to sound convincing
when the same board is advocating diversity elsewhere in the organisation.
In relation to workplace safety, all employees’ working environments should be

checked to ensure that desks, seats and monitors are at the appropriate height and
position, and that any pre-existing conditions are allowed for.

16.11.3 Clients, Products and Business Practices

There are several aspects of ensuring that clients are not mis-sold products. The first
is to ensure that an organisation has got the correct internal structures to ensure that
unsuitable products are not launched. This means that it is important for institutions
to understand the needs of each customer – ‘know your client’. Even then, there
may be products that are simply unsuitable for any client. Preventing this is a matter
of culture, and of regulation.
Even if a product is suitable in general, it may be unsuitable for the client that

buys it. The risk of this can be limited by having a ‘click through’, whereby a client
certifies that they have sufficient expertise to buy such a product. Some products
may be sold only in conjunction with advice, or through advisers.

There is also a risk that a product may be sold to (rather than bought by) a client
for whom it is not appropriate. Again, culture can be one way of avoiding this.
However, a more concrete response is to ensure that those doing the selling, and
those managing the sales force, are not rewarded for making such sales. Indeed,
penalties for such sales can be appropriate. Since mis-selling might not come to
light until some years after the event, it might be appropriate to defer a proportion
of any bonus earned, or even to allow for paid bonus to be clawed back.

16.11.4 Damage to Physical Assets

The impact of damage to physical assets can be limited with insurance. However,
the cost of insurance may be high if the risk is not otherwise mitigated. This can
be done from the point at which the office location is selected, from choosing a
location where there is a low risk of natural disasters to one where the risk of crime
is limited. Security – either in the form of guards or cameras – can also reduce the
risk of loss and, as a result, insurance premiums.
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16.11.5 Business Disruption and System Failures

Business disruption risk can cause a firm to lose a substantial amount of money –
in many cases the loss of profits will be even greater than the cost of the physical
damage causing the disruption.
One way in which impact can be limited is to have contingency plans for an alter-

native business location. This can either be a property owned outright or an option
to use a property at short notice. Many firms specialise in providing appropriate
space, complete with computers, telephones and other office equipment.
It is also important to ensure that data are backed up regularly, preferably to a lo-

cation away from the main site. This means that if the primary location is destroyed
or damaged, records remain safe. If servers are run in parallel at a secondary loca-
tion, then this also means that the disruption to business can be kept to a minimum.
If this is thought to be too extravagant, it is important at least to ensure that key

personnel can work from home. This can be helpful if there is widespread disrup-
tion to transport networks as a result of bad weather. If staff can access emails and
a network server, then many organisations – particularly in the financial services
sector – can still get a meaningful amount of business done through the period of
disruption.
Whatever contingency plans are put in place, it is important that they are tested

regularly to ensure that they do what they are supposed to.
If even these measures are impractical, then it is worth considering consequen-

tial loss insurance cover on top of other business insurance. This compensates a
policyholder for profits lost as a result of business disruption.

16.11.6 Execution, Delivery and Process Management

The technology aspects of execution, delivery and process management are in-
cluded in Section 16.12.2. Beyond this, it is essential that all processes are com-
prehensively documented and maintained. It is also important to keep an error log,
so that any failures in process – particularly if they are repeated – can be identified
and action taken. It can also be helpful to facilitate reporting, perhaps anonymously,
of ‘near misses’ so that lessons can be learned from what might have gone wrong.
If a new process is introduced, it is important to stress test not only that process

but the way it fits into the broader structure. The structure as a whole can best be
managed by using risk-focussed process analysis, described in Section 8.2.7.

16.12 Different Definitions of Operational Risk

16.12.1 Crime Risk

Responses to crime risk are best addressed relative to the type of crime. For ex-
ample, protection against hacking is an issue covered under technology risk in
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Section 16.12.2, whilst issues of adverse selection and moral hazard can be dealt
with as described in Section 16.12.5.

16.12.2 Technology Risk

Managing technology risk requires a coherent strategy considering the risk on an
organisation-wide basis. One of the key decisions in this respect relates to how
much work relating to technology to carry out in-house and howmuch to outsource.
Outsourcing can reduce the infrastructure that is required, but it also means relying
on a resource over which there is only partial control.
To ensure that information technology (IT) is adequately managed, it is impor-

tant to have a dedicated central IT resource. This itself can be internal or external
(outsourced), but should provide a response to IT problems in a time scale appro-
priate to the nature of the issue.
The importance of backing up data and running secondary servers has already

been discussed in the context of business continuity in Section 16.11.5. However,
these actions are also important to ensure that data corruption does not result in
damage to a business.
It is also important to ensure that software is kept up-to-date. This is partly to

ensure that there are no bugs that might result in calculation or administration er-
rors. However, it can also leave a system vulnerable to hacking, which could also
result in system failure or even data theft.
New software can also pose a problem in terms of its interaction with other sys-

tems. This aspect of new software should be considered at the earliest opportunity,
as it can have a big impact on the eventual cost and effectiveness of software.
More mundane IT issues can still have an impact on the smooth running of a

firm. For example, an inability to access email can result in hours of lost work.
Another issue that many firms face is the question of whether to develop bespoke

IT systems or to use an off-the-shelf solution. This involves balancing the relative
costs with the differences in functionality. But when considering the cost, it is im-
portant to recognise both the ongoing burden of maintenance faced when a system
is developed in-house and also the lack of recourse to an external provider if any
issues are discovered.

16.12.3 Cyber Risk

A key action taken to guard against cyber risk is covered in Section 16.12.2 –
keeping software up-to-date. This includes implementing security patches as soon
as they are available. However, this alone will not protect a firm from cyber risk.
Firewalls should be used to prevent unwanted external access to a firm’s network.
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However, firewalls do not necessarily offer complete security. One service that
firms might consider employing to test its network security is ‘ethical hacking’.
This involves employing a team of hackers to try to gain access to a firm’s systems
– with the firm’s permission. The process can be used to highlight any security
flaws, that can then be addressed.
However, it is important not just to avoid outside parties gaining access to a

firm’s network; it is also important to control the access of employees as well.
They should be allowed to access only those directories and systems that they need
for their roles. There should also be strict limits over who in a firm can connect
peripheral devices such as external hard drives and memory sticks to computers.
This is as much about preventing viruses being introduced to the network as it is
about data being extracted from it.
It is also important to avoid individuals inadvertently letting others gain access

to systems. Anti-virus software should be used to monitor emails to limit the risk
of viruses and phishing attacks. However, no software is perfect. It is therefore
important to train employees to recognise suspicious emails, as well as suspicious
links and attachments within those emails.
If there is a breach of cyber security, then there are specialist firms able to deal

with problems. This can involve not only fixing vulnerabilities that have been dis-
covered, but also dealing with ongoing issues such as denial-of-service (‘DoS’)
attacks.
As an additional safeguard, cyber risk insurance policies are becoming increas-

ingly available. These can not only offer compensation to companies that suffer
losses due to cyber-attacks, but they can also offer insurance companies the oppor-
tunity to work with their clients to mitigate cyber risks.

16.12.4 Regulatory Risk

It is important to keep abreast of regulatory changes since breaching regulations
can have serious implications in terms of fines, reputation and even ongoing autho-
risation. Many firms will have in-house departments whose role is to learn about
imminent changes and to disseminate them around the firm. If this is impractical,
then subscribing to alert services can be helpful. Many consultants will also of-
fer this sort of information to their clients for free. Whatever the approach, there
should also be a compliance function to ensure that these rules are being observed.
However, as well as keeping track of changes to regulations, it is also important

to take action if any proposed changes are likely to have an adverse effect. This can
be done by lobbying directly or by supporting an existing lobby group.
It is also important that obligations are communicated throughout the firm. This

is partly a case of having the right culture, but regular training is also important.
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16.12.5 People Risk

People risks are some of the most important in the financial services industry, where
human capital is the main driver of profitability. This means that it is important to
spend sufficient time considering how to respond to particular risks.

Indirect Employment-related Risks

Many issues relating to employment are covered in Sections 7.11.3, 16.12.4 and
16.12.6. However, the indirect costs can be just as important.
The first indirect employment-related risk to consider is the risk that the wrong

people are employed. To ensure that this does not happen it is important to use
good recruitment procedures, and the starting point here is to employ a sufficiently
skilled human resources team. How to recruit good recruiters in the first place is
clearly not straightforward, but investing in the training of the existing team can
help.
The first stage in recruitment is finding the right candidates. This means ensur-

ing that direct advertisements appear in the right publications, and sometimes in-
volves using recruitment consultants or ‘head-hunters’. If recruitment consultants
are used, then it is preferable that only one is put onto a particular assignment.
This can reduce the risk of being inundated with candidates, and can also mean
a lower fee being agreed. It is helpful if a good relationship can be built up with
the recruitment consultants as this can lead to a better understanding of what is
needed in particular roles, which itself can lead to more suitable candidates being
put forward.
Once candidates have been put forward, the next part of the process – which

can include a number of interviews and aptitude tests – should be rigorous enough
to distinguish between candidates but no more rigorous than that. Here again it is
important that the money spent on the selection process is consistent with the value
that each individual can add to the firm.
Once employees have been recruited, similar techniques should be employed

when promotions or transfers are considered, although an element of ‘experience
rating’ can be derived from the employee’s performance to date in the firm.
It is important that the right employees are retained, which means that pay and

conditions should be sufficient, but also that good employees are given sufficient
responsibility to keep them interested. It is also important to support good employ-
ees by providing access to counselling, supporting flexible working and otherwise
making it easier for them to stay with the firm.
Conversely, it is important that poorly performing employees are identified. Poor

performance can be in terms of the quality of their work or in terms of absenteeism.
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Having identified these employees, it is important to offer support where possible,
with any disciplinary action being a last resort.
All employees should also be supported with training for their roles. This should

include CPD to ensure that skills remain up-to-date. One way of ensuring that
relevant CPD is undertaken is to encourage employees to undertake appropriate
professional qualifications. In financial services firms, these will often be required
to carry out certain roles anyway. Once a qualification has been obtained, it is likely
that there will be a CPD requirement to ensure that the qualification does not lapse.
As well as dealing directly with individual employees, it is also important to

maintain good relationships with any collective bodies such as trade unions. This
is particularly true if any changes affecting large groups of members are planned
– clear and open communication before any such changes are finalised can reduce
the risk of industrial action.

Adverse Selection

A people risk that is particularly important in the context of underwriting is adverse
selection. For example, if all life insurance companies except one charge a higher
premium for people who smoke, then smokers will tend to use only the insurance
company that does not differentiate. This is not necessarily an issue if the additional
risk is reflected in the premium. In this example, one might expect the end result
to be that all smokers would gravitate to the single insurer that did not ask them
to disclose their smoking status, but that all would pay smoker rates; non-smokers
would still pay non-smoker rates at the other insurers.
However, until an equilibrium such as this had been reached – an equilibrium

that assumes a far more efficient transfer of information than is likely to exist in
practice – the single insurer that fails to distinguish between policyholders will be
selected against.
This suggests that adverse selection can be dealt with by underwriting, with

several conditions:

• underwriting should not cost more than it saves;
• the premium for each risk category should be no less than the average premium
required for each individual in that category; and

• the heterogeneity within each risk category should not be so great that lower-risk
members of a category choose not to belong to that group.

Moral Hazard

Whilst adverse selection affects the decision of which insurance policy to buy or
which loan to take out, moral hazard affects one’s actions once cover or financing

.017
5:54:44, subject to the Cambridge Core terms of use,



470 Responses to Risk

is in place. It can affect a range of actions, from the decision of whether to default
on a debt to whether to falsely claim on a household contents policy.
There are a number of ways in which moral hazard can be limited. A key action

is to make the consequences as unattractive as possible. For example, personal
bankruptcy has a number of implications, including difficulties in obtaining future
credit. Claiming for non-existent breakages is fraudulent and therefore a criminal
offence.
However, whilst bankruptcy is self-evident, fraudulent insurance claims are more

difficult to spot. However, a principle that has been mentioned already also applies
here – namely that investigations should be made to the extent that they result in a
net saving. This typically means that claims above a certain amount will need to be
assessed by a loss adjuster. It might also be worth randomly investigating smaller
claims – and advertising the fact that this happens – in order to discourage smaller
frauds.
It is important to note that the levels of fraud do vary over time. In particular,

they tend to rise when the economy suffers. This means that it is worth lowering
the limit for which claims are assessed in times of economic stress.

Agency Risk

Agency risk has led to some of the biggest financial disasters in recent years, so
it is important that appropriate responses exist. As with many responses, there are
two types of response that can be categorised broadly as ‘sticks’ and ‘carrots’.
The sticks are generally rules requiring certain actions to be taken. Many aspects

of the corporate governance codes include these types of responses in an attempt to
limit agency costs, covering areas such as remuneration, experience, education and
board composition. These are important, but if rules alone exist then agents will be
tempted to find ways around them.
Carrots – in the form of incentives – can instead be used to encourage desirable

behaviour. The best incentives are ones that align the interests of the agent with
those of the principal. For example, if a firm’s directors are encouraged to buy
shares in that firm, then their interests are aligned with those of the shareholders.
If directors’ shareholdings are publicised, then directors are further incentivised to
become shareholders.

Bias

Both deliberate and unintentional bias are important to guard against, but it is dif-
ficult to ensure that either is absent. One way of ensuring that reports, assessments
and so on are balanced is by ensuring that they are checked by someone both com-
petent and independent. If possible, the checking should use criteria that are as
objective as possible.
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Comparisons are also helpful. For example, to see whether an underwriter is
charging premiums that are too high or too low, it is worth considering the spread of
quotations with the spread seen with similar underwriters. If the quotations require
significant subjective input and claims amounts are volatile, it may be difficult to
do anything more.
If a board is being asked to assess a particular proposal, one way of ensuring that

there is as little bias as possible is by making sure that the board has the skills to
ask the right questions.
For unintentional biases, it can also be helpful simply to make people aware that

these biases exist – as the saying goes, forewarned is forearmed.

16.12.6 Legal Risk

In terms of responses, legal risk is similar to regulatory risk: the solution is to keep
informed. However, legal risk can occur on a case-by-case basis. For example, there
are often legal considerations when there is discretion over whether to pay a pen-
sion benefit, or when considering non-standard clauses in relation to an insurance
policy. In every case, the safest solution must be that if there is any doubt over the
legal status of a particular course of action, then legal advice should be sought.

16.12.7 Model Risk

The risk that the model chosen has been incorrectly implemented is best minimised
by having a rigorous, documented process for model coding, together with a clear
audit trail. This is merely a way of avoiding a type of process risk. However, the
more interesting issues arise in relation to the choice of model.
It is important to ensure that all models are actually designed for the use to which

they are put, or that there is a sound reason for putting such a model to another use.
However, the biggest risk is that the results from a modelling exercise are driven
disproportionally by the choice of model. This can be an issue if the choice of
parameters has a negligible impact on the results compared with the choice of
model. The presence of such a problem can be tested only by using a range of
models to verify a set of results. Whilst this might sound daunting, crude models
will often be sufficient to determine whether there is a problem.

16.12.8 Data Risk

Data risk is in part another type of execution, delivery and process management
risk, in that it is important that the processes are designed such that the possibility
of incorrect data being entered is as low as possible. As such, many process-related

.017
5:54:44, subject to the Cambridge Core terms of use,



472 Responses to Risk

points are included in Section 16.11.6. However, in relation to personal data there
are particular issues. Errors can occur here if incorrect entries are made, or entries
are omitted altogether.
The first stage to limiting data risk is to limit the data that can be input. This is

most easily done if data are entered electronically. For example, if a date of birth
field allows entries only in two blocks of two and one block of four digits, with
only numerical entries being accepted, then only dates can be entered. Similarly,
for gender it is sensible to allow only entries of ‘M’ or ‘F’, or even to have a tick
box instead. It is also important to check that as well as being valid, dates are rea-
sonable. For example, dates of birth must be in the past and dates of retirement must
follow dates of commencing employment. Finally, there can be requirements that a
page of data cannot be accepted unless all fields are completed using valid entries.
As well as checking data at the point of entry, it is also important to re-check

it if it is transferred, particularly if the system from which data are transferred
does not employ strict checks. All of the above checks should be carried out, as
well as checks on suspected default entries. For example, if a date is not known it
might be entered as 1 January 1901, or ‘1/1/1’. This might also be the date that a
system interpreting numbers as dates would derive from a blank entry. If there is an
unusually large frequency of a single date, this might merit further investigation.
If personal data are being used for analysis, particularly mortality investigations,

then it is important to combine duplicate entries. If any individuals have more than
one entry in a set of data, as might be the case if more than one insurance policy
has been bought, then any resulting analysis will be biased towards these individ-
uals. De-duplication is a complicated process. Whilst a unique identifier such as a
National Insurance or Social Security number might exist, this will not necessarily
be the case. It is possible to create such an identifier by combining information
such as the surname, gender and date of birth into a single field. However, an in-
dividual’s surname will sometimes be written more than one way, particularly if it
is normally written in a non-western script. It is important therefore to standardise
surnames with the same or similar sound before constructing a unique identifier.

16.12.9 Reputational Risk

Responding to reputational risk is difficult to do in advance, since damage to a
reputation often arises from some other risk. It might be possible to scan every
possible action for potential reputational damage, but such a strategy would make
a firm slow to respond to challenges. Instituting a sound ERM framework offers
the best way of realistically avoiding reputational risk.
Once an organisation’s reputation has been damaged it is important to rebuild

it as quickly as possible. The public reputation can be rebuilt with the help of
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marketing specialists, but much of the damage will be to individual relationships.
The stronger these are before any reputational damage, the easier they will be to
rebuild afterwards.

16.12.10 Project Risks

Since project risk covers the way in which risks are combined, it is best managed
by having a comprehensive ERM framework. In particular, it should allow for the
interaction between the different processes and the resulting concentrations of risk.

16.12.11 Strategic Risk

Strategic risk is best limited by ensuring that a firm is correctly positioned in its
market. This means not just that a strategy must be chosen, but that it must be con-
stantly reviewed in the light of changes to the industry and changes to the strategies
of competitors.
A key strategic decision that a firm needs to make is whether it will attempt to

compete on price or through having a differentiated product. Cost leadership is the
most obvious strategy for many financial products, where there is little discernible
difference in quality. This fact has led to the development of a large number of price
comparison websites. However, differentiation does exist. For savings products a
bank or insurance company might advertise its strong credit rating, highlighting the
greater security of the product, and with insurance and banking products people
are sometimes willing to pay more for better service. With some bank accounts
and credit cards this has been extended to a full concièrge service with a range of
additional benefits being on offer.
Firms also need to decide whether to focus on a single product or market or to

offer a range of products. Whilst diversification has historically been more com-
mon, there have been an increasing number of specialists including monoline in-
surers dealing only with pension scheme liabilities, and internet-only insurers who
have no ‘traditional’ presence. Diversification has clear benefits in terms of the ag-
gregate level of risk. However, some firms prefer to concentrate on products and
markets where they have the greatest understanding. Furthermore, the economies
of scale that might be available from offering a range of products could well turn
into dis-economies of scale if the firm grows too large and complex.

16.13 Further Reading

The references describing the assessment of the various risks also cover some of the
responses. However, additional information on the operation of derivatives markets
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is given in Hull (2009) and Wilmott (2000), whilst McNeil et al. (2005) discuss
credit derivatives and their uses in detail, as do Muir et al. (2007). There is also
useful information on securitisation, with particular reference to insurance risk, in
Barrieu and Albertini (2009).

Questions on Chapter 16

1. State the four categories into which any response to risk can be placed.

2. A particular company is losing e1,000,000 per year in theft by staff of office
stationery. The company is considering three options to limit this problem. Each
would have an impact independently of the other, so there would be no ‘diver-
sification’ if more than one approach were to be adopted. Given the expected
costs and savings below, propose which of the following should be adopted:

1. placing signs pointing out that ‘theft is a crime’ by every stationery cupboard
would cost e1,000 and would save e30,000 per year;

2. buying stationery carrying the firm’s branding would cost an additional
e30,000 per year, and would save e10,000 per year;

3. conducting random searches every evening as staff left would coste100,000
per year, and would save e90,000 per year; and

4. installing and monitoring cameras by each stationery cupboard would cost
e500,000 per year, and would save e150,000 per year.

3. A foundation has a portfolio of equities that is managed actively against a
benchmark. Active management involves holding more or less of each secu-
rity than its corresponding weight in the index, with no other investment being
allowed. The performance target is 3% per annum above the benchmark on a
three-year rolling average, which is subject to a tracking error limit of 6% per
annum, averaged over the last three years. No active sector position can be more
than 10%, and no active stock position can be more than 5%. Any decisions on
changes to stock positions must be signed off by the chief investment officer.
List the investment restrictions that exist here.

4. A particular equity is currently priced at $150 per share. The present value of
dividends due over the next two years is $30 per share. Assuming that the risk-
free rate of interest is 2%, calculate the price of a future on one of these shares,
deliverable in two years.

5. Discuss why a future on the FTSE 100 index (a large cap index) will not neces-
sarily provide a good hedge for an investment in a portfolio of stocks from the
FTSE All Share index (a broad market index) which is to be sold at a specified
future date.
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6. A restaurant owner wishes to hedge the price of olive oil. She has found that
whilst there are no futures on olive oil, there are futures available on vegetable
oil. The restaurant owner will buy 360 bottles of olive oil in one year’s time, with
each bottle being one gallon in size. Each future is for one barrel of vegetable
oil. The volatility of the price of a gallon of olive oil is e0.75 per annum, whilst
the volatility of a barrel of vegetable oil is e6.00 per annum. The correlation
between the prices of olive oil and vegetable oil is 60%. Calculate the number
of futures contracts that the restaurant owner should buy.

7. An investor has agreed to sell a portfolio of equities, currently worth £150,000,
in one year’s time. In an effort to reduce risk, the investor wishes to hedge the
returns on this portfolio using an equity index future. Each futures contract has a
size of £100 per point. The beta of the portfolio with the index is 1.2. Calculate
the number of contracts that the investor should purchase.

8. The investment manager for a pension scheme invests only in government bonds.
The value of the bonds is the same as the liabilities, which are discounted using
government bond yields. The duration is also the same, but the convexity of
the bonds is greater than the convexity of the liabilities. State the name of this
investment strategy, and the limitations required for it to be effective.

9. Outline why an insurance company writing term assurance which pays out a
lump sum on death might wish to start selling annuities which make regular
payments until death.

10. Describe the financial link between a reference entity and a credit default swap
written on that reference entity.

11. A particular collateralised debt obligation (CDO) has three tranches: senior,
mezzanine and equity. The CDO is constructed around a special purpose vehicle
that is invested in a portfolio of securities. The level of defaults in the portfolio
is such that the holders of the mezzanine tranche receive a payment that is above
zero, but less than the maximum that would have been possible. Describe the
payments made to holders of the senior and equity tranches.

12. A life insurance company sells term assurance, which pays a lump sum on the
death of the policyholder. The structure of the firm means that this is the only
type of business that this company can write. List the ways in which it could
reduce the mortality risk to which it is exposed.
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Continuous Considerations

17.1 Introduction

The previous chapters have outlined the stages that comprise a risk management
process. However, as well as following these stages a number of activities should
be carried out on a continuous basis. These can be summarised as:

• documentation;
• communication; and
• audit.
Documentation refers to the process by which all aspects of the risk management

process are recorded, whilst communication refers to collation and circulation of
information, both within an organisation and between that organisation and out-
side agencies. The final process, audit, covers the ongoing validation of the risk
management process.
Whilst the scope of documentation and audit are relatively straightforward, com-

munication covers a wide range of overlapping areas. The systems used to keep
track of information could be described as monitoring, whilst the circulation of
key items of risk information is also referred to as reporting. However, rather than
try to separate these items arbitrarily, they are included in the same section.

17.2 Documentation

Risk registers and their roles in the identification of risk have already been dis-
cussed in Chapter 8. However, it is important to document the risk management
process much more broadly. This means that the reasoning behind the process as a
whole should be documented. However, there should also be adequate documenta-
tion of all decisions taken, and the reasons for those decisions.
The development of all systems should also be documented in detail, so that any
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future development can be carried out more easily. This is also true for financial
models, the assumptions that they use and the data employed in calculations. As
well as recording this information, the reasons for the choices made should also be
clearly set out.
Finally, information on risk management failures should also be recorded in a

risk incident log. This should refer to the nature of the failure and the financial
implication. Information on whether it was caused by a failure to follow process
or despite the controls that were in place should also be recorded. This is partly
to help assess the effectiveness of the risk management process, but also to inform
future developments.
Not absolutely every detail can be recorded, but there should be sufficient infor-

mation to understand the background to any decisions made.

17.3 Communication

Communication is a crucial aspect of risk management. This includes both formal
and informal aspects of communication. Communication can also be either inter-
nal, involving only a firm’s employees, or external between the firm’s employees
and outside agencies.

17.3.1 General Issues

Information is needed on a range of areas. Many of these relate to what is hap-
pening within a firm, in terms of whether procedures are being followed, the cash
flow position of the firm and of individual departments and so on. However, infor-
mation on a firm’s competitors is also important when issues such as pricing and
marketing are being considered, and it is important that information on issues such
as regulatory change are promptly sent to appropriate departments.
The way in which information is communicated should also allow for the fact

that different departments – indeed, different individuals – will view the same risks
in different ways. This means that the way in which information is framed is im-
portant.
The trade-off between the level of detail used in communication and the time-

liness of the information should also be considered. Whilst it might be thought
important to have as much information as possible about, say, an emerging risk,
this is counter-productive if it means that communication concerning that risk is
delayed unduly. However, the accuracy of information should not be compromised
by a need for timely delivery.
Related to this is the issue of frequency. In relation to risk controls, it is important
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that information is received often enough for appropriate action to be taken, but that
it is not received so often that it is not considered fully.

17.3.2 Informal Communication

Informal communication can play an important role in the transfer of important
information between departments and from the front line to the board room. For
example, a potential risk may be discovered on one department that is also relevant
for other departments. If this fact is discovered in a chat over coffee, action can
be taken much more quickly than if it is reported to the CRF which at some point
passes this information on in a risk bulletin.
The efficiency of informal communication is driven to a large extent by the cul-

ture of an organisation. The greater the perceived divisions between different levels,
the less freely information is likely to flow between these levels. Also, the greater
the extent to which an organisation operates in silos, with different business lines
operating in isolation, the less likely information is to flow freely between them.

17.3.3 Formal Communication

Much of the communication will be more formal, meaning it will be in the form
of emails, newsletters and bespoke risk management systems. If the information
shared is about new risks or changes to existing risks, it is important that there is
clear two-way communication. This means that when those working in a particular
department become aware of a change in the risk profile they notify the CRF and
vice versa.
A lot of the formal communications will relate to financial information such

as investment positions, hedging strategies and solvency. These will typically be
produced for the relevant managers, for the board and for external parties. It is
therefore important that information is transferred manually as little as possible –
reporting systems should be designed to draw information from front line systems
automatically. Other approaches – typing numbers from printouts, or copying and
pasting numbers into a spreadsheet – leave far too much room for error.
Information on operational issues will also be transferred, including the extent

to which procedures are followed and details of risk management breaches.

17.3.4 Internal Communication

Internal communication relates to the transfer of information relating to individual
risk and return measures, as well as the overall strategy. In relation to existing risk
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responses and performance generally, this includes both financial and operational
information. However, it also includes the transfer of information on new risks.
It is important that reporting of risk management failures and near-misses is

encouraged, and that a ‘blame culture’ is avoided – information on past failures can
provide useful information that can help to strengthen risk management processes.
It is also important that performance indicators for risk management are devel-

oped for internal use. These can then be built into the performance indicators for
individuals, preferably with a link to remuneration, so that staff have strong incen-
tives to consider risk management.

17.3.5 External Communication

Much of the risk management information that is collected is for use by external
stakeholders. For example, shareholders need information on the risk management
systems and processes, as do regulators. This information will often be provided in
a set format, and may differ from the information produced for external use.
There is also communication that organisations receive from outside. A good

example is regulatory change. It is important that there are clear responsibilities
for finding information on such changes, and for distilling and disseminating such
information to the appropriate people in an organisation.
Another form of external communication that can be more difficult to obtain is

information on competitors.

17.4 Audit

Whilst the monitoring aspect of communication covers the outputs of the risk man-
agement processes, this section considers the processes themselves. It is important
that an organisation constantly reviews the risk management process as a whole as
well as the components of that process. This should include:

• the way in which risks are identified, both on a high-level basis and day-to-day;
• the way in which risks are communicated from the CFR to business units, and
the other way;

• the methods of risk assessment, including the models and assumptions used to
quantify risks;

• the choices and effectiveness of risk responses; and
• investigations of risk management failures.
As well as an internal review, external validation of the risk management process

is also important. An external audit can provide insights with the benefit of being
one step removed from the risk management process. Those providing the external
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audit can also apply the lessons learned from other clients, so ensuring that the risk
management approaches are in line with best practice.
External audit might also be required as a condition of regulatory approval. In

particular, the third pillars of both Basel II and Solvency II involve regulatory over-
sight and the validation of an organisation’s risk management process by the regu-
lator.

17.5 Further Reading

Practical aspects of these continuous considerations are found in most of the advi-
sory risk frameworks.

Questions on Chapter 17

1. State the three types of continuous consideration that exist in the risk manage-
ment process.

2. Characterise each of the following communications as formal/informal and in-
ternal/external:

1. a company’s report and accounts;
2. the monthly management report on investment returns;
3. a conversation between two investment managers over lunch about invest-
ment strategy; and

4. a conversation between an investment manager and a journalist over lunch
about investment strategy.

3. State the key potential advantage of informal over formal communication.
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Economic Capital

18.1 Introduction

The calculation of economic capital brings together many of the principles dis-
cussed throughout this book, covering risk measures and aggregation in particular
detail. The issue of economic capital is also important to a number of departments
within a financial organisation. One way to see the extent to which this is true is to
consider why economic capital might be calculated. However, it is important first
to understand exactly what economic capital is.

18.2 Definition of Economic Capital

There are a number of ways that economic capital can be defined, but most defini-
tions contain three similar themes:

• they refer to additional assets or cash flows to cover unexpected events;
• they refer to an amount needed to cover these unexpected events to a specified
measure of risk tolerance, with risk being measured in some way; and

• they consider the risk over a specified time horizon.

A common definition of economic capital is the additional value of funds needed
to cover potential outgoings, falls in asset values and rises in liabilities at some
given risk tolerance over a specified time horizon. It can also be defined as the funds
needed to maintain a particular level of solvency (ratio of assets to liabilities) or the
excess of assets over liabilities, again at some given risk tolerance over a specified
time horizon.
Risk tolerance can also have a number of meanings, referring to a percentile of

the results, a value of loss or the result of some other key indicator.
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18.3 Economic Capital Models

Economic capital is calculated using an economic capital model. This is used to
create simulations of the future financial state of an institution so that the range of
potential outcomes can be analysed. These outcomes are then used in the calcula-
tion of some measure of risk that allows for an assessment of the level of capital
that should be held, given a pre-specified risk tolerance and time horizon.
Economic capital models can be internal or generic. Each type is discussed be-

low.

18.3.1 Internal Capital Model

An internal capital model allows a firm to determine how much capital it should
hold to protect it against adverse events. It not only gives a better understanding of
the financial implications of the current strategy, but also allows the implications
of any potential change in strategy to be assessed.
In relation to the products offered this can mean helping to price new products.

However, internal capital models can also be used to decide how to allocate capital
across business lines. The economic capital allowance in a price should include an
adequate margin for the additional risk being taken on, so that the reserves held are
sufficient to cover claims variability, credit risk or some other source of uncertainty.
The margin included in the price can depend on a number of factors, including:

• the uncertainty implicit in the product;
• the extent to which the product acts as a diversifier to other businesses – a prod-
uct that offsets some of the other risks taken by a firm requires a smaller amount
of economic capital, and can reduce the economic capital required by other parts
of the business;

• the volume of the product sold – as more of a product is sold, the extent to which
it can act as a diversifier reduces; and

• the experience that emerges from the product.
Together, these factors can be used to help determine the optimal mix of busi-

ness.
Once business has been taken on, internal capital models can be used to assess

the amount of economic capital that should be held to in respect of these products
as they develop over time. This may change as views of risk also develop.
Internal capital models can also be used to assess the impact of changes in in-

vestment strategy and the capital structure of an organisation. Furthermore, they
can be used to help to determine the optimal mixes of assets and funding sources.
As well as helping make decisions based on average outcomes, these models
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can also be used to look at how an organisation copes in the face of extreme events.
This too can have an impact on the decision a firm takes about various aspects of
its strategy.
This aspect of internal models can be useful in determining risk limits, in terms

of business taken on but also in terms of investment and funding strategies.
Models can also be used to help measure performance. In particular, they can be

used to calculate the return on capital when either the return or the capital is risk-
adjusted. This means that the true economic cost of business is allowed for when
performance is compared across an organisation. This gives a better indication of
where capital should be used, with the results being fed into decisions on optimal
capital allocation. It also means that compensation can be linked to the output of
these models, by ensuring that risk-adjusted performance is rewarded.
Internal capital models are also useful when carrying out due diligence for cor-

porate transactions, as they give an idea of the strengths and weaknesses of an
organisation. They can also be used to provide information on the financial state of
an organisation to a regulator.
The risks included in the internal model should be treated in a consistent, holis-

tic way. In particular, this means modelling the dependencies between the various
components of an institution’s assets and liabilities.

18.3.2 Generic Capital Model

Whilst internal capital models give a firm-specific view of the economic capital
needed, they require thorough investigation by regulators if they are being used to
calculate regulatory capital. For this reason, generic capital models are sometimes
used instead to give a consistent assessment of the capital required across a range
of firms.

18.4 Designing an Economic Capital Model

The first stage in designing an economic capital model is to agree what the model is
for. A number of potential uses are described above, and whilst some will allow for
a model that takes some time to set up and run, others will require near real-time
results.
There should also be agreement over the risks that will be modelled. For exam-

ple, an insurance company might model market and mortality risk stochastically,
but allow for the risk of reinsurer failure only in separate scenario analysis.
There are also a number of different approaches that can be used to deter-

mine economic capital. These can be summarised as factor tables, deterministic
approaches and stochastic approaches.
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The factor table approach requires a certain amount of economic capital to be
held in respect of each unit of a particular type of activity. This is a simplistic ap-
proach used by many regulators. The deterministic approach is essentially a stress
test, which considers the amount that a firm would lose under different scenarios,
with the amount of economic capital required being related to the losses under the
various scenarios. The stochastic approach involves the use of a model, although
the approach could be genuinely stochastic, parametric or empirical. The genuinely
stochastic approach involves the construction of a full economic model capable of
producing a large number of simulated results. However, a parametric approach
might instead be used, where results are calculated based on an assumed statisti-
cal distribution, or an empirical approach might be used where results are based
on past data on a firm’s own losses or rating agency data. The choice of approach
depends on the cost of the approach and complexity of the institution involved. It
also depends on the purpose of a model. For example, if extreme events are being
considered a deterministic approach might be preferred over a stochastic one.
Another decision that must be taken is whether a model will be run on an

enterprise-wide basis, or whether individual models will be run for each business
line with the results being subsequently combined. If the latter case is true, then
it is important to decide how the results are combined. In particular, if combin-
ing results after the calculation of a risk metric, it is important that a coherent risk
measure is used.
A final decision that must be made is the nature of the output required, in par-

ticular the output needed in the calculation of the risk metric and thus to determine
the capital requirement.

18.5 Running an Economic Capital Model

Once a model has been built, decisions still need to be taken. First, there should
be agreement on the risk metric to be used. Next, the time horizon for calculation
must be considered. The level of risk that is acceptable – the risk tolerance – must
be determined.
Decisions are also needed on management actions. These are changes made at

future points in time in response to particular scenarios. For example:

• changes to investment strategy in response to performance;
• sources and amounts of capital;
• decisions on the withdrawal of particular products;
• levels of reinsurance;
• premium rates;
• dividends payable; and
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• bonuses payable on with-profits policies.

Finally, a decision must be taken on whether the model is to be implemented
on a run-off basis – assuming that no new business is won – or allowing for new
business, in which case new business volumes must be estimated.

18.6 Calculating Economic Capital

There are a number of facets to the calculation of economic capital. A theoretical
approach is discussed first, followed by some practical factors that must be consid-
ered.

18.6.1 Theoretical Approach

Let the capital required at time zero be K0 = A0− L0, where A0 is the value of
the assets and L0 is the value of the liabilities. These will typically be marked to
market values, meaning that they will have been derived from traded instruments
for which a market price is available. Where no such instrument is available, a
mark-to-model approach may instead be used – with caution. K0 must be set such
that at any point in the future, t, the probability that Kt = At −Lt will be less than
some critical value, kLt , must be below a particular level of risk tolerance, α . In
other words, Pr(Kt ≥ kLt)≥ 1−α , where k ≥ 0, for all t ≥ 0.
K0 increases as the volatility of the assets relative to the liabilities increases,

and falls as the expected return on the assets relative to the liabilities increases.
An increased level of matching between the assets and liabilities also results in a
reduction in K0.
If the assets and liabilities are projected stochastically, then the time interval

used is important. Because solvency is measured only at discrete intervals, there
is the possibility that whilst a firm is solvent at two adjacent observations it might
have been insolvent at some point between them. Whilst this can be explained by
the volatility present in the models, there are also practical reasons why this might
occur. In particular, if cash outflows occur before inflows over the course of a year,
then a potentially solvent position at the end of the year is irrelevant if insufficient
assets were available to meet the outflows at the start of the year.
Another issue with this approach is that the range of parameters required can

be enormous. In particular, the number of correlations required increases exponen-
tially with the number of variables. Parameters such as correlation and variance
are also unstable over time, meaning that it can be dangerous to place too much
reliance on the results of a model such as this one.
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18.6.2 Practical Approaches

For the above approach to be implemented measures of assets and liabilities must
be chosen and projected, and measures of risk must be chosen.
The most obvious approach is to consider the probability of ruin based on the

market or market-equivalent value of the assets and liabilities. The probability of
ruin is the probability that the value of assets will fall below the value of liabilities.
If a maximum acceptable probability of ruin is defined, then this calculation returns
the additional value of assets that must be held to achieve this level of security.
Along with all of the other assumptions, a decision must be taken on how these
additional assets will be invested, since this will have an impact on the value of
assets that must be held.
The concept of the probability of ruin can be extended to the cost of ruin for

policyholders (in an insurance company) or account holders (in a bank). This is the
amount lost by policyholders in the event of a firm’s insolvency. As this is a value
rather than a ratio, it makes sense to standardise it somehow, perhaps in relation to
the total value of policyholder benefits. However, whilst this approach gives a more
relevant measure of risk – for the policyholders, at least – the calculations required
are more involved.

18.7 Economic Capital and Risk Optimisation

Economic capital can be used as a way of optimising the way in which a firm carries
out its business. In particular, it can be used to ensure that the limited amount of
capital that an institution has is put to the best use.
Optimisation means that the highest return is achieved for the level of risk that is

taken. However, there are a number of ways in which this criterion can be defined
in practice.

18.7.1 Return on Capital

When talking about the return on capital, it is helpful to recognise that the measure
of capital considered is economic capital. This means that the return that a finan-
cial firm makes should be considered in the context of the capital it needs to hold
– the excess of assets over liabilities – for the business it has written. However,
since the return on capital could simply be augmented by reducing the amount of
capital held, it is more instructive to consider a measure where either the return or
the economic capital is adjusted for risk. The most common example of this is the
risk-adjusted return on capital (rA). This is the ratio of the risk-adjusted return to
the economic capital held. This means that if a firm reduces the amount of capi-
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tal it holds and this results in the return being riskier, the return will be reduced
correspondingly.
The return used can be an actual or an expected return, and the measure can be

calculated for an entire firm or for an individual department. In fact, the nature of
this measure means that it is well-suited for comparing different lines of business
within a firm, as well as different firms.

18.7.2 Economic Income Created

Returns on capital consider the standardised rate of return. In contrast, the eco-
nomic income created (EIC) returns the amount of return generated. It is calculated
as:

EIC= (rA− rH)EC, (18.1)

where rH is the hurdle rate of return and EC is the economic capital. This is rate
of return that each unit of a product sold must earn to cover the additional amount
of risk it generates. This is important, as the hurdle rate takes into account not just
the riskiness of a product on a stand-alone basis, but also the extent to which it
diversifies other products sold.

18.7.3 Shareholder Value

Both the return on capital and the EIC are single-period measures. This means
that the term of any opportunity is ignored. One way of allowing for this is by
considering the present value of a business. This is known as the shareholder value
(SV), defined as:

SV=
rA− rG
rH − rG

EC, (18.2)

where rG is the rate of growth of the cash flows. This expression represents the
discounted present value of all future cash flows. A related measure is the share-
holder value added (SVA), which represents the present value of future cash flows
in excess of the economic capital invested in a product:

SVA=

(
rA− rG
rH − rG

−1
)
EC. (18.3)

18.8 Capital Allocation

As important as calculating the total capital requirement of a financial institution is
the need to allocate the capital that an institution has at its disposal between busi-
ness lines. This has an impact on the amount of business that different departments
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can write, but also on the performance of each department in terms of the return on
that capital.
The allocation of capital depends on the level of risk inherent in each department,

but also on the extent to which each line of business acts as a diversifier to the rest
of an organisation.

18.8.1 Allocating the Benefits of Diversification

If a new business line is launched, then the total capital requirement for a firm is
unlikely to rise by as much as the stand-alone capital requirement for the new firm.
Of course, a firm may choose not to allocate capital to individual business lines at
all, holding all capital centrally and allocating business arbitrarily. However, this
means that products might be sold without a full understanding of their impact
on the capital requirements for the business as a whole. If capital is allocated to
business lines – as would usually be the case – then a decision must be taken
on how to allow for the difference between the stand-alone requirement and the
marginal addition.
A first thought might be for the company to retain the difference centrally. This

is a simple approach, and means that the capital allocated to each business line
is not subject to a potentially arbitrary allocation formula. However, this is not a
particularly efficient use of capital, and could make lines of business uncompetitive
if other firms are able to set their prices with an allowance for the diversifying effect
of that business.
Another easy approach would be to leave the capital requirements for all exist-

ing business lines unchanged, giving the full benefit of diversification to the new
business line, on the grounds that it is only the existence of the new business line
that created this benefit. However, this is to give the benefit based on an accident
of timing – had this new business line been in place with an existing line being
the new one, the diversification benefit would rest elsewhere. Such an approach is
therefore arbitrary.
A fairer approach is to perhaps start with the stand-alone capital requirements,

but to allocate the diversification between the business lines somehow. There are a
number of ways in which this could be done. For example, the reduction in capital
could be divided in proportion to the undiversified reserves held. This is a simple
approach, which is easy to justify, but might be perceived as unfair – a business line
that provides more diversification might believe that it is due a higher proportion
of the diversification benefit.
An approach that makes such an allowance is one that considers the marginal

contribution of each additional unit of business to the overall capital required by
the firm. This approach – known as the Euler capital allocation principle – gives
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the fairest allocation of capital between business lines, but it is also the most com-
plicated approach.

18.8.2 Euler Capital Allocation Principle

The Euler capital allocation principle can be used if a risk measure displays positive
homogeneity. Positive homogeneity is one of the axioms that must be satisfied for a
risk measure to be coherent. In this context it was defined in terms of a risk measure
F(L) based on a loss function L that satisfied the expression F(kL) = kF(L), where
k was a constant. In fact, Euler’s homogeneous function theorem is more general
than this, and can be applied to any function exhibiting positive homogeneity of
order q, so where F(kL) = kqF(L).
Consider a firm with N business lines. Let the loss in each line of business be Ln

for the current volumes of business, such that:

L=
N

∑
n=1

Ln. (18.4)

Let kn be some multiple of each business line n, with each kn = k. If F(L) is a risk
measure based on the loss function L that exhibits positive homogeneity of order
q, then Euler’s theorem states that:

qkq−1F(L) =
N

∑
n=1

kn
∂F(kL)

∂kn
. (18.5)

If q= 1, then this reduces to:

F(L) =
N

∑
n=1

kn
∂F(kL)

∂kn
. (18.6)

Equation 18.6 can be used to give the allocation of capital for a particular risk
measure.

Standard Deviation of Losses

For example, let F(L) = σL, the standard deviation of the loss, and let the losses be
linked by a covariance matrix, ΣΣΣ. The total risk is therefore:

F(L) = σL = (k′ k)1/2, (18.7)

where k is a column vector of weights kn. Partially differentiating this expression
with respect to kn gives:

∂F(L)
∂kn

=
∑N
m=1σLm,Lnkm
(k′ k)1/2

=
σLn,L
σL

, (18.8)

.019
5:54:15, subject to the Cambridge Core terms of use,



490 Economic Capital

where σLn,L is the covariance between the loss in line n and the total loss. Setting
each kn = 1, this means that the marginal contribution to the total risk of the risk in
line n is σLn,L/σL. If the economic capital required is proportional to the standard
deviation of the losses, then this expression gives the multiple of the risk capital
needed for line n.

Value at Risk and Tail Value at Risk

If the capital required is instead proportional to the Value at Risk of the loss func-
tion, L, at some level of confidence, α , VaRα(L), then it can be shown that the
marginal contribution of risk is given by E[Ln | L = VaRα(L)]. Similarly, if the
capital required is instead proportional to the Tail Value at Risk of the loss func-
tion, L, at some level of confidence, α , TVaRα(L), then it can be shown that the
marginal contribution of risk is given by E[Ln | L≥VaRα(L)].

18.9 Further Reading

McNeil et al. (2005) gives further technical information on the calculation of risk
capital, whilst the Society of Actuaries (2004) provides a detailed practical as-
sessment of this topic. Whilst this document is mainly concerned with insurance
companies, a banking perspective is available in Matten (2000).

Questions on Chapter 18

1. Discuss whether the following could be considered a definition of economic
risk capital: ‘The value of assets required to limit the probability of insolvency
over the next ten days to less than one per cent’.

2. State why a generic capital model might be used in favour of an internal capital
model.

3. Define three distinct return measures that are frequently optimised when eco-
nomic capital is being determined.

4. A particular bank uses the standard deviation of losses as its measure of risk.
The standard deviation of total losses for this bank is £80m. The covariance of
the losses from the bank’s business loans business with total losses is £2m. The
total capital for the bank is £600m. Using the Euler capital allocation principle,
determine how much capital should be allocated to the business loans business.

.019
5:54:15, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


19

Risk Frameworks

Whilst looking at the various parties that have an opinion on risk in financial insti-
tutions, it is clear that many rules are in place to control these risks. However, in
many cases these rules consider only one aspect of a financial institution. In con-
trast, risk frameworks look at financial institutions, or even systems, as a whole and
try to manage all of these risks in a consistent manner. There are three broad types
of risk framework:

• mandatory
• advisory
• proprietary
Mandatory risk frameworks must be followed in order for an organisation to

carry out some types of business. However, they often have features that are useful
to a wider range of institutions. Advisory risk frameworks offer guidelines for firms
wishing to set up their own risk management framework. These are usually generic
which means that they can be used for many different types of organisation, but also
that a considerable amount of work must be carried out to tailor them to specific
institutions. Finally, there are proprietary risk frameworks. These are frameworks
used by firms for some specific purpose, the most common of which is credit rating.
All of the risk frameworks covered here are comprehensive, covering a range of

risk types for an organisation. This is what differentiates a framework from a more
narrowly-focussed code.

19.1 Mandatory Risk Frameworks

Mandatory risk frameworks are those that must be complied with by firms working
in particular industries. Two of the most important – and relevant – are Basel II and
Solvency II. The former is concerned with solvency in the banking sector, whilst
the latter deals with the insurance industry.
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19.1.1 The Basel Accords

The Basel Accords constitute the global risk framework designed to promote stabil-
ity in the banking sector. They are published and updated by the Basel Committee
on Banking Supervision (BCBS), which was established in 1974 by the governors
of the central banks of the Group of Ten (G10) countries under the auspices of the
Bank for International Settlements (BIS). It has no formal supranational authority
and merely recommends statements of best practice. However, these recommen-
dations are taken up by not just by regulators in G10 countries, but also by those
in other countries, although the exact implementation can differ substantially from
country to country.

Background to Basel Accords

The BCBSwas founded in response to an evident lack of cross-border co-ordination
in financial transactions. This was highlighted by the Herstatt banking crisis of
1974. This occurred when the Herstatt bank, a small institution in Cologne, was
forced into liquidation by local regulators. At the time that it became insolvent, it
was due to make payments of U.S. Dollars to New York in exchange for Deutsche
Marks that it had received earlier that day – prior to liquidation. The difference in
time zones between Cologne and New York meant that whilst Herstatt had taken
delivery of the Deutsche Marks, it had not transferred the U.S. Dollars. The re-
sulting uncertainty over how to resolve the situation, as well as a desire to stop a
similar situation occurring again in the future, led to the creation of the BCBS.

The First Basel Accord

The BCBS issued guidance throughout the 1970s and 1980s, culminating in 1988
with a set of minimum capital requirements for banks. This was originally known
as the 1988 Basel (or, more accurately, Basle) Accord although when it was super-
seded it became known as the First Basel Accord, or Basel I (Basle Committee on
Banking Supervision, 1988).
Basel I originally focussed exclusively on credit risk, which can be thought of

here as the risk that funds owed are not paid. At a high level, the methodology
behind Basel I was straightforward. First, credit-related assets and liabilities that
were off-balance sheet were converted to on-balance sheet equivalents. These were
then risk weighted, together with the existing on-balance sheet credit exposures.
Very low risk assets such as AAA-rated government bonds had a risk weight of
zero, whilst assets which were riskier – for example, unsecured loans – could have
a risk weight of up to 100% of their face value. These risk-weighted assets were
then summed, the total representing the level of risk to which the institution was
exposed, and multiplied by a minimum capital requirement of 8%. This meant that
firms had to hold additional capital worth at least 8% of risk-weighted assets.
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The available capital was classed as either core (tier 1) or supplementary (tier 2)
capital. Tier 1 capital consisted of a bank’s equity capital and disclosed reserves.
Tier 2 capital was made up of undisclosed reserves, revaluation reserves, general
loss reserves, hybrid debt instruments and subordinated debt. This tier 2 capital
was generally subject to discounting, upper limits or both. There was also a limit
on the total amount of tier 2 capital as a proportion of tier 1 capital. Essentially this
meant that tier 1 capital of at least 4% of risk-weighted assets was needed.
It soon became clear that banks were also significantly exposed to market risk.

As a result, Basel I was updated to allow for this with an amendment published
in 1996 (Basle Committee on Banking Supervision, 1996). In this context, market
risk can be defined as the risk that the value of assets will move in such a way
as to cause a financial loss. Under this amendment, exposures to market risk were
calculated using either a risk weighting approach (as for credit risk) or a firm’s
agreed internal model. The model generally involved calculating the risk weight
based on a 99% 10-day VaR.
When market risk was added to Basel I, the concept of tier 3 capital also ar-

rived. This made additional allowance for certain types of shorter-dated capital to
cover market risk, although again there was a limit on the amount of tier 3 capital
that could be used, in this case 250% of the tier 1 capital used to support market
risk. Goodwill and unconsolidated banking subsidies were deducted from the sum
of these sources of capital, and unconsolidated non-banking subsidies were risk
weighted.
As mentioned above, Basel I was simple – but crude. The scope for regula-

tory arbitrage through methods such as securitisation led to excessive risk being
maintained. This process involved packaging loans into instruments such as CDOs
whilst also buying similar products in the market. This could leave a firm’s eco-
nomic exposure to credit risk unchanged, but the credit risk under Basel I would
be lower: the risk would instead have been converted to market risk which could
be allowed for in an internal model. This could significantly reduce the amount of
capital required.
However, a more important issue was that even with the addition of market risk

to the original credit-based formulation, the range of risks considered was still
narrow. In particular, some banks ran into difficulties despite appearing healthy
from a Basel I point of view. Operational risk – not covered by Basel I – often
featured heavily in these cases.

Basel II

Basel II, the Second Basel Accord, was introduced in 2004 (Basel Committee on
Banking Supervision, 2004). Its introduction sought to address many of the issues
with Basel I. Basel II is based on a concept of ‘three pillars’:

.020
5:28:42, subject to the Cambridge Core terms of use,



494 Risk Frameworks

• minimum capital requirements;
• supervisory review process; and
• market discipline.

Minimum Capital Requirements under Basel II

The first pillar is similar to the minimum capital requirement under Basel I in that it
uses tiers 1, 2 and 3 capital with only minor changes. It also allows for market and
credit risk, with market risk being unchanged. In terms of valuation, liquid assets
outside the banking book are marked to market (so the market value of assets is
used), whereas illiquid assets are marked to model, meaning that the values are –
to use the words of Basel II – ‘benchmarked, extrapolated or otherwise calculated
from a market input’. As with Basel I, market risk can be calculated using either
the risk-weighting approach or an internal model.
Credit risk changes in Basel II. First, the standardised model for credit risk from

Basel I is updated to allow for a greater range of creditors. This increased granular-
ity seeks to treat the different credits more equitably. However, Basel II also allows
for something similar to the internal model used for market risk, in this case known
as the internal ratings based (IRB) approach. This means that, in theory, market and
credit risks can be treated consistently. Basel II also makes explicit allowance for
securitisation in an effort to limit this aspect of regulatory arbitrage.
Perhaps the greatest change from the first to the second Basel Accord is that an

allowance is made for operational risk (Basel Committee on Banking Supervision,
2001, 2003). In Basel II, operational risk is defined as ‘the risk of loss resulting
from inadequate or failed internal processes, people and systems or from exter-
nal events’. Three approaches can be used to calculate the reserves required. The
simplest method is the basic indicator approach. This involves applying a fixed
multiple, α , to a gross income measure. The measure of gross income used under
Basel II is the average over the last 3 years, with any years for which the gross in-
come is less than or equal to zero being excluded from the calculation. This means
that if the gross income is positive for only two of the last three years, the income
in these two years should be added together and divided by two rather than three.
If the capital required under this approach is KBIA, the approach can be described
as:

KBIA =
∑3t=1max(GIt ,0)α

I(GIt ≥ 0) , (19.1)

where GIt is the gross income in year t and I(GIt ≥ 0) is an indicator function that
is equal to 1 if GIt ≥ 0 and 0 otherwise.
A more advanced approach is to take a multiple of gross income across each

business line. This is the standardised approach (SA). This is similar to the basic
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Table 19.1 Values of βn for standardised approach to operational risk under
Basel II

n Business line βn
1 Corporate finance 18%
2 Trading and sales 18%
3 Retail banking 12%
4 Commercial banking 15%
5 Payment and settlement 18%
6 Agency services 15%
7 Asset management 12%
8 Retail brokerage 12%

Basel Committee on Banking Supervision: International Convergence of Capital
Measurement and Capital Standards – A Revised Framework, (2004)

indicator approach except that the firm is divided into eight separate business lines
with the capital being calculated separately for each. Also, negative gross incomes
are not excluded from the calculation. This should make the standardised approach
more attractive to banks than the basic indicator approach. If the capital required
under this approach is KSA, the approach can be described as:

KSA =
∑8n=1∑3t=1GIn,tβn

3
. (19.2)

The values of βn for each business line are given in Table 19.1.
Finally, with the agreement of the regulator, a firm can use internal models and

scenario analysis to calculate a bespoke reserve requirement. This is the advanced
measurement approach, or ‘AMA’. This involves using internal and external data
to determine the probability of loss events and the expected size of loss given an
event has occurred in each business line. For this approach, each loss event type
must be allowed for. The different event types are:

• internal fraud;
• external fraud;
• employment practices and workplace safety;
• clients, products and business practices;
• damage to physical assets;
• business disruption and system failures; and
• execution, delivery and process management.

This approach gives banks the opportunity to model operational losses consis-
tently with market and credit risks.
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The minimum capital requirements under Basel II were updated in 2009, in re-
sponse to the global financial crisis (Basel Committee on Banking Supervision,
2009b). The 2009 update has a number of aspects.
One direct response to the financial crisis is to single out correlation trading

portfolios – essentially CDOs – and to define a specific approach for calculating
their market risk under the standardised approach. If such a portfolio contains both
long and short positions, then offsetting positions cannot necessarily be ignored.
Instead, the market risk needs to be calculated first for all net long positions and
then for all net short positions. The reserve for market risk for the portfolio is then
taken as the larger of the two figures. Additional guidance is also given for the
use of internal market risk models. In addition, further requirements are added in
relation to nth-to-default credit derivatives, or multi-tranche CDOs.
In calculating the capital required for market risk, the 2009 update also requires

banks to calculate a ‘stressed’ 99% 10-day VaR using data from a continuous 12-
month period of significant financial stress – a period covering 2007/8 was sug-
gested by the BCBS. This scenario is also added as a further scenario to be con-
sidered in stress testing, together with the 1998 Russian financial crisis and the
bursting of the technology stock bubble in 2000.
Additional guidance is also given on the treatment of illiquid assets. A key point

is that ‘...the observable data should be considered, but may not be determinative’.
In other words, illiquid assets should not necessarily be marked to market.

Supervisory Review under Basel II

The second pillar of Basel II is supervisory review. This is important as it recog-
nises explicitly that holding capital is not a substitute for inadequate risk manage-
ment, although the result of the review might be a requirement to hold additional
capital against risks not covered in the first pillar. There are a number of aspects to
supervisory review. The first is that firms have an internal process for monitoring
capital adequacy. The part of the assessment undertaken by firms is the internal
capital adequacy assessment process (‘ICAAP’). This should be used by firms to
assess the level of capital needed to cover not just current but also future risks in
the business.
The ICAAP forms the basis for review by the regulator, who needs to make sure

that the process is sound. The regulator also needs to ensure that the firm is oper-
ating above minimum level, and has an obligation to intervene quickly if there is
a risk of capital falling below minimum levels. There are a number of aspects of
the process to which the regulator must pay particular attention. Interest rate risk
should be considered, as should various aspects of credit risk, including concentra-
tion and counter-party risk. The regulator should also verify that the approach used
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to quantify operational risk is consistent with the business, and whether market risk
is correctly measured.
The process of supervisory review was also revised in 2009 (Basel Committee on

Banking Supervision, 2009a). The need for firm-wide risk oversight was addressed,
together with guidance in the following specific areas:

• risk concentrations;
• off-balance sheet exposures with a focus on securitisation;
• reputational risk and implicit support;
• valuation and liquidity risks;
• sound stress testing practices; and
• sound compensation practices.

Market Discipline under Basel II

Market discipline is the third pillar of Basel II. This is essentially a case of promot-
ing transparency by requiring firms to publish details of their risks, their capital
and the ways in which they manage risk. The aim is to make sure that sufficient
information about a firm is disclosed for the market to assess the risks faced by
the firm, and for the cost of capital – the price of equity and debt – to be adjusted
accordingly. The rationale behind this is that a firm will seek to manage risks in
order to manage the cost of capital.

Criticisms of Basel II

The Second Basel Accord was a major improvement on the First both in scope and
in process. However, it still had a number of flaws.
Both Basel I and Basel II focus on a single number as a measure of all risks. In

one sense this is helpful as it allows a variety of different firms to be compared on a
consistent basis. However, the range of firms described by this figure and the range
of risks aggregated into it mean that it is dangerous to place too much emphasis on
a single measure of risk such as this. In fact, the headline figure is arguably even
less informative for Basel II than for Basel I, since the range of risks covered by
the former is much greater than that covered by the latter.
A major improvement was the allowance for operational risk. However, the list

of risks addressed remains incomplete. Importantly, liquidity risk is given only
cursory treatment.
It is worth noting the difficulty in arriving at a firm estimate for the risk number.

First, it is difficult to quantify many operational risks. However, quantification is
not straightforward even for market risks: the level of confidence required is at
anywhere between the 99% level of confidence over ten days and 99.9% over one
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year. Some of the asset classes considered have existed for only a decade, so these
levels of confidence could be regarded as spurious.
However, despite the potentially reduced reliability of this number, there is a risk

that the more risks are included and the more complex the calculations become,
the greater the confidence that will be put in the risk number. This equation of
complexity with reliability is dangerous.
Basel II was also blamed for elements of pro-cyclicality in market cycles, lead-

ing to feedback risk, particularly during the global financial crisis. In particular,
marking assets to market or even to model (which requires valuation using market
inputs) requires risky assets to be sold if their market value has fallen. This forced
sale can force asset prices down further. Pro-cyclicality is cited as a reason to avoid
marking assets to market. The 2009 amendments that proposed a more pragmatic
approach to the principle of mark-to-market for illiquid assets were an attempt to
address this issue. However, it is not clear what alternative could be used – anything
that does not reflect market values risks over-valuing assets held by a bank. Having
said this, market values can seriously under-value certain fixed interest instruments
where the risk of loss is slight – the question is, by how much.
Linked to the issue of pro-cyclicality is the failure of Basel II to deal with sys-

temic risks. Basel II aims to control the risk of insolvency of each bank. However,
this only serves to control the overall risk of the banking system if the risks of
insolvency are reasonably uncorrelated across banks. Because banks are often sim-
ilarly exposed to many risks, this means that an adverse event affecting one bank
could actually affect many.
A final, practical issue with Basel II was that the added complications relative to

Basel I require added expenditure on appropriate systems. It is not clear that this
expenditure has improved outcomes for all companies.

Background to Basel III

In response to the global financial crisis – and to many of the criticisms of Basel
II – certain aspects of the first pillar of Basel II are being strengthened under what
is now officially called Basel III (Basel Committee on Banking Supervision, 2010,
2011a). Basel III also introduces new liquidity requirements.
Basel III was to have been fully implemented by 2015. However, although im-

plementation has begun, full compliance is not now required until 2019.

Minimum Capital Requirements under Basel III

Basel III aims to address capital adequacy by taking five steps:

• raising the quality, consistency and transparency of the capital base;
• reducing pro-cyclicality and promoting counter-cyclical buffers;
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• addressing systemic risk and interconnectedness;
• enhancing risk coverage; and
• supplementing the risk-based capital requirement with a leverage ratio.
Several steps are being taken to strengthen the capital base. From 1 January

2015, tier 1 capital has needed to constitute at least 6% of risk-weighted assets. As
part of this ratio, the amount of common equity needs to be equal to at least 4.5%
of risk-weighted assets. The balance of the 8% minimum capital requirement can
be met by tier 2 capital. Transitional arrangements phased these changes in from 1
January 2013.
As part of the strengthening of the capital base, the definitions of capital are

tightened. It is emphasised that the predominant form of tier 1 capital must be
common shares and retained earnings, and the remainder must comprise instru-
ments that fulfil the following criteria:

• they are subordinated;
• they have fully discretionary non-cumulative dividends or coupons; and
• they have neither a maturity date nor an incentive to redeem.
Certain hybrid securities that previously counted as tier 1 capital are being phased

out from 1 January 2014 to 1 January 2018. Further deductions from common eq-
uity – covering items such as investments in financial institutions, mortgage ser-
vicing rights and certain deferred tax assets – will also be phased in over the same
period.
Tier 2 capital is also re-defined. To qualify as tier 2 capital, an instrument must

fulfil the following criteria:

• it must have been issued and be paid-up;
• it must be subordinated to depositors and general bank creditors;
• it must not be secured, covered by an issuer-related guarantee, or be subject to
any other arrangement that legally or economically enhances the seniority of the
instrument relative to depositors and general bank creditors;

• it must have a maturity of least five years, with a recognition in the calculation
of regulatory capital that the instrument will be amortised on a straight line basis
in its final five years, with no incentives to redeem the instrument;

• it must not be callable within the first five years of issue, with any call requir-
ing regulatory approval, no action being taken that creates an expectation that
the call will be exercised, and no call being exercised unless the instrument is
replaced with capital of at least equal quality, with the bank demonstrating that
its capital position is well above the minimum after the call option is exercised;

• investors must have no rights to accelerate the repayment of future scheduled
payments of coupon or principal except in bankruptcy and liquidation;
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• the instrument cannot have a dividend or coupon that is reset based on the bank’s
credit rating;

• the instrument cannot be purchased by the bank or any party over which the bank
exercises control; and

• if the instrument is not issued out of an operating entity or the holding company,
proceeds must be immediately available without limitation to the operating en-
tity or holding company.

Tier 3 capital, which was available to cover only market risks, is being phased
out over a ten-year period that started on 1 January 2013.
There is also a ten-year phase-in period over which existing capital will be

subjected to new ‘bail-in’ requirements. These requirements, which also apply to
all capital issued after 1 January 2013, allow regulators to subordinate existing
providers of capital if government capital is required to prevent a bank from fail-
ing. In other words, if a government injects capital into a bank, then that capital
ranks above any other capital provided to the bank.
In addition, Basel III defines a capital conservation buffer of 2.5% of risk-weight-

ed assets that must also come from common equity. This is intended to provide
banks with some breathing room in times of financial stress – in other words, a
bank can draw on this buffer, but to do so will bring limits on the extent to which
earnings can be distributed. The buffer is being phased in from 1 January 2014 to
1 January 2019. In addition, national regulators can require additional capital of up
to 2.5% of risk-weighted assets during periods of high credit growth, this capital
also being met solely from common equity.
When Basel III was introduced, it was proposed that systemically important fin-

ancial institutions (SIFIs) should be held to a higher standard than other finan-
cial firms, and subsequent publications set out the way in which this would be
achieved, particularly for global institutions (Basel Committee on Banking Super-
vision, 2011b, 2013). Both documents set out how to assess the extent of systemic
importance. An indicator approach is used, which looks at:

• the size of banks;
• their interconnectedness;
• the presence or absence of substitutes for the services they provide;
• their global activity; and
• their complexity.
This approach both indicates whether a bank is globally systemically important,

and, if it is, also how important it is. This then indicates the additional capital
that must be held, which can be 1%, 1.5%, 2%, 2.5% or 3.5% of common equity.
However, the 3.5% category is intended to act as a deterrent: it is not intended that
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any firms should have this level of systemic importance. Indeed, if any were to fall
into this category, the BCBS has indicated that an additional category would be
added with even greater capital requirements.
The changes around risk coverage bring about a number of requirements re-

lating to counter-party risk. Stressed inputs must be used for determining capital
requirements for counter-party risk, and banks must now hold capital for poten-
tial mark-to-market losses associated with a deterioration in the creditworthiness
of a counter-party. Standards for collateral management and margining have been
strengthened, and the BCBS has expressed its support for central counter-parties
(CCPs) – to the extent that the use of CCPs would result in a lower risk weight
being applied to associated collateral. Risk weights for exposures to financial insti-
tutions have been raised relative to those for the non-financial corporate sector, to
reflect higher correlations within the financial sector. Finally, counter-party credit
risk management standards have been raised.
Restricting leverage is a more fundamental measure that the BCBS is taking in

order to limit risk. Its focus here is the leverage ratio, defined as:

Leverage ratio=
Capital measure
Exposure measure

, (19.3)

where the capital measure is the amount of the firm’s tier 1 capital, and the exposure
measure is the sum of the firm’s on-balance sheet exposures, derivative exposures,
securities financing transaction exposures, and off-balance sheet items (Basel Com-
mittee on Banking Supervision, 2014). The BCBS is testing a minimum leverage
ratio of 3% from 1 January 2013 to 1 January 2017.
The market risk framework was further revised in 2016 (Basel Committee on

Banking Supervision, 2016), with the following changes being introduced:

• a revised internal models approach (IMA), with a more rigorous model approval
process, together with more consistent identification and capitalisation of mate-
rial risk factors across banks, and constraints on the capital-reducing effects of
hedging and diversification;

• a revised standardised approach (SA), which is significantly more risk-sensitive
than the previous approach, but without requiring a sophisticated treatment for
market risk;

• a move from Value-at-Risk (VaR) to Expected Shortfall (ES) as the measure of
risk under stress, with the minimum standard being a 97.5% level of confidence
on a one-day basis;

• the incorporation of the risk of market illiquidity into both the SA and IMA,
replacing the static 10-day horizon assumed for all traded instruments under
VaR in the previous framework; and
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• a revised boundary between the trading book (which contains securities and
derivatives that are easy to trade) and the banking book (which contains more
‘traditional’ illiquid banking assets).

Liquidity Requirements under Basel III

A key cause of the global financial crisis was illiquidity. As a result, Basel III
introduces two new features focussed on short- and long-term liquidity for banks.
Short-term resilience is dealt with by the liquidity coverage ratio (LCR), which

is being phased in from 1 January 2015 to 1 January 2019. This is intended to
ensure that banks have sufficient high quality liquid resources to survive a stress
scenario lasting for one month. The LCR is defined as follows:

LCR=
Stock of high quality liquid assets

Total net cash outflows over the next 30 calendar days
. (19.4)

From 1 January 2019, the LCR must be at least 100%. High quality liquid assets
(HQLA) are assets that should be liquid in times of market stress. They are made
up of level 1 and level 2 assets. Level 1 assets include cash, central bank reserves,
and certain liquid securities backed by sovereigns and central banks. Level 2 assets
are further divided into level 2A and level 2B assets. Level 2A assets include some
government securities, covered bonds and corporate debt securities; whilst level 2B
assets include lower rated corporate bonds, residential mortgage backed securities
and some equities. Level 2B assets may be subject to a haircut – that is, a reduction
from market value – of up to 50%. Level 2 assets cannot account for more than
40% of a bank’s HQLA, and level 2B assets cannot account for more than 15%.
The remaining HQLA must come from level 1 assets.
Total net cash outflows are defined as total expected cash outflows less total

expected cash inflows for the next 30 calendar days, with cash inflows being subject
to an aggregate cap of 75% of total expected cash outflows.
Longer term resilience is dealt with by the net stable funding ratio (NSFR),

which will be introduced on 1 January 2018. This considers funding over a time
horizon of one year. It is defined as follows:

NSFR=
Available amount of stable funding
Required amount of stable funding

, (19.5)

and this ratio must be at least 100%. Liabilities counting towards available stable
funding are weighted from 0% (for example, any bank funding with a maturity less
than six months), through to 95% (for example, retail term deposits with a maturity
of greater than twelve months); the required stable funding reflects the assets held,
weighted from 0% (for example, any cash held), through to 100% (for example,
assets that are tied up for at least twelve months). In the middle, with a range of
weights, sit the full range of investments.
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Market Discipline under Basel III

From the end of 2016, banks will be required to give revised disclosures. According
to the BCBS, third pillar disclosures should adhere to the following principles:
they should be clear, comprehensive, meaningful to users, consistent over time and
comparable across banks.
To try to ensure this, the BCBS has introduced harmonised templates for report-

ing. Some are prescriptive, fixed-form templates. These are to be used by banks for
disclosing quantitative information considered essential for the analysis of a bank’s
regulatory capital requirements. However, other templates have a more flexible for-
mat. These are to be used for information which is considered meaningful to the
market but not central to the analysis of a bank’s regulatory capital adequacy. A
bank’s senior management may decide to supplement the quantitative disclosures
with a qualitative commentary.

19.1.2 Solvency II

Solvency II is the risk framework for insurance companies operating in EU mem-
ber states that came into force on 1 January 2016. It is modelled on Basel II, but
sponsored not by the G10 but by the EU. Unlike the BCBS, the EU can require
adherence by member states to its directive.

Background to Solvency II

As with the Basel Accords, Solvency II has a heritage stemming from the 1970s
with the EEC First Non-Life Directive 73/239/EEC (1973) and the EEC First Life
Directive 79/267/EEC (1979). A number of additional directives followed. The
EC Non-Life Directive 2002/13/EC (2002) amended its predecessors, whereas the
EC Life Directive 2002/83/EC (2002) was so substantial as to not only amend
previous directives but to recast the remaining elements that were in force as a
single document. Together, these were known as Solvency I.
Solvency I covered issues as diverse as the rights of policyholders, the good char-

acter of employees and insurance advertising. However, the bulk of the legislation
referred to insurance company solvency. Under Solvency I, the EU delegated insur-
ance company supervision to the regulators in each member state. The directives
were clear that supervision included verification of the solvency of insurance com-
panies, and that regulators must require these companies to have robust accounting,
administration systems and internal controls. Solvency I also placed duties on au-
ditors to ensure that they scrutinised accounts to a sufficient degree.
The EEC First Life Directive 79/267/EEC (1979) forbade the establishment of

new composite insurers, but it also required that existing ones be treated as sep-
arate life and non-life insurance companies for the purposes of solvency calcula-
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tions. Solvency I also set out the requirement to calculate technical provisions and
to include expenses. There was also guidance on the choice of discount rate for
valuation, as this is particularly important for the valuation of long-term business.
Solvency I then described the assets that could be used to back these technical

provisions, and the maximum extent to which various assets can be allowed for.
These were expressed in terms of a diversification requirement.
Finally, Solvency I outlined the calculation of the minimum solvency margin,

and detailed what could be used to back it – specifically free reserves, share cap-
ital and retained profits. Intangible assets were specifically excluded. Part of the
minimum solvency fund was the guarantee fund, the absolute minimum level of
solvency that must be achieved below which regulatory intervention was required.
As with Basel I, Solvency I was a good attempt to provide a consistent and robust

basis for solvency amongst insurers, but it suffered from many of the same issues:
it was inflexible, different assets were treated as though they were identical, and it
concentrated on too few risks. Solvency II is an attempt to address this.
Solvency II is, like Basel II, designed around three pillars. These are similar in

nature to those of Basel I, but are instead defined as:

• quantitative requirements;
• qualitative requirements; and
• disclosure.
Unlike Basel III, Solvency II does not have any specific requirements in relation

to liquidity.

Quantitative Requirements under Solvency II

The quantitative requirements for Solvency II are in two parts: the solvency capital
requirement (SCR) and the minimum capital requirement (MCR), the latter being
a specific requirement rather than a pillar as in Basel II. The SCR is the main
standard by which solvency is measured, below which regulatory action is taken;
the MCR is a lower capital requirement, but any firm falling below the MCR would
lose its authorisation.
The SCR must be achievable with a 99.5% level of confidence over a one-year

time horizon. There are two approaches to calculation. The standard formula in-
volves calculating the sum of basic solvency capital items, adding the requirement
for operational risk, and making several adjustments. The components of basic sol-
vency capital are:

• non-life underwriting risk;
• life underwriting risk;
• special health underwriting risk;
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• market risk (including interest rate mismatch);
• counter-party default risk; and
• operational risk.
Under this standardised approach, required reserves are calculated according to

a specified deterministic basis, although stochastic methodology is often required,
particularly in the valuation of with-profits guarantees. For firms writing long-term
business, market risk is dealt with by requiring stress testing in response to a small
number of deterministic scenario tests; credit risk is dealt with by limiting exposure
to reinsurance and other counter-parties. An additional solvency margin is calcu-
lated which differs by business: for non-life insurance business the margin is the
greater of various amounts determined from premiums written or earned, claims
incurred and the previous year’s reserves on a deterministic, formulaic basis; for
firms writing long-term business, proportions of the liabilities, assets and sums
assured are calculated, again in a deterministic and formulaic manner. However,
instead of using this standard approach, a quantitative model designed by the firm
can be used. This internal model-based calculation is somewhat different, and to
be accepted by a regulator it must fulfil six criteria:

• the ‘use test’;
• statistical quality standards;
• calibration standards;
• profit and loss attribution;
• validation standards; and
• documentation standards.
The use test is intended to ensure that the model used is not simply constructed

for regulatory purposes but is more widely employed. In particular, a firm should
use the model as part of:

• the risk management systems;
• the decision making processes;
• the economic capital assessment and allocation processes; and
• the solvency capital assessment and allocation processes.
The statistical quality standards are intended to ensure that realistic assumptions

are used, based on accurate, appropriate and up-to-date information. It is permis-
sible to allow for diversification, potential management actions and responses to
risk, but credit risk and the impact of guarantees should also be adequately allowed
for.
The calibration standards are in place to ensure that the outputs from the internal

model can be used to calculate the SCR in such a way that it reflects the 99.5%
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level of confidence, whilst the profit and loss attribution requires that the causes
and sources of profits and losses for each major business unit are analysed at least
annually. This is closely related to the validation standards which require the per-
formance of the internal model to be monitored. Specifically, the appropriateness of
the model specification should be under constant review with model results being
compared with actual experience.
Finally, there must be minimum standards of documentation, with a detailed

outline of the theory, assumptions, and reasoning underlying the internal model
being recorded.
In contrast to the SCR, the MCR is a simple, objective calculation. As discussed

earlier in this section, it is intended to be an absolute minimum level of solvency.
The firm should be able to meet the MCR with a probability of 80% to 90% over a
one-year period.
Under Solvency II, all assets and liabilities are taken at ‘fair value’, implying

market consistency wherever possible. The excess of assets over liabilities forms
part of what is known as a firm’s ‘basic own funds’, an item which also includes
subordinated liabilities. Another item known as ‘ancillary own funds’ includes
unpaid share capital, letters of credit, and insurance payments due. These funds
are used to constitute the capital required to meet the quantitative requirements.
Broadly speaking, basic own fund items count as tier 1 capital if they can be called
upon to meet losses in ordinary circumstances, whereas basic and ancillary own
fund items that can only be called upon in wind up are tier 2. Anything less easily
available is tier 3 capital. When trying to meet the SCR, tier 1 capital can make up
no less than one-third of the capital, and tier 3 capital no more; for the MCR, tier 1
capital must be more than half of the basic own funds.

Qualitative Requirements under Solvency II

The second, qualitative pillar of Solvency II is as much a message to regulators
about how to treat firms as it is to firms on how they should behave. For example,
regulators should analyse the strategies of firms, suggesting that business models
are under scrutiny. This is an important check on the sustainability of a business.
Processes also need to be investigated, which is important given their role in opera-
tional risk. The governance requirements in the second pillar are aimed at bringing
consistency across the insurance, securities and banking industries.

Disclosure

Finally, the third pillar – disclosure – is intended to improve risk management by
encouraging firms to control risk in order to reduce the cost of capital. As with
Basel II, this is an important way of encouraging firms to embrace good risk man-
agement, supplementing the requirements centred around capital adequacy.
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Comparison of Basel II/III and Solvency II

Both Solvency II and Basel II have been designed with multi-national firms in
mind. Both are also risk-based three-pillar frameworks, meaning not only that more
capital is allocated to firms that run higher risks, but also that capital is not the only
answer to risk management.
There are, though, major differences between the two frameworks. Solvency II

is less prescriptive than Basel II. The former concentrates on broad principles with
the expectation that the regulators in each country will provide the detailed rule
for firms under their supervision. Basel II also has a greater focus on systemic
risk than Solvency II. This is appropriate, since the operations of insurers are less
intertwined than those of banks, so systemic risk is less of an issue. However,
despite these differences, many of the criticisms levelled at Basel II have also been
levelled at Solvency II.
A key difference between Basel III and Solvency II is that whilst the former

has specific requirements in relation to liquidity, the latter does not. This is under-
standable. Much of the capital raised by a bank is traditionally short term, including
current accounts. There is no equivalent source of financing for an insurance com-
pany, which is more likely to be funded by ‘traditional’ forms of bond financing.
Insurance companies are also less likely to face immediate liquidity needs. Life
insurance generally has predictable cash flows, whilst the settlement times for non-
life insurance are generally months or years rather than days. However, the Chief
Risk Officer Forum (2008) nonetheless includes useful guidance on liquidity risk
for insurers.

19.2 Advisory Risk Frameworks

Advisory risk frameworks are not required for compliance with legislation, but can
be helpful for all organisations – financial and non-financial – in defining their
ERM frameworks. A number of these risk advisory frameworks exist. Those cov-
ered in this section are:

• Risk Analysis and Management for Projects (RAMP)
• the COSO ERM Integrated Framework;

• the IRM/AIRMIC/Alarm Risk Management Standard;
• the Treasury Board of Canada Integrated Risk Management Framework;
• the Orange Book;
• AS/NZS 4360:2004; and
• ISO 31000:2009.
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19.2.1 RAMP

The methodology developed by the Institute and Faculty of Actuaries together with
the Institution of Civil Engineers for the management of the risks in any kind of
project is known as RAMP (Risk Analysis and Management for Projects). This
approach, which was first published in 1998, is now well established and consists
of eight stages:

• RAMP launch;
• risk identification;
• risk analysis;
• financial evaluation;
• risk mitigation;
• go/no-go decision;
• risk control; and
• RAMP closedown.
Once stakeholders and their viewpoints have been identified (part of the RAMP

launch), many of the remaining sections are consistent with the analysis in the
preceding sections. Because RAMP is intended for use with capital projects rather
than in an ongoing business, a decision on whether to proceed at all is required, and
post-project ‘closedown’ analysis forms part of the process. However, both could
and perhaps should also be incorporated into broader risk management processes
relating to the financial and non-financial operations of banks, insurance companies
and pension schemes.
The methodology enables risks to be expressed in financial terms through the

use of an investment model and facilitates decisions on whether projects should go
ahead or not, and in what form. Because risks, including the eventual operational
risks, are fully thought through at the outset of the project, costly mistakes should
be minimised.

19.2.2 The COSO ERM Integrated Framework

COSO is the Committee of Sponsoring Organizations of the Treadway Commis-
sion. The commission itself is sponsored by the American Accounting Association
(AAA), the American Institute of Certified Public Accountants (AICPA), the Fi-
nancial Executives International (FEI), the Institute of Management Accountants
(IMA) and the Institute of Internal Auditors (IIA). The COSO framework (Com-
mittee of Sponsoring Organizations of the Treadway Commission, 2004) is set out
in a detailed document which sets out a detailed generic risk management process.
The document is keen to point out that events can have both a positive and a
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negative impact, and that these correspond to the opportunity and risk associated
with the events. The document is also clear that ERM is an ongoing process rather
than an event. This is an important concept, as it emphasises the importance of
integrating ERM into everyday workings of an organisation. The document also
notes that this process should be applied at all levels of an organisation and as part
of the organisation’s strategy.
According to the COSO approach, ERM encompasses:

• aligning risk appetite and strategy;
• enhancing risk response decisions;
• reducing operational surprises and losses;
• identifying and managing multiple and cross-enterprise risks;
• seizing opportunities; and
• improving the deployment of capital.
The COSO document addresses the context and scope of the risk management

exercise by defining them in terms of a three-dimensional matrix, with each di-
mension being inextricably linked to the others. The first of these dimensions is the
range of areas that the risk framework should cover. The framework divides these
into four categories:

• operational;
• compliance;
• reporting; and
• strategic.
The COSO ERM framework emphasises that ERM should cover the operations

of any firm, since failure here can lead at best to inefficiency and at worst to catas-
trophic losses. Compliance with rules and regulations, as well as internal proce-
dures, falls within the remit of the COSO framework. It also covers the reporting
area which is important since it is impossible to control risks if accurate informa-
tion about the state of the business is not available. The COSO document states that
ERM should be implemented at a strategic level, being integrated into the way an
enterprise seeks to meet its high level goals.
The second dimension described in the framework covers eight components of

ERM:

• internal environment;
• objective setting;
• event identification;
• risk assessment;
• risk response;
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Figure 19.1 COSO Risk Framework, adapted from PricewaterhouseCoopers:En-
terprise Risk Management – Integrated Framework, (2004)

• control activities;
• information and communication; and
• monitoring.
The internal environment of an organisation defines the context in which ERM

is carried out. The COSO document highlights the risk management philosophy,
risk appetite and broad values as being important components of this environment.
Setting the objectives is also a key feature here, since objectives must be set before
the risks of not meeting these objectives can be considered. The first stage here is to
identify the risks and opportunities, both internal and external, that might have an
impact on the ability of an enterprise to meet its objective. The incidence and po-
tential intensity of these risks are then analysed, and risk responses considered. The
four standard responses to risk are discussed, defined here as avoidance, reduction,
sharing and acceptance.
The final dimension in this framework is the level of application. This empha-

sises that risk management applies to all levels of an organisation, from the entity
as a whole through divisions, business units and subsidiaries.
The interaction of these dimensions is shown graphically in Figure 19.1. This

demonstrates the combinations that can be considered, but not every cell will nec-
essarily be populated.
The COSO framework emphasises that ERM is not a serial process, but is multi-

directional and iterative. It places ultimate responsibility for the framework with
the CEO, but points out that everyone has some role in risk management. This is
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true for the board, which is responsible for overseeing the framework and liaison
with senior management, for senior management and staff, but also for regulators,
professional organisations and educators. Of course, these external parties are not
responsible for implementing ERM within a particular firm, but they can provide
useful information to such a firm.
The framework also explicitly describes the limitations of ERM, which are im-

portant to recognise. Even in a risk management framework, management pro-
cesses might be inadequate and human error can occur. Also, the benefit of ERM,
and any component of it, needs to be considered against the cost of implementation.
Finally, it is impossible to guard against all opportunities for deliberate circumven-
tion of risk controls, particularly if two or more individuals collude.

19.2.3 IRM/AIRMIC/Alarm Risk Management Standard

The next risk framework is titled simply ‘A Risk Management Standard’ (Institute
of Risk Management et al., 2002). It is provided by the Institute of Risk Manage-
ment (IRM), the Association of Insurance and Risk Managers (AIRMIC) and the
National Forum for Risk Management in the Public Sector (Alarm). Whilst AIR-
MIC has withdrawn its support from this framework in favour of the new global
standard ISO 31000:2009, it remains useful not least because it is free to down-
load. The IRM/AIRMIC/Alarm Risk standard has a number of similarities with
the COSO framework. For example, risk is defined here in terms of a combina-
tion of the probability of an event and its consequences. It also recognises that
risks can have upsides as well as downsides, but the focus in this framework is
firmly on downside risks. Risks are classified in this framework as internally and
externally driven, and are divided into financial, strategic, operational and hazard
risks, as shown in Figure 19.2. These risks form part of the process described in
Figure 19.3.
The document recommends that the risk identification process should be ap-

proached methodically, suggesting that a pro forma approach is used to consider
all aspects of risk. It also suggests that an in-house approach is likely to be more
effective than an approach that uses external consultancies, since people already
working for a firm are likely to have greater familiarity with the relevant issues.
The document also emphasises that the reporting of risks is part of good corporate
governance, and makes reference to both internal and external reporting. Internal
audit is also seen as an important control.
There is no detailed discussion of the types of risk treatment, but there is more

focus on what risk treatments should lead to at a minimum: effective and efficient
operation, effective internal controls, and compliance with laws and regulation.
The document also covers the monitoring of risk as well as the roles of various
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interested parties: the board is responsible for taking a strategic view on risk, and
for considering the various costs and benefits, as well as the overall review process;
business units are responsible for the day-to-day management of risk, and for in-
cluding risk management in the fabric of their work; but the greatest responsibility
is saved for the risk management function. This function is regarded as the primary
champion for risk management in the organisation, and is responsible for:

• setting risk management policy and strategy;
• building a risk management culture;
• educating employees;
• establishing structures and policies within business units;
• designing processes;
• coordinating functions;
• developing responses to risks; and
• reporting risk.

The framework recommends that risks are described in a structured format, as
shown in Table 19.2. This ensures that all aspects of a risk are considered.
For estimation, the framework points out that a quantitative, semi-quantitative or

qualitative approach can be used, and that both threats and opportunities should be
considered. It suggests attaching probabilities to low, medium and high estimations
of risk, and estimating low, medium and high consequences. The result of this work
is a risk profile for the enterprise. The risks can then be mapped to the business
areas affected, with the primary control procedures in place being detailed. This
makes it easier to discuss areas where the level of risk control investment might be
increased, decreased or reapportioned.
The final area discussed, which is also covered in the COSO document, is report-

ing. An important distinction is made between internal reporting, for the benefit of
the board of directors, business units and individuals around an organisation, and
external reporting for investors and regulators. Both must be borne in mind.

19.2.4 The Treasury Board of Canada Risk Management Frameworks

The Treasury Board of Canada has issued two risk management frameworks. The
first – the Integrated Risk Management Framework – was issued in 2001 (Trea-
sury Board of Canada, 2001). Whilst this was superseded by the Framework for
the Management of Risk in 2010 (Treasury Board of Canada, 2010), it still offers
useful insights.
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Table 19.2 IRM/AIRMIC/Alarm Risk Descriptions. From IRM/AIRMIC/Alarm: A
Risk Management Standard, (2002)

Name of risk
Scope of risk Qualitative description of the events, their size, type, number

and dependencies
Nature of risk For example, strategic, operational, financial, knowledge or

compliance
Stakeholders Stakeholders and their expectations
Quantification of
risks

Significance and probability

Risk
tolerance/app-
etite

Loss potential and financial impact of risk

Value at risk
Probability and size of potential losses/gains
Objective(s) for control of the risk and desired level of perfor-
mance

Risk treatment
and control mech-
anisms

Primary means by which the risk is currently managed

Levels of confidence in existing control
Identification of protocols for monitoring and review

Potential action
for improvement

Recommendations to reduce risk

Strategy and pol-
icy developments

Identification of function responsible for developing strategy
and policy

Integrated Risk Management Framework

This document was created to help public-sector workers in Canada with their de-
cision making. The framework has four stages:

• developing the corporate risk profile;
• establishing an integrated risk management function;
• practising integrated risk management; and
• ensuring continuous risk management learning.
The corporate risk profile sets out the ways in which an institution is exposed to

various risks. The framework lists a number of relevant factors in the development
of this risk profile that are internal to an organisation:

• the overall management framework;
• governance and accountability structures;
• values and ethics;
• the operational work environment;
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Figure 19.4 The Treasury Board of Canada Integrated Risk Management Frame-
work

• individual and corporate risk management culture and tolerances;
• existing risk management expertise and practices;
• human resources capacity;
• the level of transparency required; and
• local and corporate policies, procedures and processes.

The external factors are defined as arising from political, economic, social and
technological sources. For risks that arise from both internal and external sources,
the risk environment includes the type of risk, source of risk, exposure and ability
to control the risk.
Having considered the risk profile, the framework then turns to risk capacity.

An important aspect of this is risk tolerance, which the framework suggests can be
determined through consultation or through observing responses to different levels
of risk exposure.
The framework recommends using an integrated risk management function, and

that risk management should be built into the decision-making process. It also rec-
ommends that a common risk management process is used throughout the enter-
prise, with the process shown in Figure 19.4.
The importance of adequate reporting is emphasised, and it is recommended that

communication and consultation be employed at all levels.
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There is also considerable comment on the importance of CPD and the impor-
tance of creating a supportive work environment with continuous learning being
built into employees’ development plans.

Framework for the Management of Risk

This revised framework is designed to help government officials in the management
of risk. In particular, it aims to help officials

• identify and explain different risk types;
• make decisions and provide guidance on levels of risk tolerance and the treat-
ment of risks;

• support continuing professional development;
• embed risk management principles and practices in their organisations;
• align their approach to the risk management practices and policies of the Trea-
sury Board of Canada;

• support wider government policies;
• manage risk in a way that recognises external and internal risk management
contexts;

• add value through risk management;
• balance responses to risk with innovation;
• be transparent, inclusive, integrated and systematic; and
• improve the culture, capacity and capability of risk management in organisa-
tions.

The Framework for the Management of Risk is supplemented by a Guide to
Integrated Risk Management (Treasury Board of Canada, 2016), which elaborates
on the principles in the Framework. It also aims to give practical guidance and
considerations putting the principles in the framework into practice.

19.2.5 The Orange Book

The Orange Book (HM Treasury, 2004) is designed to give general guidance on
risk management in both the public and private sector. It is intended to operate at a
higher level than other risk management standards, so that the other standards can
operate within the framework set out in the Orange Book.
The broad risk management model is shown in Figure 19.5. It is noted that this

is not a linear process, and that the various factors interact in a number of ways.
Starting with risk identification, a distinction is made between initial and contin-

uous identification. In both cases, the importance of linking the risk to an objective
is highlighted – if an adverse event does not affect an objective, then it is not a
risk. A distinction is also made between the impact of a risk and the risk itself. A
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Figure 19.5 Orange Book Risk Management Model

number of risk identification approaches are discussed, with internal and external
reviews considered.
When considering risk assessment, three principles are highlighted

• that there should be a structured process considering both likelihood and impact
for each risk;

• that assessments should be recorded in such a way that risk can be monitored
and prioritised easily; and

• that the distinction between inherent and residual risks is clear.
Prioritisation rather than quantification is the focus here, with classification into

high, medium and low risk categories being considered.
Next, risk appetite is discussed. This is considered in terms of a series of bound-

aries, limiting the risk that can be taken in particular departments. A distinction
is made between corporate risk appetite, which applies to the organisation as a
whole, delegated risk appetite, which is the appetite allocated to a particular busi-
ness line or department, and project risk appetite which is allocated to stand-alone
enterprises outside the day-to-day business of an organisation.
In terms of risk response, the four approaches are referred to as tolerate, treat,

transfer and terminate. Also discussed is the option of taking the opportunity. This
is regarded as being carried out in addition to any of the responses other than ter-
minate. Risk treatments are classified as:

• preventive, which limit the possibility of an undesirable outcome;
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Figure 19.6 AS/NZS 4360:2004Risk Management Process, from Standards Aus-
tralia and Standards New Zealand: taken from Risk Management Guidelines –
AS/NZS4360:2004, (2004), c© Standards Australia Limited, by Professor Paul
Sweeting with the permission of Standards Australia Limited under Licence
1611–c062

• corrective, which correct undesirable outcomes that have been realised;
• directive, which seek to ensure a particular outcome is achieved; and
• detective, which provide notification after a loss event has occurred.
Regular reviewing and reporting is recommended, with the ultimate responsibil-

ity resting with the audit committee. The possibility of setting up a dedicated risk
committee is also discussed. The importance of communication and learning are
emphasised, as is the importance of recognising the context in which an organisa-
tion sits.

19.2.6 AS/NZS 4360:2004

The joint Australian Standard and New Zealand Standard 4360:2004 (Standards
Australia and Standards New Zealand, 2004) was the third revision of this stan-
dard. The original was produced in 1995; a second edition was published in 1999;
and the final standard appeared in 2004. It was produced by a joint committee from
the two organisations, and is a relatively high-level document, but can be seen as the
predecessor to many of the other frameworks that exist today. In particular, it was
used as the first draft for the global risk management standard ISO 31000:2009, the
local version of which has been adopted in Australia and New Zealand as the suc-
cessor to AS/NZS 4360:2004. The broad process for AS/NZS 4360:2004, shown
in Figure 19.6, has fewer stages than some comparable frameworks, but covers
many of the same points.
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The first stage in the process here is to establish the context within which the
risk management will be carried out. ‘Context’ refers to a range of factors such as
the objectives of the exercise, the main stakeholders and the criteria by which the
process will be measured. The internal context relates to aspects such as the cul-
ture of an organisation, its structure and goals, its stakeholders and their abilities.
This is an important aspect of risk management as it defines the frame of reference
for the risk management process. The external context refers to the various envi-
ronments in which an organisation exists – business, social, regulatory, cultural,
competitive, financial and political are all mentioned. It also covers ‘SWOT’ fac-
tors – the strengths, weaknesses, opportunities and threats to which an enterprise
is exposed. There are also external stakeholders who need to be considered, whose
influence on an organisation should not be underestimated. Finally, there is the risk
management context, which defines the scope of the risk management framework
and the enterprise’s tolerance for risk.
The next stage is risk assessment, which encompasses identification, analysis

and evaluation. Identification covers what, where, when and how risks can occur,
and various techniques for risk identification are discussed. The section on risk
analysis is one of the largest in the document. The issues covered appear to be
more relevant for non-financial organisations, but this makes them particularly use-
ful when considering operational risk for financial enterprises. Quantitative, semi-
quantitative and qualitative approaches are considered. Evaluation of risks is dealt
with in a short section in this framework, and simply recommends the comparison
of the assessment of a risk with the appetite for that risk.
After the assessment of risks, their treatment is discussed at a high level. Po-

tentially positive and negative outcomes are considered separately, although the
actions are along the same lines. The first treatment is to seek an opportunity (for a
positive outcome) or avoid it (for a negative outcome). Changing the likelihood and
consequence of an opportunity to enhance positive and reduce negative outcomes
is then suggested, followed by the option of sharing an opportunity to the same
effect. Finally, the choice of retaining the residual opportunity is discussed.
All the while, communication and consultation with stakeholders – both internal

and external – should take place. The key point is also made that this is not a linear
process. The process should be monitored and kept under continual review.
The standard also considers how the risk management process can be made more

effective. Most importantly, it recommends that the process be formalised into a
risk management plan. The importance of getting senior management buy-in is
also emphasised, as are communication and the establishment of accountability.
For this to be accomplished, adequate resources in terms of money and people are
needed, and these must be committed if a risk management framework is to be
implemented successfully.
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19.2.7 ISO 31000:2009

As mentioned above, AS/NZS 4360:2004 is important as it forms the basis for
the international standard ISO 31000:2009. This has been used as the basis for a
number of country-specific standards, not only in Australia and New Zealand but
around the world. AIRMIC has also withdrawn its support from the IRM/AIRMIC/
Alarm Risk Management Standard in favour of the new international standard;
however, whilst the documentation for ISO 31000:2009 must be purchased, the
IRM/AIRMIC/Alarm documentation has the attraction of being free.
The ISO 31000:2009 has three broad sections covering principles and guide-

lines, the risk management framework, and the risk management process. It also
includes sections on risk management techniques and the vocabulary of risk man-
agement.
This standard defines risk as the effect of uncertainty on objectives. It notes that

the effect may be positive, negative or just a deviation from the expected outcome.
It also points out that risk is often described by an event, a change in circumstances
or a consequence of some other change. This can be regarded as an important
shift of emphasis from possibility of an event to the possibility of an effect and, in
particular, an effect on an objective.
Unlike other frameworks ISO 31000:2009 holds organisations, as well as man-

agers, accountable for risk management. It also emphasises the fact that risk man-
agement is intended to create value. In other words, the cost of managing a risk
should not exceed the saving arising from that risk, the saving being measured in a
reduction in cost, an increased availability of capital or some other metric.
The risk management principles in ISO 31000:2009 can be summarised as fol-

lows:

• risk management should both create and protect value;
• it should be an integral part of all processes in an organisation;
• as such, it should also form a part in decision making processes;
• it should address uncertainty explicitly;
• the processes of risk management should be carried out in a systematic, struc-
tured and timely manner;

• decisions taken should be based on the best available information;
• the approach to risk management should be tailored to the specific nature of the
organisation;

• this means it should take into account all human and cultural factors;
• the approach should also be transparent, inclusive and relevant;
• it should not be static – the process should be dynamic, iterative and should
respond to changing needs; and

• it should facilitate the improvement of an organisation on a continuous basis.
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Figure 19.7 Framework for Managing Risk, adapted from IRM/AIRMIC/Alarm:
A Structured Approach to Enterprise Risk Management (ERM) and the Require-
ments of ISO 31000, (2009)

The risk management framework is driven by the mandate and commitment
given by the board of an organisation, as shown in Figure 19.7. As this diagram
also shows, such an undertaking allows the design of a framework which, once
implemented, can be monitored, reviewed and improved on a continual basis.
The process for managing risk is clearly very similar to that described in AS/NZS

4360:2004, as shown in Figure 19.8. A notable difference is that monitoring and
review replaces residual risk reporting, and replaces it as a more integral part of the
process. In fact, reporting and disclosure are mentioned only briefly in ISO 31000.
One aspect of this process that merits further discussion is the area of risk treat-

ment. The usual list of four approaches is expanded to seven:

• avoiding the risk by not starting or continuing with the activity that gives rise to
the risk;

• taking or increasing the risk in order to pursue an opportunity;
• removing the source of the risk;
• changing the likelihood of the event;
• changing the consequences of the event;
• sharing the risk with another party or parties; and
• retaining the risk by informed decision.

19.3 Proprietary Risk Frameworks

Credit rating agencies have already been mentioned a number of times already.
They are stakeholders in a risk management context to the extent that they pro-
vide information to an institution’s investors and bondholders. The quantitative ap-
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Figure 19.8 Risk Management Process, adapted from IRM/AIRMIC/Alarm: A
Structured Approach to Enterprise Risk Management (ERM) and the Require-
ments of ISO 31000, (2009)

proaches used by some rating agencies and the way in which credit ratings can be
used in other approaches have also been discussed in Chapter 14. However, qual-
itative methods used by most credit rating agencies to rate bond issuers constitute
risk management frameworks in themselves. It is therefore worth looking at their
approaches in this light to see what insights can be derived. The various long-term
credit rating scales used are summarised in Table 19.3.

19.3.1 Fitch

Fitch Ratings were established as the Fitch Publishing Company in 1913, introduc-
ing their rating scale in the 1920s. They became a global firm when they merged
with the UK-based IBCA in 1997.
When Fitch are rating companies, they consider both qualitative and quantitative

factors, gaining information from public sources and through private meetings with
issuers. Analysts’ research is assessed by a ratings committee, which gives a rating
based on a consensus decision. The exact criteria for each firm are determined by
each rating team, but the factors below are considered to a greater or lesser extent.

.020
5:28:42, subject to the Cambridge Core terms of use,

www.ebook3000.com

http://www.ebook3000.org


19.3 Proprietary Risk Frameworks 523

Table 19.3 Comparison of Credit Rating Scales
Fitch Moody’s Standard & Poor’s

AAA Highest Credit
Quality

Aaa Minimal Credit
Risk

AAA Extremely Strong

Investment
Grade

AA Very High
Credit Quality

Aa Very Low Credit
Risk

AA Very Strong

A High Credit
Quality

A Low Credit Risk A Strong

BBB Good Credit
Quality

Baa Moderate Credit
Risk

BBB Adequate

BB Speculative Ba Substantial
Credit Risk

BB Less Vulnerable

Speculative
Grade

B Highly Specula-
tive

B High Credit Risk B More Vulnerable

CCC,CC,C High Default
Risk

Caa Very High Credit
Risk

CCC Vulnerable

DDD,DD,D Default Ca Highly Specula-
tive

CC Highly Vulnera-
ble

C Default R Regulatory Su-
pervision

SD Selective Default
D Default

Modifiers +,− 1, 2, 3 (1 High, 3 Low) +,−

www.fitch.com, www.moodys.com and www.standardandpoors.com

Industry Risk and Operating Environment

Ratings are determined in the context of industry fundamentals. For example, an
industry may be in decline or thriving, may have high levels of competition or
significant barriers to entry, may be capital or labour intensive, may be inherently
risky or safe. Overlaid onto this aspect of the analysis are differences in financial,
management and country risk profiles affecting each industry.

Company Profile

As well as considering the nature of industries, a firm’s position in an industry
is clearly important. This includes its ability to prosper in the face of competition
through product innovation and diversity. Size can help, since larger firms are more
likely to benefit from economies of scale and greater financial flexibility, but these
positive attributes must be displayed – large firms are not given credit simply for
being large.

Management Strategy and Corporate Governance

Analysts focus on areas such as corporate strategy, risk tolerance and funding poli-
cies. Capital structure is regarded as important due to the impact that this can have
on cash flows. There is also a focus on the corporate governance of firms, since this
has an impact on the effectiveness with which strategies are implemented.
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Ownership and Group Structure

Fitch also take into account the relationship between issuer of a bond and its parent
company. This is important as the extent to which a subsidiary can rely on the fi-
nancial support of its parent – and the extent to which a parent might draw on funds
from its subsidiary – can have an impact on the creditworthiness of the subsidiary.

Financial Profile

Much of the focus on a firm’s financial profile is on its cash flow. This is regarded as
important as it has an influence over likelihood of a firm being able to raise further
funds. A firm’s cash flow is linked to its capital structure, so this too is considered,
especially in relation to industry norms. In this context preferred stock is treated as
quasi-debt. Contingent liabilities and pensions also receive special attention.
Finally, accounting policies are considered. This does not mean that accounts are

re-audited, but there is an analysis of the methods used to construct the accounts.

19.3.2 Moody’s

Moody’s Investors Service was incorporated in 1914 and by 1924 was producing
Moody’s Ratings covering almost all of the US bond market.
Analysts use both top-down and bottom-up approaches when analysing firms.

The starting point is the macro-economic picture, where political, economic and
industry considerations are covered. Analysts then move on to an assessment of a
company’s operating and competitive position.
The process can be illustrated in the form of a pyramid, as shown in Figure 19.9.
The exact approach used differs from sector to sector, but in all cases qualitative

and quantitative aspects are combined with views on market-wide and industry
trends.

19.3.3 Standard & Poor’s

Standard & Poor’s has its origins in 1860, but it was formed by the merger of
Standard Statistics and Poor’s Publishing Company in 1941.
Firms are assessed by an analyst, with each firm having a particular individual

assigned to that firm. The exact rating system used varies from analyst to analyst,
but the principles are broadly the same. All the factors discussed in this section are
combined into ratings using a subjective approach, but a rating is given only if it is
believed that there is sufficient information for credible analysis to be carried out.
The Standard & Poor’s rating framework is divided into business analysis and

financial analysis. However, the credit rating for a corporate entity can also depend
on the creditworthiness of the country in which a firm is based.
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Figure 19.9 Moody’s Rating Analysis Pyramid, fromMoody’s Investor Services:
Moody’s Approach to Rating the Petroleum Industry, (2003)

Sovereign Risk

Countries can demand cash flows before they are distributed to overseas creditors,
often through the mechanism of taxation. They can also put in place currency con-
trols, or impose other regulations that make it hard for firms to pay creditors. These
can either be direct restrictions or general restraints on the extent to which a firm
can carry out its trade. Governments also have a broader impact on the environment
in which a firm must operate and, therefore, its profitability.

Business Risk

The analysis of business risk starts with a rating of each company’s environment,
particularly in relation to the industry in which the firm operates. The prospects for
the industry determine the baseline prospects for a firm. The industry considera-
tions take into account long-term prospects for growth, stability or decline, but also
cyclical factors. Having said this, the ratings remain long-term outlooks.
The rating process also allows for the benefit of diversification that might be

enjoyed by a firm that is involved in a number of industries. Larger firms are also
given credit for the fact that their size can give them a degree of resilience.
This leads to the wider issue of a firm’s position in the industries in which it op-

erates, and the competitive position is also taken into account by the rating agency.
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This is itself driven by aspects of the firm’s operation such as marketing, the use of
technology and overall efficiency.
These factors are, of course, in the control of the management, and an assess-

ment of management quality is an important factor in the rating process. Much of
this analysis is based on impressions formed in meetings between analysts and the
management, but the organisational nature of the management structure is also con-
sidered. This means that factors such as over-reliance on key individuals and the
relationship between various operational and financial areas of the firm are taken
into account.

Financial Risk

The starting point when analysing financial risk is the consideration of a range of
financial ratios. The value of a ratio that is consistent with a particular credit rating
depends on the industry in which a firm is based. The ratios are based on audited
data and, whilst accounting issues are reviewed, the audited data are taken to be
correct.
At least as important to Standard & Poor’s is the attitude that management takes

to financial policy. This includes aspects such as leverage targets, but also more
in-depth consideration of issues such as liquidity management.
Much of the ratio analysis concerns profitability. The level of profitability mea-

sured by the coverage of various outgoings is important, as is the volatility of this
profit. Furthermore, analysts are also interested in how the firm plans to achieve
profit growth. However, even a profitable firm can fail if it does not have adequate
cash flow, so a range of cash flow ratios are also considered.
Capital structure is a particular focus of analysts, and the measures of leverage

used consider both long- and short-term debt financing. The treatment of hybrid as-
set classes, such as preferred equity, varies between types and between firms. Mea-
sures also take into account off-balance sheet financing, such as operating leases
on machinery and even guarantees. On the other side of the coin, guarantees to
creditors, in the form of covenants applying to particular issues of debt, are also
allowed for.
The degree to which a firm has financial flexibility is also considered. This re-

lates to the extent to which a firm can alter its sources of funding in times of finan-
cial stress.

19.4 Further Reading

All the risk frameworks described above are worthy of further inspection. Informa-
tion on the Basel Accords is available at http://www.bis.org/bcbs, whilst de-
tails of Solvency II can be found at http://ec.europa.eu/internal_market/
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solvency. Many consultants also provide free commentary on these frameworks.
There are also a number of books on both banking and insurance standards frame-
works, such as Sandström (2006) and Cruz (2009).
The advisory frameworks are also worth reading in their original forms. Some,

such as the Orange Book are available free (http://www.hm-treasury.gov.
uk/d/orange_book.pdf), whilst others are only available to purchase.
Finally, the credit rating agencies often make significant detail on their method-

ologies available through their websites – see for example Fitch Ratings (2009) and
Standard and Poor’s Global Fixed Income Research (2010b) – although registration
may be required.

Questions on Chapter 19

1. State the three pillars under Basel II.
2. A particular banking regulator measures operational risk using a reduced ver-
sion of the Basel II standardised approach. The income for the last twelve
months from the commercial and retail arms of a bank are multiplied by 0.2
and 0.1 respectively. The total is the operational risk capital requirement. A
particular bank had income over the last twelve months of $150m and $250m
respectively. Calculate the operational risk capital requirement for this bank.

3. Describe the key features of the liquidity requirements that will exist under
Basel III from 2019.

4. State the quantitative requirement that an insurance company needs to meet to
avoid regulatory intervention.

5. List the components of basic solvency capital under Solvency II.
6. Explain why the use test is an important aspect of internal model approval under
Solvency II.

7. List the three dimensions of risk in the COSO ERM framework.
8. List the seven approaches to risk treatment outlined in ISO 31000.
9. List the factors that analysts at Fitch Ratings consider when assessing credit-
worthiness.

10. Discuss why a credit rating agency’s rating process might be considered an
enterprise risk management framework.
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Case Studies

20.1 Introduction

One way to help understand enterprise risk management is to use case studies.
These can illustrate the issues faced in real organisations, and the causes of a
range of risk management failures. It is, unfortunately, the failures that make up
the majority of case studies. This is mainly because no-one ever hears about many
successful risk management initiatives. If an investment banker fails to make in-
creasingly desperate trades because it is impossible to hide any resulting losses
in a hidden trading account, then the good design of the risk management pro-
tocols will attract little attention; however, the absence of such protocols and the
bankruptcy of the banker’s employer will make the news and can give valuable
insights into how things should not be done.
The majority of the case studies here relate to financial institutions, since these

are the ones that can be related most closely to the principles in this book. However,
some non-financial examples are also included, since they highlight risk manage-
ment issues that face all organisations, not just those in the financial services sector.
The information for this chapter is distilled from a number of books on the vari-

ous episodes described. I recommend that you read these books, not only to under-
stand risk management more fully but also because the stories are often compelling
in themselves.

20.2 The 2008 Global Financial Crisis

The 2008 global financial crisis had repercussions that still persist. The problems
in the United States housing market spread to the real estate market in Europe,
and to the banks with exposures to this market. Governments bailed out banks, cut
spending and borrowed heavily. As of 2016, interest rates around the world are still
low, and sustained economic growth seems elusive.
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The financial crisis was characterised by a lack of liquidity – particularly fund-
ing liquidity – and a corresponding fall in the creditworthiness of firms and gov-
ernments. Whilst the popular view is that the crisis is the fault of ‘the bankers’, it
is important to understand both the background to the crisis and the particular risk
management failures that caused it.

20.2.1 Causes of the Crisis

The Role of China

A key role in the build-up to the crisis was played by China. Over the last few
decades, the Chinese economy has grown very quickly. Much of this growth has
been driven by exports to theWest. The capacity for growth in China has meant that
the rise in production has occurred in parallel with relatively low rates of inflation.
More importantly, the large flows of wealth into China – to pay for Chinese exports
– did not prompt a strengthening of the Chinese renminbi. Such flows of funds
normally cause a currency to appreciate significantly over time, but the People’s
Bank of China has deliberately maintained a reasonably stable exchange rate with
the US dollar. This maintained demand for Chinese exports, but also meant that
increasing demand in the West did not lead to price inflation.
The increasing demand was stoked by persistently low rates of interest in the

United States and elsewhere, and China played a part here too. The Chinese Gov-
ernment needed to invest the income that it was receiving from exports, and a sig-
nificant proportion of that income was used to buy US treasury bonds. The demand
for these bonds was high enough that the price was inflated, and as the price of a
bond increases its yield falls.

The Role of Housing Markets

The low rates of interest on government borrowing meant that banks were also able
to maintain low interest rates. This meant that mortgages became cheaper, causing
house prices to rise.

The Role of Regulation

The Gramm–Leach–Bliley Act allowed the commercial and retail banks to carry
out investment banking activities, something that had been forbidden by the Glass–
Steagall Act. In normal markets, this could be seen as desirable since it allows
banks to benefit from the diversification of carrying out both types of business.
However, in stressed markets, it means that catastrophic losses in the investment
banking arm can adversely affect retail and commercial account holders. This is
what happened to a large extent in the recent financial crisis, although several banks
were also brought down by issues in basic retail and commercial lending.
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The Basel I system of banking regulation also played a part. In particular, it gave
banks an incentive to convert credit risk in respect of mortgages to market risk by
securitising loans. The resulting vehicles are known as mortgage-backed securities
(MBSs). Whilst this was a form of regulatory arbitrage, it was not discouraged,
except through removing the need for arbitrage by improving the allowance for
credit risk under Basel II. Indeed, the ability to package risk and spread it around
the market was seen as an important diversification tool. Furthermore, the tranching
approach used in collateralised mortgage obligations (CMOs) – the MBS version
of a CDO – was seen as a good way to allow investors with different risk appetites
to gain exposure to a single pool of risk. However, since the main buyers of these
securities were other banks, they were linked to each other through exposure to the
housing market in a way they had not been before. Furthermore, the holder of an
MBS does not have the same level of information on the borrowers underlying the
security as the bank that sold the mortgages does.

The Role of Incentives

Securitisation also had an adverse effect on incentives. Until the advent of securiti-
sation, a bank making a loan would hold the risk for that loan on its balance sheet.
However, securitisation meant that once a loan had been taken on, the profit could
be capitalised by packaging the loan – and much of the risk – into an MBS. This
resulted in a reduced incentive to ensure the creditworthiness of borrowers and an
overall decline in credit quality.
The pricing of CMO tranches was determined by credit rating agencies. Al-

though there may have been concerns over the models used, as discussed later in
this section, there was an incentive for banks to exploit this mis-pricing by retain-
ing particular (under-priced) CMO tranches (usually the equity tranche) and selling
the (over-priced) remaining tranches.
There were also incentive issues in terms of those structuring and trading MBSs

and CMOs:

• a significant proportion of earnings was paid as bonus;
• bonuses were based on results over a relatively short period (often one year); and
• bonuses were based to a significant extent on team rather than individual perfor-
mance.

The fact that a significant proportion of earnings was paid as bonus gave em-
ployees an incentive to take significant risks to earn these bonuses – if bets yielded
a positive result, a high bonus was paid; if they yielded a negative result, then the
result was no bonus, but the minimum bonus was zero rather than a negative num-
ber.
Because bonuses were often based on short-term results, there was an incentive
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to make short-term profits without considering the long-term impact of a trade. This
was particularly true if the profit used to calculate bonus required assumptions in
respect of future outcomes. In particular, if an MBS or CMO were bought or sold,
then it would be possible to calculate the profit earned on this trade at the point
it was created; however, since the ultimate profit depended on the extent to which
the borrowers underlying the security were able to make payments, the final result
may have been very different.
Finally, if bonuses were based on team performance, then there would have been

little incentive to do anything differently from the rest of the team – a good (but
different) individual result would not have had a huge impact on an individual’s
bonus, but a bad (and different) individual result could have resulted in an individ-
ual being fired. If an individual copied the rest of the team, then he or she would
have shared fully in the good times and would have had protection in the bad – it
is rare that an entire team is sacked.

The Role of Models

One common accusation in relation to the crisis is that the models used to price
CDOs and CMOs were not sufficiently accurate. In particular, the Gaussian copula
has been singled out. This is perhaps true for some market participants – particu-
larly credit rating agencies – but many individuals recognised the short-comings of
this copula when used in time-until-default models. Many also improved upon this
assumption – but the bonus structure described above might have meant that many
did not, if using a Gaussian copula gave higher expected profits and thus bonuses.
However, it is in any case important to recognise that even improved models

cannot exactly replicate the world. As such, they should be treated only as guides
to what might happen. Excessive reliance on the output of models by senior man-
agement, and a lack of understanding of the models’ limitations, was at least as
important as any shortcomings in the models themselves and perverse incentives.

Organisational Issues

Many banks were exposed to housing market risks both directly through mort-
gages and indirectly through MBSs. However, it seems that senior managers did
not recognise this concentration of risks. Furthermore, whilst some departments of
banks were selling MBSs and CMOs, others were buying them. This concentration
was similarly missed.

20.2.2 Evolution of the Crisis

Many of the mortgages sold in the housing boom were to sub-prime borrowers.
This meant that they had a higher-than-average risk of defaulting on those mort-
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gages. If such a risk had been correctly priced through a sufficiently high interest
rate, then this would not necessarily have caused a problem. However, as discussed
earlier in this section, securitisation led to a reduced incentive to check creditwor-
thiness and indeed to correctly price risk. The situation was made more precarious
by the sale of mortgages with low initial rates that rose sharply after a couple of
years. Since again the incentive was to sell as many mortgages as possible, risks
were not properly explained to borrowers. This led, inevitably, to a sharp rise in
mortgage defaults.
The widespread exposure to mortgages meant that many banks made large losses.

However, the complexity and opacity of some of the products used meant that many
banks could not easily quantify their exposure to future losses. This made banks
reluctant to lend to each other. Because banks rely on short-term funding to remain
solvent, such a fall in funding liquidity left many banks on the brink of insolvency.
Some were actually wound up and many others required government funding to re-
main solvent. The government assistance came in two forms. The first was to pur-
chase certain illiquid assets from banks in order that they might exchange illiquid
assets for liquid ones. However, some governments also provided cash in exchange
for equity stakes in banks, in some circumstances going as far as complete nation-
alisation. Whilst many of these stakes have been put back into private ownership,
governments have often had to accept losses on their investments.
The reduced solvency of the banks meant that their own ability to lend was

compromised. As a result, the liquidity crisis spread from the financial sector to
the wider economy, as firms and individuals found it harder to borrow. When loans
and mortgages were made available, the interest rates charged were higher, to com-
pensate for the higher perceived credit risk, and also to help banks to rebuild their
depleted risk capital. In addition, Basel III has increased capital requirements for
banks, as well as introducing liquidity requirements. These have further reduced
the appetite of banks for lending, particularly for illiquid, long-term projects.
The resulting slowdown in economic growth combined with the cost to gov-

ernments of stabilising financial institutions has resulted in large budget deficits.
It also exposed the structural differences between various Eurozone governments,
these differences being reflected in large differences – hundreds of basis points –
in the cost of borrowing between governments.

20.2.3 Lessons from the Crisis

There are a number of important lessons that might be learned from this crisis,
although commentators and stakeholders will have differing views over the extent
to which each is valid. However, key ones in respect of risk management relate to:
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• the organisational structure of banks;
• the capital structure of banks;
• the structure of bank bonuses; and
• the use of models.

Organisational Structure

The Gramm–Leach–Bliley Act meant that banks profits could be smoothed over
time. However, it also meant that commercial and retail account holders – who
generally have a low risk tolerance – were exposed to excessive risks. Should this
continue?
Within banks, ERM should have a much higher status, and CROs should have

much more power. The CRF should be able to see all similar risks across a bank
and should have the authority to stop undue risk being taken.
Those who design and work with complex models should be given a greater

say in the use of those models and should be encouraged to make their limitations
known.

Capital Structure

Banks will continue to borrow on a short term basis to fund risks with longer terms.
However, they should hold more capital in case the economic outlook changes
adversely. The type of capital is also important – it should be liquid. Banks should
also ensure that they have contingency plans in case normal sources of liquidity
dry up. Both capital quality and liquidity are dealt with in detail in Basel III.
Having said this, capital – even liquid capital – is not an alternative to good risk

management and should not be regarded as such.

Bank Bonuses

Bank bonuses should reflect the term of the instruments being traded. In particular,
full bonuses should not be awarded before the risk inherent in any deal has fully
run its course.
This principle should also extend to securitisations. If a bank transfers risk to the

financial markets, then adequate risk should be retained to give the bank sufficient
incentive to ensure the credit quality of the loans the bank sells in the first place.
In particular, this risk should be reflected in the term and structure of the bonuses
earned by bank employees.
Finally, good risk management – to the extent it avoids large losses – should be

as well rewarded as the ability to generate large profits.

Models

Models are essential in risk management. However:
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• models should be used as tools – their output should be used to help make deci-
sions, but no more;

• those making decisions using the output from models should understand the
model’s capabilities and limitations;

• if models are used for a purpose other than that for which they were designed,
they should be used with caution; and

• there are some risks for which simple models are better than complex ones –
more complex models are not necessarily better.

20.3 Barings Bank

The collapse of Barings Bank in 1995 is the classic example of how organisation
failure can allow a single individual to cause catastrophic losses. However, the
collapse followed a series of failures by a number of individuals, and it is important
to understand the range of factors that allowed these failures to occur.

20.3.1 Background

Nick Leeson was general manager and head trader of Barings Bank’s futures trad-
ing subsidiary in Singapore. His role as head trader meant that he carried out both
proprietary trading on behalf of the bank and trading as a broker on behalf of exter-
nal clients. However, part of his role as general manager involved oversight of back
office activities. This included accounting for trades and reporting to the London
head office.
Leeson had two reporting lines. One, in respect of his management and propri-

etary trading roles was to London, whilst in respect of his broking activities he
reported to Barings’ Tokyo office.
The proprietary trading carried out by Leeson was supposed to be confined to

futures arbitrage. This strategy involved trading Nikkei 225 futures on both the
Singapore International Monetary Exchange (SIMEX) and Osaka Securities Ex-
change (OSE). In particular, short futures positions on SIMEX were supposed to
be offset by long positions on the OSE, which long and short trades being put on
simultaneously. This would mean that the net exposure to changes in the Nikkei
225 was zero at all times, and the only profit would be arbitrage profit made from
temporary mis-pricing. As a further risk control, no positions were supposed to
remain in place at the close of business each day.
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20.3.2 Development of the Collapse

Shortly after moving to Singapore in 1992, Leeson started to try to enhance the re-
turns on the arbitrage strategy by holding net long and short positions in the futures
contract – in other words, rather than putting long and short positions on simulta-
neously, he would put only a single trade on. This exposed Barings to movements
in the Nikkei 225, contrary to the objective of Leeson’s arbitrage strategy.
The strategy appeared to be very profitable, and as far as Barings in London was

concerned these profits were coming from the arbitrage strategy. Indeed, Leeson
was earning several times his basic salary in bonuses each year. However, any
losses made by the directional strategy he was actually carrying out were hidden
in a secret account, ‘Error Account 88888’. Leeson did not report on the results of
the account to London and falsified other submissions.
On 17 January 1995, an earthquake struck Kobe, Japan. At the time of the earth-

quake, Leeson had a significant long position in Nikkei 225 futures. Following the
earthquake, the Nikkei 225 fell sharply, causing large losses on Leeson’s future
positions. To try to recover his losses, Leeson started buying Nikkei 225 futures as
the market fell, but the losses continued to accumulate. All were hidden in Error
Account 88888.
In order to meet margin calls on the futures, Leeson requested funds from Lon-

don which were transferred, despite – or perhaps because of – Leeson’s apparent
profitability. However, despite the continued trading, the losses mounted.
By this point, Leeson had already added another strategy. Despite being autho-

rised to trade options only on behalf of clients in his role as a broker, he had started
to use a straddle strategy with Nikkei 225 options. The purpose of this strategy was
to accumulate premiums from the sale of put and call options, the premiums be-
ing paid into Error Account 88888 in order to offset losses. However, as shown in
Figure 20.1 the straddle strategy provides a positive return only if index levels are
stable; if the index either falls or rises significantly, then the writer of the options
must make payments.
By the end of February 1995, the losses from these strategies had become so

large that Leeson could no longer hide them – he fled Singapore and Barings Bank
was declared insolvent shortly afterwards.

20.3.3 Reasons for the Collapse

A key reason for the crisis was the fact that Leeson was responsible both for trad-
ing and for accounting for those trades. This meant that a whole level of internal
scrutiny was missing. Moreover, internal audits failed to uncover Error Account
88888.
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Figure 20.1 Payoff for an Option Straddle Strategy

Internal audits did uncover weaknesses in the internal controls in place in Bar-
ings’ Singapore operation, and there was a recommendation that the general man-
ager – in other words, Leeson – should no longer be responsible for back office
operations. However, the appointment of another individual to a part-time role to
carry out this oversight did not change the situation in Singapore significantly, and
the hidden account was still not uncovered.

There was also insufficient scrutiny from London – either from Barings Bank
or the Securities and Futures Association – in what was happening in Singapore.
In particular, key warning signs were missed, such as the size of the profits that
Leeson was making from a low-risk arbitrage strategy. Because price differentials
between futures based on the same underlying index should be small, the scope
for profit is also small. There was also insufficient analysis of the size of transfers
requested by Leeson to fund his trading.

Another key factor underlying the collapse was the reporting structure. The fact
that Leeson had two separate reporting lines – one to London and one to Tokyo –
meant that he was better able to hide his trades in Error Account 88888.

It is also worth noting the fact that Leeson was earning six-figure bonuses for
his trades, bonuses that were paid out based on performance over a very short
period. The bonus structure could well have influenced his desire to move beyond
his arbitrage strategy.
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20.3.4 Lessons from the Collapse

Some of the clearest lessons are that internal and external auditors should carry out
their jobs more rigorously. However, even if this had occurred, there were structural
issues that could have been addressed.
A clearer and more direct reporting line, with clear responsibility for all aspects

of Leeson’s work, should have been in place. There should also have been separate
parties responsible for trading and for back office work from the outset – once Error
Account 88888 had been set up, it was difficult to trace.
There should also have been more robust analysis of the consistency of the prof-

its being made with the strategy being undertaken, and of the reasons for the trans-
fers of funds being required. Arbitrage strategies should be low risk and low return,
and the profits being reported were not consistent with such an approach. It appears
that the management in London were too pleased by the size of the profits to ques-
tion too closely where it had come from.
The bonus strategy at Barings might also have played a part in the situation that

developed. In particular, a bonus closer in size to the basic salary based on profits
over a longer period might have dissuaded Leeson from undertaking such risky
trades in the first place.

20.4 Equitable Life

The consequences of the collapse of Equitable Life, the oldest mutual insurance
company in the world, are still being felt today. Investors continue to fight for
compensation, and many feel that their retirement income was severely damaged
by the actions of the firm. However, the operational failures at Equitable Life also
led to improvements in the way in which members of the UK Actuarial Profession
work.

20.4.1 Background

The Equitable Life Assurance Company was a mutual insurance company that had
followed a successful strategy. This was to adopt a bonus strategy that involved
distributing as much of its reserves to its with-profits policyholders as possible.
As well as holding a limited cushion of free assets, Equitable Life also aimed to
ensure that each generation of policyholders received its own asset share – that is,
its accumulated contributions plus investment returns less costs – rather than there
being any smoothing of returns between generations.
This approach differed from most other insurers. As well as accepting a degree

of inter-generational transfer, most insurers held a significant free estate to provide
security against adverse financial conditions.
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The strategy followed by Equitable Life ensured that it wrote a large volume
of business – but it did also mean that it was more exposed to adverse market
conditions. A significant proportion of the business written was in the form of
with-profits pension policies that came with guaranteed annuity rates (GARs). The
annuity rate is the rate of income received in exchange for a fixed amount, often
quoted in the UK as a rate per £100,000. A GAR is therefore intended to offer a
rate of conversion below which the annuity rate will never fall, whatever the market
price of annuities is at retirement. It was, therefore, a call option on an annuity.
The policies written were open-ended. This meant that once a policy had been

taken out, additional contributions could be invested on the same terms indefinitely.
In particular, the GAR in place when a policy was sold would also apply to funds
accumulating from these additional contributions.
A large number of these policies were sold in the 1970s and 1980s, when interest

rates were high. As a result, annuity rates were low – much lower than the rate
provided by the GAR. This meant that the option could be regarded as being deeply
out of the money – the chances of an option being exercised would have appeared
small.
In 1988, when personal pensions were introduced in the UK, Equitable Life’s

terminal bonus system was redesigned and GARs were dropped for new contracts.
This meant essentially that the policies being sold constituted a new class of with-
profits contract. However, policyholders were not told this, and no separate bonus
series was started. This was partly because it was thought that the guarantees were
unlikely to apply. Even if they did, the directors thought that they would have full
discretion over bonuses, and that they would be able to adjust terminal bonuses to
recoup the cost of any guarantees.
In 1991 Roy Ranson, Equitable Life’s appointed actuary, was also appointed to

the role of chief executive. In a proprietary insurance company, this would clearly
be an issue, as the chief executive acts for shareholders whilst the appointed ac-
tuary – when the role existed – had at least some responsibility to policyholders.
However, since Equitable Life was a mutual, meaning that policyholders were also
essentially shareholders, the issue was less clear-cut. Combining both roles can
help to ensure that a consistent view is taken. But a chief executive might be more
concerned with new business, whilst an appointed actuary should be looking after
the position of existing policyholders. There is also the issue that combining both
roles can result in too great a concentration of power in a single individual.

20.4.2 Development of the Collapse

As interest rates fell during the 1990s, GARs started to appear more attractive, and
in 1993, GARs exceeded the annuity rates available in the market. Since Equitable
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Life had not properly quantified, let alone hedged, the options against it, it was
faced with a significant cost. The problem was exacerbated by the fact that previous
policyholders had been overpaid, leading to an estate deficiency.
It sought to deal with this through the terminal bonus which was paid at point of

annuitisation. In particular, it awarded different rates of terminal bonus depending
on whether a policy had a GAR or not. This meant, in effect, deducting the cost of
the guarantee from the terminal bonus.
This was not unprecedented, and Equitable Life had taken similar action – albeit

in reverse – in the 1970s, when GARs were lower than market rates. At that time,
it increased the terminal bonus payable to those who took annuities at the guaran-
teed rate. However, when it tried to reduce terminal bonuses for some members,
Equitable faced a legal challenge from policyholders.
The board of Equitable Life apparently expected the High Court to confirm le-

gality of action on bonuses, which it did. However, the Court of Appeal found in
favour of policyholders, as did the House of Lords. The underlying reason given
– which was simplified in the final judgement – was that the directors should not
be allowed to use their discretion to negate a benefit which a policyholder might
reasonably be entitled to expect. The final ruling also left Equitable Life unable to
ring-fence its GAR policies. The resulting cost meant that in the first half of 2000
no reversionary bonus was paid. Shortly afterwards, The Equitable Life Assurance
Society closed to new business.

20.4.3 Reasons for the Collapse

On the face of it, the reasons for the collapse are clear – Equitable Life held insuffi-
cient capital; it failed to model accurately the extent of options against it; and failed
to take action at the appropriate time to separate different types of policies. How-
ever, these more obvious conclusions hide important cultural aspects that allowed
mistakes to be made.
Sir Howard Davies, Chairman of the FSA, described Equitable as having ‘ar-

rogant superiority’ in the way it dealt with the regulator, and the Corley Inquiry
(Corley, 2001) set up by the UK Actuarial Profession found that Equitable had
held an isolated position in the insurance industry. These factors meant that Equi-
table Life took insufficient notice of changes in the financial landscape that affected
all insurance companies. It left the company unwilling to learn from the practice
adopted by other firms, and meant that there was insufficient scrutiny of its own
business model.
Admittedly, the FSA could have been more robust in the way it dealt with Equi-

table Life, but culture is determined by senior management. The concentration of
the key roles of appointed actuary and chief executive in a single individual would
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make this even more true. In particular, if a position of isolation was adopted at the
top, it is likely that this would be reflected throughout the organisation.

20.4.4 Consequences of the Collapse

In the wake of the collapse of Equitable Life, a number of reviews appeared making
a range of recommendations. At a basic level, the Corley Inquiry recommended
that appointed actuaries be subject to external peer review, but other reports went
further.
Not long after the collapse, the FSA replaced the role of appointed actuary with

two roles: actuarial function holder and with-profits actuary. This was intended to
give much greater protection to with-profits policyholders by removing some of
the conflicts that existed when these two roles were combined.
The 2005 Morris Review (Morris, 2005) described a degree of insularity in the

whole actuarial profession, and the review led to independent regulation for UK
actuaries, a new body for the setting of actuarial standards and, importantly, more
robust requirements for CPD. In particular, a proportion of CPD must be external
– that is, from outside of an employee’s firm. This is intended to ensure that actu-
aries are exposed to a wider range of views. There is also an increasing focus on
interdisciplinary research.
Whilst none of these measures can absolutely change the culture of an organisa-

tion, they are intended to reduce the extent to which a firm can carry on in isolation
from other similar organisations.

20.5 Korean Air

In 1999, the safety record for Korean Air was so bad that Delta Air Lines and Air
France suspended their flying partnership with the firm. Whilst the loss rate for
United Airlines in the ten years to 1998 was 0.27 aircraft per million departures,
for Korean Air it was 4.79 per million departures. The 1997 crash of Korean Air
flight 801 in Guam – which killed 228 of the 254 passengers on board – provides a
classic example of what went wrong1.

20.5.1 Korean Air Flight 801

In August 1997, Korean Air flight 801 was trying to land in bad weather. The glide
scope – used by pilots to guide them along the correct trajectory to the runway –
was out of action. The captain had therefore decided to follow a radio beacon until
the runway was in sight, and then carry out a visual approach.
1 This example is taken from Gladwell (2008).
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The captain spotted the airfield from some distance, so decided to carry out a
visual approach from some distance instead of locking onto the beacon. However,
a localised storm then moved in and the weather worsened dramatically. Worried
about the conditions, the flight engineer sought to warn the captain, but only in-
directly saying, ‘the weather radar has helped us a lot’. This was intended to be a
warning, but was made so politely that it was ignored. Similarly, the first officer
remarked to the captain, ‘don’t you think it rains more? Here?’ This warning too
was ignored.

20.5.2 Reasons for the Accident

The roots of the crash can be traced to the hierarchical nature of Korean society.
This meant that members of the flight crew were reluctant to challenge openly
decisions made by the captain. In other words, the culture resulted in a lack of
challenge, even though challenge was obviously needed.

20.5.3 Lessons from the Accident

Since 1999 Korean Air has not had a single accident. This is due to a number of
changes made by David Greenberg in response to the Guam crash and a number
of similar incidents. Greenberg was taken on from Delta Airlines as the director of
flight operations for Korean Air in 2000. A key change that Greenberg made was
that the only language allowed in the cockpit of a Korean Airlines jet became En-
glish. Improving the proficiency of flight crew in English, which is the international
language of aviation, has an obvious role in improving safety: it reduces the risk
of communication problems between flight crew and air traffic control. However,
it also helps in a subtler way. In particular, by communicating in English, Korean
flight crew are able to remove themselves more easily from the roles they might
otherwise have in a more traditional Korean setting. This makes them better able
to challenge decisions made by other members of the crew.

20.5.4 Implications for Financial Organisations

The decisions made in financial services firms are rarely a matter of life and death,
but the Korean Air example shows the importance of recognising the external con-
text in which business is carried out, the problems the context can cause, and at
least one way of dealing with the issue.
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20.6 Long Term Capital Management

The near-collapse of Long Term Capital Management (LTCM) almost led to a
liquidity crisis ten years before the one we currently find ourselves in. However,
despite the market events that led to the collapse, this is again a story of operational
failure2.

20.6.1 Background

LTCM was a US hedge fund set up in 1993. Its partners included Myron Scholes
and Robert Merton, each of whom would later win the Nobel Prize for Economics.
The strategy used by the hedge fund was fixed income arbitrage between on-the-

run and off-the-run treasury bonds within the US, Japanese and European govern-
ment bond markets. This involves taking long and short positions in government
bonds of a similar term, some of which have been recently issued – described as
being ‘on-the-run’ – and some of which have not been issued for some time –
described as ‘off-the-run’. On-the-run bonds are generally more liquid than off-
the-run bonds, and so are more expensive. This means that if an investor buys an
off-the-run bond whilst simultaneously taking a short position in an on-the-run
bond, then an arbitrage profit will be realised if both positions are held to maturity.
However, because this is an arbitrage strategy, the potential profits are small.

In order to increase the profits, trades are therefore often levered. This means that
money is borrowed and added to the equity capital invested in the trade. The pro-
ceeds of the trade are then used to pay off the borrowing, with the excess being
profit on the initial equity capital invested. By 1998 LTCMwas borrowing $ 25 for
every $ 1 of capital invested. In other words, they needed to make enough profit
on each trade to pay interest on the $ 25 borrowed as well as making a reasonable
return on the $ 1 of equity.
As LTCM’s asset base grew it became clear that there were not enough potential

arbitrage trades to maintain levels of profitability. The partners therefore started
exploring a wider range of trades. These included expanding trades from arbitrage
within bond markets to arbitrage between markets. In particular, they used models
to describe the long-term relationship between different government bond markets,
and placed trades to exploit any perceived mis-pricing in relation to expected long-
term relationships.
However, this was not true arbitrage. Whilst taking positions in on- and off-the-

run bonds in a single market can lock an investor into a profit if the position is
held until the bonds are redeemed, attempted arbitrage between markets relies on
convergence of markets to some long-term norm.

2 A fuller account of these events is given in Lowenstein (2002).
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20.6.2 Market Events

In 1997, after trying to support its currency against speculative attacks, Thailand
decided to allow the Thai baht to float freely and break its link with the US dollar.
However, under the weight of speculation the currency collapsed.
The same speculators then suspected that the currencies of Thailand’s neigh-

bours were exposed to similar weaknesses. To exploit this view, these currencies
were sold short, leading to dramatic falls in other South-East Asian currencies with
the contagion ultimately spreading as far as Japan. This resulted in Japanese and
US bond prices diverging as investors sold Japanese Government bonds for safety
of US bonds.
The currency crisis led to a wider financial crisis in Asia, and the fall in economic

activity resulted in sharp falls in commodity prices. This ultimately triggered cri-
sis in Russia, for whom commodities account for a significant amount of national
income. As a result of the rapid deterioration in its financial position, Russia de-
faulted on its government debt in 1998. Fearing that the contagion would spread
from Russia across Europe, investors sold European government bonds to buy US
treasuries.
All of these movements caused large losses for LTCM. As a result of the losses,

LTCM was forced to close out many of its trades. This included arbitrages that
would have ultimately converged, but that had to be sold. The closure of positions
on this large a scale caused prices to move further against LTCM, leading to fears
that LTCM might collapse – by this time its leverage ratio had increased from
25-1 to 250-1. Because LTCM had such large positions with so many counter-
parties, such a failure could well have caused a wider liquidity crisis. The Federal
Reserve Bank of New York therefore arranged a bail-out funded by a number of
large investment banks. LTCM’s positions were eventually liquidated, making a
small profit for these banks and LTCM was itself liquidated in 2000.

20.6.3 Lessons from LTCM

The obvious issue here seems to be that LTCM was caught out by unexpected
market conditions. However, the factors that allowed this to happen are instructive.
LTCM’s strategy relied heavily on models. In particular, models were used to

make decisions rather than simply inform them. These models underestimated the
likelihood of large, adverse movements. LTCM’s failure shows that over-reliance
on models at the expense of good judgement can be damaging. In particular the
models assumed convergence within a reasonable time period. Whilst many of
the strategies did ultimately prove to be profitable, they remained unprofitable for
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too long – as the economist John Maynard Keynes noted, ‘the market can remain
irrational longer than you can remain solvent’.
As with Barings the large profits from what were supposedly arbitrage strate-

gies should have concerned investors, although unlike Barings the change from
arbitrage strategies to riskier bond trading was carried out with the full knowledge
of partners. However, the presence of such eminent partners encouraged people to
invest – investors were star-struck. It is important to assess objectively the returns
available from strategies that are being advertised, and it is important to understand
what risks are being taken when investing in any fund.

20.7 Bernard Madoff

The case of Bernard Madoff appears at first sight to be a clear-cut case of investors
taken in by a fraudster. However, it is important to recognise why investors were
taken in and how the fraud was allowed to continue.

20.7.1 Background

Bernard Madoff founded and ran Bernard Madoff Investment Securities LLC. One
arm of the company was devoted to asset management for a range of charities,
trusts and high net worth individuals. Madoff provided high, stable returns to his
investors. Demand for his asset management services was therefore high, and in-
vestment was essentially by invitation only.
The strategy that Madoff claimed to be using was a collar strategy. This would

have involved buying out-of-the-money put options and out-of-the-money call op-
tions on a stock whilst holding the stock itself, as shown in Figure 20.2. The put
options would limit the losses below the strike price of that option, whilst the pre-
miums received on the call options would pay for the puts. Selling the call options
would have involved foregoing equity returns above the call option strike price.
However, it ultimately became clear that rather than investing assets Madoff had

in fact been running a Ponzi or pyramid scheme. This involved funding payments
to existing investors from contributions made by new investors. When the fraud
was uncovered, many investors were bankrupted.

20.7.2 How the Fraud Happened

The fraud was allowed to happen partly because Madoff was working in a small
organisation, with little or no internal oversight. Furthermore, the only external
auditing was carried out by a personal friend who was the only auditor in his three-
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Figure 20.2 Payoff for an Option Collar Strategy

person firm. At best this meant that the auditor lacked the expertise to carry out a
thorough audit; at worst, the auditor was complicit in the fraud.
However, the fraud also exposes the reluctance of potential investors to analyse

to any extent Madoff’s investment strategy. Those that did found such inconsisten-
cies in the trades carried out that they not only avoided investing but also notified
the regulator. However, it took Madoff declaring the fraud himself for action to be
taken.

20.8 Robert Maxwell

The theft of assets by Robert Maxwell from the pension schemes of companies
in his group caused a number of changes in the law. However, it is important to
recognise the cultural and organisational issues underlying the episode since these
can still occur today.

20.8.1 Background

Robert Maxwell, owner of the Mirror Group, died suddenly in 1991. Following
his death, it became apparent that assets had been misappropriated from a number
of pension schemes in Maxwell’s group of companies in an attempt to support the
group. These transfers had not been authorised by the trustees, and would have been
illegal anyway. The transfers had happened despite the oversight of the scheme’s
auditors, and it was many years before pension scheme members’ benefits were
finally secured.
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20.8.2 How the Fraud Happened

The fraud was possible because a number of key positions in the group and on the
trustee boards were held by the same small group of individuals. It was made eas-
ier because all assets were held by an in-house manager, Bishopsgate Investment
Management.
Maxwell himself was an imposing man, and his dominance of the group could

easily have ensured that assets were transferred when this would not have been
allowed elsewhere.

20.8.3 Consequences of the Fraud

The UK Government commissioned a report by Professor Roy Goode and many
of the recommendations in this report found their way into the UK Pensions Act
1995. Many of the recommendations were aimed at improving the independence
of trustees, such as the requirement to have a third of all trustees nominated by
scheme members. The act also clarified that the only power of investment that
could be delegated was the management of assets, which could be given to one or
more investment managers. However, it required that other powers be delegated.
Trustees were no longer allowed to act as either auditor or actuary to the scheme,
and two new statutory roles were created: scheme actuary and scheme auditor.
Despite this, the most important step that can be taken is to avoid the concentra-

tion of risk at the head of a company. When a company is run in such a dominant
way, the risk that other directors and managers will cave in to unwarranted requests
is severely increased.

20.9 Space Shuttle Challenger

Following the loss of the Space Shuttle Challenger in 1986, a presidential com-
mission was set up under the chairmanship of William Rogers. One of the twelve
members of the commission was the physicist and Nobel Laureate Richard Feyn-
man. Feynman insisted on a separate appendix being added to the report containing
his personal observations. These give some interesting insights into organisational
issues and perceptions of risk that affected the National Aeronautics and Space
Administration (NASA), but that could affect any organisation3.

3 The appendix together with Feynman’s thoughts on his time with the commission are included in Feynman
(1988).
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20.9.1 Background

On 28 January 1986, the Space Shuttle Challenger broke apart, 73 seconds after
take-off. The cause of the accident was determined to be the failure of a rubber
seal – an ‘o-ring’ – in one of the booster rockets. The night before launch had been
particularly cold, and the cold weather had made the o-ring less elastic and so less
able to provide a good seal. Fuel had escaped from the booster rocket, ignited and
destroyed the shuttle.

20.9.2 Organisational Failures

The key underlying failure at NASA related to management’s perception of risk.
For example, NASA engineers estimated the risk of failure of a shuttle flight as
around 1%, whilst management estimated it as around 0.001%. The latter figure
was arrived at by adding together the assumed rates of failure for each component.
However, there was too little experience to determine with any accuracy the failure
rates of individual components, so assumptions as low as 0.0000001 were used,
with little evidence.
The definition of failure was also flawed. In particular, if a component did not

behave as it was designed to, but the behaviour did not cause an accident, then this
behaviour was not deemed a failure. The o-ring leaks fell into this category, since
leaks had occurred on a number of previous flights. This failure was compounded
by the fact that each launch that did not result in the loss of a craft was regarded as
an argument in favour of the safety of components.
More direct management failures also occurred. For example, despite the man-

ufacturers of the o-rings cautioning against a launch after cold weather due to the
risk of leaks, NASA countered that since leaks had occurred when the weather
had been warmer there was no reason to suspend a launch on the grounds of low
temperature.
Feynman believed that the problem stemmed from NASA managers wanting to

deliver, and to be seen to deliver. Whilst this was a fine motive, it may have led to
managers making promises that the engineers did not think they could keep.

20.9.3 Implications for Financial Organisations

The loss of a space shuttle might seem some way from the challenges faced by
financial services firms, but there are a number of lessons that could be learned.
How often do those working more directly with financial models understand the
risks better than their managers? How often do managers choose to ignore warn-
ings that conflict with their aims to increase profits? Financial risk management is
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often compared with rocket science, and the risk management failures that occurred
with the loss of the Space Shuttle Challenger show just how close this analogy is.
However, by learning from past failures, it is possible to limit the risk of future
losses in both industries.

20.10 Heartland Payment Systems

20.10.1 Background

Heartland Payment Systems is a payment processing company based in the United
States. Its main role is to process credit card transactions, which means that it deals
with a very large volume of personal data. In 2009 it was revealed that its security
systems had been breached the previous year, resulting in information on perhaps
100 million cards being compromised.

20.10.2 Details of the Data Breach

Despite passing multiple data audits of its data systems, Heartland’s servers were
successfully compromised. The initial approach was an ‘SQL injection’. The ab-
breviation SQL stands for structured query language. This is the language used
to transfer information to and from certain types of database, typically via a web
page. An SQL injection attack works by entering a string of code into a form on a
web page which – if appropriate security is not in place – can result in the security
of the database being circumvented.
Once access to the database had been obtained, malware was planted that en-

abled the hackers to obtain credit card data for a period of months.
Heartland was first alerted to a potential problem when some card issuers re-

ported an increase in fraudulent transactions. As a result, information technology
specialists were able to identify – eventually – anomalous data being sent from
Heartland to external parties.
The hackers took a number of measures to avoid detection. However, one was

arrested after repeatedly targeting a separate institution from a single location.

20.10.3 Heartland’s Response to the Breach

Heartland’s initial response – after notifying the relevant authorities – was open-
ness and transparency, at least as far as this was possible. Despite this, Heartland’s
share price fell sharply, not least because of the cost of litigation. Subsequently,
Heartland not only addressed the known holes in its security, but it offered sig-
nificant security upgrades. These included micro-chipped credit cards, encryption
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between card reader and servers, and re-usable tokens for regular payments. Heart-
land has also sought to show its credibility by publishing white papers on security
measures. It even offers a ‘breach warranty’ for businesses that use its most se-
cure systems. This promises to reimburse businesses for any losses incurred if the
encryption on secure card systems fails.

20.10.4 Lessons to be Learned

The key lesson here is to keep systems up-to-date and to deal with any system
vulnerabilities promptly. It could also be argued that a proactive approach to cus-
tomer communication is advisable – Heartland believed that this approach limited
the number of customers that were lost. It is probably also fair to say that it’s worth
highlighting the steps taken to prevent future losses, particularly if it is possible to
demonstrate a competitive advantage.

20.10.5 Recent Developments

It is worth mentioning a more recent incident for Heartland. In 2015, Heartland suf-
fered a break-in at one of its payroll offices. Some non-networked computers were
stolen, which may have had personal information on. Steps were taken to prevent
losses, but this highlights that data risks can also be faced from more traditional
sources.

20.11 Kim Philby

The story of Kim Philby is well-known – he was a British intelligence officer who,
whilst working for the Secret Intelligence Service (SIS, more commonly known as
MI6), was also employed by the KGB. However, in 2016 a film of Philby surfaced,
in which he explained how he had been able to pass so much information to the
Soviet Union, and how he had managed to avoid suspicion for so long.
In the film, Philby claims that he was able to gain access to files that had nothing

to do with his work. He did this by befriending an archivist whose job involved
managing those files. Having gained access to the files, Philby then simply took
the files home together with papers that he was supposed to have. The files were
then copied and replaced into the files the following day.
This highlights two important aspects of risk management. The first is to ensure

that people only have access to information that they need to carry out their work.
This applies as much to electronic information as it did to paper files. The second
aspect is that it should not be possible to remove information without authorisa-
tion. Again, this has relevance in the world of electronic information – individuals
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should not be able to email files to home accounts, or copy documents onto devices
such as external hard drives.
Philby also discusses why he was able to carry on as a double agent for so long.

The first reason is that he was a member of, as he describes it, the British ruling
class. As such, he believed that he was regarded as above suspicion. But he also
believed that he was not apprehended because the consequences of his betrayal
were too severe for ‘the establishment’ to contemplate. The lesson here is that no-
one should be above suspicion. More practically, security checks and restrictions
should apply to all, no matter what their background or reputation.

20.12 Conclusion

Despite the fact that these case studies cover a wide range of failures, a number of
factors occur over and over again.
First, people seem willing to invest in high-returning investment opportunities

without determining with any rigour the source of these returns. This is even more
true if the returns are accompanied by a big name, an element of exclusivity or
some other factor that makes investors feel lucky to have the opportunity to invest.
The maxim that is being forgotten here is that if something looks too good to be
true, it probably is.
A second feature seen more than once is the importance of culture. Too strict a

hierarchy can limit useful communication; too strong a leadership can stifle dissent;
and too isolated a position can restrict the flow of useful external ideas. There is
also a link to the earlier point about thorough investigation – any culture that does
not encourage a thorough questioning of new ideas and an open discussion of the
risks involved can easily find itself in dire financial straits.
Finally, the importance of incentives is crucial. It is important not to have any re-

muneration structure in place that encourages excessive risk taking, short-termism
or even fraud. Although competitive pressures can make it difficult, the importance
of designing a remuneration strategy that creates the right incentives cannot be
overstated.

20.13 Further Reading

Some of the case studies in this chapter can be found as parts of other books. The
Korean Air story is described in more detail by Gladwell (2008), whilst the first-
hand account of the Rogers Commission following the Challenger disaster can be
found in Feynman (1988). Dennett (2004) includes some discussion of theMaxwell
scandals and the problems with Equitable Life. The Board of Banking Supervision
(1995) gives a comprehensive overview of the Barings collapse.
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There are also many books devoted to other financial disasters. One of the best
is the account of LTCM given in Lowenstein (2002), which provides a number
of important insights. Patterson (2010), on the other hand, gives an entertaining
account of the role of hedge funds in the recent liquidity crisis together with a
history of the hedge fund industry itself.
Moving away from the topics in this chapter, the definitive book on the Enron

scandal is by Elkind and McLean (2004). There is a useful book written by Jorion
(1995) on the failures that led to the Orange County disaster, the largest municipal
failure in US history. However, good books on these topics go all the way back to
Galbraith (2009) and the updated version of his 1954 book on the 1929 financial
crash.
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Solutions to Questions

Chapter 1

1. Risk management can reduce the volatility of the firm’s earnings. This could
increase the value of the firm by reducing the risk of bankruptcy or tax liability.
It could also improve the firm’s credit rating, and reduce the risk of regulatory
interference. The reduced volatility in earnings could also help to avoid large
swings in the number of employees required. In addition, it could reduce the
risk capital required, thus increasing returns on capital.

2. ERM can help to ensure that all risks are covered, and covered consistently in
terms of the way they are identified, reported and treated. ERM also involves
the recognition of concentrations and diversifications arising from the interac-
tions between risks. This offers a better chance of the overall risk level being
consistent with an organisation’s risk appetite. It also allows a more accurate
calculation of the required risk capital. In addition, it helps firms react more
quickly to emerging risks, and to prioritise the various risks arising from var-
ious areas of an organisation. It can also reduce the costs of risk responses if
carried out across a firm as a whole, and it can ensure that responses are con-
sistent. Finally, ERM might be required by an industry regulator, or by a firm’s
auditors or investors.

3. The chief executive is responsible for running the firm whilst the chairman is
responsible for running the board. As such, the chairman is responsible for the
oversight of the chief executive. European regulations (CRD IV and MiFID)
require financial firms to be controlled by at least two individuals. There are
also restrictions on combining the roles of chairman and chief executive in CRD
IV. However, having an executive chairman ensures consistency between the
derivation of a strategy and its implementation.

4. The approaches are:

• three lines of defence;
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• offence and defence;
• policy and policing; and
• partnership.

Chapter 2

1. The original role of investment banks was to raise debt and equity funds for
customers, and to advise on corporate actions such as mergers and acquisitions.
In addition, investment banks now buy and sell securities and derivatives.

2. ‘Long-term’ can be used to refer to a particular type of policy. A long-term
insurance policy is one that is in place for a long time. This may involve cover
being provided over many years in exchange for a single lump-sum premium.
An example of such a policy is an annuity. ‘Long-tail’ can be used to refer to a
class of insurance. A long-tail class of insurance is one where claims may take
many years to emerge after the cover has ended. An example of such a class is
employer liability insurance, where work-related illnesses may not develop for
some time after employment has ceased.

3. In a defined contribution pension scheme, contributions are paid at a fixed level
and invested. The member’s benefit is then determined by the accumulated value
of contributions and investment returns. In a defined benefit pension scheme,
the member’s benefit is calculated according to some formula, usually based on
earnings and length of service. The contributions required to provide this benefit
are then defined separately.

Chapter 3

1. The owners of a company (the shareholders) have limited liability if the firm
becomes insolvent, whereas the owners of a traditional partnership (the part-
ners) are ‘jointly and severally liable’ for any losses. This liability extends to a
partner’s personal wealth. Note, however, that limited liability partnerships do
not leave partners with unlimited liability.

2. The interest payments on bonds are tax deductible, whilst dividends are paid
from post-tax earnings. As such, there is an incentive for firms to raise more
capital from debt than from equity. However, the higher the level of interest
payments that a firm has to make, the greater the risk of insolvency. Because in-
solvency is costly, this gives firms an incentive to limit the proportion of capital
raised as debt.

3. When shareholders appoint directors, the shareholders are principals appointing
agents to act on their behalf. However, the directors may instead act primarily
on their own behalf. This might result in directors taking actions such as paying
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themselves excessive bonuses. This is known as agency risk, and the costs are
agency costs.

4. In a large firm, there may be a very large number of shareholders, and it would
be impractical for them all to take an active role in running a company; in con-
trast, a small number of directors would be better-placed to take the decisions
needed to run a firm. Individual investors in particular may not have the knowl-
edge or skills to run a large company; directors, on the other hand, should have
such knowledge and skill. Investors may buy and sell shares frequently, mean-
ing that there is little consistency of ownership; however, since the tenure of
directors is typically measured in years, they do provide consistency of man-
agement. Finally, each investor could have investments in a large number of
firms, and could not expect to know all of the firms sufficiently well to help
to run them; but directors will usually work for only one firm (or several for
non-executive directors), allowing them to gain a deeper understanding of the
firm.

5. The chairman’s performance is typically assessed by other members of the
board of directors, so the answer is (c).

6. Any information on the pension scheme liabilities – the accounts refer only to
the assets.

7. Professional bodies tend to represent individuals whilst industry bodies tend to
represent firms.

8. Unified regulation is often more efficient than functional regulation. It makes
the regulation of financial conglomerates, which might otherwise require reg-
ulation by a number of parties, easier. It ensures consistency between different
firms operating in different industries. If properly arranged, it can also limit
the incentives for regulatory arbitrage. It can provide a good environment for
the cross-subsidy of ideas between staff working in different areas of a single
regulator. It can improve accountability within a regulator, since there should
be less chance of disagreement over who has authority over a particular issue.
However, for all this to be true, different departments within a single regulator
must not simply act as independent regulators. It is also important to recognise
the risk that a larger organisation might give rise to additional bureaucracy and
dis-economies of scale. The most appropriate form of regulation therefore de-
pends on the extent to which there are large financial conglomerates operating
with complex regulatory needs.

9. The following measures can be taken:

• require firms to provide information;
• place restrictions on insider trading;
• place restrictions on the establishment of firms;
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• put in place quantitative requirements on the capital adequacy of firms;
• put in place qualitative requirements on the management, systems and pro-
cesses of firms;

• establish industry-wide insurance schemes; and
• intervene in the management or ownership of firms.

10. When determining an issuer rating, the credit rating agency might also take into
account the terms of each debt issue and its location within a corporate structure.
This means allowing for features such as collateralisation and subordination,
and the presence of any options.

Chapter 4

1. Stakeholders (a), (c) and (d) are all internal.

2. This is incorrect. The culture in an organisation should be one that allows people
to learn from their mistakes. In particular, there should be accountability for
actions but not blame. A culture of blame can encourage mistakes to be hidden
and, possibly repeated, when instead lessons could be learned.

3. The risk committee, (c), is likely to have at least one executive director: the
chief risk officer, who would usually chair this committee.

Chapter 5

1. An economic down turn usually leads to a fall in interest rates and poor eq-
uity returns. The fall in interest rates is likely to increase the value of pension
liabilities; however, it will also increase the value of bonds. This increase in
value will be mitigated by the increase in credit spreads. Unless the pension
scheme has fully hedged its interest rate risks, the net result is likely to be that
the funding level (the ratio of assets to liabilities) will fall. The sponsor’s ability
to make good any deficit (shortfall of assets relative to liabilities) is also likely
to reduce, since insolvency is more likely in a recession. Rising unemployment
can have one of two effects on the liabilities – redundancies might cause a fall
in liabilities as individuals move from being active members to being deferred
pensioners, but they might cause a rise if people are instead offered early retire-
ment on beneficial terms.

2. In a strongly hierarchical firm, where there is a deeply ingrained culture of
respect for superiors, bad decisions go unchallenged.

3. The underwriting cycle can be drawn as follows:
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Falling RatesCapital Exits

4. First, there can be limits on investment of the pension scheme in shares of the
sponsor. This limits the risk of an employee losing both job and pension. Sec-
ond, there can be limits on the extent to which the assets are allowed to mis-
match the liabilities, particularly relating to interest rate risk. This can be used
to reduce the risk of large deficits emerging.

5. A direct way to control withdrawals is to place limits on the level of withdrawal,
either in absolute terms or as a percentage of the fund. However, withdrawals
can also be controlled by having a fiscal system that taxes money when it comes
out of a pension scheme.

6. Six potential areas of compromise – which are derived from the UK Corporate
Governance Code – are:

• to have, or have had recently, a material business relationship with the com-
pany;

• to have received or to continue to receive additional remuneration from the
company apart from a director’s fee, including share options, performance-
related pay, or company pension scheme membership;

• to have close family ties with any of the company’s advisers, directors or
senior employees;

• to hold cross-directorships or have significant links with other directors via
involvement in other companies or bodies;

• to represent a significant shareholder; or
• to have served on the board for an excessively long period of time.

7. Limiting the appointment term of an external auditor prevents the relationship
between the auditor and the firm being audited from becoming so close that the
auditor’s independence could be compromised. However, it also increases the
risk that the auditor will not be able to build up as deep a knowledge of the firm
being audited.
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Chapter 7

1. The two main sources of credit risk for an insurance company are the risk of
losses in the credit portfolio and the risk of reinsurer failure.

2. Market liquidity risk is the risk that a firm cannot easily trade due to a lack of
market depth or to market disruption. This can be seen in high trading costs,
a need to accept a substantially reduced price for a quick sale, or the inability
to sell at all in a short time scale. Funding liquidity risk is the risk than an
organisation cannot raise additional finance when required, and so cannot meet
expected and unexpected current and future cash flow and collateral needs.

3. Assets can provide liquidity in three ways: through sale for cash; through use
as collateral; and through maturity or periodic payments (such as dividends or
coupons).

4. Liquidity risk becomes a systemic risk if a run on banks occurs, or if short-term
money markets become less liquid, as both result in a reduced ability for banks
to raise the capital they need to remain solvent.

5. Mortality catastrophe risk occurs when there is a sudden one-off rise in mortal-
ity rates, following which rates fall back to their pre-catastrophe levels. Such a
rise could occur due to war, pandemic or some other widespread event. How-
ever, there is no corresponding mechanism by which mortality rates could suffer
a brief, one-off fall. As such, longevity catastrophe risk does not exist.

6. If interest rate swaps are used to reduce risk in a life insurance company, using
such instruments exposes the company to credit risk. This is because there is a
risk that the swap counter-party will become insolvent whilst owing money to
the company.

7. The key risks in a defined benefit pension scheme are:

• market risk, in relation to the investments held, particularly relative to the
liabilities;

• inflation risk, in relation to the benefit payments;
• interest rate risk, in relation to value of the liabilities;
• foreign exchange risk, to the extent that the assets held are in a different
currency to the liabilities;

• credit risk, in relation to the reliance on sponsor solvency to pay contribu-
tions;

• liquidity risk, since liquid assets will be needed to make benefit payments in
the short term;

• demographic risks, relating to the longevity of pension scheme members, but
also to new entrants to the scheme, to withdrawals and early retirements, and
to contingent benefits to spouses and children; and
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• operational risks, in particular relating to the risk of late payment of benefits,
but also to potential regulatory changes.

Chapter 8

1. The tools that can be used; the ways in which the tools are employed; assess-
ment of the nature of the risk; and the way in which the risk is recorded.

2. Risk check lists are lists of risks that are used as a reference for identifying risks
in a particular organisation or situation. Risk prompt lists identify the various
categories of risk that should be considered rather than seeking to pre-identify
every risk. These categories are then intended to prompt a broader and more
specific range of risks for the institution being analysed.

3. PESTELI is a risk prompt list, which stands for political, economic, social,
technological, environmental, legal and industry.

4. Ideas should not be censored in a brainstorming session because even those
ideas that might ultimately be disregarded can stimulate participants to make
other, better suggestions.

5. The main issues are:

• the responses can be heavily influenced by the way in which questions are
asked;

• people may not respond to the survey, with a low response rate calling into
question the validity of the survey;

• quantitative analysis requires the use of multiple choice, which limits the
ability to receive the full range of answers; and

• receiving answers in free text makes quantitative analysis more difficult.

Chapter 9

1. The mean is the sum of the observations divided by the number of observations;
the median is the observation for which half of the remaining observations lie
above and half lie below; and the mode is the most common observation.

2. The mean of this set of observations is their sum divided by the number of the
observations, which comes to 16; the median is the observation which has as
many observations above as below, so 9; and the mode is the most common
observation, which is 8.

3. The population standard deviation is 13.27 and the sample standard deviation is
14.08.

4. The population standard deviation would be the most appropriate if this dataset
represented the full set of data that existed, whilst the sample standard deviation
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would be the most appropriate if this dataset represented a sample from a larger
– perhaps infinite – set of data.

5. In a negatively skewed distribution, the left-hand tail is longer than the right-
hand tail. This means that if returns are negatively skewed, the chance of a large
loss (relative to the expected return) is greater than the chance of a large gain.

6. The normal distribution is mesokurtic. If returns are in fact leptokurtic, then this
implies that the proportion of investment returns that are regarded as extreme
will be higher than for a normal distribution with the same standard deviation.
In particular, this means that the risk of severe losses is higher than might be
expected under the normal distribution.

7. The two data points (2,1) and (3,4) are concordant.

8. Pearson’s rho is equal to 0.29; Spearman’s rho is equal to 0.50; and Kendall’s
tau is equal to 0.40.

Chapter 10

1. The probability is 0.004266. This can be calculated as 1− Pr(no failures)−
Pr(one failure), where Pr(X = x) = {10!/[x!(10− x)!]}0.01x(1−0.01)10−x for
10 observations and a probability for each observation of 0.01.

2. The probability is again 1−Pr(no failures)−Pr(one failure). Here, Pr(X = x) =
(λ xe−λ )/(x!), where λ = 10,000×0.01% = 1. Using these formulae, the prob-
ability is 0.2642.

3. The mean here is 1,000,000× 0.1% = 1,000. As we want the probability that
more than 1,000 will be faulty and the normal distribution is symmetric, the
probability is 0.5.

4. The probability of there being a loss is Φ(10%/20%) = 0.3085.

5. The Jarque–Bera statistic calculated using this data is

(240/6)× [(−0.3)2+(0.52/4)] = 6.1.

The critical value at the 95% level of confidence for a χ2 distribution with 2
degrees of freedom is 5.99. The null hypothesis of normality can therefore be
rejected.

6. The test statistic here is 5%/[10%/(200.5)] = 2.236. For a two-tailed test at
the 95% level of confidence, the critical values using the t-distribution with 20
degrees of freedom are ±2.086. Therefore, the expected return is significantly
different from zero at the 95% level of confidence.

7. The χ2-test statistic is arrived at by calculating the squared difference between
the actual and expected number of observations, dividing this by the expected
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number of observations, and then summing over the age groups. So we have

{[(0.25×1,000)−213]2}
(0.25×1,000) +

{[(0.25×1,000)−241]2}
(0.25×1,000) + · · ·= 40.12.

The critical value for the 99.5% level of confidence for 5 degrees of freedom
(there are 6 groups) is 16.75. The age distribution of respondents is therefore
significantly different from that of the population at the 99.5% level of confi-
dence.

8. The beta distribution, (c), is the most suited to modelling corporate bond default
rates, as both the distribution and default rates are bounded between zero and
one. However, the normal distribution, (a), could be used if a logit transform
were applied.

9. Pearson’s rho does not satisfy Scarsini’s axioms of concordance because it fails
the criterion for coherence. For example, the copula connecting x and y = lnx
is the minimum copula, and it is impossible for there to be any copula to show
a stronger relationship; however, Pearson’s rho for these two series will be less
than one.

10. The maximum copula represents the relationship between two mutually exclu-
sive events – so if one happens, the other cannot, if one does not happen, the
other must. As such, it is impossible to introduce a third event, since mutual
exclusivity could not be preserved between all three events.

11. Kendall’s tau for a Gumbel copula with copula parameter α = 4 is 1− (1/4) =
0.75.

12. For a Clayton copula with a Kendall’s tau of 0.5, the parameter α =

(2×0.5)/(1−0.5) = 2.
13. The coefficient of lower tail dependence for a Gumbel copula is always zero.
14. The parameter α for a Clayton copula with a Kendall’s tau of 0.2 is

(2× 0.2)/(1− 0.2) = 0.5. Applying the generator functions to F(X) = 0.15
and F(Y ) = 0.25 and summing the result gives {(1/0.5)× [(0.15−0.5)− 1]}+
{(1/0.5)× [(0.25−0.5)−1]}= 5.1640. Reversing the generator function to give
the joint probability then gives {[5.1640÷ (1/0.5)]+1}(1/−0.5) = 0.0779.

15. Using the parameter α = 2 in the generator function gives us a value of
(1/2)[(0.1−2)− 1] = 49.5 for a single bond. This can then be multiplied by
20 to give 990, and the inverse applied, to give a joint probability of

{[990÷ (1/2)]+1}(1/−2) = 0.02247.

Chapter 11

1. Using the method of moments, α = (2×0.5)/(1−0.5) = 2.
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2. The mean, βγ , is 10 whilst the variance, β 2γ is 202 = 400. We can therefore
find β by dividing the mean into the variance to get 400/10 = 40. Substituting
this into the mean gives us γ = 10/40 = 0.25.

3. Using the method of maximum likelihood, the parameter β can be shown to be
equal to T/∑T

t=1(1/xt). In this case, β = 20.14.
4. The changing magnitude of the error terms suggests that the variance of the
error terms is increasing – in other words, there is heteroskedasticity. As such,
ordinary least squares is not appropriate. Rather, generalised least squares should
be used, with the regression including a correction for the heteroskedasticity.

5. The coefficient of determination is SSR/SST= 400/500 = 0.8.
6. The adjusted coefficient of determination is 1− [(1−R2)× (T −1)/(T −N)] =
1− [(1−0.8)× (100−1)/(100−4)] = 0.7938.

7. The likelihood ratio test can be used only to compare nested models. Because
the first model does not include variables D and E , whilst the second does not
include variable C, the models are not nested and the test is not appropriate.

8. The test statistic here is −2× (−8500+8490) = 20. This has a χ2 distribution
with 1 degree of freedom. The critical value at the 99.9% level of confidence is
10.83, so we cannot reject the null hypothesis – that the change is insignificant
– at the 0.1% level of significance.

9. The AIC is (2 × 5) − (2 × −550) = 1,110 for model A and (2 × 4)−
(2×−540) = 1,094 for model B; the BIC is (5× ln240)− (2×−550) =
1,127.4 for model A and (4× ln240)− (2×−540) = 1,118.4 for model B.
Therefore, model B gives the best fit according to both the AIC and the BIC.

10. The kernel weighting here is (3/4)× [1− (u/5)2]/5, where u is the number
of months away from June, up to a maximum of 5. The total of these kernel
weights comes to 0.9900. Multiplying each weight by the observation for that
month and adjusting by the total gives a smoothed number of visitors for June
of 1,795.

11. The correct formulation is (b).
12. Description (c) best conveys the principle behind discriminant analysis.
13. To calculate the kNN score, the inverse of each of the Mahalanobis distances

must first be calculated. The sum of the inverses for defaulting firms is then
divided by the sum of all inverses. This gives a kNN score for this potential
borrower of 0.3089, which suggests that they are more likely to repay the loan
than to default.

14. The first adjustment is to use fuzziness parameters, that allow for a zone of
ignorance; and the second is to move to a non-linear support vector machine,
which uses a curved hyperplane.

15. Stochastic uncertainty is allowed for, as this is the purpose of the model: to
generate stochastic simulations. However, model uncertainty is not allowed for,
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as only a single model is used. Nor is parameter uncertainty allowed for, as the
same mean and standard deviation – derived from past data – are used for every
simulation.

16. The number of policies required for full credibility is

NF = (2.58/0.05)2× (1−0.024)/0.024 = 107,928.
Since the actual number of policies, NP, is equal to 50,000, the level of classical
credibility Z =

√
50,000/107,928 = 0.68.

17. The beta distribution has a mean of 0.03 and a standard deviation of 0.01, so the
variance is 0.0001. Using the method of moments, this means that the parame-
ters of the beta distribution are γ1 = 8.7 and γ2 = 281.3. The credibility factor
is therefore Z = 1,000/(1,000+ 8.7+ 281.3) = 0.7752. This means that the
expected default rate is (0.7752×20/1,000)+ [(1−0.7752)×0.03] = 0.022.

18. Assume there are 1,000 applications. This would mean 800 applications for
standard policies and 200 for high performance policies. Since 30% of ap-
plications result in policies, this implies a total of 300 policies. Since 20%
of applications for standard cover result in policies being written, this means
that such policies contribute 160 of the total. The remainder – 140 – are for
high-performance policies. This means that 140/200 = 70% of quotations for
high-performance policies result in cover being taken.

Chapter 12

1. This is a Fréchet-type GEV distribution, whose tail follows a power law. This
makes it appropriate for modelling extreme values that could have come from a
fat-tailed distribution such as the Student’s t.

2. This is the ‘return level’ approach, with a block size of ten days.
3. The purpose of the empirical mean excess loss function is (c), to help determine
whether observations are in the tail of the distribution.

4. The generalised Pareto distribution makes use of all of the data in the tail rather
than just the extreme values within blocks – in other words, whilst the gener-
alised extreme value distribution might exclude extreme data because it is not
the most extreme within a particular block, this is not the case for the gener-
alised Pareto distribution.

Chapter 13

1. Point (c) is incorrect: bootstrapping means that any inter-temporal links are lost.
2. Point (b) is incorrect: pseudo-random numbers should exhibit no serial correla-
tion.
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3. This is a trend-stationary process.
4. The fixed value towards which the series tends is its mean, which is equal to

α0/(1−α1).
5. 1. The root of the characteristic polynomial here is 1.4286, which lies outside

the unit circle, so this process is a covariance stationary AR(1) process. It is
non-explosive and non-oscillatory, as the coefficient of Xt−1 is positive but
less than one.

2. The root of the characteristic polynomial here is 1, which lies on the unit
circle, so this process is not covariance stationary. This AR(1) process is a
random walk with drift, as the coefficient of Xt−1 is equal to one. It could
also be described as difference stationary, or an I(1) process.

3. The roots of the characteristic polynomial here are 4.3508 and 1.1492, which
lie outside the unit circle, so this process is covariance stationary. This AR(2)
process is non-explosive and non-oscillatory, as the coefficient of Xt−1 is
greater than one, the coefficient of Xt−2 is less than zero, and the roots of the
characteristic polynomial are real.

4. The roots of the characteristic polynomial here are −2.6821 and 0.9321,
which lie inside the unit circle, so this process is not covariance stationary.
This AR(2) process is explosive and non-oscillatory, as the coefficients of
Xt−1 and Xt−2 are greater than zero, and their sum is greater than one.

5. The roots of the characteristic polynomial here are −0.8750+ 1.3170i and
−0.8750− 1.3170i. The absolute value of this pair of complex conjugates
is 1.5811, which lies outside the unit circle, so this process is covariance
stationary. This AR(2) process is non-explosive and oscillatory, as the co-
efficient of Xt−1 is between two and minus two, the coefficient of Xt−2 is
between zero and minus one, and the roots of the characteristic polynomial
are complex.

6. An MA(q) process implies that returns are determined partly by the returns in a
previous period. This suggests that arbitrage is possible, which is usually ruled
out in models of liquid equity indices.

7. Since d > dU , we can say there is no evidence of significant positive serial
correlation. However, since 4− d < dL, we can say that there is evidence of
significant negative serial correlation.

8. Using the equation ρh = ∑3i=0βiβi+|h|/∑3
i=0β 2i , we find that ρ1 = 0.5548, ρ2 =

0.2466 and ρ3 = 0.0685.
9. The number of dummy variables needed is three – one less than the number of
quarters in each year.

10. The jump-diffusion model is typically used where there are breaks in a trend
rather than changes in the direction of the trend. As such, the jump-diffusion
model would not be appropriate in this case. However, if it were adapted such

.022
5:47:26, subject to the Cambridge Core terms of use,



564 Solutions to Questions

that the Poisson process were used to generate a change in the direction of the
trend, then this revised approach would be appropriate.

11. Because the coefficient on X2t−1 is greater than one, the variance of this process
is infinite. However, because Zt is normally distributed, and the coefficient on
X2t−1 is less than 2e

η ≈ 3.562, where η is the Euler–Mascheroni constant, the
process is strictly stationary.

12. The beta of this opportunity, βX , is σXρX ,U/σU = 10%× 60%/20% = 30%.
The discount rate, rX , is r∗+βX(rU − r∗) = 2%+30%(6%−2%) = 3.2%.

Chapter 14

1. There is unlikely to be any correlation between the level of returns for a partic-
ular asset class at time t and at time t+1, so the answer is (a).

2. The static spread is the addition to the risk-free rate required to value cash flows
at the market price of a credit security, so the answer is (b).

3. It is not necessarily desirable or even possible to permanently fix the con-
stituents of an index, so the answer is (a).

4. Using the Black–Scholes equation, d1 =−1.0071, d2 =−1.1571 and the price
of the call option, C, is £1.15.

5. Using the Black–Scholes equation and a standard deviation of 4% gives a call
option price of £2, so the answer is (a).

6. Using the relationship C0+ Ee−r∗T = P0+ X0, P0 can be calculated as P0 =
C0+Ee−r∗T −X0, which comes to £1.07.

7. The one-year spot rate is calculated as − ln(103/105) = 1.9231%. This means
that the value of the first year’s coupon on the two-year bond is 7e−1.9231% =

6.8667. Deducting this from the price of the two-year bond gives the effec-
tive price of the second year’s coupon and redemption payment, that is, 110−
6.8667= 103.1333. The two-year spot rate is therefore− 1

2 ln(103.1333/107) =
1.8403%.

8. The Black–Karasinski model uses log interest rates, meaning that only positive
interest rates can be returned.

9. 1. The elements of the eigenvector represent the changes in the forward rates
at different terms for a given random shock. The fact that the elements of an
eigenvector all have the same sign means that the impact of the shock will be
in the same directions at all terms. In other words, the level of the curve will
change. If the elements of the eigenvector move from positive to negative
as the term increases, then this implies that the shock will have the opposite
impact at the short end when compared with the long end. In other words,
the slope of the curve will change.
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2. The shock is a random normal variable with a volatility defined by the eigen-
value. The largest eigenvalue therefore defines the largest shock.

10. Because the risk-free rate of interest is higher in country D than in country E ,
the market expects the dollar to depreciate relative to the euro – or, at least,
there would be an arbitrage opportunity if the expected level of the dollar was
not lower. To be exact, the expected exchange rate is $1.1000× 1.01/1.02 =
$1.0892 per euro.

11. Altman’s Z statistic is 3.25. This is greater than the upper limit of 2.99, meaning
that the firm is ‘safe’.

12. Merton’s model gives the probability of default at time T as:

Pr(XT ≤ B) = Φ
(
ln(B/X0)− (rX −σ 2X/2)T

σX
√
T

)
.

For this firm (working in units of 1,000,000), B = 17, X0 = 20, rX = 0.05,
σX = 0.10 and T = 1. Substituting these values into the above equation gives:

Pr(X1 ≤ 17) = Φ
(
ln(17/20)− [0.05− (0.102/2)]

0.10

)
= 0.0296.

13. The distance to default, DD, equals (X0− B̃)/(X0σX), where X0 = 5,000,000,
B̃ = 4,000,000 and σX = 0.25. Working in units of 1,000,000, this gives us
DD = (5− 4)/(5× 0.25) = 0.8. This means that the probability of default is
exp(−0.8×4) = 0.04076.

14. There are four routes to default at the end of two years: B to D; B to A to D; B
to B to D; and B toC to D. The total probability is therefore

0.10+(0.05×0.03)+ (0.70×0.10)+ (0.15×0.25) = 0.209.

15. For five bonds, the maximum number of shocks is 25−1= 31.
16. The Cairns–Blake–Dowd model assumes that the relationship between mortal-

ity rates and age is log-linear in any one year. This is appropriate for older ages,
but non-linearities at younger ages mean that the model cannot be used for the
full age range.

17. 1. The total loss ratio is 900/1,000 = 0.9. The total claims each year can thus
be obtained by multiplying the earned premium by the 0.9:
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Earned Development Year
Premium 1 2 3 4

2012 1,000 90 250 600 900
Year 2013 1,400 120 400 700 1,260
of 2014 2,000 210 610 1,800
Claim 2015 1,700 180 1,530

2. The link ratios are l1,2 = (250+ 400+ 610)/(90+ 120+ 210) = 3, l2,3 =
(600+ 700)/(250+ 400) = 2 and l3,4 = 900/600 = 1.5. These are applied
to the reported claims to give the total estimated claims:

Earned Development Year
Premium 1 2 3 4

2012 1,000 90 250 600 900
Year 2013 1,400 120 400 700 1,050
of 2014 2,000 210 610 1,220 1,830
Claim 2015 1,700 180 540 1,080 1,620

3. For the Bornhuetter–Ferguson method, the outstanding claims are calcu-
lated using the chain ladder ratios, the total loss ratio and the premium
earned. The chain ladder ratios are 3, 2 and 1.5, and the total loss ratio is
90%. This means that in 2013 with one year’s reported claims outstand-
ing, the outstanding claims figure is 1,400× 90%× [1− (1/1.5)] = 420;
for 2014 it is 2,000× 90%×{1− [1/(1.5× 2)]} = 1,200; and for 2015 it
is 1,700× 90%×{1− [1/(1.5× 2× 3)]} = 1,360. These figures are then
added to the latest reported claims to give the total estimated claims:

Earned Development Year
Premium 1 2 3 4

2012 1,000 90 250 600 900
Year 2013 1,400 120 400 700 1,120
of 2014 2,000 210 610 0 1,810
Claim 2015 1,700 180 0 0 1,540

Chapter 15

1. Risk appetite is a combination of risk tolerance and risk capacity.

2. Risk aversion can be quantified as −u′′(W )

u′(W )
, so the answer is (b).
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3. The exponential utility function implies constant absolute risk aversion, so (b)
is incorrect.

4. The amount of risk capital is the sum of $(10% × 100)m, $(5% × 80)m,
$(15%×40)m and $(25%×10)m which comes to $22.5m.

5. Extending the table to give the differences and the squared differences yields
the results below:

Index Fund Difference Squared
Return Return (%) Difference
(%) (%) (%2)

2011 12.7 12.9 0.2 0.040
2012 −6.4 −6.1 0.3 0.090

Year 2013 5.7 5.5 −0.2 0.040
2014 9.3 9.6 0.3 0.090
2015 1.4 1.3 −0.1 0.010

Average (5 observations) 0.1 0.054

The tracking error is then calculated as
√
0.054%2 = 0.23%, and the infor-

mation ratio is therefore 0.1/0.23 = 0.43.

6. The cut-off point for the 95% one-day VaR is the fifth (or, under some defini-
tions, the sixth) largest observation from a series of one hundred. This means
that the VaR is e84m (or, under some definitions, e79m). The 95% one-day
tail VaR is the average of the worst five losses if there are one hundred obser-
vations. In this case, this comes to e96m. The expected shortfall at the same
level of confidence is calculated as the sum of the worst five per cent of losses
divided by the number of observations. This comes to e4.8m.

7. If the expected average return is 4%, then the expected annual loss is μ =−4%.
The standard deviation of losses is the same as the standard deviation of returns,
so σ = 6% per annum. As we need the 90% one-year VaR and tail VaR, α =

90%. The VaR is therefore VaR90% =−4%+[6%×Φ−1(90%)] = 3.69%, and
the tail VaR is TVaR90% =−4%+{6%×φ [Φ−1(90%)]/(1−90%)} = 6.53%.
The expected shortfall can be calculated by multiplying the tail VaR by (1−α),
so ES90% = (1−90%)×6.53% = 0.653%.

8. Point (c) is incorrect – the expression for positive homogeneity should be
F(kL) = kF(L).

9. Portfolio (a) has a lower expected return than portfolio (b), but higher volatility.
Whilst the expected return on portfolio (c) is also lower than that on portfolio
(b), so is its volatility. Portfolio (a) is therefore the least efficient.

10. The Sharpe ratio for a portfolio, X , can be defined as (rX − r∗)/σX . Here, we
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know that rX = 5%, r∗ = 1% and the Sharpe ratio is 0.5. The volatility of this
portfolio is therefore 8%. Using the separation theorem, the required volatility
of the strategy is the one that gives the same Sharpe ratio – that is, the slope
of the capital market line – for the higher expected return. The required return
for this new strategy is 7%. This implies a volatility of 12%, or half as much
volatility again as the portfolio. To achieve this, it would be necessary to invest
£150 for every £100 available, thus borrowing an additional £50.

Chapter 16

1. The responses to risk are generally placed into one of four categories:

• reduce;
• remove;
• transfer; or
• accept.

2. Only option (a) has a cost that is less than the amount saved, so this is the only
measure that should be adopted.

3. The investment restrictions are:

• that no investment in stocks outside the index is allowed;
• that there is a tracking error limit of 6% per annum, averaged over the last
three years;

• that no active sector position can be more than 10%;
• that no active stock position can be more than 5%; and
• that any decisions on changes to stock positions must be signed off by the
chief investment officer.

4. The formula for the price of a future, F0, in this case is F0= (X0−D)er∗T , where
X0 = 150, D= 30, r∗ = 2% and T = 2. This means that F0 is equal to $124.90.

5. The key issue is basis risk. First, the index on which the future is based is dif-
ferent from the index on which the portfolio is based. This means that if the
indices perform differently, there will be a profit or a loss if a short position
on the future is used to hedge the portfolio. Also, the portfolio may be actively
managed, so there may even be basis risk between the portfolio and the FTSE
All Share index. Basis risk may also occur if the sale date for the portfolio does
not coincide with the delivery date of the future. If there is any uncertainty over
the sale date, this would increase the basis risk. The dividends payable may
differ from those assumed in the pricing of the future. Uncertainty over costs
associated with the portfolio will also increase basis risk.
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6. The formula that can be used to determine the number of futures contracts
needed is Nh = ρY,F(σYNY )/(σFNF), where ρY,F = 0.6, σY = 0.75, NY = 360,
σF = 6 and NF = 1. The number of futures contracts needed is therefore
0.6× (0.75×360)/(6×1) = 27.

7. The formula that can be used to determine the number of futures contracts
needed is Nh= βY (Y/X), where βY = 1.2,Y = 150,000 and X = 100. Therefore
Nh = 1.2×150,000/100 = 1,800.

8. This strategy is known as Redington’s immunisation. It is effective for small
changes in the interest rate, if the changes are the same at all terms.

9. With term assurance, an insurance company is exposed to the risk that mortality
rates will be higher than expected. However, if mortality rates are higher than
expected, one might expect the payments made to policyholders with annuities
to be lower. As such, writing annuities could diversify the risk present when
term assurance is sold.

10. There is no link between a reference entity and a credit default swap (CDS)
written on that entity, beyond the fact that the creditworthiness of that entity is
reflected in the pricing of the CDS, and that default of that entity results in a
payment between the counter-parties to the CDS.

11. Because payments to holders of the mezzanine tranche are less than the maxi-
mum possible, the equity tranche holders would receive no payment; however,
because any mezzanine payment is being made, this implies that payments to
holders of the senior tranche will be unaffected.

12. The insurance company could reduce its exposure to mortality risk by:

• reducing the amount of business it wrote;
• changing the profile of the policies it sold (for example, by age);
• increasing the level of underwriting used;
• reinsuring some of the business, either on an excess-of-loss or a proportional
basis; or

• securitising some of the mortality risk.

Chapter 17

1. The three types of continuous consideration are documentation, communication
and audit.

2. These communications are:

1. formal/external;
2. formal/internal;
3. informal/internal; and
4. informal/external.
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3. Informal communication can result in information reaching the right parts of an
organisation more quickly than might be possible with formal communication.

Chapter 18

1. This could be considered a definition of economic risk capital, as it refers to
(a) additional assets to cover unexpected events; (b) a specified measure of risk
tolerance; and (c) a specified time horizon.

2. Whilst an internal capital model may give a more accurate reflection of the risk
capital needed, it can be more difficult and time consuming for a regulator to
verify. As such, a regulator may prefer a generic model that is more approximate
but more easily verifiable.

3. Three measures are:

• a measure of return on capital such as the risk-adjusted return on capital (rA);
• the economic income created (EIC), defined as EC(rA− rH), where rH is the
hurdle rate of return and EC is the economic capital; or

• shareholder value (SV), defined as EC(rA− rG)/(rH − rG), where rG is the
rate of growth of the cash flows; this is sometimes given as shareholder value
added (SVA), defined as EC{[(rA− rG)/(rH − rG)]−1}.

4. Under the Euler capital allocation principle, the proportion of total capital (T )
to be allocated to business loan (BL) risk is σBL,T/σT , so the capital allocation
is £600m ×2/80 = £15m.

Chapter 19

1. The three pillars are:

• minimum capital requirements;
• supervisory review; and
• market discipline.

2. The operational risk capital requirement for this bank is 0.2 and 0.1 respectively.
The total is the operational risk capital requirement. A particular bank had in-
come over the last twelve months of $150m ×0.2+ $250m ×0.1= $55m.

3. Short-term resilience is dealt with by the liquidity coverage ratio (LCR), defined
as the stock of high quality liquid assets divided by the total net cash outflows
over the next 30 calendar days. This ratio should exceed 100%. Longer term
resilience is dealt with by the net stable funding ratio (NSFR), defined as the
available amount of stable funding divided by the required amount of stable
funding. This ratio must also exceed 100%.
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4. To avoid regulatory intervention, an insurance company must have free assets
in excess of the solvency capital requirement (SCR), and it must expect this to
be the case with a 99.5% level of confidence over a one-year time horizon.

5. The components of basic solvency capital are:

• non-life underwriting risk;
• life underwriting risk;
• special health underwriting risk;
• market risk (including interest rate mismatch);
• counter-party default risk; and
• operational risk.

6. The use test is intended to ensure that a model is not simply constructed for
regulatory purposes but is more widely employed. This in turn means that the
resulting level of capital reflects the true capital required.

7. The three dimensions are:

• the range of areas covered by the framework;
• the eight components of ERM; and
• the level of application.

8. The seven approaches are:

• avoiding the risk by not starting or continuing with the activity that gives rise
to the risk;

• taking or increasing the risk in order to pursue an opportunity;
• removing the source of the risk;
• changing the likelihood of the event;
• changing the consequences of the event;
• sharing the risk with another party or parties; and
• retaining the risk by informed decision.

9. The factors are:

• industry risk and operating environment;
• company profile;
• management strategy and corporate governance;
• ownership and group structure; and
• financial profile.

10. Enterprise risk management frameworks typically share a number of common
features with each other, and with credit rating processes. They start by assess-
ing the context in which the framework is operating. This means understanding
the internal risk management environment of an organisation, which in turn re-
quires an understanding of the nature of an organisation and the interests of
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various stakeholders – in particular debt-holders for a rating agency. The con-
text also includes the external environment, which consists of the broader cul-
tural and regulatory environment, as well as the views of external stakeholders.
Rating agencies will also typically have a consistent risk taxonomy. They are
also concerned with identifying the risks to which an organisation is exposed
and, where possible, quantifying them. Finally, there is implementation which,
for a rating agency, involves assigning a rating rather than taking measures to
manage risk. Credit rating is also a continual process requiring documentation
and validating. It is also a process whose purpose is the communication of risk
information to stakeholders.
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Sklar’s theorem, 205

Student’s t, 223
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COSO ERM Integrated Framework, 508

cost of living adjustment, 72
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covariance, 140
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Bühlmann, 271, 275
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conjugate distributions, 273
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credit insurance, 453
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credit risk
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definition, 105
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quantifying, 351

responses to, 450
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nominal, 331

option adjusted, 332

static, 331

credit support annexes, see ISDA agreements
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regulation, 45

credit-linked notes, 457

CreditMetrics, 360

creditors

trade, 51

CRF, see central risk function

crime risk, see operational risks

CRO, see chief risk officer

cubic splines, see splines
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cyber risk, see operational risks

damage to physical assets risk, see operational risks

data frequency, 318

data risk, see operational risks

data theft, 118

debt

collateralisation, 50

debt-holders

accounting standards, 43

private, 23

public, 23

Debye functions, 215

definitions and concepts of risk, see risk

Delphi technique, see risk identification techniques

demographic risk

definition, 109

quantifying, 375

responses to, 459

denial-of-service attack, 118

dependence, 208

Deposit Guarantee Schemes Directive 1994, 71

Deposit Guarantee Schemes Directive 2009, 71

Deposit Guarantee Schemes Directive 2014, 71

Deposit Insurance and Credit Guarantee Corporation,

70

Deposit Protection Scheme, 70

Depository Institutions Deregulation and Monetary

Control Act of 1980, 69

derivatives, 434

exchange traded, 435

over-the-counter, 65, 430, 432, 434, 435

Dey Report, 79, 82

Dickey–Fuller test, 305

directors, 32, 33, 49, 54, 77

executive, 54, 58

independent, 6, 33, 58, 78, 82

non-executive, 6, 33, 57, 58, 81, 82, 96, 98

senior independent, 96, 98

discordance, see concordance

discounting, 319

discrete distributions, see statistical distributions

discriminant analysis, 254, 355

Fisher’s linear discriminant, 255

linear, 255, 258, 355

multiple, 259

distributed denial-of-service attack, 118

diversification, 433, 461, 462

diversity and discrimination, 114

documentation, 476

downside risk, see risk

due diligence, 452

duration
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Macauley, 349

modified, 349

Durbin–Watson test, 306

economic capital, 481

calculating, 485

definition, 481

practical approach, 486

theoretical approach, 485

economic capital allocation, 487

allocating benefits of diversification, 488

Euler capital allocation principle, 489

economic capital models, 482

designing, 483

deterministic, 483

factor tables, 483

generic, 483

internal, 482

running, 484

stochastic, 483

economic capital optimisation, 486

economic income created, 487

return on capital, 486

shareholder value, 487

economic environment, see environment

economic risk, see also market risk

definition, 103

eigenvalues, 193

eigenvectors, 192, 242

EITF, see Emerging Issues Task Force

elliptical distributions, 140, see spherical and elliptical

distributions

Emerging Issues Task Force, 90

empirical mean excess loss function, see generalised

Pareto distribution

employees, 35, 54, 86

employer liability insurance, 29, 111

employer-nominated trustees, see pension schemes

employment practice and workplace safety risk, see

operational risks

Employment Rights Act 1996, 86

employment-related risks, see operational risks

endowments, see foundations and endowments

endowments and foundations

beneficiaries, 28

trustees, 55

enrolled actuary, see pension schemes

Enron, 74, 77, 82, 86

enterprise risk management, 32

frameworks, 5

process overview, 101

environment

competitive, 66

economic, 63

industry, 92

political, 63

professional, 88

regulatory, 67

social and cultural, 65

environmental risk

description, 112

quantifying, 391

responses to, 463

Equitable Life, 537

equity risk premium, see risk premium

ERISA, 72–74, 84, 85, 87

exchange-traded derivatives, see derivatives

exchanges, 435

execution, delivery and process management risk, see

operational risks

executive chairman

board constitution, 6

exercise price

Merton model, 357

option, 335–337

expected returns, 330

corporate bonds, 331

government bonds, 330

expected shortfall, see also tail VaR, 413

expected tail loss, see tail VaR

experience rating, 375

exponential distribution, 172, 175

external environment, 62

external fraud risk, see operational risks

extreme value theory, 286

F-distribution, 169

FAS, see Financial Accounting Standard

FASB, see Financial Accounting Standards Board

fat tails, see kurtosis

FCA, see Financial Conduct Authority

FCA Handbook, 87, 94

Federal Deposit Insurance Corporation, 69

Feynman, Richard, 546

fiduciary management, 41

FIMBRA, see Financial Intermediaries, Managers and

Brokers Regulatory Association

Finance Act 2004, 76

Financial Accounting Standard, 90

Financial Accounting Standards Board, 90

financial advisers, see advisers

Financial Compensation Scheme, 72

Financial Compensation Scheme (FCS), Australia, 71

Financial Conduct Authority, 51, 92, 93

Financial Executives International, 508

financial institutions

types, 11

Financial Intermediaries, Managers and Brokers

Regulatory Association, 44, 93

financial markets, 31, 77

Financial Policy Committee, 93

Financial Reporting Council, 78, 82, 89, 90

Financial Reporting Standard, 89

Financial Services Act 1986, 44, 67, 68, 71, 75, 92

Financial Services Act 2012, 93

Financial Services and Markets Act 2000, 47, 68, 70,
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Financial Services Authority, 92, 93
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Financial Services Compensation Scheme, 68, 71

Financial Services Modernization Act of 1999, see

Gramm–Leach–Bliley Act

Financial System Legislation Amendment 2008, 71

financial time series

characteristics, 326

First Life Directive 1979, 16, 47, 459, 503

First Non-Life Directive 1973, 47, 503

Fisher’s linear discriminant, see discriminant analysis

Fitch Ratings, 522

fitting data

to a distribution, 230

to a model, 235

force of mortality, 253, 376, 381

foreign exchange risk

definition, 104

quantifying, 351

responses to, 450

Försäkringsbolaget Pensionsgaranti, 74

forward, 434

forward rate, see interest rates

forward rate agreements, 446

foundations and endowment

culture, 55

foundations and endowments, 18

taxation, 77

FPC, see Financial Policy Committee

FPG, see Försäkringsbolaget Pensionsgaranti

Frank copula, see copulas

fraud risk, see operational risks

FRC, see Financial Reporting Council

Fréchet distribution, 176

Fréchet–Höffding copulas, see copulas

friendly societies, 15, 25

members, 71

regulation, 45

Friendly Societies Protection Scheme, 71

FRS, see Financial Reporting Standard

FSA, see Financial Services Authority

funding liquidity risk, see liquidity risk

future, 38, 434

basis risk, 439, 441

hedging, 442

pricing, 437

gamma distribution, 156, 171, 175, 273

gap analysis, see risk identification techniques

GARCH models, see heteroskedasticity

Gaussian copula, see normal copula

Gaussian distribution, see normal distribution

general insurance companies, see non-life insurance

companies

general public, 52

generalised Clayton copula, see copulas

generalised extreme value distribution, 286

fitting, 287

Fréchet-type, 287

Gumbel-type, 287

return level approach, 288

return period approach, 288

standard, 287

Weibull-type, 287

generalised hyperbolic distribution, 156, 195

generalised inverse Gaussian distribution, 156, 175,

195

generalised least squares regression, see regression

generalised linear models, 251

generalised Pareto distribution, 176, 290

empirical mean excess loss function, 292

generator function, see Archimedean copulas

Glass–Steagall Act, 14, 69, 86, 459

global financial crisis, 528

GMP, see Guaranteed Minimum Pension

GN, see Guidance Note

goldsmiths, 12

Gompertz model, 254

Goode Report, 84, 546

governments

controlling relationships, 46

financial relationships, 28, 75

Gramm–Leach–Bliley Act, 14, 459

Greenbury Report, 80, 81

gross redemption yield, see interest rates

group entity senior insurance manager, see Prudential

Regulation Authority

Guaranteed Minimum Pension, 72

Guidance Note, 89

Gumbel copula, see copulas, see copulas

Gumbel distribution, 162

hacking, 118

Hampel Report, 81, 82

head of third country branch, see Prudential

Regulation Authority

Health and Social Security Act 1984, 72

Heartland Payment Systems, 548

hedging, 434, see also future

against loss, 444

cross-hedging, 441

exposure to options, 444

optimal hedge ratio, 442

using model points, 449

Herstatt banking crisis, 492

heteroskedasticity, 237, 312

ARCH models, 312, 327, 328

GARCH models, 315, 327, 328

GARCH models, fitting, 316

GARCH models, forecasting, 318

Higge Report, 81

high claim frequency classes

pricing, 385

reserving, 387

high frequency trading, 69

high street banks, see banks

Ho–Lee model, 343

Hull–White model, 343

IAA, see Institute of Actuaries of Australia or

International Actuarial Association
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IAS, see International Accounting Standard

IASB, see International Accounting Standards Board

ICAA, see Institute of Chartered Accountants in

Australia

ICAEW, see Institute of Chartered Accountants in

England and Wales

ICAI, see Institute of Chartered Accountants in

Ireland

ICAS, see Institute of Chartered Accountants in

Scotland

Icesave, 70

IFRS, see International Financial Reporting Standard

illiquidity, see liquidity risk

immunisation, see Redington’s immunisation

IMRO, see Investment Management Regulatory

Organisation

incidental stakeholders, see stakeholders

Income and Corporation Taxes Act 1988, 75

independence copula, see copulas

independent group analysis, see risk identification

techniques

independent trustees, see pension schemes

index-tracking, 31

Individual Savings Account, 76

Lifetime ISA, 76

industry bodies, 44, 92

industry environment, see environment

industry regulators, see regulators

information technology, 60

insider trading, 68

Insider Trading and Securities Fraud Enforcement Act

of 1988, 68

Insider Trading Securities Act of 1984, 68

insolvency, 30

Institute and Faculty of Actuaries, 88, 91

Institute of Actuaries of Australia, 88, 91

Institute of Chartered Accountants in Australia, 88, 91

Institute of Chartered Accountants in England and

Wales, 88

Institute of Chartered Accountants in Ireland, 88

Institute of Chartered Accountants in Scotland, 88

Institute of Internal Auditors, 508

Institute of Management Accountants, 508

Institute of Risk Management, 511

insurance, 29, 430

history, 14

life, 15

non-life, 14

statutory, 29

insurance companies, 14

adverse selection, 120

agency risk, 121

appointed actuary, 87

capital structure, 451

captive, 430

culture, 55

economic sensitivity, 65

financial strength ratings, 50

interest rate risk, 448, 449

investment, 41

lapses, 110

life, 14

life, advisers, 49

life, regulation, 45

mutual, 15, 39

non-life, 14

non-life, regulation, 45

policyholders, 25, 71

proprietary, 15

taxation, 75

insurance special purpose vehicle, 97

integrated processes, see time series processes

Integrated Prudential Sourcebook, 87

inter-quartile range, see range

inter-temporal links, see time series processes

interest rate caps and floors, 447

interest rate models

multi-factor, 345

PCA-based approaches, 346

single factor, 343

interest rate risk

definition, 104, 339

quantifying, 339

responses to, 446

interest rates

forward rate, 342

gross redemption yield, 340

gross redemption yield., 349

nominal, 446

real, 446

spot rate, 340

internal environment, 54

internal fraud risk, see operational risks

International Accounting Standard, 91

International Accounting Standards Board, 91

International Actuarial Association, 88

International Financial Reporting Standard, 91

International Swaps and Derivatives Association, see

also ISDA agreements

interviews, see risk identification techniques

inverse gamma distribution, 156, 171, 175

inverse Gaussian distribution, seeWald distribution

inverse normal distribution, seeWald distribution

inverted market, 438

investment advisers, see advisers

investment banks, see banks

Investment Management Regulatory Organisation, 44,

93

investment managers, 24, 41, 94

investment strategy, 433

investors

ERM framework, 4

Investors Compensation Scheme, 67

IORP Directive, 84

IRM/AIRMIC/Alarm Risk Management Standard,

511
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ISA, see Individual Savings Account

ISDA agreements, 435, 436

credit support annexes, 436, 452

ISO 31000:2009, 520

ISPV, see insurance special purpose vehicle

jump diffusion model, 311

k-nearest neighbour, 259, 357

Kendall’s tau, 139, 141, 208

Archimedean copulas, 214

kernels

Epanechnikov, 249

normal, 249

smoothing, 247

triangular, 249

uniform, 248

King I, 79, 80

King II, 79, 80, 82

King III, 79, 80, 82

King IV, 79

Kirby Report, 85

KMV model, 359

Knightian uncertainty, see uncertainty

Kobe earthquake, 116

Korean Air, 540

Kumar Mangalam Birla (KMB) Report, 80, 82

kurtosis, 137

leptokurtosis, 138, 157, 327

mesokurtosis, 138

platykurtosis, 138

LAUTRO, see Life Assurance and Unit Trust

Regulatory Organisation

Law on Occupational Benefits 1982, 74

Law on Occupational Benefits Guarantee Fund, 74

LDI, see liability-driven investment

least squares regression, see regression

Lee–Carter model, 381

Leeson, Nick, 534

legal advisers, see advisers

legal risk, see operational risks

leptokurtosis, see kurtosis

Lévy distribution, 171, 173

liability-driven investment, 31

Life Assurance and Unit Trust Regulatory

Organisation, 44

life assurance companies, see insurance companies

Life Directive 2002, 503

life insurance companies, see insurance companies

Lifetime ISA, see Individual Savings Account

likelihood ratio test, 239

Limited Liability Partnerships Act 2000, 23

limited price indexation, 72

linear correlation coefficient, see Pearson’s rho

linear discriminant analysis, see discriminant analysis

liquidity risk

definition, 106

definition, banks, 106

definition, life insurance companies, 107

definition, non-life insurance companies, 107

definition, pension schemes, 107

funding, 106

global financial crisis, 502

market, 106

quantifying, 372

responses to, 457

listing rules, 119

Lloyd’s of London, 14, 97

location, measures of, 134

logistic function, 253

logit model, 253, 355, 377

lognormal distribution, 163

simulation, 164

Lombard banks, see banks

London Stock Exchange, 78, 81

Long Term Capital Management, 542

longevity risk

definition, 110

level, 375

trend, 380

volatility, 377

low claim frequency classes

quantifying, 390

LPI, see limited price indexation

LSE, see London Stock Exchange

Madoff, Bernard, 544

Mahalanobis angle, 189

Mahalanobis distance, 189

malware, 118

managers, 35, 86

mandatory risk frameworks, see risk frameworks

Mardia’s tests, 189

margin

initial, 435

maintenance, 436

variation, 436

Market Abuse Directive 2003, 68

market consistency, 298

market liquidity risk, see liquidity risk

market risk

definition, 103

definition, banks, 103

definition, life insurance companies, 104

definition, non-life insurance companies, 104

definition, pension schemes, 104

modelling, 328

quantifying, 326

responses to, 432

Marshall–Olkin copula, see copulas

matching

cash flow, 447

matrix algebra, 181

maximum copula, see copulas

Maxwell, Robert, 73, 84, 545

MBS, see mortgage-backed security

mean, 134, 140

media, 52
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median, 135

member-nominated trustees, see pension schemes

merchant banks, see banks

Mersenne twister, 298

Merton model, 357

mesokurtosis, see kurtosis

method of maximum likelihood

continuous distributions, 233

copulas, 234

discrete distributions, 232

fitting a model to data, 239

fitting data to a distribution, 231

method of moments, 230

copulas, 231

univariate distributions, 230

MFR, seeMinimum Funding Requirement

MiFID, 77

board constitution, 6

MiFID 2004, 68

MiFID II, 68, 77

minimum copula, see copulas

Minimum Funding Requirement, 73, 84

Minimum Funding Standards, 73

mix of business, 451

mixture copula, see copulas

mixture distributions, see normal mean-variance

mixture distributions

mode, 135

model risk, see operational risks

model uncertainty, see uncertainty

model validation, 280

cross-sectional, 281

time series, 281

modelling techniques, 228

models

complexity, 228

dimensionality, 229

limitations, 228

Moody’s Investor Services, 359, 361, 363, 524

moral hazard, 29, 114, 120, 469

mortality models

all-cause, 380

cause-of-death, 380

parametric, 380

mortality risk

catastrophe, 110, 379

definition, 110

level, 110, 375

trend, 110, 380

volatility, 110, 377

mortgage-backed security, 13

moving average processes, see time series processes

multilateral trading facility, 69

multiple discriminant analysis, see discriminant

analysis

multivariate distributions, see statistical distributions

multivariate normal distribution, see normal

distribution

mutual banks, see banks

Myners Report, 41, 85

NAPF, see National Association of Pension Funds

National Association of Pension Funds, 81, 86, 92

National Forum for Risk Management in the Public

Sector, 511

NCD, see no claims discount

negative binomial distribution, 146

no claims discount, 462

nominal spread, see credit spread

non-capital market risk transfer, see risk transfer

Non-Life Directive 2002, 503

non-life insurance

long-tail classes, 111

non-life insurance companies, see insurance

companies

non-life insurance risk

catastrophe, 111

definition, 111

incidence, 111

intensity, 111

quantifying, 384

reserving, 112

responses to, 461

trend, 111

underwriting, 111

volatility, 111

non-participating policy, see non-profit policy

non-profit policy, 15

normal backwardation, 438

normal copula, see copulas

normal distribution

bivariate, 186

bivariate, simulation, 190

multivariate, 186

multivariate, simulation, 190

multivariate, standard, 188

univariate, 150

univariate, standard, 152

normal market, 438

normal mean-variance mixture distributions

multivariate, 195

univariate, 156, 159, 161

univariate, simulation, 156

Northern Rock, 70

OAS, see option adjusted spread

occupational pension schemes, see pension schemes

Occupational Pension Schemes Regulation 2005, 84

Occupational Pensions Board, 99

Occupational Pensions Regulatory Authority, 99

offence and defence model, see risk management

models

OPB, see Occupational Pensions Board

operational risks

business disruption and system failures, 116, 465

clients, products and business practices, 115, 464

crime, 117, 465
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cyber, 118, 466

damage to physical assets, 116, 464

data, 123, 471

definitions, 113

definitions, alternative, 117

employment practices and workplace safety, 114,

463

employment-related, 119, 468

execution, delivery and process management, 116,

465

external fraud, 114, 463

internal fraud, 113, 463

legal, 122, 471

model, 123, 471

people, 119, 468

project, 124, 473

quantifying, 391

regulatory, 119, 467

reputational, 123, 472

responses to, 463

strategic, 124, 473

technology, 117, 466

OPRA, see Occupational Pensions Regulatory

Authority

optimisation, 418

mean-variance, 418

option, 38, 335, see also Black–Scholes model

American, 335

Bermudan, 335

call, 335–337, 350

delta, 445

European, 335

gamma, 445

put, 335–337

theta, 445

vega, 445

option adjusted spread, see credit spread

Orange Book, 516

ordinary least squares regression, see regression

organisational capabilities, 60

organisational structure, 57

organised trading facility, 68

outside directors, see non-executive directors

outsourced CIO, see fiduciary management

over-the-counter derivatives, see derivatives

overconfidence, 122

P-splines, see penalised splines

parameter uncertainty, see uncertainty

Pareto distribution, 176

participating policy, see with-profits policy

partnership model, see risk management models

pay-as-you-go pensions, see pension schemes

PBGC, see Pension Benefit Guaranty Corporation

PBGF, see Pension Benefit Guaranty Fund

Pearson’s rho, 139, 140, 208

pecking order, see capital structure

penalised splines, see splines

Pension Benefit Guaranty Corporation, 29, 33, 74

Pension Benefit Guaranty Fund, 74

Pension Compensation Board, 73

Pension Guarantee Programme, 74

Pension Law Review Committee, 84

Pension Protection Act of 2006, 30

Pension Protection Fund, 30, 33, 74

risk-based levy, 354

pension scheme members, 72

pension scheme sponsors, 72

pension schemes, 48

accounts, 40

administrators, 40

adverse selection, 120

advisers, 49

advising actuary, 39

agency risk, 121

auditors, 40

buyout valuations, 34

culture, 55

defined benefit, 16

defined contribution, 17, 27

early retirements, 110

economic sensitivity, 65

enrolled actuary, 87

final salary, 17

funded, 17

funding, 48

funding valuations, 34

history, 16

interest rate risk, 448, 449

investment, 41

members, 27

modification, 48

moral hazard, 120

new entrants, 110

occupational, 16

pay-as-you-go, 17

redundancy, 110

regulation, 17, 45, 99

run-off valuations, 34

scheme actuary, 39, 84, 87

scheme auditor, 84

scheme-specific funding requirement, 84

sponsors, 17, 26, 39, 48, 55, 99

taxation, 75

trustees, 33, 39, 48, 55, 59, 83, 87, 99

trustees, employer-nominated, 55

trustees, independent, 55

trustees, member-nominated, 55

valuation, 48

withdrawals, 110

Pension Schemes Act 2004, 87

Pensions Act 1995, 72, 73, 84, 99

Pensions Act 2004, 47, 72, 73, 84, 99

Pensions and Investment Research Consultants Ltd,

81

Pensions and Lifetime Savings Association, 92

Pensions Management Institute, 89
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Pensions Regulator, The, 51, 92, 99

pensions-augmented balance sheet, 26

Pensions-Sicherungs-Verein Versicherungsverein auf

Gegenseitigkeit, 74

people risk, see operational risks

performance bonuses, 41

Personal Investment Authority, 93

personal pensions, 18

PGP, see Pension Guarantee Programme

Philby, Kim, 549

phishing, 118, 467

PIA, see Personal Investment Authority

PIRC, see Pensions and Investment Research

Consultants Ltd

platykurtosis, see kurtosis

PLSA, see Pensions and Lifetime Savings Association

PMI, see Pensions Management Institute

POB, see Professional Oversight Board

Poisson distribution, 148, 175, 273

policies, procedures and limits, 433

policy and policing model, see risk management

models

Policyholder Protection Act of 2006, 73

policyholders, 38

accounting standards, 43

Policyholders Protection Act 1975, 71

Policyholders Protection Scheme, 71

political environment, see environment

postcode rating, 377

PPF, see Pension Protection Fund

PRA, see Prudential Regulation Authority

preference function, see utility function

premium rating

life, 38, 459

non-life, 38, 462

pricing teams, 38

principal component analysis

fitting data to a model, 240

generating multivariate random normal variables,

191

modelling interest rates, 346

modelling market risk, 329

principals, see stakeholders

private banks, see banks

private debt-holders, see debt-holders

private shareholders, see shareholders

pro-cyclicality, 458

probability of ruin, 412

probit model, 252, 355, 377

professional bodies, 42, 88

professional environment, see environment

Professional Oversight Board, 90

professional regulators, see regulators

project risk, see operational risks

property and casualty insurance companies, see

non-life insurance companies

Property and Casualty Insurance Compensation

Corporation, 71

proprietary risk frameworks, see risk frameworks

prospect function, 400

prudent expert, 84, 85

prudent man, 84, 85

Prudential Regulation Authority, 51, 92, 93, 95

actuarial function holder, 87

Certification Regime, 95, 96

chief actuary, 97

chief underwriting officer, 97

Conduct Rules, 95

Conduct Rules, Individual, 96

Conduct Rules, Senior Manager, 97

Conduct Standards, 97

Conduct Standards, Individual, 98

Conduct Standards, Senior Insurance Manager, 98

group entity senior insurance manager, 97

head of third country branch, 97

Senior Insurance Management Function, 97

Senior Insurance Managers Regime, 97

Senior Management Function, 95

Senior Managers Regime, 95

underwriting risk oversight, 97

with-profits actuary, 39, 87, 97

pseudo-inverse, see Archimedean copulas

PSVaG, see Pensions-Sicherungs-Verein

Versicherungsverein auf Gegenseitigkeit

Public Company Accounting Oversight Board, 87

public debt-holders, see debt-holders

public shareholders, see shareholders

quantifiable risks, see risk nature

quantifying particular risks, 326

quantile-quantile plots, 154, 206

R
2, see coefficient of determination (R2)

RAMP, 508

random numbers, 297

range, 136

inter-quartile, 137

ransomeware, 118

rating agencies, see credit rating agencies

Recognised Professional Body, 93

Redington’s immunisation, 448

regression

generalised least squares, 236

least squares, 235

ordinary least squares, 236

testing the fit of coefficients, 238

testing the fit of the regression, 238

regulation

functional, 44

unified, 45

regulators

acting as agents, 99

industry, 44, 92

professional, 43, 89

regulatory environment, see environment

regulatory risk, see operational risks

reinsurance, 29
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reinsurance companies

regulation, 45

remuneration committee, see committees

Renshaw–Haberman model, 382

representativeness, 122

reputational risk, see operational risks

resampling, see bootstrapping, 423

residual risks, 124

responses to risk, 429

Retail Prices Index, 72

return measures, 417

return on assets, 417

return on capital, 417

risk

definitions and concepts of, 1, 103

downside, 1, 30, 38, 122, 295, 401

reasons to manage, 3

upside, 1, 295, 401

risk acceptance, 431

risk appetite, 398

risk assessment, 397

risk aversion, 398

constant absolute, 399

constant relative, 399

decreasing absolute, 399

increasing, 399

zero, 400

risk capacity, 400

risk check lists, see risk identification tools

risk frameworks, 491

advisory, 507

mandatory, 491

proprietary, 521

risk identification, 126

risk identification techniques, 129

brainstorming, 129

Delphi technique, 131

gap analysis, 131

independent group analysis, 130

interviews, 132

surveys, 130

working groups, 132

risk identification tools, 126

case studies, 128

risk check lists, 127

risk prompt lists, 128

risk taxonomy, 128

risk trigger questions, 128

risk-focussed process analysis, 128

SWOT analysis, 126

risk management

time horizon, 9

risk management models, 8

offence and defence, 8

partnership, 9

policy and policing, 9

three lines of defence, 8

risk measures, 402

deterministic, 402

factor sensitivity, 403

notional amount, 403

probabilistic approaches, 404

scenario sensitivity, 404

risk modification, 462

risk nature, 132

quantifiable, 132

unquantifiable, 132

risk premium

equity, 333

historical, 333

property, 333

risk prompt lists, see risk identification tools

risk rating, 376

risk reduction, 429

risk register, 133

risk removal, 430

risk responses

good, 431

risk taxonomy, see risk identification tools

risk tolerance, 398

risk transfer, 430, see also annuity

capital market, 430, 451, 453, 461, 462

credit risk, 453

non-capital market, 430, 460, 462

risk trigger questions, see risk identification tools

risk-focussed process analysis, see risk identification

tools

Rogers Commission, 546

Rogers, William, 546

Roth 401(k), see 401 (k)

RPB, see Recognised Professional Body

RPI, see Retail Prices Index

SAICA, see South African Institute of Chartered

Accountants

salary increases, 111

Sarbanes–Oxley Act, 77, 83, 86

Saucier Report, 82

scenario analysis, see time series modelling

scriveners, 12

seasonality, see time series processes

SEC, see Securities and Exchange Commission

Securities Act of 1933, 68

Securities and Exchange Commission, 92

Securities and Futures Authority, 44, 93

Securities and Investments Board, 92

Securities Exchange Act of 1934, 68

securitisation, see capital market risk transfer

Self-Regulatory Organisation, 93

Senior Insurance Management Function, see

Prudential Regulation Authority

Senior Insurance Managers Regime, see Prudential

Regulation Authority

Senior Management Function, see Prudential

Regulation Authority

Senior Managers Regime, see Prudential Regulation

Authority
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sensitivity analysis, see time series modelling

separation theorem, 420

serial correlation, 237

SFA, see Securities and Futures Authority

shareholders, 32

accounting standards, 43

financial markets, 31

private, 23

public, 22, 67

Sharpe ratio, 417

SIB, see Securities and Investments Board

SIMF, see Senior Insurance Management Function

simple splines, see splines

SIMR, see Senior Insurance Managers Regime

Single Employer Pension Plan Amendments Act of

1986, 30

singular value decomposition, 241, 381

skew, 137

negative, 137

population, 137

positive, 137

sample, 137

skewed t-distribution

bivariate, 200

multivariate, 196, 200

multivariate, simulation, 201

univariate, 161

univariate, simulation, 161

Sklar’s theorem, see copulas

SMF, see Senior Management Function

Smith Report, 82, 86

smoothing data, 243

SMR, see Senior Managers Regime

SoA, see Society of Actuaries

social and cultural environment, see environment

Social Security Act 1973, 72, 99

Social Security Act 1985, 72

Social Security Act 1986, 72

Social Security Act 1990, 72

Society of Actuaries, 88, 90

soft commission, 41

sole traders, 94

Solvency I, 47, 503, 504

Solvency II, 44, 47, 67, 93, 503, 504

background, 503

disclosure, 506

internal model, 505

minimum capital requirement, 504, 506

qualitative requirements, 506

quantitative requirements, 504

solvency capital requirement, 504, 505

standard formula, 504

tier 1 capital, 506

tier 2 capital, 506

tier 3 capital, 506

time horizon, 9

SORP, see Statement of Recommended Practice

South African Institute of Chartered Accountants, 88,

91

Space Shuttle Challenger, 546

Spearman’s rank correlation coefficient, see

Spearman’s rho

Spearman’s rho, 139, 141, 208

special purpose vehicle, 455

spherical and elliptical distributions, 201

splines, 243

basis, 246

cubic, 244

knots, 243, 245, 246

penalised, 247, 380

simple, 243

spot price

future, 437, 438

interest rates, 350

option, 335

spot rate, see interest rates

spread, see also credit spread

measures of, 135

spread betters, 94

SRO, see Self-Regulatory Organisation

SSAP, see Statement of Standard Accounting Practice

stakeholders, 20

advisory, 48

agents, 24, 31

controlling, 42

external, 62

incidental, 51

internal, 54

principals, 20

types, 20

Standard & Poor’s, 361, 363, 524

standard deviation, 140

as a risk measure, 404

standard normal distribution, see normal distribution

Statement of Recommended Practice, 89

Statement of Standard Accounting Practice, 89

static spread, see credit spread

stationarity, see time series processes

statistical distributions, 146

multivariate, 180

univariate, continuous, 149

univariate, discrete, 146

statistics, 134

statutory insurance, see insurance

stochastic uncertainty, see uncertainty

stock exchanges

listing requirements, 43

strategic risk, see operational risks

structural breaks, see time series processes

Student’s t-copula, see copulas

Student’s t-distribution

bivariate, 196

bivariate, standard, 196

multivariate, 195, 196

multivariate, simulation, 198
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multivariate, standard, 198

univariate, 157

univariate, simulation, 159

subcontractors, 52

suppliers, 52

support vector machines, 261, 357

linear, 261

non-linear, 263

surveys, see risk identification techniques

survival copulas, see copulas

survival models, 253

SWOT analysis, see risk identification tools

systemic risk

definition, 107

definition, common market positions, 108

definition, exposure to a common counter-party,

109

definition, feedback risk, 108

definition, financial infrastructure, 108

definition, liquidity risk, 108

responses to, 457

systemic risks

quantifying, 374

quantifying, contagion risks, 375

quantifying, feedback risks, 374

t-copula, see Student’s t-copula

t-distribution, see Student’s t-distribution

t-test, 159

tail conditional expectation, see tail VaR

tail correlation, 144

tail dependence, 209

coefficient of, 209

tail VaR, 412

TAS, see Technical Actuarial Standard

tax-free cash lump sum, 18, 28, 76

taxation, 28

corporate, 28

Technical Actuarial Standard, 90

technology risk, see operational risks

Tepper-Black tax arbitrage, 33

three lines of defence model, see risk management

models

time series modelling, 294

deterministic, 294

deterministic, scenario analysis, 294

deterministic, sensitivity analysis, 294

stochastic, 295

stochastic, bootstrapping, 295

stochastic, cascade models, 297

stochastic, data-based approaches, 296

stochastic, factor-based approaches, 296

stochastic, forward-looking approaches, 296

time series processes, 298

ARIMA, 307

ARIMA, fitting, 307

ARIMA, prediction, 310

ARMA, 307

autoregressive, 302

fixed values, 300

integrated, 305

inter-temporal links, 302

moving average, 305

seasonality, 310

stationarity, 299

structural breaks, 311

trends, 300

white noise, 299

time-until-default models, see credit portfolio models

total loss ratio method, 387

TPR, see Pensions Regulator, The

trade creditors, see creditors

trade unions, 35, 55, 86

Treasury Board of Canada Framework for the

Management of Risk, 516

Treasury Board of Canada Guide to Integrated Risk

Management, 516

Treasury Board of Canada Integrated Risk

Management Framework, 514

triangular distribution, 177

Trustee Investment Act 2000, 83

trustees, 33, 83

pension scheme, see pension schemes

Turnbull Report, 81

UITF, see Urgent Issues Task Force

UK Corporate Governance Code, 78, 81, 82

uncertainty, 264

Knightian, 266

model, 265

parameter, 265

stochastic, 264

underwriting, 401, 452

underwriting cycle, 66, 112

underwriting risk, see non-life insurance risk

underwriting risk oversight, see Prudential Regulation

Authority

uniform distribution, 177

unions, see trade unions

unit-linked policy, 16

univariate distributions, see statistical distributions

univariate normal distribution, see normal distribution

unquantifiable risks, see risk nature, 415

unrelated directors, see independent directors

upside risk, see risk

Urgent Issues Task Force, 89

utility function, 398

exponential, 399

power, 399

quadratic, 399

Value at Risk, 406

empirical approach, 406

parametric approach, 408

stochastic approach, 410

variance, 135

population, 136

sample, 136
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Vasicek model, 343

volume of business, 451

Wald distribution, 165, 175

aggregation, 165

Weibull distribution, 170

white noise processes, see time series processes

with-profits actuary, see Prudential Regulation

Authority

with-profits policy, 15, 16, 25

with-profits policyholders, 49

working groups, see risk identification techniques

WorldCom, 74, 77, 82, 86

XSE, 75

Z-score, see Altman’s Z-score

zone of ignorance, 257, 356

zone of uncertainty, see zone of ignorance
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