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Preface

With the rapid development and continuing advances of computer technologies and
numerical computation, many new multidisciplinary research areas have emerged,
including computational chemistry, computational physics, computational biology,
and others. It is recognized that computational methodology has now became one
of the three basic methodologies of conducting scientific and engineering research,
along with theoretical investigation and experimental studies.

In the 1970s, the cross-disciplinary studies of fluid dynamics and numerical
computation had led to the new research area of computational fluid dynamics
(CFD). This multidisciplinary development later on extended to heat transfer; and
consequently the field of computational heat transfer (CHT) or numerical heat
transfer (NHT) was introduced. The establishment of these two new research areas
has helped scientists and engineers solve many difficult problems, such as the
prediction of flow and heat transfer behaviors in engineering design and
applications.

Nevertheless, what chemical engineers deal with includes not only fluid flows
and heat transfer but also mass transfer and chemical reactions. The detailed
information of mass transfer, especially the concentration distribution, is essential to
the design and the assessment of chemical equipment as it serves as the basis in
evaluating the process effectiveness or efficiency. The conventional approach to
predict the concentration field is by the empirical method which is not only unre-
liable but also lacking of theoretical foundation. Thus a rigorous method for
accurate predictions needs to be investigated.

Mass transfer processes are complicated, usually involving turbulent flow, heat
transfer, multiple phases, chemical reactions, unsteady operation, as well as the
influences from internal construction of the equipment and many other factors. To
study such a complicated system, we propose a novel scientific computing
framework in which all the relevant equations on mass transfer, fluid dynamics,
heat transfer, chemical reactions, and all other influencing factors are involved and
solved numerically. This is the main task and research methodology of computa-
tional mass transfer (CMT).
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Moreover, all mass transfer processes involve the diffusion through the interface
between adjacent phases. Interfacial effects, such as the Marangoni convection and
the Rayleigh convection, cannot be ignored. Therefore, the study of interfacial
effects is another important aspect of CMT.

In recent years, we explored in this new area on the closure of the differential
turbulent mass transfer equation by proposing the two-equation ¢’> — ¢+ model and
the Reynold’s mass flux (fluctuating mass flux) u’c model. Our approach has been
successfully applied to various chemical processes and equipments, including
distillation, absorption, adsorption, catalytic reaction, and fluidized chemical
processes. The interfacial behaviors of mass transfer were also studied by both
simulations and experiments.

This book is chiefly based on our published research work and graduate dis-
sertations in the area of CMT. The purpose of writing this book is first to serve as a
textbook for the graduate course titled “Introduction to the Computational Mass
Transfer”, offered to the graduate students of Chemical Engineering discipline in
Tianjin University; and second as a reference book for those who are interested in
this area.

The contents of this book can be divided into two parts. The first part, Process
Computation, involves the prediction of concentration, velocity, and temperature
distributions in chemical engineering equipment. The second part, Interface
Computation, concerns the prediction of interfacial effect on mass transfer
behaviors.

Chapter 1 of this book covers the basic equation and models of computational
mass transfer. Chapters 2—6 present the application of computational mass transfer
to discuss the process computation of various gas—liquid contacting and catalytic
reaction as well as fluidized processes and equipment in chemical engineering.
Chapters 7 and 8 deal with the multi-component mass transfer and concentration
behavior near interface. Chapters 9 and 10 introduce the computation of Marangoni
and Rayleigh convections and their influence on mass transfer by using respectively
differential equations and the lattice Boltzmann method.

The research works presented in this book were performed in the State Key
Laboratory for Chemical Engineering at Tianjin University under the support of
Chinese National Science Foundation (contract number 20136010, 20736005, and
91434204). The help and encouragement from the Chemical Engineering Research
Center of Tianjin University is acknowledged.

We warmly welcome any suggestions, discussions, and criticism on this book.

Tianjin, China Kuo-Tsung Yu
December 2015 Xigang Yuan
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Chapter 1
Basic Models of Computational Mass
Transfer

Abstract The computational mass transfer (CMT) aims to find the concentration
profile in a process equipment, which is the most important basis for evaluating the
process efficiency, as well as, the effectiveness of an existing mass transfer equip-
ment. This chapter is dedicated to the description of the fundamentals and the
recently published models of CMT for obtaining simultaneously the concentration,
velocity and temperature distributions. The challenge is the closure of the differential
species conservation equation for the mass transfer in turbulent flow. Two models

are presented. The first is a two-equation model termed as ¢”? — &» model, which is
based on the Boussinesq postulate by introducing an isotropic turbulent mass
transfer diffusivity. The other is the Reynolds mass flux model, in which the variable
covariant term in the equation is modeled and computed directly, and so it is ani-
sotropic and rigorous. Both methods are proved to be validated by comparing with
experimental data.

Keywords Computational mass transfer (CMT) - Reynolds averaging - Closure of
time-averaged mass transfer equation - Two-equation model - Turbulent mass
transfer diffusivity - Reynolds mass flux model

Nomenclature

. e -3
c Instantaneous mass concentration of species i, kg m

Molar concentration of species i in Sect. 1.4.2, mol s
ct Total molar concentration of component i per m>, mol m~>
C Time average concentration, kg m >
c’ Dimensionless concentration

! Fluctuating concentration, kg m >
2
D
D

Variance of fluctuating concentration, kg m™®

Molecular diffusivity, m? s !

o Effective mass diffusivity, m? s~}
D, Isotropic turbulent mass diffusivity, m* s~
D, Anisotropic turbulent mass diffusivity, m* s~
g Gravity acceleration, m s 2
[1] Identity matrix, dimensionless
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2 1 Basic Models of Computational Mass Transfer

Table 1.1 Influence of uc’ on mass transfer for different processes

Process S, Fyr o Process Influence on
(éb’n ) Seomb = (_ o ) + S concentration mass
profile and transfer
)¢’ profile
Absorption + - Scomb > Su Consistent Favorable
Desorption - - Scomb < Sn Not consistent Unfavorable
(regeneration)
Adsorption + + Secomb < Su Not consistent Unfavorable
Desorption - + Scomb > Sn Consistent Favorable
(regeneration)

#Absorption process characterized by decreasing concentration profile
Desorption (regeneration) process characterized by increasing concentration profile

2 1

Jw Mass flux at wall surface, kg m ~ s

k Fluctuating kinetic energy, m* s>
Mass transfer coefficient, m s~

[k] Matrix of mass transfer coefficients, m s~

l Characteristic length, m

p' Fluctuating pressure, kg m~' s~

P Time average pressure, kg m~ ' s >

Pe Peclet number

Te Ratio of fluctuating velocity dissipation time and fluctuating concentra-
tion dissipation time

S Source term

Sc Schmidt number

Sc, Turbulent Schmidt number

t Time, s

T Fluctuating temperature, K

7 Variance of fluctuating temperature, K*

T Time average temperature, K

u Instantaneous velocity of species i, m s™*

u' Fluctuating velocity, m s~

u, Frictional velocity, m s~

ut Dimensionless velocity, m s !

V, W Time average velocity in three directions, m s !
y Dimensionless distance, m

O Turbulent thermal diffusivity, m s}

0 Thickness of fluid film, m ,
e

Dissipation rate of turbulent kinetic energy, m” s -

Eor Dissipation rate of concentration variance, kg2 m st
& Dissipation rate of temperature variance, K* s~
U Viscosity, kg m ™! s7*

m Turbulent viscosity, kg m™' s7*
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Ve Effective turbulent diffusivity, m* s™'
p Density, kg m >

Ty Te, T, Characteristic time scale, s

Ty Near wall stress, kg m!s?

In many chemical engineering processes, the concentration profile is chiefly con-
cerned as it is the basis for calculating the mass transfer efficiency. The conven-
tional way to predict the concentration profile is using some simple but unreliable
methods. The recent development of computation mass transfer (CMT) as described
in this book provides a rigorous basis for dependable predictions of both concen-
tration profile and the effectiveness of the mass transfer process as well as the
interfacial effects on mass transfer efficiency.

The chemical process equipment involving mass transfer is always accompanied
with fluid flow and heat transfer to form a complicated transport system. The model
equations of mass transfer inevitably include fluid flow and heat transfer. Yet such
large differential equation system is unclosed, and the method of closure is also a
task to be tackled.

The process of mass transfer is realized by the mass transport from interfacial
surface to the bulk fluid. Thus, the computational mass transfer covers the following
two parts

e Process computation: It aims at finding the local and the overall (whole
equipment) concentration as well as velocity and temperature distributions and
also their relevant parameters, which are essential in scale-up, better design and
assessment the efficiency of mass transfer equipment. The basic models, namely,
the ¢2 — ¢» model and Reynolds mass flux model, for this computation are
introduced in this chapter.

e Interface computation: It aims at predicting the influence of interfacial effect
on the mass transfer, such as Marangoni convection and Rayleigh convection.
Such effects may lead to the increase of the separation efficiency. Besides, the
investigation of interfacial behaviors is also the basic step to understand the
details of mass transferred from one phase to the other. This part of computation
is described in the last two chapters of this book.

1.1 Equation of Mass Conservation and Its Closure

For the low Reynolds number flow (no turbulence) with mass transfer, the con-
versation equation of a mass species (component substance) is known to be

dc 0 g Oc
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where c is the mass concentration of component species n (hereafter the subscript
n is omitted for simplifying the notation); u; is the velocity of fluid (i = i, j, k); u;c is
the mass flux of component species n; D is the molecular diffusivity of component
species n; S, is the source term of species mass transferred from adjacent phase to
the phase concerned or the species mass generated from chemical reaction. Note
that the unit of mass concentration ¢ in this chapter is kg m ™ except in Sect. 1.4.2.
In some literatures, the concentration is also expressed as mass fraction cyy; the
conversion is ¢ = pcps Where p is the density of the mixture.

In chemical engineering practice, the mass transfer equipments, such as distil-
lation, absorption and many others, are operated under turbulent flow condition.
The u; and c in Eq. (1.1) becomes instantaneous value and their fluctuating char-
acter should be considered.

Similar to the average concept in CFD (readers are referred to Appendix 1 for
detail of CFD), the instantaneous concentration ¢ can be resolved into time-average
concentration C and fluctuating concentration ¢’

c=C+/c
Also as given in Appendix 1,
u, =U;+ uf

Substitute foregoing relationship to Eq. (1.1) and take time-average of each
term, and note that

e = (U +u))(C+¢) = UiC+ Uid +ujC +

Since the average fluctuating quantity ¢/ = 0 and u_: = 0, both U;c' and u;_C are
equal to zero, we have

e = (U +u))(C+c') = UC +ulc (1.2)
or
ulc! =wuc — U,C (1.2a)

Substitute to Eq. (1.1) and after time-averaging yields the following form under
turbulent condition:

oC  O(UC+ujc') 6<D8C>+Sn

A R A ™
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which can be written as:

or

ac anC,ﬁDfLC_f?W
ot ox;  Ox; Ox; ox

+S, (1.3a)

The left sides of the foregoing equations represent, respectively, the increasing
rate of time-averaged C and mass flux U;C with respect to time ¢ and coordinate x;.
The first term on the right side represents the molecular diffusion; the second term
represents the turbulent diffusion in terms of ,W gradient which is unknown.

The term —uc’ (or its equivalent —puc ) resembles the Reynolds stress — pm
and Reynolds heat flux —pﬁ, and thus we may call it as Reynolds mass flux for
the convenience of terminology. The negative Reynolds mass flux,
— (—W) = W, is called fluctuating mass flux hereafter as it is frequently
appeared in the model calculation.

Since concentration is scalar quantity, —W implies only three unknown
quantities (—W, —W, —W). If U; can be found by CFD, Eq. (1.3) involves four
unknowns (C, —W, —— —W); yet only three equation can be written from

J
Eq. (1.3), it is unclosed and insufficient to obtain solution.

There are two categories of mathematical models for closing Eq. (1.3).

(1) Turbulent mass diffusivity models: This category of models is conventional,

which features to evaluate the unknown —u/c’ in terms of a new variable: the
turbulent mass diffusivity D;. The following models belong to this category:

e Turbulent Schmidt number model
e Inert tracer model

e Two-equation (cTz — &~) model.

(2) Reynolds mass flux models: This category of models features to solve the

unknown ,@ directly instead of in terms of D;. This category of models
includes

e Standard Reynolds mass flux model
e Hybrid Reynolds mass flux model
e Algebraic Reynolds mass flux model.
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1.2 Turbulent Mass Diffusivity Model

Similar to the Boussinesq’s postulate in CFD, the unknown —W can be set to be
proportional to the gradient of C:

ocC
5x,-

—uic = D, (1.4)
where D, is the proportional coefficient and conventionally called it as turbulent
mass diffusivity of species n (subscript n is omitted hereafter for simplifying the
notation), which is still an unknown pending to find out. It should be pointed out
that the Dy in Eq. (1.4) is isotropic in spite of % is directional.

From Eq. (1.4), the fluctuating mass flux W can be also expressed as propor-
tional to the negative gradient of C as follows:

ac
uic’ = Dy (— 6_x,) (1.4a)

In chemical engineering literature, Eq. (1.4a) is usually referred to as the well
known Fick’s law, which states that the mass flux flow is proportional to the
negative concentration gradient due to the fact that the flow of mass flux is from
high to the low concentration, or the flow of any mass flux should be in the
direction of negative concentration gradient.

Substituting Eq. (1.4) to Eq. (1.3), we have

oc  oUC 9 ac
o + o —%(D-i-Dt)afxi +3S, (L.5)

If U; can be found from CFD, there are only two unknown variables in foregoing
equation: C and D,. The closure of Eq. (1.5) relies on the evaluation of D.

1.3 Conventional Turbulent Mass Diffusivity Model

1.3.1 Turbulent Schmidt Number Model

By considering the analogy between mass transfer and fluid flow, the turbulent
mass diffusivity D, may be analogous to the turbulent diffusivity (eddy diffusivity)
v (v = %) and independent of concentration. In other words, D; is solely propor-

tional to the turbulent diffusivity v, and can be represented by a dimensionless ratio,

called turbulent Schmidt number, which is defined as Sc; = LV)—‘[ = %, ie. D; = s%%

In the literature, Sc; is usually assumed to be a constant ranging from 0.5 to 1.2
for different processes and operating conditions. Although this is the simplest way
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to obtain Dy, yet the correct value of Sc; is hard to guess. Moreover, the relationship
between Dy and p, is complicated as seen from Eq. (1.4) for D; and Eq. (1.7) for u,;
the assumption of constant Sc¢; throughout the process and equipment cannot be
proved and remains questionable.

1.3.2 Inert Tracer Model

Instead of assuming Sc¢;, many authors employed the inert tracer technique to
measure the time average concentration C of an inert tracer in a simulator to find the
D, experimentally. They customary used the turbulent Peclet number Pe, to express
their experimental result. Pe; is defined as Pe; = L[’)—f, where U is the superficial or

time-averaged fluid velocity and L is the characteristic length. The experimental Pe,
is usually reported as either a constant or as an empirical equation involving some
constructional or operational variables, such as characteristic dimensions, Reynolds
number and others. Nevertheless, the D, determined by inert tracer technique
without mass transfer (denoted by D ycer) is entirely different from that with mass
transfer as seen by comparing the following two species mass conservation equa-
tions from Eq. (1.5)
For the inert tracer process without mass transfer

ac  dUC 9 ile

E (’9x,~ — aixl (D + Dt,tracer) 87)61

For the process with mass transfer

oc oy Cc 0 oC

Obviously, by comparing the foregoing two equations, D; and Dj yracer 1S DOt
equal; the difference between them is depending on the value of the source term S,,,
which represents the amount of species mass to be transferred in the process.

In view of the drawbacks of foregoing models in applying Sc; or using experi-
mental correlation obtained by the inert tracer technique, some dependable models
have been recently developed to overcome such insufficiency as shown in subse-
quent sections.

1.4 2 — &, Model (Two-Equation Model)

The investigation on using the 2 —¢, two-equation model to calculate D; was
undertaken in recent years and had been applied with success to distillation,
chemical absorption, adsorption, and catalytic reactor [1-11].
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From the general concept of diffusion, the diffusivity is proportional to the
diffusion velocity times the diffusion length. The former, representing by charac-
teristic fluctuating velocity, can be proportional to k%, here k is the average fluc-
tuating kinetic energy (k = %W, see Appendix 1). The latter, fluctuating diffusion
length, can be considered to be the product of characteristic fluctuating velocity %
and fluctuating dissipation time 7,,. Then we have D, o k*°(k*°1,). The 1,, is
referred to both the dissipation time of the characteristic velocity 7, and the fluc-
tuating concentration t.. Since 7, and 7. are not equal, we may take their geometric
average Ty, 1.€. Ty = /T;lc.

As we know, 7, = k/e, and similarly we may let 7, = ﬁ/ &~, where 2 =Jd is
the variance of average fluctuating concentration (dimension kg? m™°), and & is its
dissipation rate (dimension kg® m ®s') so as both k/e and CTZ/ & have the
dimension of “time” (7).

From the foregoing relationship, we obtain the following equation for calcu-

lating Dy:
7\’
D, = Ccok< ¢ ) (1.6)
EE

!

where C, is a proportional constant. Since k and ¢ can be calculated by corre-
sponding equations given by Eqgs. (Al.lla) and (Al.13a), respectively, in
Appendix 1 for CFD, while ¢”? and &y can be evaluated by the equations given in
subsequent sections.

It is important to note that the ratio of % / % had been studied experimentally and

found to be varying under different conditions [12-14]. Thus D, as given by
Eq. (1.6) is a variable coefficient.

1.4.1 The ¢” and ¢, Equations

(1) Exact ¢? equation

Substituting Eq. (1.2) to Eq. (1.1) and subtracting Eq. (1.3), we have the
transport equation for the fluctuating concentration ¢’ as follows:

ac/ anC/ 0 BC/ 9 ) y o
o = ax \Par ) ~ gy i€ Huc —uie 1.7
ot + 8)(,' axl- ( 8)(,‘) axi (Ml +u;c u;c ) ( )
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Multiply both sides by 2¢’ and take the average, i.e.,

g ﬁ N = 9 % _ﬁ / Tl _ ol
2c [8 +8 (U,c)] 2 [axl <D8x,~) aXi(uiC—i—uic ulc’) (1.8)

The left side of the foregoing equation can be written as

N I —
2¢' [8 +8—xt(Uc)}— T +8x,<UC)

For the simplification of the right side, let us note that according to the following
derivation

?(*) o [o(e?)] 0 2,86 B 8_c’8_d+c,62c’
Ox;Ox;  Ox;| Ox; | Ox ox; Ox; Ox; ox;

and after rearranging we can get the following relationship:

PP 28c’8c’

2 8x,-8x,- N ax,-ax,- Gx,@x,-

Take the average of the foregoing equation and multiply by D, also define the
dissipation rate of fluctuating concentration variance ¢~ to be

Dac/ ac

—— 1.
6x,- 8x,~ ( 9)

& =

Then the first term on the right side of Eq. (1.8) takes the following form:
9 (o 0*c? _dc'oc P
2! D—||=D|lz—F—-2—7—| =D—F——2¢
¢ |:(9Xl ( 8xi>} l@xﬁxi 8xi 8x,-] 8xi8x,- é

. ol .
For the second term, since % = 0, it becomes

0] ou} acC ou, _——0C acC
_ /] _ / _ / _ 1 _ / // — //
2c6xi(u,0) 2¢ {Ca +,a] 2C8x, 250 = 2o

For the third term, due to

oc | o dulc’
i) = -2 e 5] = -2 e
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we obtain

e ey =~ 2 i

8x i ax i

The fourth term can be neglected, i.e.,

2¢/ aﬁ (Uc') =0
Xi

After the foregoing arrangement, the exact equation of ¢ takes the following
form:

A", 2 (Uic?) 2

o ox “ox |P

Ox; ! " Ox;

9c? ——0C
- u’-c’zl - 2u’-c’? — 2¢u (1.10)

The first term on the right side of the foregoing equation represents the transport

of ¢ due to molecular motion and turbulent fluctuation; the second term represents
the production of fluctuating mass flux due to average concentration gradient; the
third term represents the dissipation. Equation (1.10) should be further modeled to
suit computation as shown in subsequent section.

(2) Modeling of c? equation

Similar to the Boussinesq postulate or Fick’s law, the u/c’> and W on the right
side of Eq. (1.10) can be considered proportional to the corresponding negative

gradients as shown below
12
wor = Do _oc
e =
g.n 8xl-

— ocC
ulc = Dy <— 8x,>

where o2 is correction factor, usually taken as 1. Then the modeled c? equation
becomes

2
2D, (8—C) ey (1.11)

o " o ox x| P\ ow

()

ac” auﬁ_a[( D[>a?2

The foregoing equation still involves two unknown quantities: D; and &y; the
evaluation of ¢ is given in subsequent section.



14 ¢?— & Model (Two-Equation Model) 11

(3) Exact & equation

Differentiate Eq. (1.1) with respect to x; to get

9 (9e +i i(u.c) 7D8_2 Oc
Ot \ Oxx Oxg |Ox; T Ox0x; \ Oxy

Multiply by 2DIC/0x; to obtain

9 (peocy O (0 0c du; dc dc
Ot \ Oxi Oxy, "0x; \ Oxg Oxx . Oz O,
> dc Oc , P P
B Daxixi (Daxkaxk> —2D 0x,0x; Ox;xx (1.12)

Substituting #; = U; +u} and ¢ = C+ ¢’ to the foregoing equation and taking
the time average, we have

d( acac\ [, dcdl 8 (. dCcac & (.0 ac
or (Da—a—) "o (Da—a—) Vo (Da—a—> Vo (Da—a—)
d [, ac ac & [, dc ac dU;0CHC . du] D’ OC
BIOEOC 000U TE0T_ 0 (,0C0C)
Oxy Ox; Oxy, Ox; Oxy, Oxy, Oxy Ox; Oxy, Ox;0x; Oxy Oxy
Da_2< @)_ , BCPC 5 P P
Ox;0x; \ Oxy Oxy, Ox;, 0x; Ox;0xy, Ox;, 0x; Ox;0xy,

_|_
(1.13)

Differentiate Eq. (1.3) with respect to x, then multiply by ZDg_ka and take the
time average, we get

8( 8C8C> 0 ( 8C8C> oU; 0C oC
D—— f D—— 2D

@ aTck 8xk 8x,~ 8Tck Bxk 8xk 67xl 87%1<
o? ocC oC PC 0*C 0 oc’ oC
=D— (D=2} -2 — "~ _op— |u—
Ox;0x; ( Oxy 8xk) Ox;.0x; Ox;0x Oox; {u’ Oxx 8xlj
Ou}; Oc’ OC
— B, (97)6,87)61{ (1.14)

Subtracting Eq. (1.14) from Eq. (1.13) and noting that ¢ = D% %, we have the
following exact transport equation of &.:
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Oee | OUite _ 0 ([0t =g\ 0 0 OC
o ox, om \ox M O Oy, Ox;
oc' dc' OU; ac 9*C 0%¢ 0%¢ ou’ Oc’ oc'
—2D——— —2pDu,— —2D? —2D—— —
;O O P B s, O O; OOy Oy, O, O
(1.15)

The first term on the right side of the foregoing equation represents the molecular
and turbulent diffusion of ¢.; the second, third and fourth terms represent,
respectively, the production of ¢~ by average concentration gradient, average
velocity gradient and velocity fluctuation; the fifth and sixth terms represent the
dissipation. Equation (1.15) should be further modeled to the form suitable for
numerical computation as shown below.

(4) Modeling of &, equation

Let u}e be proportional to the negative gradient of &

D[ 88L-/
Ug(., 8xl-

T
Uey =

where o is a correction factor, usually letting o, = 1 except for some special
cases. Thus the first term on the right side of Eq. (1.15) can be modeled as follows:

0 Oty —\ 0 D\ Oey
Ox; <D ox; SLJM’) T ox (DJr Gec,) Ox;

The second term can be considered proportional to the product of c’_u; and the
concentration gradient %. According to the modeling rule, the dimension of a term

before and after modeling should be equal, the proportional coefficient is set to be

Ca % where C,; is constant and =,; represents the dimension (1/f). Then we have
C C

_opi 0 0C o b 50C
Ox; Oxp Ox; ol 2 oy

The third term can be considered proportional to the product of W and the
velocity gradient g—g; the proportion coefficient is equal to C, %’ from the modeling
rule of dimensional equality as follows:

0P (e U
6x,-6xk8xk_ k
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The fourth term can be modeled as

,dc 9*C c\’
-2D =—-DD{| ———
i 8xk Ox;Oxy, ‘ (8xiaxi)

The fifth term can be considered proportional to 83,; the proportional coefficient
is Cg3 % from the dimension equality of modeling rule, so that
Iz

, 02 9% &
= — e
Ox;,0x; Ox;0xy, ¢ c?

The sixth term can be considered proportional to ¢~ as follows and the pro-
portional coefficient is Ce4 7 accordingly.

314/ oc’ dc’ £gy
2D — — = —Cy—
Oxy Ox; (9xk k

With all modeling terms, Eq. (1.15) becomes

Oes OUigs 0 Oey & ——0C
Ot * Ox; _8_16,-[(D+ GL,> 8xj Cdc:uc_

—— 0U; s, &% Y 2C \?
— Coll, i B k Cc3i Cc4k_DDt(>

2
Since the value DD is very small, the term DD (%) can be neglected. The

final modeling form of & equation is as follows (modeling form 1)

Oey  OUsey 0 D\ Oey &y BC
ot + Ox; _87xi KDJFGS(.) 8xi] —CaZsl

2" o (1.16)
_c —— U6 & B '
c2u1 , 8 k c3 C?z - 047

Sun et al. [4] further simplified the second and third terms of Eq. (1.16) to be

g —— 0C ——0U; & (0C\?
C. L — +C -~ = Co =
1 uc zuluj i cl — ( ,)

Then & equation becomes (modeling form 2)
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Oey  OUgy O D\ Oey e (OC\? & 6y
2+ 2% —cap E () el e
ot * 8xi 5'xi |:( + O‘g(_) 8Xi:| e ( ) : c? * k

(1.17)

After a number of calculations, it was found [4] that the C.4 8‘2‘" term is much

greater than the C,3 % term, and the neglect of the later do not affect substantially the
.

simulated result. Thus ¢~ equation can be further simplified to (modeling form 3)

Osp  OUigw O D\ Oeu v (OC\? g
— D — Di—|— ) — — &y 1.1
ot + Ox; Ox; {( + 0';;(,) 8x,} Cer ‘2 (8x,-) CC4/€8€ (1.18)

(5) Determination of model constants

(A) Model constants in Eq. (1.16)

Principally, since both concentration and temperature are scalar quantity, the
analogy between mass transfer and heat transfer can be employed to get the con-
stants in Eq. (1.16). By comparison, the ¢~ Eq. (1.16) is identical with Eq. (A2.10)
in Appendix 2 for heat transfer if concentration C is replaced by temperature 7 and
D, is replaced by o,. Thus one option is that the model constants for Eq. (A2.10)
given by Table (A2.1) in Appendix 2 for heat transfer can be adopted in Eq. (1.16).
For instance, according to Sommer model, the model constants are [15]: C.; = 1.8,
C2=072,C3=22,C4 =08, 0, =1.0and Cqo = 0.11.

The model constants can be modified to achieve more accurate simulation for an
individual process.

(B) Model constants in Eqs. (1.17) and (1.18)

1. Model constant C,;

In view of insufficient research on the determining the model constant C.;, we
may take the result by Sun [2] that the value of C,.; for the best fitting of experi-
mental data is C,; = 1.8 in using Eq. (1.17) and C.; = 2.0 in using Eq. (1.18).

2. Model constant C., and C.;

By the principle that all anisotropic complicated transport equation should be
also valid for isotropic simple case; the model constants can be obtained by
reducing the corresponding equation to the simple flow and transport conditions.

For the uniform one dimensional isotropic steady turbulent flow and mass

transfer, the equations of k, ¢, 2 and &o are reduced to the following forms:
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dk

U—=—¢
dx ¢
Uds c &
dx 2k
i (1.19)
U = —2¢u
I €
dey &2 ey
U =—-Cu=—Cos—
dx A Tk
Letr, = (g) / (%), the &~ can be expressed as follows
ec’”?
e = 1.20
o =2 (120
Substituting to Eq. (1.19) and rearranging it, we have
deo d(e? k)
v—==——~__1 7
dx r. dx
U| e?dk ?de  edc”
TR P& kar K d
(1.21)
1 [&c? E2c? ey
=—|——-Co—-2
re ( k? 2 k )
2 egy &
= _r_CT — }"C(ng - l)c?z

Comparing Egs. (1.19) and (1.21), the following relationships are obtained

Cc3 = rC(CEZ - 1)

2
Co=—

re

If r. is considered approximately constant and set to be 0.9 [1] and C,, = 1.92 is
taken from standard kX — ¢ model, we have C.;3 = 0.83, C.4 = 2.22. Note that C,.,
and C. may be changed depending on the value of r. chosen under different
conditions.
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3. Model constant C,,

Combining the following equations

k2 U c? k kc'? :
= —_— S = —t = e — D = C k _—
:ul Hp e ) Ct th ) re (SC>/<8>7 t c0 (885) )

we get the following relationship to calculate Cq

Cu
Sen/e

Since Sc¢; and r. are indeterminate, the C.o cannot be obtained. However, if we
take the approximate value of Sc, = 0.7 and r. = 0.9 as given by Sherwood et al.
[16], and C,=0.09 from standard k —¢ model, we obtain approximately
C.o = 0.14. On the other hand, if taking Sc, = 0.85, we get C.o = 0.11. Thus C
may be set within the range of 0.11-0.14 to suit different processes.

CCO =

(©) Summary

Model constants in Eq. (1.16), (modeling form 1), C. = 1.8, C., = 0.72,
Csz=22,Cy4 =028, and C, =0.11.

Model constants in Eq. (1.17), (modeling form 2), C. = 1.8, C. = 0.83,
Cey =222 and C,y = 0.14.

Model constants in Eq. (1.18), (modeling form 3), C.; = 2.0, C.a = 2.22 and
Co =0.14.

(6) Comparison of simulated results by using different modeling form of &,
equation

The use of two-equation model to close mass conservation equation Eq. (1.5)
involves four unknowns (C, D,, ¢’ &) as the U; can be calculated by CFD. While
the model equations are also four, i.e. Egs. (1.5) and (1.6), 2 and ¢? equations, so
that Eq. (1.5) can be closed and solved.

Sun simulated the concentration profile of an industrial scale distillation tray [3]
with different modeling form of & equation [2]. The simulated results are shown in
Figs. 1.1 and 1.2.

As seen from Fig. 1.1, the simulated contours of concentration are almost the
same in spite of using different form of ¢+ modeling equation. Similar situation is
also seen in Fig. 1.2; all the volume average D, are close to the experimental
measurement by Cai [17]. Therefore it is not surprised that the use of different
modeling equation and different model constants may give very close result.

Among three ¢+ modeling equations, Eq. (1.17) looks appropriate as it involves
only three constants rather than four. However, these constants may be adjusted to
suit different processes if necessary.
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Fig. 1.1 The simulated concentration contours on a column tray by using different &+ modeling
equations and model constants (I) Operating condition: pressure 165 kPa, liquid rate
30.66 m® h™!, vapor rate 5.75 kg s, tray No. 2, 20 mm above tray floor, separating system:
methylcyclohexane and n-heptane a by using Eq. (1.16) and C,y = 0.11, C.; = 1.8, C» = 0.72,
C3=22,C4=08, 6o =10, 6., = 1.0, b by using Eq. (1.17) and C,o = 0.14, C.; = 1.8,
Cs3 =0.83,Cey =222, 6. = 1.0, 0., = 1.0, ¢ by using Eq. (1.18) and C,y = 0.14, C; = 2.0,
Cey =222,00 = 1.0, 0;, = 1.0 (reprinted from ref. [4], Copyright 2007, with permission from
Elsevier)

(a)_

Fig. 1.2 The simulated mass diffusivity D, contours on a column tray by using different &
modeling equations and model constants (II) The conditions of a, b and ¢ are given in Fig. 1.1
(reprinted from ref. [4], Copyright 2007, with permission from Elsevier)

1.4.2 The ¢”> — &, Model Equation Sets

If no heat effect is involved in the mass transfer process, the two-equation model
consists of two sets of equations, i.e., the CFD equation set for computing velocity
U; distribution and the mass transfer equation set for computing the concentration
distribution. Some mass transfer processes are accompanied by heat transfer, and
thus the heat transfer equation set is also a part of the model equations.

Several points should be mentioned for the application of model equations

e Since the mass transfer process usually involves two phases, the governing
equations should be written for a designated phase, such as liquid phase or gas
phase.

e In some cases, the volume and density of each phase are changing due to the
mass transferred from one phase to the other.
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e In considering the total mass of a fluid phase is not remained constant due to
undertaking mass transfer, the continuity equation in CFD is not equal to zero.
A source term S, is added to the continuity equation representing the amount of
mass being transferred between phases or generated by chemical reaction; the

new equation % + ag—xU = S, is designated as overall mass conservation equa-

‘?U‘ # 0 even at constant p; thus Eq. (A1.5) in
f (?U

tion. Note that, in this case,

Appendix 1, in which the assumption of 5= = 0 is applied, is not valid for the

fluid flow involving mass transfer.

¢ Since the mass transfer process involves two or more phases (see Sect. 1.4), the
interacted liquid phase model is convenient for the process simulation by
computational mass transfer. In applying this model, all parameters are
involved, such as U,u,p, k, & u,u, o0, T, T kpepc,C,D,Dy, ks, es in the
model equation are denoted to liquid phase.

The ¢ — &+ model equation sets are given below. In the following subsections,
equations with prefix “A1” and “A2” are given and deduced in Appendixes 1 and 2,
respectively.

(I Fluid-dynamic equation set ( kK — ¢ model)

The development of the fluid-dynamic equations for turbulent flow can be found
in Appendix 1.
Overall Mass conservation equation

@ 8,0U,‘
ot Ox;

=Su (1.22)
Momentum conservation equation

opUi  OpUL; _ OP U, 3(—pu§u}’.)

S
ot Ox; axj T Ox;0x; - Ox; o (Al1.4)
ou;  0U;
— iy — ! J
pulu = <(9Xj axi) 3 pél/ i
k equation
a(pk)  O( pUk
or ax, o

(Al.11a)

ou; 0
G M(a xj) Ox;
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& equation
dpe)  O(pUg) 9 1\ e . 2
o ox;  Ox; '[H_g_ﬁ Ox; +Crey G — Cop - (Al.13a)
U equation
k2
o= Cub (A1.14)

For the model constant, refer to Appendix 1.

(I) Heat transfer equation set ( T? - & model)

The fluid-dynamic equations for turbulent flow can be found in Appendix 2.
Energy conservation equation

9pT _0pT 4 T  d(—puT’)

f = S A2.3
o "V T Comom T om P (A23)
where
— oT
—uT = oy — A24
U; % axi ( )
T equation
opT?  OpUT? 0 OIT? [ o oT T
= — — 200 —— — 2p&p A2.7
ot + axi 3x,~ p 8xi ar T po 8)6,’ 8xi per ( a>
e equation
Opepr OpUiep O o Oerr ey —— OT &2,
=— — Crip=—=UT — — Cryp—=
ot + Oox; ox; P (o T Ox; ip T2 i Ox; 2P T2
ee
— CrspT
(A2.10)
oy equation
.
k T/2
o = Crok <——> (A2.6)
& &

For the model constant, refer to Appendix 2.
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(IIT) Mass transfer equation set ( c?— & model):

Species mass conservation equation

oc oUC 9 [, 9C ——
E+ Bxi 78)@' <D8xiuic) +Sn (13)
— oc
—M;C, = Dta_xl (14)

c? equation

9c? QU 9 | (D ac”? ac\’
= D — 2D — | —2¢&y 1.10
ot + 8x,~ 8x,~ <O'C/2 + > 8)(,‘ t(@x,-) & ( )
& equation
O¢ew  OUigr O Dy Oty &o —— 0C € &
= — D - c:/l'__ 276 — Le3=3&¢
ot Ox; ox; [<O’Su + ) 8x,} Ca 2 cth Ox; Cer k & Cas o2 é
(1.17)

Dy equation

860

7\’
D, = Ccok< € ) (1.6)
Model constant are: C,o =0.11, C,; = 1.8, Cp =2.2, C3 =0.8, g2 = 1.0,
o, = 1.0.
Applying the foregoing equation sets to solve the problem involving flow, heat
and mass transfer, there are fifteen unknown quantities, i.e.,

Ui7 l]jv Uk7P7 My ka &, T: O, Tl27 er, C7 Dt7 C/27 &

The model equations available is also fifteen, namely, seven equations from
CFD, four equations from heat transfer, and four equations from mass transfer.

The foregoing equation sets are valid for one phase in the mass transfer process.
For a process involving multi-phase, the number of model equations required is
duly increased. The solution of the foregoing equation set is tedious and required
heavy computer work. Thus the use of solvers provided in commercial software,
like FLUENT, STAR CD, CFX, and others are helpful.

In some special cases, if the temperature change in the simulated object is small,
such as in a distillation tray, the heat transfer equation set can be omitted to simplify
the computation.
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1.4.3 Determination of Boundary Conditions

The simulation of a process involving momentum, heat, and mass transfer by
numerical method requires not only appropriate mathematic model but also its
boundary conditions. The boundary condition of velocity, temperature, concen-
tration, and pressure are depending on the simulated object, while that of

k,e, T, €}, ¢, &, should be found by experimental or empirical method.
(A) Inlet boundary condition

The boundary condition of k — ¢ model has long been investigated and found
that the inlet condition of k is proportional to the average kinetic energy (repre-
sented by U?), that is [18]

kin = (0.003 ~0.005) U*
The inlet condition of ¢ is set to be related to k as follows

ol

l

&n = Cp
where 0.09 < Cp <0.164 depending on the process to be simulated, / is the char-
acteristic length, it can be the inlet diameter or others to be defined by different
authors to suit their simulation. Nevertheless, Patankar et al. [19] pointed out that

for the condition of fully developed flow, the choice of different inlet condition did
not affect appreciably the simulated result.

For the inlet ﬁ, the investigation by Tavoularis and Corrsin [20] showed that
T2 = (0.083AT;,)?

Recently Ferchichi and Tavoularis [21] reported that
T2 = (0.084T;,)?

Taking the average, it is

772 = (0.0824T;,)* = 0.0067 (4T)

The report on inlet ez, is scarce. Liu et al. [6, 7] suggested that
8 —_—
e = 0.4 (%) 77

For the inlet c_{ﬁ, Sun considered that it was proportional to C2, and proposed
(3, 4]
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2 = (0.082C,)*= 0.0067C2,

Sun also set &y, for tray column to be [3, 4]

tvin = 0.9 (2)72

Liu found that better simulated results were obtained in packed column if [6-9]

- (2)72

(B) Outlet boundary condition

The outlet boundary is usually set to the condition where the flow is fully
developed to turbulence, so that in the main flow direction x, all physical quantities
@ except pressure are set to be:

0P
a_o

(C) Wall surface boundary condition
At the wall surface, no-slip condition is applied so that U, k, ¢ are equal to zero.
(D) Near wall computation

In the near wall region, the standard wall function method can be used to
determine the relevant transport quantities.

Referring to section Al1.3 in Appendix 1, the near wall region is usually con-
sidered to be comprised by lamina sub-layer (includes transition layer) and turbu-
lent layer. The former is dominated by viscous shearing stress and the latter is by
Reynolds shearing stress.

(1) In the laminar sub-layer, the dimensionless velocity u™

Eq. (A1.19) in Appendix 1 as follows:

is given by

LU _ Uk _ Ui _
w2 t/p t/pU

u (1.23)

The velocity of fluid flow pr—;] (m s~ ") can be considered analogous to the velocity
of flow with mass transfer. Let C,, and C,, respectively be the concentrations at point
w on the wall surface and at a point p shortly apart from w, then the average mass
velocity (m s™') under mass transfer condition is equal to the mass flux Ji,
(kg m~? s~ 1) divided by the average driving force (CW — Cp) (kg m™>). Considering



14 ¢?— & Model (Two-Equation Model) 23

the ratio of fluid velocity and mass velocity is proportional to the ratio of their
diffusivities by analogy, we have

Lt =etll
U' (Cu —c) D
Jv=0 “l/)p(c ~C) (1.24)

where “/ £ js Schmidt number Sc; ¢ is the proportional constant, in most cases we

may let oc=1.
Combining Egs. (1.23) and (1.24), we obtain

1 (Co— ey

=t 1.25
Sc Uy 1/ p (1:23)

Define near wall dimensionless concentration C* as

Cyw —Cyu,
¢+ &= Gue (1.26)
Jw
According to Eq. (1.29) and noting the near wall dimensionless distance
y* == we have

Ct =y"Sc (1.27)

In the small region of laminar sub-layer, Sc is substantially a constant; thus C*
and y* are in linear relationship.

(2) In the turbulent region, considering Eq. (1.25) is also valid under the turbulent

condition by using turbulent y, and Sc; to replace viscous p and Sc as follows

L (CW - CP)MT YU

S
and referring to Eq. (1.28), :—';p =Y, we have
C+ _ (CW B CP)MT _ Sctg
Jw Ur

Differentiate foregoing equation under the condition of constant shearing stress
in the near wall region, and note that 6(%) = %% from Eq. (A1.19b) in Appendix
1, we yield
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U 10
act = a(—) = Se—2
K'Yy
After integrating, we obtain

N 1
C" =S8S¢—Iny+A (1.28)

K
where A is integration constant. Let y be the thickness of laminar sub-layer J., the

constant A can be evaluated; the following logarithmic equation is obtained after
mathematical treatment

1
ct = SctEln(Ey+)

where E is empirical constant, depending on the wall surface condition. For smooth
surface, E = 9.8, Karman constant k = 0.418.
Substitute Eq. (1.37) to Eq. (1.28) to yield

(Cw — Gp) pcj/“kl/Zy

ct = (1.29)

w

1/471,1/2
yu. G

v v

+

(1.30)

In the numerical computation of engineering problem, the first grid point is
usually located outside of the laminar sub-layer, in other words, only turbulent layer
is concerned. Generally, the neglect of laminar sub-layer does not affect substan-
tially the final simulated result.

1.4.4 Experimental Verification of Model Prediction

The simulation by using computational mass transfer ¢’ — &+ model as described in
the foregoing sections have been applied and verified by comparing with the
experimental data of different kinds of chemical equipment reported in the literature
as given in subsequent chapters.

Nevertheless, no published data are available regarding the important aspect, i.e.,
the inside concentration distribution of an equipment. Thus, experimental work was
conducted for the purpose of obtaining the concentration distribution for the
comparison with model prediction.
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(A) Experimental installation

The experimental installation [22] is shown schematically in Fig. 1.3 for des-
orption of dissolved oxygen in water by blowing air.

The simulator is a single-pass sieve tray of 1.2 m in diameter with 4.6 mm holes
and having 4.6 % opening of the tray area. The length of the outlet weirs is 0.79 m.
The clearance under the inlet downcomer is 60 mm. The height of the outlet weir is
set separately to be 60, 80 and 100 mm. The air rate, ranging from 2600 to
4000 m*/h, was fed to the column by a blower and flow through a distributor to
ensure uniform inlet condition. The water at the rate of 10-20 m®> h™' was pumped
from the storage tank to the downcomer after saturated with oxygen in the static
mixer. The water was circulated back to the storage tank after flowing through the
tray. The oxygen was supplied by an oxygen cylinder.

The local concentration of dissolved oxygen in the water was measured by using
a measuring probe. The measuring range of the probe is from 0 to 100 mg/L
dissolved oxygen with accuracy of 0.1 mg/L. The temperature compensation was
automatic. The probe was fixed to a slider, which was attached to a truss with cross
guide ways on the top of the tray. The probe, submerged in the liquid, could be
moved in three directions. The position of the measuring points is shown in
Fig. 1.4. The depth of submergence for the measurement was at 10 and 20 mm
above the tray deck. To ensure reliable experimental results, the operation was run
until reaching the steady state where the variation of measured concentration was
reduced to very small, and the average value was taken as the measuring data. The
measurement was point by point with one probe in order to minimize the distur-
bance to the flow field. Although the concentration distribution over the whole tray
was not taken simultaneously, it is the convenient way to provide an experimental
basis to verify the predicted concentration at a point on the sieve tray. As the model
prediction is three-dimensional, the planar concentration measurement was con-
ducted at the depth of 10 and 20 mm above the tray deck in order to allow the
comparison in three dimensions.

] ]

N /1

2

9

w M 1\
/e

Fig. 1.3 Schematic setup of the experiment for concentration measurement / storage tank, 2
water pump, 3 control valve, 4 flow meter, 5 downcomer, 6 packing, 7 sieve tray, 8 outlet weir, 9
gas distributor, /0 control valve, /1 primary control valve, /2 blower, /3 oxygen cylinder, /4 flow
meter, /5 static mixer (reprinted from ref. [22], Copyright 2011, with permission from CIESC)
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Fig. 1.4 Arrangement of
measuring points on the
experimental tray (reprinted
from ref. [11], Copyright
2011, with permission from
Elsevier)

0.10 0.20 0.30 0.40 0.50 0.60 0.75 X

(B) Comparison between model simulation and experimental data

The liquid phase with gas phase interaction model accompanied with ¢2 — &4
model as described in preceding sections were used to predict the concentration
distribution and compared with the experimental data as shown in Fig. 1.5.

As seen from Fig. 1.5, the model predictions are reasonably agreed with the
experimental measurement in consideration of some inaccuracies involved in both
simulation and experiment. The obvious discrepancy between the experimental and
simulated results is seen in the middle region of Line II, it may be attributed to the
fact that this area is around the border between forward and reversed or vortex flow
created in the segmental region, in which the flowing condition is in transition,
violent turbulence and appears high fluctuation as observed in our experiment.

1.4.5 Analogy Between Transport Diffusivities

As shown in preceding chapters, on the basis of Boussinesq postulate, the Reynolds
stress —puu;, Reynolds heat flux —pu;T’ and Reynolds mass flux —ujc’ (or
—puc) ;) can be expressed respectively as proportional to their gradients of average
velocity, temperature, and concentration

—_ ou;  0U; 2. —
— oT
— oC
_u;c/ = D (14)

ax;
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The correspondent coefficients are designated, respectively, as turbulent diffu-
sivity v = p,/p, turbulent thermal diffusivity o, and turbulent mass diffusivity D,.

The diffusivities equations in ¢Z — &+ model can be written as follows:

u K> ki\ '/ 12
V= ;‘ =G =Gk (EE = Cuk(Tuy) (A1.14)
kT? 2 1/2
o = Crok Pl B Crok(t,t7) (A2.6)
kc? 12 1/2
Dt = CC()k g; = C()k(THTC) (16)

The following points should be noted.

€]

(@)

3

“)

The analogy between the fluctuating flux and diffusivities is obvious. The
similarity of k — &, T2 — ¢ and ¢ — &» models demonstrates the “fluctuation
variance-dissipation” pattern is the common methodology for closing the
transport equation. Starting from this viewpoint, a unified model of compu-
tational transport has been suggested by Liu [5] as shown in subsequent
section. Notice should be made that in spite of some newer CFD model is
emerging, the use of k — & model in cooperation of present 7> — &7 model
and ¢”> — & model is necessary for the methodological consistence.

The coefficients C,,, Cro and Cq are given differently by different authors; the
commonly accepted values are C, = 0.09, Cyo = 0.11, C,o = 0.11 or 0.14,
although slight change on these values does not give substantial difference in
final simulated result.

The turbulent diffusivities v, o and D; as well as their ratio, % (=Scy), ;7‘[ (=Pry)

and g—f (=Pe,) are varying and not a constant in the process concerned because

k,e,T?, e, %, e are function of position.

Moreover, the turbulent diffusivities, v, o and D, obtained by the
two-equation model as given above are applicable to all directions and
therefore they are isotropic.

1.4.6 Generalized Equations of Two-Equation Model

As seen from the foregoing sections, the transports of momentum, heat, and mass
obey the law of conservation and the model equations are similar in form. The
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generalization of the ¢ — ¢, two-equation model as summarized in Appendix 3
may help to broaden the understanding of relevant equations and facilitate the
making of computer programming.

1.5 Reynolds Mass Flux Model

Besides applying the postulation similar to the Boussinesq’s (or Fick’s law) to solve
the Reynolds mass flux —W in terms of isotropic turbulent mass diffusivity D, as
described in preceding Sect. 1.2 by ¢ — & two-equation model, another model

has been developed recently to solve the anisotropic Reynolds mass flux —W
directly instead of using D, to close the turbulent species mass conservation
equation. The Reynolds mass flux model discussed in this section could be known
as a result following the turbulence closure postulations for the second-order clo-
sure turbulence model in the book of Chen and Jaw [23].

1.5.1 Standard Reynolds Mass Flux Model

For the convenience of derivation, the negative Reynolds mass flux uc’ is con-

sidered instead of —u/c’. The exact ujc’ equation can be derived as follows.
Subtracting Eq. (1.1) from Eq. (1.3), we have

oc  oU;d ,oc 9% u'c!
il =D L 1.31
ot + Ox; T Oox; Ox;0x; + Ox; ( )

Multiply Eq. (1.31) by u; and multiply Eq. (A1.5) by ¢’; the sum of the two
equations is averaged and rearranged to yield the following Reynolds mass flux
equation (in the form of fluctuating mass flux W):

ouid  OUuld

ot + 8)6]' _axj
——0C +,—C/8U,~ D4k ac’ o
— | v — +u - ===
"oxg ) Ox p/ Ox; Ox;

)
where 6; = . R
! { 0(i #J)
The left side of the foregoing equation represents the increase of u/c’ with respect
to time and coordinate x;; the bracketed first term on the right side represents the

- oc' 8{
—uuc—ép —I—D;—C—i—u !
p ox; p 8xj

I—I
+
hc\
a5}
Q\

(1.32)
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turbulent and molecular diffusions; the second term represents the influence of
fluctuating pressure and concentration on the distribution of Reynolds mass flux;
the third term represents the production of W; the fourth term represents the
dissipation.

Equation (1.32) should be modeled to suit computation. Applying the modeling
rule, the bracketed first term on the right side of Eq. (1.32) can be considered

proportional to the gradient of W and the uiuj’ for turbulent diffusion, while the
molecular diffusion is neglected as it is much smaller than the turbulent diffusion.
The modeling form is as follows:

0c o ou k—: !
—due —5,,” D W ——<Cclu’.u’.+D) i
p ox,  p Ox &

The addition of ]g‘ as coefficient is necessary in order to keep the dimension
kg m~ ' s! consistent on both sides. It should be stressed that the use of quantity ’5‘
is only in accordance with the modeling rule for representing the dimension “time”.
The use of k and ¢ equations here as auxiliary parameters in modeling is by no
means in connection with the isotropic k — ¢ model, and the foregoing modeling
term is retained anisotropic.

The modeling of second term is complicated, it can be considered to be related to
the fluctuating velocity and the average velocity gradient as follows:

4 p’ oc' B R oU;
—Cg — Culc!
0 8xj 'k A 0x;

The third term remains unchanged.
For the fourth term since the dissipation rate through molecular diffusion is very

small, we let
oc’ O,
—| D
( * )axj axl

After modeling, Eq. (1.25) becomes

ol OUuld 9 k—— oulc' oc oU;
i i _ 9 WD i R / J
o o oy [(C“g”’”fJ’ oy |~ "My TN oy

oU;
~C. Clyulc
zkulc + 8)Cj

(1.33)
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By combining u; Aol ‘wl

a@gvyj@ 0 [(o ko, ) O _ac
= — ol —UU; — | u:u,—
ot . ox |\ e x; i ox;

&—— 8U,~
1.
ku,c —I—chuc o, (1.33a)

term gives the following form:

It was found that the model constants to be C.; = 0.18, C., = 3.2, C3 = 0.55.

After several examples of computation for mass transfer process, the computed

/QU

results show that the C 3u '’ 571 term is much less than the Co § c’ term and can be

neglected. Hence another form of modeled u;c’ equation is

oulc’ 8ch 0 k— oulc’ —0C &—
i CoSud+p) 245 (iS5 — e, e
o "oy oy [( P ) ijl (“’“fax,) 2 e

(1.33b)

where the constants are: C.; = 0.18, C., = 3.2.

1.5.1.1 Model Equation Set

The modeling equations of Reynolds stress model under the condition of having
heat effect are given below.

(I) Fluid-dynamic equation set (Reynolds stress model):

Overall Mass conservation equation

dp  IpU;

8t 6‘x,-

=S, (1.34)
Momentum conservation equation

OpUs | DU, _ 0P | PU, +3(fpﬂ})
ot Ox; - 8)Cj # 8x,~6x,~ 8)6,'

+ S (1.35)

where u : ' is calculated by
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e ey e e
dpuiu; U Opuiu; _ 0 kf Ouju; ny Ouju;
J 8xk 8xk

ef— 2 —aUI —oU; 2 5 oU; 2
— Clp% (u;u]/ — 3k5ij> - Cap (uﬁu}(axk + wiuy on géijuiuj ) gpgéjj

(A1.23a)
where C; = 0.18, C, = 2.3, C, = 0.55.
(I) Heat transfer equation set (Reynolds heat flux model):
Energy conservation equation
opT opT 4 T  O(—puil")
= ! S A2.3
or "9 TCamom T om T (A2.32)

where W is calculated by [23]

ouT ouT
J + U, i J = i
ot Oxy Oxy,

—— 0T ——=0U; &—— ——0U;
_ [P /T/_J — Crr -t T +C /T/_./
(u,uk Oy T 8xk> AR Oxy
(A2.13)
where CTl = 007, CT2 = 32, C7‘3 =0.5.
(IIT) Mass transfer equation set (Reynolds mass flux model):
Species mass conservation equation
oc oy Cc 0 oC —
—— = (D= —uc Sn 1.3
o ox, axf< o ”’C> * (13)
where /¢’ is calculated by
e oUW 0 k—  N\Oud| [(——0C
i© A (e, Sud D) | (W =
o "oy ox l( PR ) ax,-] (”l”f ax,)
— ——0U;
- L.z%M;C/—f—CLgu;C, axj (1338.)

where C.; = 0.09, C., = 3.2, C;3 = 0.55.
The auxiliary equations k and ¢ are calculated by
k equation: Eq. (Al1.11)
¢ equation; Eq. (A1.13)
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Thus Reynolds mass flux model involves Reynolds stress, Reynolds heat flux
and Reynolds (fluctuating) mass flux equations, the unknown quantity is increased
to twelve to make the total unknown quantities become twenty; they are

Ui, Uj, Ug, p, uiut; (six unknowns), 7', u;T’ (three unknowns), C, uic’ (three unknowns), k, &

The model equations available is also twenty, namely ten equations from CFD,
four equations from heat transfer and six equations from mass transfer.

The feature of this model is rigorous and anisotropic, yet more equations are
needed to solved which require not only more computer load but also harder to
converge.

1.5.1.2 Determination of Boundary Conditions

(I). Inlet boundary condition

At the top of the column, the boundary condition for the liquid phase is set to be
[24]

— - — __ o k'l.S
U=TUn, C=Cn k=0003Us", &= 0097
H

where dy is the hydraulic diameter of random packing, which can be calculated by
[25]:

4y

dy = ——2—
T a(l—yy)

There are no experimental measurements reported or empirical correlations
available from the literature for determining the inlet condition of the fluctuating

mass flux u/¢’, and the fluctuating heat flux /7", . In some cases, the following
conditions for u/c’ and u/T’ were found to be suitable at the inlet [26]:

(We);,= ~0.7(2C /0w, (') = —O.9%(8T/6xi)|m

k2
pein
to use; however, another expression for the inlet condition may be suggested to suit
different simulation.

where p, = Cy We found that the foregoing inlet condition is more convenient
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(II) Outlet boundary condition

The flow in the packed column at the outlet is considered as fully developed in
turbulent state; the zero normal gradients are applied to all variables except
pressure.

(IlT) Wall boundary condition

The no-slip condition of flow is applied to the wall, and the zero flux condition at
the wall is adopted.

1.5.1.3 Influence of Reynolds Mass Flux on Mass Transfer

Many factors in connection with Rayleigh mass flux —E are influential to the
mass transfer. For the convenience of expression, the negative Rayleigh mass flux

(also known as fluctuating mass flux) W (kg m 2 s~!), which denotes the rate of
fluctuating mass to be transported per unit time (second) per unit cross sectional

area (m?), is mentioned instead of —W in this section.

In connection with turbulence

The fluctuating mass flux W is created by both the velocity fluctuation u; produced
by turbulent fluid flow and the carrying subsequent mass (species) diffusion fluc-
tuation ¢}, i.e. it is as a result of combined contributions by turbulent fluctuation
flow u} and species diffusion fluctuation ¢’. As the fluctuations originate from fluid

turbulence, it may be regarded as furbulent mass flux. The value of W reflects to
some extent the combined effect of turbulence and the species concentration. Thus

certain W may produce from thigh turbulence and low species concentration or
from low turbulence and high species concentration.
In connection with local mixing

The meaning of mass flux is the transport (flow) of mass per unit area per unit time.

Thus the fluctuating mass flux W (kg m™? s7') represents the amount of fluctu-

ating mass to be transported per unit cross sectional area (m>) per unit time (sec-
ond). It follows that the velocity fluctuation u} as well as the concentration
fluctuation ¢’ are dissipated subsequently through the mixing of velocity eddies and
diffused concentration eddies so as to produce local mixing with neighboring
velocity and concentration. The dissipation and generation of eddies are going on
unceasingly in the course of mass transfer process. Therefore the transport of W is
accompanied with local (eddies) mixing effect.

In connection with apparent concentration profile

Suppose the fluctuating mass flux W is transported through a cross sectional plane
perpendicular to the fluid flow. According to the Fick’s law, the transport of mass
flux J; should be under negative correspondent gradient (for instance, concentration

gradient), i.e., J; = D(g—xc) where D is a constant.



1.5 Reynolds Mass Flux Model 35

With this viewpoint, the profile of W transport should be under decreasing W
(negative W gradient) along the flow path. Since ¢ is the fluctuation of concen-
tration C, it also implies that the W transport profile follows the concentration
decreasing profile (negative concentration gradient). In the case if the concentration
profile of the process concerned is in negative gradient, i.e., the fluid (species)
concentration is decreasing along the flow path (such as the concentration of reactant
in reactor), the profile of W transport is followed and consistent (coordinated) with
the concentration profile of the process; the mass transfer is being enhanced. On the
contrary, if the process proceeded under positive concentration gradient, i.e. the fluid
(species) concentration is increasing along the flow path (such as the concentration
of reaction product in reactor), the profile of W transport is opposite to the con-
centration profile of the process. The concentration profile is not in consistent with
the W transport profile, which is unfavorable to the mass transfer process.

Further explanation can be made as follows. The governing equation of mass
transfer, Eq. (1.3), can be also written in the following form:

oc dUuC 9 [, 0C o(ulc’)
o T oy %(Da—m%(‘—axi )*S" (3

where the first term on the right side represents the increasing rate of molecular
mass flux Dg—f (molecular diffusion) along coordinate x;; the second term represents

e decreasing rate of u/c’ along coordinate x;. It is noted that the gradient S is
the d g rate of uic’ along dinat It ted that the gradient —*

also the slope of u/c’ contour in the uc’ versus x; plot.
Equation (1.3a) can also be written in the following form:

oc ouc 9 (,_9C (ulc’)
o T ox, o <Da_> M S R
0 ocC
- (9_)6, <D 8_x,> +Scomb
duic’
Scomb - <_ axi ) +Sn (13b>

where the source term Scomp as well as S, in Eq. (1.3b) retains the meaning of mass
exchange between the phase concerned and the surroundings; positive S¢omp repre-
sents mass is transferred to the phase from surroundings, while negative Scomp refers

mass is depleted from the phase. There are three possible cases for the dg% gradient

e Gradient 0(;% is negative. It means W is decreasing along the direction of flow
path (coordinate x;). In this case, the first two terms on the right side of
Eq. (1.3a) are added together, i.e., the molecular and turbulent diffusions are
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combined to intensify the diffusion effect. This case corresponds to the condition

that the W transport profile is consistent with the process concentration profile.
Also it can be seen from Eq. (1.3b) that source term Scomp is greater than S,
under positive S, (like adsorption), i.e. it is equivalent to increasing the amount
of mass transfer. On the other hand, if S, is negative (like desorption), then
Scomb < Sy, 1.€., it is equivalent to decreasing the amount of mass transfer.

oulc!

e Gradient 3

i
Xi

is zero. It means no uﬁc’ is transported. In this case, the second term

in Eq. (1.3a) is vanished and the turbulent mass flux u/c’ remains constant. The
molecular diffusion is still active. Referring to Eq. (1.3b), the amount of mass
transfer remains unchanged because Scomp = Sy-

.l . .. - . o
e Gradient % is positive. It means u/¢’ is transported along the reverse direction of
g

the flow path. In this case, the first and second terms on the right side of Eq. (1.3a)
offset each other, i.e., the total diffusion is reduced, which is undesirable to the

mass transfer. This case corresponds to the condition that the W transport profile
is opposing to the process concentration profile. Referring to Eq. (1.3b), Scomb is
less than S, in this case, i.e., the amount of mass transfer is reduced.

The foregoing discussion can be summarized in Table 1.1.
In brief, the transport of turbulent mass flux u/c’ is influential to the process
concentration profile; the latter is important as it indicates the effectiveness of a

mass transfer process. The analysis of the W is complicated as it involves the

coordination of velocity profile, concentration profile, and W profiles, yet more
information of mass transfer can be obtained.

1.5.1.4 Anisotropic Turbulent Mass Diffusivity

By using the Reynolds mass flux model, the directional —W can be calculated
separately as —u/c’, —u/c’ and —ulc’, so that the anisotropic turbulent mass dif-
fusivity can be obtained based on Eq. (1.4).

Let J; in the Fick’s law equation be the fluctuating mass flux ﬁ, the following
relationship can be written:

— ocC
—ulc = D“"E (1.36)
_ ocC — ocC — ocC
—u'c = Dma, —ulc = Dl’yﬁ_y’ —uld = Dt’z(?_z (1.37)
e @@ v
Dt,x = @7 Dt,y = 20\ Dl.z = ac (1-38)
2 (%) (%)
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where Dy, D, D, are the anisotropic turbulent mass diffusivities in x, y, z di-
rections, respectively.

It should be noted that the D;; from Reynolds mass flux model and the D, from
two-equation model is entirely different, as Dy; is calculated from u;c’ while Dy is

k2

1/2
given by the equation Dy = Cok (68/> . From theoretical viewpoint, the aniso-

tropic Dy; is more rigorous than the isotropic D;. The present derivation and dis-
cussion of Dy; are only to demonstrate the anisotropic nature of mass transfer
diffusivity and its influence. In the process simulation by using Reynolds mass flux
model the D;; need not be evaluated.

Strictly speaking, all mass transfer processes are anisotropic. Nevertheless, the
flow, heat and mass transfer in most processes are dominant in one direction, such
as the axial direction is governing in most packed column. Yet in large diameter
packed column the anisotropic nature is magnified and should be concerned and the
radial effect cannot be ignored.

To illustrate the difference, the simulation of absorption of CO, by MEA
solution (see Chap. 3) by using isotropic 2 — ¢ two-equation model and one
dimensional model by Tontiwachwuthikul [18] versus anisotropic Reynolds mass
flux model is given in Fig. 1.6a for a packed column of 0.1 m in diameter and Fig.
3.6b for a packed column of 1.9 m in diameter. It is clear seen from the figures that
the anisotropic model (the ‘present model’ in the figure) gives better simulated
result than the isotropic models.

1.5.2 Hybrid Reynolds Mass Flux Model

In order to reduce the computer load of standard Reynolds mass flux model, the

complicated Eq. (Al.23a) for expressing u:u]’ can be replaced by the simpler

(a) (b)
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Fig. 1.6 Comparison between isotropic and anisotropic models [27] (triangle experimental
measurement, dashed line two-equation model, dashed with dotted line one-dimensional model
(isotropic), line Rayleigh mass flux model) a 0.1 m diameter column, b 1.9 m diameter column
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Eq. (A1.8). Then the model becomes the combination of Reynolds mass flux and
the two-equation model. It is called hereafter as hybrid Reynolds mass flux model.
The model equations are given below.

(I) CFD equation set:

Overall Mass conservation equation: Eq. (1.34)
Momentum conservation equation: Eq. (A1.4)

uil; equation (Boussinesq postulate):

— ou;  oU; 2
—pul = p | = L) —Z pdik Al.8
Pt M(axj + ax,-) 3P0 ( )
k2
My = CMP? (Al.14)

where the k equation is calculated from Eq. (Al.11a) and the involved & equation
from Eq. (Al.13a) in Appendix 1.

(II) Heat transfer equation set (Reynolds heat flux model)

Energy conservation equation: Eq. (A2.3a)
Fluctuating heat flux equation: Eq. (A2.13)

(IlT) Mass transfer equation set

Species mass conservation equation: Eq. (1.3)

Fluctuating mass flux equation: Eq. (1.33a)

The unknown quantities in this model are: U;, U;, Uy, P, k, ¢, u,, C, W, W,
W, totally eleven versus eleven model equations are available. This model can be
regarded as a hybrid (mixed) model comprising with W from Reynolds mass flux
model and Wu]’ from turbulent mass diffusivity model. Hence this model is
isotropic.

1.5.3 Algebraic Reynolds Mass Flux Model

The Reynolds mass flux model can also be further simplified by letting the con-
vection terms of W on the left side of Eq. (1.26) equal to the molecular and

turbulent diffusion terms of W on the right side, then under steady condition,
Eq. (1.33a) becomes

__aC  ——0U; e . ——OU;
(== + i =) — Coulc + Coaulld - =0 1.39
(ulu, o e ax,) 2 e T CaliC gy (1.39)
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After arranging, the simplified W expression is as follows:

k oC —90U; Cik— 0U;
o= W L ue 7 1.40
uic Cort <uluj o) + uic 8x_,-> + Cort u;c o ( )

The number of unknown quantities and equations of this model is the same as
the Reynolds mass flux model except using Eq. (1.40) to replace Eq. (1.33a) for

calculating W in order to reduce the load of computation.

1.6 Simulation of Gas (Vapor)-Liquid Two-Phase Flow

Most mass transfer equipments consist of gas (vapor) and liquid two-phase flow, for
instance, vapor-liquid two-phase crosscurrent flow is undertaken in tray distillation
column; gas-liquid two-phase countercurrent flow is taken place in packed
absorption column.

For the two phases flow, the modeling equations should be written for the
designated phase. While such phase occupies only a fraction of the total volume;
and therefore the volume fraction of the designated phase should be involved in the
equation for the reason that the fluid velocity of the designated phase is determined
by the fractional flow area. Note that, in general, the volume fraction is varying with
position.

Let 3, be the volume fraction of the designated phase 0 (for instance, 0 = L
refers to liquid phase 0 = G refers to gas phase), p, be the density of the designated
phase 0. Both 8, and p, need to insert into the CFD equation sets.

The simulated two-phase flow model can be in one of the following three forms:

(I) Two-fluid modeling form
There are two kinds of two-fluid models based on different viewpoints:

e FEularian-Eularian two-fluid model. In this model, both gas (vapor) and liquid
phases are considered as a system to be concerned aiming to obtain the transport
information of each phase. Model assumptions are made that both phases (the
continuous liquid phase and the dispersed gas phase) are considered as two
interpenetrating continua so that the Eulerian method (expressed by volume
average Navier—Stokes equation) can be applicable to both phases. The model
equations for phase 6 are as follows:

Mass conservation equation of phase 6
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Momentum conservation equation of phase 0

OpUy n 9peUeiUg; _  OP n O?Upi n 0 (—pugiigy)
ot Ox; o axj Ko Ox;0x; Ox;

=+ poSoi

where 0 refers either liquid or gas; Sy, represents the mass exchange between liquid
and gas phases; Sg; represents the gravitational force, interphase momentum
exchange and all interacting forces between two phases. In the closure of
momentum equation, the £ — ¢ model may be used with consideration of the mutual
influence between the Reynolds stresses of liquid and gas phases.

The number of equations needed for two-fluid model is more than that of the
following interacted liquid phase model and requires more computer capacity with
the risk of harder convergence. In practice, for instance, the distillation simulation
by some authors [28, 29] neglected the turbulent equations of vapor phase to
simplify the simulation.

e Eulerian-Lagrangian two-fluid model. In most gas (vapor)-liquid equipments,
the liquid exhibit as continuous phase and the gas (vapor) is dispersed phase.
Thus Eulerian method (expressed by volume average Navier—Stokes equation)
can be applied to the continuous liquid phase for simulating the flow field; while
the motion as well as behaviors of dispersed phase is described by Lagrange
method, in which the individual dispersed element (bubble) is tracking by an
equation of motion, such as Newton’s second law, and subjected to the action of
all interface forces. However, the bubble motion and interface forces acting to
the bubbles are complicated so as the modeling should concern bubble dynamics
with all relevant acting forces (gravity, drag, lift, pressure gradient, virtual mass,
etc.), as well as, the collision between bubbles and between bubble and the
column wall. The coupling between bubble and liquid phases is realized by
considering the interphase forces as source terms in the momentum conservation
equation of liquid phase.

The feather of this model is the dispersed phase (bubble) can be described in
details but at the expense of more computer load.

(II) Liquid phase under interaction of gas phase (interacted liquid phase)
modeling form

In this modeling form, abbreviated as interacted liquid phase model, the liquid
phase is considered as the system to be concerned aiming to obtain the transport
information of the liquid phase. The dispersed phase is considered as the sur-
roundings. The action of the dispersed phase (bubbles) on the liquid phase is treated
as the external forces acting on the system (liquid phase). Thus the evaluation of
source term Sp; in Navier—Stokes equation of liquid phase should cover all the
acting forces by the dispersed gas phase. Such model can reduce the number of
model equations and computer load. Computation shows that if the interaction
source term Sp; is properly considered, the final simulated result is substantially
equal to that by using two-fluid model.
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Fig. 1.7 Position of Liquid Inlet
experimental probes ' Tray Centre
(reproduce from Sorari [30]) y 0.495 0.330 0.165 0
< 0
OO0
OO~
(D@D
DR OSOROSE
l 0.762
Liquid \ 2
flow over
the weir

As an example, the CFD simulations of velocity distribution on a sieve tray of
1.22 m in diameter (Fig. 1.7) reported by Sorari and Bell [30] by using two-fluid
model [28] and interacted liquid phase model [31] are shown in Fig. 1.8, in which
both simulations are comparable and close to experimental data.

The CFD model in interacted liquid phase form by Wang et al. [31] is given
below:

Overall mass conversation

I(pLPLUL:)

= SI’I
8)6,' '

Momentum conversation

dppLUnly)  , OP O UL\ ou; | oy,
B B oy, + o, BLve B, BrpLve ox) + o + BLoLSL

For the closure of momentum equation, the effective turbulent diffusivity v, is
calculated by using £ — ¢ model as follows:
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Fig. 1.8 Comparison between simulations by using two-fluid model and interacted liquid phase
model for a sieve tray (filled diamond experimental data [30], dashed line two phases model
simulation by Gesit et al. [28], line interacted liquid phase model simulation by Wang et al. [31])
a upstream profile for Oy = 6.94 X 107> m%s and Fs = 1.015, b downstream profile for
0L =694 X 10 m¥s and Fs = 1015, ¢ upstream profile for Q; = 6.94 X 107> m%s and
Fs=1464, d Q. =694X10>m’s and Fs=1464, e upstream profile for
Q0 =17.8 X 107> m*s and Fs = 0.801, f downstream profile for Q; = 17.8 X 107> m*/s and
Fs = 0.801 (reprinted from ref. [31], Copyright 2004, with permission from American Chemical
Society)
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where ki equation
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where Gy is the turbulent energy created by the bubble agitation of the fluid on a
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For the detailed expression of the gas—liquid interacting forces in the interacted
liquid phase model, the source term Sy ;, involving gravitational force and interfacial
interacting forces as given by Wang, is shown below:

Fre+ fume + Mo +
Sti = Fo+ | FLy +fumy +Mory + £,
FLz +fvmz + MGLz +fz

The gravity force: F, = f; p; 8.
The lift forces (Magnus forces): Fy, Fy,, and F; ;, which represent the forces of

generating a sidewise force on the spinning bubble in the liquid phase by the liquid
velocity gradient, are given by Auton et al. [32] as

Fi,, = O25ﬁGpL(ULX — UG) X (VULX)
Fry = 0.25B6p.(Uy — Ug) x (VULy)
Lz = 0.25B6pL(Ur: — Ug) x (VUL)

The virtual mass forces: func, fumy, fum;, Which account for the additional
resistance acting by a bubble undergoing acceleration, are given below by
Auton et al. [32]

—fomx = 0.5 % Bopp (ury - Viury)
—fymy = 0.5 % .BGPL(”L)’ ’ vuLy)
—fomz = 0.5 X Bopr(ur; - Vur)
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The interphase drag force: Mgy, Mgy, Mg, are given by Krishna et al. [33]

—MaL: = Boo(pr, — PG)g(us/ng)gﬁlL X (s — ) s — up
1 1

—MgqL, = Bow(pr, — pG)gWﬁ_L X (Ms - MLy) ‘Ms - MLy}

—MgL; = Bgor(pL — /’G)gmﬁ% X (g — ;) us — ur|

The resistance to the fluid flow: f.,f\.f, the resistances created by uprising
vapor to the fluid flow, is considered to be equivalent to a body force acting
vertically and uniformly on the horizontally flowing fluid. This body force, resolved
into f, f;, fz by Yu et al. [34] in the froth regime of fluid flow, can be calculated by
means of the froth height A as follows:

Pcls

ue fy= P, f=—
f b pLh b

pGus
pLh

l'tLz

The froth height Ay is evaluated by the Colwell [35] correlation,
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where f; ,,, represents the liquid average froth volume fraction,
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It is assumed that the gas and liquid volume fraction fi5, i are not varying with
position. The f; can be estimated by

ﬂGZl_ﬁL

where volume fraction of liquid phase f; is given by [36]

D 091
B = exp|—12.55 (u, /—G)
. PL — PaG

(III) Mixed phase modeling form.

In this model, the liquid and vapor are considered to be mixed together as a single
mixed continuous phase. The difficulty comes from the evaluation of the liquid—
vapor interaction within a phase. This model is not yet well established and still
under investigation.

Remarks

In our practice, the application of interacted liquid phase model is successful in
simulating liquid—gas (vapor) two-phase processes, such as distillation, absorption,
and adsorption, as given in subsequent chapters.

1.7 Model System of CMT Process Computation

Generally speaking, most of the existing mass transfer processes involve fluid flow,
heat and mass transfer. Thus the process simulation by using computational mass
transfer should comprises momentum, heat and mass transfer model equation sets
for coupling computation as given below.

(I) Computational fluid-dynamics equation set: It consists of overall mass
conservation equation, momentum conservation equation and its closure
equations. It aims to find the velocity distribution (velocity profile) and other
flow parameters.

(II) Computational heat transfer equation set: It consists of energy conser-
vation equation and its closure equations. It aims to find the temperature
distribution (temperature profile) and other heat parameters.

(II) Computational mass transfer equation set: It consists of species mass
conservation equation and its closure equations. It aims to find the concen-
tration distribution (concentration profile) and other mass transfer
parameters.

The equations in the foregoing equation set are depending on what model is
being used. The corresponding equations for fluid-dynamic model are given in
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Fig. 1.9 Model system of CMT process computation

Appendix 1; while those for heat and mass transfer model are summarized in
Appendix 2 and this chapter, respectively.

The model system of process computation in CMT (computational mass trans-
fer) in this book can be shown schematically in Fig. 1.9.

1.8 Summary

Besides the computation of velocity distribution by CFD and temperature distri-
bution by CHT as presented in previous chapters, the computation of concentration
distribution in process equipment so far receives less attention but it is the basis of
evaluating the process efficiency and should be much concerned. The challenge of
this problem is the closure of the differential species conservation equation. The
recently investigated ¢ — & model and Reynolds mass flux model are found to be
successful in fulfilling the need.

(1) - &+ model, in which the unknown Reynolds mass flux —p@ is calcu-
lated by Eq. (1.4) involving a new parameter of turbulent mass transfer dif-
fusivity D;. The D, can be calculated by Eq. (1.6) where the ? and &
equations are given by Egs. (1.1) and (1.17), respectively. Note that the
molded ¢- equation has different forms but they give comparable simulated
results each other. Although this model is convenient to be used and give good
simulated results in many cases, it is isotropic and its accuracy of simulation is
less than that by Reynolds mass flux model.
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(2) Reynolds mass flux model, or standard Reynolds mass flux model, in which

the unknown —p@ is calculated directly by using model equation either
Eqgs. (1.33) or (1.33a). This model is rigorous and applicable to anisotropic
case with mass and heat transfer. The model equations comprise the following
equation sets:

e Mass transfer equation set, i.e., Eqs. (1.3) and (1.33);
e Fluid-dynamic (CFD) equation set, i.e. Egs. (1.34), (1.35), and (A1.23a);
e Heat transfer equation set, i.e., Eqs. (A2.3a) and (A2.13).

The weakness of this model is requiring heavy computer work. For simplifying
the computation, the complicated Eq. (A1.23a) can be replaced by Eq. (A1.8),
which is called hybrid mass flux model. Another simplification is made by letting

Eq. (1.39) to replace Eq. (1.33) for calculating W called algebraic Reynolds mass
flux model. These simplified models are able to give similar simulated results in
compared with the standard model.

The Reynolds (turbulent) mass flux u/c’ is the variance of u/c’ created from the
turbulent mass flux uc; the transport of which is by both uc flow and fluctuated
concentration diffusion. If both are in the same direction, the process is promoted
(enhanced). Inversely, if they are in opposite direction, the counter-action of dif-

fusion causes reduction of uc by mutual mixing. Thus the uc’ initiated from tur-
bulent effect is influential to the mass transfer.
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Chapter 2
Application of Computational Mass
Transfer (I) Distillation Process

Abstract In this chapter, the application of computational mass transfer
(CMT) method in the forms of two-equation model and Rayleigh mass flux model
as developed in previous chapters to the simulation of distillation process is
described for tray column and packed column. The simulation of tray column
includes the individual tray efficiency and the outlet composition of each tray of an
industrial scale column. Methods for estimating various source terms in the model
equations are presented and discussed for the implementation of the CMT method.
The simulated results are presented and compared with published experimental
data. The superiority of using standard Reynolds mass flux model is shown in the
detailed prediction of circulating flow contours in the segmental area of the tray. In
addition, the capability of using CMT method to predict the tray efficiency with
different tray structures for assessment is illustrated. The prediction of tray effi-
ciency for multicomponent system and the bizarre phenomena is also described. For
the packed column, both CMT models are used for the simulation of an industrial
scale column with success in predicting the axial concentrations and HETP. The
influence of fluctuating mass flux is discussed.

Keywords Simulation of distillation - Tray column - Packed column
Concentration profile - Tray efficiency evaluation

Nomenclature

A Surface area per unit volume of packed column, m™’

c1, €2, C3 Model parameters in transport equation for the turbulent mass
flux

C Concentration, kg m >

C Average concentration, kg m >

Cyu, Cig Cop, C3, Model parameters in k—& model equations

d Fluctuating concentration, kg m >

2 Variance of fluctuating concentration, kg m™°

D Molecular diffusivity, m* s™*

D, Turbulent mass diffusivity, m? s~
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Equivalent diameter of random packing, m

Hydraulic diameter of random packing, m

Nominal diameter of the packed particle, m

Overall efficiency

Murphree tray efficiency on gas basis

Murphree tray efficiency on liquid basis

F factor, Ug./pg, m st (kg m )%

Acceleration due to gravity, m s °

Production term

Height of packed bed measured from column bottom, m
Height of the liquid layer in tray column, m

Weir height in tray column, m

Overall liquid phase mass transfer coefficient in tray column,
ms !

Turbulent kinetic energy, m” s
Gas phase mass transfer coefficient in packed column,
kgm 25!

Liquid phase mass transfer coefficient in packed column,
kgm s

Liquid flow rate per unit cross section area, kg m 2 s~

Weir width, m

Distribution coefficient

Position in radial direction, m

Radius of the column, m

Source term in species conversation equation, kg m > s~
Source term in momentum equation, N m >

Time, s

Superficial velocities, m s~
Interstitial velocity vector, m s~ '

Fluctuating velocity, m s~

Weir length, m

Distance in x direction, m; mole fraction in liquid phase
Distance in y direction, m; mole fraction in gas phase
Distance in z direction, m

Total height of packed bed, m

Volume fraction of liquid phase, vapor phase

Relative volatility

Turbulent dissipation rate, m? s>
Turbulent dissipation rate of concentration fluctuation,
kg?m ®s!

Porosity distribution of the random packing bed
Liquid and gas phase viscosity, kg m~' s™'
Liquid and gas phase density, kg m™>
Surface tension of liquid, N m !

2 2

1
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O, O Correction factor in k—& model equations
X Characteristic length of packing, m

P Enhancement factor

Subscripts

G Gas

i  Coordinates in different direction; component in solution
in Inlet

L Liquid

0 Interface

b Bulk

Distillation is a vapor-liquid separation process widely employed in petrochemical,
chemical, and allied industries nowadays. The simulation of distillation has long
been investigated since 1930s.

There are two basic types of distillation equipment: column with tray structure
(tray column) and column with packing (packed column).

For the tray column, the early approach of simulation is based on the concept of
equilibrium tray where the thermodynamic equilibrium between liquid and vapor
phases is achieved; and it converts to actual tray by means of empirical tray effi-
ciency. The later advance is to use the rate equation to account for the mass transfer
instead of using empirical efficiency and equilibrium relationships. These methods
are on the overall basis with the assumption that the flow and concentration are
uniform on the column tray.

In the 1990s, the application of CFD to a column tray enables to calculate the
velocity distribution (velocity profile), yet the calculation of concentration distri-
bution is still lacking. Nevertheless the concentration distribution is even more
important and interested by the chemical engineers as it is the deciding factor for
predicting the tray efficiency. The recently developed computational mass transfer
enables to overcome this insufficiency and provides a rigorous basis for predicting
all transport quantities, including the concentration distribution, of a distillation
column.

The status of packed column simulation is similar to that of tray column.

The efficiency of distillation process is very important in optimal design and
operation as it is closely related to the column size needed and heat energy con-
sumed. The accurate modeling of distillation process enables to show the nonideal
distribution of concentration as well as the fluid flow and the designer and operator
can take steps to overcome such nonideality, so as to improve the separation ability
of the distillation process.
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2.1 Tray Column

The tray column simulation involves mainly the following aspects:

e Velocity distribution to show the deviation from ideal flow: It can be calculated
by using CFD as described in Appendix 1;

e Concentration distribution for the calculation of tray efficiency: As stated in
Appendix 2, the conventional way of using turbulent Schmidt number Sc; model
for predicting the concentration distribution is not dependable for the reason that
the correct Sc; is not only hard to guess but also it is varying throughout the
process. Hence the recently developed ¢ — ¢, two-equation model and the
Reynolds mass flux model are recommended to use as described in the subse-
quent sections.

2.1.1 (2 — ¢, Two-Equation Model

Interacted liquid phase form (see Appendix 2.6) of two-equation model is employed
in this section for process simulation.

2.1.1.1 Model Equations

(I) The CFD equation set (k- model, see Appendix 1)

The detailed development of the CFD equations is given in Appendix 1. The
equations with a name prifix “A” refer to those in Appendix 1.
Overall mass conversation

O(pr B ULi)

™ =Sm (A1 -3)
Momentum conversation
0 P ﬁ UriUyy oP 0 oUy; —\
M =B+ o B (52 ) - Brovuiu;| + BLpLSii
8x,~ an 8xi 8)(,'

(Al — 4)

_ ouy;  OUy; 2
—PL”/Li”/Lj = :uLt( O + a;) - gPLéijkL (A1-38)
j i
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kL equation
8pLﬁLULikL N 0 8kL 8UL, 8UL, 6U
o, = o, Bl + o — P ox, + ox. ) ox: — pLBreL
(Al —11a)
&L equation
Op P ULier. 0 e\ OeL
Ox; n Ox; ﬂL Mt o) Ox;
, (Al —13a)
C ﬂ 871‘ 8ULJ‘ 8UL,- 8ULj _c ﬁ i
eIPL kL #Lt 8xl- 8xj Gx,- 2 LpL kL

In foregoing equations, the subscript L denotes the liquid phase.

(I) Heat transfer equation set ( T2 — er model, see Chap. 2):

The detailed development of the heat transfer equations is given in Appendix 2.
The equations with a name prifix “A” refer to those in Appendix 2
Energy conservation equation

opfp.T opB.T 4 O*T 8(—pu£iT’)
Ui =— S A2 -3
o Uy T ey ATy kST )
or written as:
op, T 0 A PT o(—u, T
th Ui g)l; pCp praR Ox;0x; +h ( (’“)):- ) +huSr
) o(— ) (A2 — 3a)
o°T —uy ;T
= b Ox;0x; +h ox; + LSt
oT
_MLZT = 0Lt o, (A2 —4)
g equation
apLﬁLﬁ apLﬂLUiﬁ 0 IT? (o, oT oT
= ——BLpL—-— -2
ot + Ox; Ox; LAL ox; \or to ﬁLpLaLta 8
— 2B pLer

(A2 —7a)
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ep equation

8pLﬁL8T/ 8pLﬁLULi£T/ 8 oy 8? et 8T
= — _ C /T/
a T on ow PP\, ) | T Cbi T gy
&2
ELET
— CrzﬂLPL— CrafroL—— T
(A2 — 10)
o equation
k T/2
o, = Crok (—L —) (A2 —6)
&L e

Model constant are: Cyg = 0.11, C7; = 1.8, Cr3 =2.2, Cr» = 0.8, o = 1.0,
oep = 1.0.

If the latent heat of vaporization of the component species in distillation process
is approximately equal, the conservation equation of energy (heat) can be omitted
and the mathematical model comprises with only CFD and mass transfer equation
sets. Otherwise, the heat transfer equation set should be involved.

(IIT) Mass transfer equation set ( 2 — ¢ model, see Chap. 3):

Species mass conservation

aﬁLUL' (9C —
8xl-j ~ o, ﬁL( —uc ) + BLSn w3
P oc '
up ¢’ = _DLtE
j

2 ;
¢ equation

aﬁLULi¥ _
3xi -

0 D (‘3_2 ocC
o BL(D Lt) 8}(}] —2/3LDL1<8 ) 2P0 (1.10)

&L equation

Oery O Dy Oere oC &,
ULipr. 8; = a_xﬁL [(D‘f' G_Lt> 5'; ] - clﬁLDt — (3}0) _Cc2ﬂLL:
i i & i L i

ELELe
c3ﬁL
ki,
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Dy, equation

ELEL

e\’
Dy = CcOkL< LU ) (1.6)

Model constants are as follows: C.o = 0.14, C.; = 1.8, C, = 2.2, C;3 = 0.8,
o2 =10,0,, =1.0

In the foregoing equations, the fraction of liquid f in the liquid—vapor mixture
for tray column can be calculated by the following correlation [1]:

0.91
ﬁL—expl—12.55<UG b6 > ] (2.1)

PL — PG

Usually the net amount of interfacial mass transfer exchange between liquid to
vapor and vapor to liquid phases on a tray is small, p; and pg can be considered
practically unchanged, so that f3; is substantially constant. It should be noted that in
the case of packed column, the f§; is varying because the porosity of the packing is
nonuniformly distributed especially in the near wall region as described in
Sect. 2.2.

2.1.1.2 Evaluation of Source Terms

The present simulated object is an industrial scale sieve tray column of FRI which is
4 ft. in diameter with six sieve trays for (1) separation of n-heptane and methyl-
cyclohexane [2] and (2) stripping of toluene from dilute water solution [3]. They
reported the outlet composition and the tray efficiency of each tray under different
operating conditions. The details of this column are given in Fig. 2.1 and Table 2.1
[2]. The operating pressure is 165 kPa.

In the numerical computation, the model equations should be first discrete into a
large number of small finite elements and solved by algebraic method. Thus, the
empirical correlations can be applied to the discrete elements under their local
conditions, such as velocity, concentration, and temperature obtained in the course
of numerical computation. Note that the local conditions should be within the
applicable range of the correlation.

Since the latent heat of vaporization and condensation as well as the density of n-
heptane and methylcyclohexane are practically equal, the amount of n-heptane
transferred from liquid phase to the vapor phase is almost equal to the amount of
methylcyclohexane transferred from vapor phase to the liquid phase, thus no
material is accumulated or depleted on the tray and the liquid density is kept
substantially constant. For this separating system, it can be letting the source term
Sm = 0.
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Fig. 2.1 Structure of simulated sieve tray [4]

Table 2.1 Dimension of simulated sieve tray

Item Value Item Value

Column diameter (m) 1.2 Clearance under downcomer 38
(mm)

Tray spacing (mm) 610 Downcomer area (m?) 0.14

Hole diameter and spacing 12.7 X 38.1 Effective bubbling area (m?) 0.859

(mm X mm)

Outlet weir (height X length) 51 X 940 Hole area (m?) 0.118

(mm X mm)

Sun [5-7] and Li [8] simulated this column using interacted liquid phase
modeling form with the assumption that the liquid density on a simulated single tray
is constant, but for the multi-tray simulation, the density should be changed tray by
tray.

The source term Sp; in the momentum conservation equation can be calculated
by one of the following modes:

(A) Based on superficial vapor velocity: For the x, y direction [9]

pcUc .
S i = Uj i L=X,Y, 2.2
u= g U y (2.2)
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where Ay is given by [10]:

hy, = 0.0419 4 0.189A,, — 0.0135F +2.45L/W

For the z direction [11]

3
s 0=h)

2 g(pL, — pc)|Uc — UL|(Ug — ULy)
G

(B) Based on sieve hole vapor velocity

As the vapor velocity leaving the sieve holes is much higher than the superficial
and sometimes even forming jet flow; such influential effect can not be ignored,
especially under the condition of high F-factor. Referring to Fig. 2.2, the
three-dimensional vapor velocities leaving the sieve hole can be expressed as fol-

lows [12]:
4 \2
—4.0U, =2
Ug; U, exp[(o 1Z> ]

Ugx = Ug, cos 0
= Ug,sin 0

f Mol 17—11/4
T\l PG z (14 52/4)?
n=o,

Z

where M is the momentum of the gas phase flowing out the sieve hole.

L
N\
#

X
Gas phase (fow direction)
Liquid
/ phase
X ="
(flow direction) |
forward view downward view

Fig. 2.2 Coordinate of a sieve [4]
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The source term Sy ; in the momentum equation involves the drag force by the
jetting vapor Fg.,, and the resistance F;, created by the liquid—vapor cross flow. The
Farqg is given by [13]

Farg = Crpg(Usi — ULi)|Us — UL|/hy  i=x,y,2
The F;, in the x direction is calculated by [12]
F,=— ppLUi/hfy

where C, = 0.4; hy = Z—t
The source term Sp; is given as follows:

Sy = Fdrag +Fp
Sj = Fdrag,jK (] = y,Z)

(C) Comparison between two modes

Sun computed the velocity distribution of experimental simulator (Sect. 1.4.4 for
details) by using foregoing two modes to show their difference. The result is shown
in Fig. 2.3.

As seen from Fig. 2.3, the velocity in mode A is more uniformly distributed than
that in mode B except in the region near the column wall. Moreover, the average
velocity in the main flow region of mode B is slightly higher than that in mode A
but lower locally near the wall. Computation further reveals that, for a large
diameter sieve tray with large number of uniformly distributed sieve holes, the
simulated results show no substantial difference by using either mode. In subse-
quent calculation, mode B is used.

Fig. 2.3 Liquid velocity profiles obtained by using different modes, operation condition:
z =38 mm, Fg=1.464 m/s (kg/m3)0'5, L =694 x 103 m%s, a based on superficial vapor
velocity mode, b based on sieve hole vapor velocity [4]
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The source term S, in the species mass conservation equation represents the
component species transferred from one phase to the other, which can be calculated
by the conventional mass transfer equation

S, = KoLa(C{ — CL), (2.3)

where Kop. (m?s™!) is the overall mass transfer coefficient; @ (m®> m>) is the
effective interfacial vapor liquid contacting area; C| (kg m ) is the average liquid
mass concentration in equilibrium with the vapor flowing through the tray; Ko can
be given by
1
KOL = T T T (24>

kL mkG

where ki and kg are, respectively, the film coefficients of mass transfer on liquid
side and gas (vapor) side, respectively, m is the coefficient of distribution between
two phases, which is conventionally called Henry’s constant. The value of m is
dependent on the concentration of the species concerned. If the concentration
change on a tray is not large, the value of m might be taken at the average con-
centration. However, for the simulation of a multi-tray column, where the change of
concentration in the column is appreciable, the value of m should be redetermined
for each tray. The &, kg, and a can be calculated by the empirical equation given by
Zuiderweg [14] as follows:

kg :%_% (1.0< pg <80kg/m?) (2.5)

1

The effective vapor—liquid interfacial area a is calculated by a = Z—;, where Ay is
the height of liquid level, &' is given by [14]:

, 43 (FjhFP\*”
4 = 703 o ’

where Fyy, is the F factor based on the vapor velocity passing through the bubbling
05
area; hy = 0.640p°%b -0 (FP)*® (25 mm < h,, < 100 mm), FP = U- (g_) ,

b is the weir length per unit bubbling area.
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x=0

Fig. 2.4 Diagram of boundary conditions [15]

2.1.1.3 Boundary Conditions

Inlet (inlet weir, x = 0): the liquid velocity and concentration are considered as
uniformly distributed, so that Uy, = Up;n, C = Ci, (Fig. 2.4).

For the k—& equations, the conventional boundary conditions are adopted [16]:
kin = 0.003U2;, and &, = 0.09%,>/(0.03 x ¥).

The inlet conditions of ¢ — &v equations, as presented by Sun [5], are:

i = 10082 (C* = i)

ELin \—»
eLein = 0.9 (k— %in
L,in

Outlet (outlet weir overflow): we let {’—f =0.

Solid border (tray floor, inlet weir wall outlet weir wall and column wall): the
boundary conditions for the mass flux are equal to zero. The wall surface is con-
sidered to be no-slip of liquid flow.

Interface of the vapor and liquid: we set aag*‘ =0, Oal;" =0, and U, = 0.

2.1.1.4 Simulated Results and Verification (I)—Separation of rn-
Heptane and Methylcyclohexane

The model equations were solved numerically by using the commercial software
FLUENT 6.2 with finite volume method. The SIMPLEC algorithm was used to
solve the pressure—velocity coupling problem in the momentum equations. The
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Fig. 2.5 Cg concentration distribution on trays [4] a at 20 mm above the floor of tray number 8,
b 70 mm above the floor of tray number 8, ¢ at 20 mm above the floor of tray number 6, d 70 mm
above the floor of tray number 6

second-order upwind spatial discretization scheme was employed for all differential
equations.

Samples of the computed results, Fig. 2.5a, b show, respectively, the computed
concentration distribution on tray 8 and tray 6. Unfortunately, no experimental data
on the concentration field of the tray is available in the literature for the comparison.
However, we may compare indirectly by means of the outlet concentration of each
tray.

From the concentration distribution on a tray as shown in Fig. 2.5a, b, the outlet
composition of each tray can be obtained as shown in Fig. 2.6a and compared with
the experimental data.

As seen from Fig. 2.6a, the computed outlet concentration of each tray is in good
agreement with the experimental measurement except for the tray 4. As we
understand, for the total reflux operation, the outlet concentration should form a
smooth curve on the plot. The deviation on tray 4 is obvious and likely to be due to
experimental error or some other unknown reasons. The average deviation of the
outlet composition is 3.77 %.
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Fig. 2.6 Simulation results and experimental data a outlet concentration, b Murphree tray
efficiency (reprinted from Ref. [5], Copyright 2005, with permission from American Chemical
Society)

Another way of comparison is by means of individual tray efficiency. The
common expression of tray efficiency is the gas phase Murphree efficiency which is
defined by

Epy = =41 (2.7)

where y; is the species concentration (mole fraction) of gas phase in equilibrium
with the liquid phase concentration x,, (mole fraction); y,, and y,, are, respectively,
the gas concentration in mole fraction leaving and entering the tray. The compar-
ison between simulated results and experimental data is showed in Fig. 2.6b, in
which disagreement in tray number 3 and 4 reveals the experimental error in the
outlet concentration from tray 4 because the tray efficiency can not be as high as
150 % for tray 3 and as low as 20 % for tray 4.

The overall tray efficiency of all trays in the column is commonly used for
distillation column evaluation in order to reduce the error of individual tray effi-
ciency. Figure 2.7 shows the simulated overall tray efficiency versus experiment
measurement under different vapor rate expressed as F factor (F = UG\/FG'). The
simulation is seen to be confirmed.

A feature of computational mass transfer is able to predict the liquid turbulent
mass diffusivity D, which is commonly regarded as representing the extent of
backmixing (nonideal flow) and thus it is an influential factor to the tray efficiency.
Figure 2.8 display the distribution of Dy, on tray number 8 at the depth z of 50 and
100 mm, respectively, apart from tray floor. As seen from the figure, the Dy is
nonuniformly distributed, which reflexes the effectiveness or efficiency of mass
transfer is varying with position on a tray.

The volume average of Dy, calculated is compared with experimental data
reported by Cai and Chen [17] for the same tray column under different vapor rate
(F factor) as shown in Fig. 2.9. Although the experimental measurement is
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Fig. 2.7 Simulated overall tray efficiency and experimental data (reprinted from Ref. [5],
Copyright 2005, with permission from American Chemical Society)
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Fig. 2.8 Distribution of liquid turbulent mass diffusivity on tray number 8, a Tray No. 8, 50 mm
above tray floor, p = 165 kPa, L = 30.66 m>h, b Tray No. 8, 100 mm above tray floor
p = 165 kPa, L = 30.66 m>/h [4]

2—X

performed by using inert tracer technique and the comparison is only approximate,
yet it demonstrates that the prediction of Dy is feasible by using the method of
computational mass transfer without doing tedious experimental work.

2.1.1.5 Simulated Results and Verification (II)—Stripping of Toluene
from Dilute Water Solution

Kunesh [3] reported the experimental data for the column as shown in Fig. 2.1 for
the stripping of toluene from dilute water solution. They gave the outlet compo-
sition and the tray efficiency of each tray under different operating conditions.
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Sun [7] simulated the outlet concentration of each tray, expressed in
area-weighted average, versus tray number for a typical run 16552 is shown in
Fig. 2.10 and compare with the experimental data. According to the
Fenske-Underwood equation under constant relative volatility and low concentra-
tion, a plot of logarithmic concentration versus tray number should yields a straight
line. In Fig. 2.10, both simulated and experimental points are shown closely to a
line with agreement each other. The conventional method of assuming constant
turbulent Schmidt number, Sc,, for instance equal to 0.7, is also shown in Fig. 2.10,
and the deviation of arbitrary assuming a constant Sc, can be clearly seen.

The simulated concentration distribution on a sieve tray is given in Fig. 2.11, in
which the stripping action on the tray is seen to be unevenly progressed.

Based on the simulated concentration distribution as shown in Fig, 2.11, the
local tray efficiencies can be obtained. The simulated tray efficiency by area average

Fig. 2.10 Simulated outlet g 1E-4 4 ' .
concentration and g W Experimental data
experimental measurement, £ 1E53 | O Turbulent Sc=0.7 . o
Run 16552 Q; = 76.3 m>/h, % 1E6 A Two-equation model A
Fs = 1.8 (m/s)(kg/m*)°° E n o
(reprinted from Ref. [7], £ 1E7 4 n
Copyright 2011, with ‘é @)
permission from Elsevier) g2 B85 [ANNNe)
Q
g 1E-9 4 u a o
o
g 4 0
—‘5‘ 1E-10 4
5 (@]
g 1E-11 4
Q
=
2 1E-12 T T T )
0 2 4 6 8

Tray number
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Fig. 2.11 Simulated
concentration distribution,
tray 6, Run 16552

01 =763 m’h, Fs =18
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tray floor (reprinted from Ref.
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for run 16552 is 33.4 % in comparison with the experimental value of 36 %. More
simulated tray efficiencies at different mV/L are compared with the experimental
measurements as shown in Fig. 2.12, in which reasonable agreement is seen
between them.

As another example of illustration, the simulated distribution of Dy, across the
tray for run 16552 is shown in Fig. 2.13. The diverse distribution of Dy, is chiefly
due to the complicated non-uniform flow and concentration distributions on the
tray. In practice, the mass transfer diffusivity is expressed macroscopically by the
volume average. For instance, the predicted volume average values of Dy, for three
runs under different operations are 0.035, 0.030 and 0.021 m?/s, respectively, which
are within the reasonable range reported by Cai and Chen [17].
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Fig. 2.13 Distribution of
turbulent mass transfer
diffusivity, tray 6, Run 16552
0, =763 m’h, Fs = 1.8
(m/s) (kg/m*)*3 20 mm above
tray floor (reprinted from Ref.
[7], Copyright 2011, with
permission from Elsevier)

Inlet

2.1.1.6 Prediction of Tray Efficiency for Different Tray Structures

By means of the simulated concentration distribution on a tray, the influence of tray
structure on the tray efficiency can be calculated. Sun [7] simulated foregoing sieve
tray distillation column as shown in Sect. 2.1.1.3 for separating cyclohexane (Cg)
and n-heptane (n-C;) mixture with different tray structures, including sieve hole
arrangement, heights of inlet weir, and outlet weir. As an example of illustration,
the tray efficiency with different height of outlet weirs is predicted and compared
each other. The simulated concentration distributions on the same sieve tray with
different outlet weir height h,, are shown in Fig. 2.14.

The inlet concentration of Cg to both trays was 0.482 in mole fraction; the
simulated outlet concentrations for outlet weir height A, equal to 20 and 100 mm
were found to be 0.393 and 0.383, respectively. Higher outlet concentration of Cg
on the hy, = 100 tray may be due to deeper liquid layer resulting more interacting
area and time between vapor and liquid and therefore enhance the mass transfer.

®),

Fig. 2.14 Simulated concentration profile of a sieve trays number 1 at different outlet weir height
hyxin = 0.482 O = 30.66 m®h™!, G = 5.75 Kg s ' P =165 kPa total reflux 20 mm above tray
floor a hy, = 20 mm, b h,, = 100 mm (reprinted from Ref. [7], Copyright 2011, with permission
from Elsevier)
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Fig. 2.15 Simulated turbulent mass transfer diffusivity profile of sieve trays number 1
xin = 0482, Q=30.66 m’h”', P=165kPa, total reflux, 20 mm above tray floor
a hy = 20 mm, b h,, = 100 mm (reprinted from Ref. [7], Copyright 2011, with permission from
Elsevier)

The corresponding Murphree tray efficiencies obtained were 86.7 and 89.5 % for
hy, equal to 20 and 100 mm, respectively. The simulated Dy, for both cases are
shown in Fig. 2.15, in which different profiles are clearly seen. However, such
simulated results do not mean that higher outlet weir is a good choice, as the higher
tray efficiency achieved is on the expense of higher pressure drop which means to
require more energy of operation. However, it demonstrates that the application of
computational mass transfer to evaluate the mass transfer efficiency of different tray
structures is feasible, which is helpful in designing new column and assessing
existing column.

2.1.2 Reynolds Mass Flux Model

The interacted liquid phase modeling form is employed for present simulation. The
simplified assumptions of constant liquid fraction f; and density p; on a tray are
applied.

2.1.2.1 Standard Reynolds Mass Flux Model

Model equations
(I) The CFD equation set (k— model)
Overall mass conversation

(pLPLUL)

= Sm Al —
ox S (Al -3)
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Momentum conversation

O(pLPLULUL, U :
(Lg—Xij) = —ﬁ]_ ax |:ﬁL L( xLJ> — ﬁLpLuLiuij] + 81 (Al — 4)

where uj u;; is given by:
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—pLBL (MLzuLk o < 4 u LJ Lk ) L)

— 2
— CipLBL i (“/Li”/Lj - gklﬁij)

Uy ; UL 2 > 0Uu\ 2
— CypLhr, (”LtuLk ox L+ uLj kA Oy 5UML1”L, o ) - gPLﬁLSLéiJ’
(A1 —23)
where the constants are: C; = 0.09, C; = 2.3, C} = 0.4 [11].
(IT) The mass transfer equation set (Reynolds mass flux model)
Species mass conservation
op u,;,C 0 oC —
#:aﬁL(DLa—uijc’)—l—&q (1.3)
Fluctuating mass flux W
OfLup ¢’ n O LUjug ¢ 0 ﬂ 8uLl
or oy, o |\Carhy pL ox;
oc e—— —— 0Uy;
— ( ; /8_) — CczﬁLEuiiC’ + CC3ﬁLu£jC, axj
(1.26a)
where the constants are: C.; = 0.09, C, = 3.2, C;3 = 0.55.
Auxiliary equations
ki, equation
OppLULik. _ O 8 n @ Ok,
Ox; Ox; L\ Ox;
(Al —11a)

OUL; (9U oU
#LlﬂL( axj + axI;j> 8)61;1 _pLﬂLFL
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&L equation

pLALUL L:a_xi |:ﬂL(:uL+@> _L]

Ox; o1.) Ox;
, (Al —13a)
_c ﬁ E BULj 8UL[ aULj_C ﬁ i
ol Lk'uLt 8xi axj 6x,» 2 LpL kL

The boundary conditions are the same as given in Sect. 2.1.1.3.
Verification of simulated result and comparison

The simulated column tray is shown in Sect. 2.1.1.1 for separating n-heptane
and methylcyclohexane. Li et al. [8] and Li [15] simulated the concentration pro-
files for all trays at different levels from the tray floor, among which the tray number
8 and 6 are shown in Fig. 2.16a, b, respectively.
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Fig. 2.16 Concentration contour of x—y plan on trays by Standard Reynolds mass flux model
a 20 mm above tray floor of tray number 8, b 70 mm above tray floor of tray number 8 ¢ 20 mm
above tray floor of tray number 6, d 70 mm above tray floor of tray number 6 [15]
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2.1.2.2 Hybrid Reynolds Mass Flux Model

The model equations are the same as the Standard Reynolds mass flux model except
that the uju; term is simplified by using Eq. (A1-8) as follows:

— Uy,  0Uy 2
—pup ;= fii (8—; + 5;) - gPLéijkL (A1-38)
i i

The hybrid Reynolds mass flux model and algebraic Reynolds mass flux model,
which only need to solve simpler Eq. (A1-8) instead of complicated Eq. (A1-23),
may be a proper choice for multiple tray computation if their simulated results are
very close to the standard Reynolds mass flux model. For comparison, the simu-
lated column trays in Sect. 2.1.1.1 for separating n-heptane and methylcyclohexane
are used. Li [4] simulated concentration profiles of all trays at different levels above
the tray floor, among which the tray number 8 and tray number 6 are shown in
Fig. 2.17a, b.
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Fig. 2.17 Concentration contour of x—y plan on trays by Hybrid Reynolds mass flux model,
a 20 mm above tray floor of tray number 8, b 70 mm above tray floor of tray number 8, ¢ 20 mm
above tray floor of tray number 6, d 70 mm above tray floor of tray number 6 [15]
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It is found that by comparing Fig. 2.16a versus Fig. 2.17a and Fig. 2.6b versus
Fig. 2.17b, the simulated results between standard and hybrid Reynolds mass flux
models is practically the same except at the very small region near the end of the
inlet weir and the neighboring segmental wall. Such difference is coming from the
fact that the standard mass flux model is anisotropic enabling to give more precised
three-dimensional flow and mass transfer simulation, while the hybrid Reynolds
mass flux model is isotropic and cannot show the detailed three dimensional
behaviors in that region. However, if overlooking the difference in this small region,
it indicates that the hybrid Reynolds mass flux model can be used for overall
simulation instead of using the complicated standard Reynolds mass flux model for
the simulation of all trays in a multi-tray column with less computer work.

The simulated result by using hybrid Reynolds mass flux model can also
compared with that obtained by using two-equation model as shown in Fig. 2.17, in
which the agreement between them is seen except in the region near inlet weir and
column wall, where the hybrid Reynolds mass flux model gives more detailed
concentration distribution than the two-equation model.

The verification of hybrid Reynolds mass flux model can also be made by
comparing with the experimental outlet concentration of each tray as shown in
Figs. 2.18 and 2.19, in which the result by using two-equation model is also pre-
sented. It can be seen that the hybrid Reynolds mass flux model gives closer outlet
concentration to the experimental measurement than the two-equation model,
although both of them are considered to be verified by experiment. The verifications
of simulated Murphree tray efficiencies by using hybrid Reynolds mass flux models
and two-equation model can also be checked by comparing with experimental data
as shown in Figs. 2.19a. The comparison of outlet C¢ from each tray between
Standard and hybrid Reynolds mass flux model is given in Fig. 2.19b, in which the
agreement between them is seen.

60

9060
FO60—"
0.928667

—ETGYTEO

9760

€60

160

a5k #L60-

Fig. 2.18 Comparison between hybrid Reynolds mass flux model and two-equation model by
simulated concentration contours of 20 mm above tray floor on tray number 8 a Hybrid Reynolds
mass flux model (reprinted from Ref. [8], Copyright 2011, with permission from Elsevier),

bc?— ¢y Two-equation model (reprinted from Ref. [5], Copyright 2005, with permission from
American Chemical Society)
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Fig. 2.19 Comparisons of (a)
simulated results by different 1.6
models with experimental —=— Experimental data
data [15] a tray efficiency, 141 ﬁkHybdmlj Reynolds mass flux
. modae
b outlet C.6 concentration. 1ol —0—Two-equation model
b Comparisons of the outlet o
Cg concentration between ,§ 10
. Q . o
standard and hybrid Reynolds =
mass flux model simulations o 08k g 8
. < .
and experimental data [15] =
06
04
0.2
1 1 1 1 1 1 1 1 ]

0 1 2 3 4 5 6 7 8 9
Tray number

(b)
0.9 —O— Experimental data
—@— Standard RMF model
—4A— Hybrid RMF model

0.8+

0.4+

Outlet C; concentration from each tray
o
(2]
T

0.3 | | | | | | | |
0 1 2 3 4 5 6 7 8 9

Tray number

Generally speaking, the overall simulated result of a distillation tray column by
using two-equation model and different Reynolds mass flux model is very close
each other and checked with experimental measurements, but if detailed mass
transfer and flow information’s on the trays are needed, the standard Reynolds mass
flux model is the better choice.

Reynolds mass flux

In this section for convenience, the fluctuating mass flux @, which is the

negative Reynolds mass flux —uj,c’, is used for illustration instead of using
Reynolds mass flux.

In the course of solving the model equation, the fluctuating mass flux u/.c’, u;c’ s

W can be obtained simultaneously [15]. The radial distributions of them at dif-
ferent axial position of tray 8 are given in Fig. 2.20a. The sum of fluctuating mass

flux in all directions, uj ;¢ = ul.c’ + u;,c’ +ulc’, is shown in Fig. 2.20b.
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Fig. 2.20 Simulation results of fluctuating mass flux on tray number 8 by Standard Rayleigh mass
flux model [15] a the tray for simulation, b x direction (main flow), ¢ r direction (perpendicular to

main flow), d z direction (depth), e profiles of uj,c’ = u'.c' + u,c’ +uc" at different axial distance
of tray

As seen in Fig. 2.20b, the fluctuating mass flux u/¢’ is greater near the inlet weir
region (x = 0.2) than that around the outlet weir region (x = 0.6) because c¢ as well
as is ¢’ is decreased with x (main flow) direction in distillation process. In the
r direction, which is perpendicular to the main flow, all the W W and @
contours are almost unchanged up to about 0.3r, then slightly increasing until about
r = 0.45r reaching the maximum. This tendency is seen both in Figs. 2.20b—d.



76 2 Application of Computational Mass ...

Such maximum point indicates the appearance of greatest mass flux transport as
well as turbulent diffusion and vortical mixing there due to the impact with the
reversed flow (large scale vortex) created in the segmental region of the column.
Such simulated result is consistent with many experimental works that the reversed
flow was observed around this region. In Figs. 2.19b and 2.20 the W and W
contours along r (radial) direction showing almost zero gradient from r = 0 to about
0.3 indicates that the turbulent (fluctuating) mass flux flow remains constant, i.e.,
the turbulent effect is kept steady in this region (see Sect. 1.6.1.3). However, the
foregoing mentioned variation of concentration is very small and cannot be found
clearly in the profile of concentration contour.

2.1.2.3 Algebraic Reynolds Mass Flux Model

The hybrid Reynolds mass flux model can be further reducing the complexity of
model equations by setting the convection term on the left side of Eq. (1.26) equal
to the turbulent and molecular diffusions term on the right side under steady con-
dition to obtain Eq. (1.27) as shown below.

k —0C —0U; Ci3k—0U;
T _ ki 7 >l =L 1.27
i Cayfre (u’u" 0x; tue 8xj> + Cpoe i 0x; ( )

The algebraic Reynolds mass flux model is using Eq. (1.277) to replace
Eq. (1.26); all other model equations are the same as the hybrid Reynolds mass flux
model.

To testify this model, Li [4] simulated the sieve tray column as mentioned in
Sect. 2.1.1.1. The concentration profile on tray No. 8 are simulated and compared
with the simulated results by using different Reynolds mass flux models as shown
in Fig. 2.21, from which it is seen that the standard give more detailed information
than the other two simplified models although generally speaking their simulated
profiles are similar.

The comparison can also be made by the outlet concentration and Murphree
efficiency of each tray as shown in Figs. 2.22 and 2.23. The simulated outlet
concentrations by using algebraic Reynolds mass flux model are slightly higher
than that by the hybrid model; while in Fig. 2.23 the simulated Murphree tray
efficiencies by using algebraic Reynolds mass flux mode are slightly lower;
although both of them are seen to be sufficiently confirmed by experimental data
except tray 4, where experimental error is obvious.


http://dx.doi.org/10.1007/978-981-10-2498-6_1
http://dx.doi.org/10.1007/978-981-10-2498-6_1
http://dx.doi.org/10.1007/978-981-10-2498-6_1
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Fig. 2.21 Simulated results of the Cg concentration profiles of the x—y plane on tray number 8
simulated by different Reynolds flux models for F'=2.44 m s (kg m>)°3 [15] a Standard
Reynolds mass flux model at 70 mm above the tray floor, b Standard Reynolds mass flux model at
20 mm above the tray floor, ¢ Hybrid Reynolds mass flux model at 70 mm above the tray floor,
d Hybrid Reynolds mass flux model at 20 mm above the tray floor, e Algebraic Reynolds mass
flux model at 70 mm above the tray floor, f Algebraic Reynolds mass flux model at 20 mm above
the tray floor
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2.1.3 Prediction of Multicomponent Point Efficiency

2.1.3.1 Difference Between Binary and Multicomponent Point
Efficiency

The separation efficiency in multicomponent distillation is quite different with that
in binary (two components) distillation in the following aspects:

(1) In binary system, the diffusion flux between liquid and vapor phases is pro-
portional to the negative concentration gradient; while it is not true in mul-
ticomponent system.

(2) In binary system, the diffusion coefficient for component i and j is equal; while
in multicomponent it is not equal.
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(3) In binary system, the range of point efficiency is from O to 1; while it is
ranging from —00 to +00 for multicomponent system.

The complication appeared in multicomponent system is chiefly due to the
complex nature of molecular interaction to form nonideal solution and may appear
bizarre behaviors (see Sect. 2.1.3.6).

The point efficiency is an essential information in distillation design and oper-
ation. The tray efficiency can be calculated by the CMT models presented in this
chapter, it shows that the tray efficiency is in connection with the tray structure,
flow pattern and operating conditions and thus it is only referred to a specific
distillation column under specific condition. On the other hand, the point efficiency
which depends on only the local condition of vapor—liquid contact and the physical
properties of the system is the better way to evaluate the feasibility of using dis-
tillation tray column for the separation.

The research on point efficiency has been undertaken over many decades and
developed different expressions under the name of the author, like Murphree [18],
Hanson [19], Standart [20] and Holland [21]. Among them, the Murohree point
efficiency Eyry is commonly used, which is defined for tray column as the ratio of
the concentration decrease of vapor between entering and leaving the tray and that
if the leaving vapor is in thermodynamic equilibrium with the liquid on the tray.
Mathematically it can be expressed as follows:

EMV _ y;n — Vin+1 , (28)
yi{]n 7yi,n+l

where subscript n denotes the tray number; y,;; and y, are, respectively, the
concentration (component i) of vapor entering and leaving the tray; y;, is the vapor
concentration in equilibrium with the liquid at this local point. Note that the sub-
script i and j in this section refer to the component i and j, respectively, but not the
coordinate direction of flow. The nomenclature can be seen clearly from Fig. 2.24.
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Fig. 2.24 Micro-element (cell) taken on sieve tray
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Fig. 2.25 Formation of
vapor bubbles from sieve
holes in different zones

Splash zone

Free bubbling
Zone

Jetting zone

Murphree point efficiency can be also expressed in terms of liquid concentration
as follows:

_ Xin—1 — Xin

En = (2.9)

Xin—1 = X;

The vapor phase Murphree point efficient Eyy is frequently used especially in
distillation, while the liquid phase point efficient Eyy; is suitable for the liquid phase
control processes, such as absorption and desorption processes.

Precisely, the mass transfer undertaken in the vertical direction above the tray
deck is complicated as shown typically in Fig. 2.25, involving jetting, dispersed
bubbles, splashing as well as the generation of liquid drops as entrainment in the
tray spacing. Usually it is divided into three zones, i.e.,

e froth zone (jetting),
e bubble dispersing zone (free bubbling),
e bubble breaking zone (liquid drops splashing as entrainment in tray space).

Since the bubble breaking (splash) zone has very small contribution to the mass
transfer, the first two zones, in which the liquid as continuous phase and the vapor
as dispersed phase, are dominant and have been established as two-zone model in
the literature.

2.1.3.2 The Oldershaw Sieve Tray

The sieve tray developed by Oldershaw [22, 23] is recognized as the common
distillation tray to be used for representing the point efficiency. The construction
parameters are given in Table 2.2 and the column is shown in Fig. 2.26. The
simulation of which is the convenient way to find the point efficiency of the
corresponding separating system.

Wang [24] simulated the Oldershaw sieve tray [24] with consideration of using
two zones model for the liquid on the tray. The distillation is three components
nonideal solution (ethanol, isopropanol, water) for the purpose of investigating the
bizarre phenomenon of multicomponent distillation.
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Table 2.2 Main construction

Parameter Value
ngén; tae;s of Oldershaw Tray diameter (mm) 38
Diameter of tray spacing (mm) 64
Sieve hole diameter (mm) 1.25
Thickness of tray floor (mm) 1.2
Perforation (%) 6.38
Height of outlet weir (mm) 15-38
I
oy
!
1 <1
" ~Zone2 g—_—:‘__“_J "
(_l—‘\ -Zone | ——— <

l Sieve tray
d

I

Fig. 2.26 Construction and operation of Oldershaw sieve tray (reprinted from Ref. [23],
Copyright 1987, with permission from American Chemical Society)

For the nonideal multicomponent vapor-liquid system, the Maxwell-Stefan
equation is usually employed to evaluate the mass transfer behaviors. The funda-
mentals of Maxwell-Stefan equation is briefly introduced in Sect. 1.4.2.

2.1.3.3 Experimental Work on Multicomponent Tray Efficiency

Wang [24] performed the following experimental works to verify the simulation.
Experiment was conducted in Oldershaw sieve tray as shown in Fig. 2.27. Two
multicomponent systems are used for testing the point efficiency, i.e.,
three-component system (ethanol, isopropanol, water) and four-component system
(ethanol, isopropanol, tert-butyl alcohol, water). The initial composition of three
component system in sequence is as follows:

(xp) = (0.447 7,0220 9,0.331 4)"

The composition of entering vapor is

(o) = (0444 7,0221 40333 9)"


http://dx.doi.org/10.1007/978-981-10-2498-6_1
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3

Fig. 2.27 Experimental
setup (I column, 2 Oldershaw
tray, 3 downcomer, 4
Reboiler, 5 heating pot, 6 flow
meter, 7 reflux tube, § cooling
water meter, 9 condenser,

P pressure measuring point,
T temperature measuring
point, S sampling point)

The operating conditions are: temperature 7 = 351.4 K, Qy = 1.652 X 107*
m’ s, AL =11.28 mm. The experimental setup is shown schematically in
Fig. 2.27.

2.1.3.4 Simulation Model for Point Efficiency

For calculating Murphree tray efficiency, we need to know the composition of
vapor leaving the tray y,,, which can be obtained as follows. Since the range of
composition change on a tray is small, we may assume the vapor—liquid equilibrium
relationship to be linear, i.e.,

(") = [K[I](x), (2.10)

where [K®] is (n — 1) rank diagonal matrix, representing the equilibrium constant
of the binary pairs. Also at the interface,

(vo) = [K*][I'(x0), (2.11)

where y is the vapor concentration at interface. Then we have
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" = o) = [K¥][I'](x — x0)

The mass flux transferred can be calculated by (see Sect. 3.7.2 of Chap. 3)

NE = —c[BH][RM] MY (o — xo0) (1.47)

l

NY = —c[BY][RY] ' [IY] (o — x0) (1.48)
In the calculation, the liquid bulk concentration xy is known. Equation set (1.47)
and (1.48) can be solved by stepwise iteration as given below to obtain the mass
flux being transferred between liquid and vapor phases N; (N; = NF = NY).
For the vapor passing through the liquid on the tray, the vapor concentration is
changing from yj, to you, and should be calculated by differential method. Take a
differential element Ak on the sieve tray as shown in Fig. 2.28, we have

dGi = NlocAdh
and
dG; = ¢ us0 Ady,

where G; is the vapor flow rate; A is the area of the bubbling zone on the tray; o is
the surface area of the bubbles. Combine foregoing equations to yield

N;
dy; = < o )dh
) ol

Integrating consecutively above equation from & = 0 at the tray deck to i = hy
for the bubble formation zone and from £, to h, for the dispersed bubble zone, the
Yout can be found for calculating the point efficiency. The trial and error method for

Fig. 2.28 Differential ;
element on the tray Xp-1 T y

l éf}gﬁJrﬂwH
RN

—— T, !
l
tray Yin

3 —



http://dx.doi.org/10.1007/978-981-10-2498-6_3
http://dx.doi.org/10.1007/978-981-10-2498-6_1
http://dx.doi.org/10.1007/978-981-10-2498-6_1
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stepwise calculation is employed to obtain the solution. The equations needed for
computation of each zone are given below.

Bubble formation zone

Experimental work shows that the main form of vapor in this layer is jetting. The
diameter of the vapor jet d; which is related to the liquid height /;, and the diameter
of sieve hole d;,, was correlated by Hai [25]:

dj = 1.1d, +0.25h

Thus the surface area of the jet column is as follows:

_ 4od;

(dn)*’

where ¢ is the fraction of hole area. As the vapor flow through the jet column is
similar to its flow through the falling film column, the mass transfer coefficient k"
can be calculated by the following relationship for two-component system [26]:

DV DY
kK = 2.0\/: — 0.046< > (RE)O'96(SC)O'44
Tty dj

Re=U4PV 5o MV
Hy pvD

where d; is the diameter of the vapor jet; u; and uy, are, respectively, the vapor
velocity based on jet diameter and sieve hole diameter.

Bubble dispersion zone

The vapor column reaching to this zone is broken into bubbles of different size
and distributed diversely. The average diameter of the bubble can be estimated by
the following equation [27]:

A = (0.5We)* <i) 0‘6(us ¢) 04 <p_v) -02

oL oL

1/3
e = () ()",
o PL

where We,. is Weber group; o is the surface tension; 7 is the residence time which is
given by [27]

T= sz (usgdmax )4/3
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It was reported [28, 29] that the ratio of average and maximum bubble diameters
is a constant, i.e.,

dﬂ\’
dmax

=0.62

The reliability of foregoing estimation is seen to be confirmed by some exper-
imental data from literature as shown in Table 2.3.

The vapor fraction fy in this layer for sieve hole smaller than 2 mm can be
estimated by equation below

Py g5h05, Fr<ass x 107 0%
1 =By
I b _ 1.25¢ " MFO%3 Fr> 4.68 x 1074 0%
— By
Fr = <MS)27
gho

where ¢ is the fraction of sieve perforation on the tray. By the iteration of foregoing
equations, the d,, can be obtained as well as the surface area of the bubble by

The mass transfer coefficient between bubble and the liquid on the tray was
measured for binary system by Zaritzky [31] and correlated by Prado and Fair [32]
as follows:

DV
kY = Sh—
dav
Sh = —11.878 +25.879(IgPe) — 5.640(IgPe)*
Pe — vty Oy
e=—Fv o W= 5
D 1 (d) Bvpy

Table 2.3 Calculated bubble diameter compared with experimental measurements

Sieve Calculated Experimental value Experimental value Experimental value
hole d,, (mm) by Sharma [29] by Raper [30] by Geary [27]
(m/s) (mm) (mm) (mm)

1.70 3.35 4.0 2.0-5.0 2.0-4.0

1.94 3.60

2.01 3.60

2.24 3.55

2.26 4.05
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Fig. 2.29 Vapor column
from sieve hole
vapor
i I iqui
liquid : liquid
d

[ klgl‘/ ]

N

tray deck sieve hole

where DV is the molecular diffusivity of component i in the vapor phase.

Steps of calculation

As seen in Fig. 2.29, let the height of the two liquid zones on the tray be
h (h=hy+hy), take a differential element Ak on the tray where yi, = y, and
Yout = Yn+zAn- The mass flux of component i in the element can be calculated as
follows:

1. Let yi, = ypn and assume you = ygh +an the average concentration of compo-
nent i is Yoy = 5 (Yo + Yon+ an)

2. Calculate the mass flux to be transferred by aforementioned method so as to
obtain the concentration of vapor leaving from the differential element. If it is
close enough to the assumed value, then proceed to the next differential element
above until reaching to the top of the liquid zone to obtain the outlet vapor
concentration from the tray.

As an example, Wang [24] give the calculated result along liquid height & as
shown in Table 2.4

As seen, the mass transfer is high at low liquid level and decrease as the vapor
goes up to the top of the froth. It indicates the bubble formation zone is dominant in
the mass transfer process.

2.1.3.5 Simulated Results and Comparison with Experimental Data

The comparisons between simulated and experimental Murphree point efficiencies
of three-component and four-components systems are given, respectively, in
Tables 2.5 and 2.6. The error in most cases is less than few percent which is
acceptable for estimation purpose.
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Table 2.4 Calculated result of mass flux transferred along liquid height

Liquid height | Vapor concentration, mole Mass flux transferred N (mol m™2 s™")

h from tray fraction

((ieck) Ethanol | Isopropanol | Water | Ethanol Isopropanol Water

mm

1.30 0.4461 |0.2216 03323 | 12.36 X 107® | 1.663 X 107> | -11.68 X 107°
2.60 0.4474 |0.2218 03308 | 11.95x 107® | 1.566 X 10> | -11.27 X 107°
3.89 0.4488 | 0.2219 03293 | 11.56 X 10°® | 1.473 x 107 | -10.86 X 10>
5.19 0.4500 | 0.2221 03279 |11.18 X 10°® | 1.384 x 107> | -10.48 x 10>
6.49 04513 |0.2222 0.3265 | 10.81 X 107® | 1.300 X 10> | -10.10 x 107°
7.79 0.4524 | 0.2224 0.3252 | 1046 X 107° | 1.220 X 10> | -9.743 x 107°
9.09 0.4536 | 0.2225 03239 |10.12 X 107° | 1.143 X 10> | -9.396 X 107°
10.38 0.4547 |0.2226 0.3227 |9.876 X 10°® | 1.070 X 107 | —9.061 X 10>
11.68 0.4558 | 0.2228 0.3215 |9.466 X 107° | 1.001 X 107> | -8.739 x 107°
12.98 0.4568 | 0.2229 0.3203 |9.158 X 107® |0.935 X 107> | -8.428 x 107°
14.18 0.4621 |0.2234 03145 |8.625 X 107° | 0.815 % 10> | -7.887 x 107°
15.38 0.4665 | 0.2237 03098 |7.144 X 107° |0.517 X 107> | -6.410 X 107°
16.59 04702 |0.2239 0.3060 |5.926 X 10°® |0.296 X 107° | -5.214 x 107°
17.79 0.4732 |0.2239 03029 |4.924 X 10°® |0.135 X 107> | —4.246 x 10>
18.99 0.4757 |0.2239 0.3003 | 4.096 X 10°° |0.020 x 10> | —3.460 x 10>
20.19 0.4778 |0.2239 0.2983 |3.413 X 107° | -0.062 X 107 | -2.822 x 107°
21.39 0.4796 | 0.2238 0.2966 |2.847 X 107° | —=0.116 X 107 | -2.304 X 107°
22.60 0.4810 |0.2237 0.2952 2378 X 107° | —-0.152 X 107 | -1.882 X 107°
23.80 0.4823 |0.2236 0.2941 [1.989 x 107% | -0.172 X 107> | —1.539 X 1073
25.00 0.4833 |0.2235 0.2932 | 1.666 X 107¢ | —0.183 x 107> |-1.259 x 107°

Table 2.5 Comparison of simulated point efficiency with experimental data (I) [system: ethanol
(1), isopropanol (2), water (3)]

Expt. | Component | Liquid concentration on | Experimental Simulated Error = Sim.
No. tray, mole fraction point efficiency | point efflciency | — Exp.
1 1 0.1247 0.9888 0.8155 —0.1733
2 0.6434 0.9924 0.9430 —0.0494
3 0.2319 0.9932 0.9709 —0.0223
2 1 0.0859 0.8529 0.8280 —0.0249
2 0.7434 0.9710 0.9494 —-0.0216
3 0.1707 0.9903 0.9695 —0.0208
3 1 0.4477 0.8679 0.8745 —0.0066
2 0.2209 2.8615 2.8842 0.0227
3 0.3314 0.8558 0.9072 0.0514
4 1 0.2589 0.6976 0.6771 —0.205
2 0.4210 0.0846 0.1044 0.198
3 0.3201 0.7732 0.7526 —0.0027
5 1 0.2115 0.7807 0.8338 0.0531
2 0.4510 1.1921 1.1591 —0.0330
3 0.3375 0.8625 0.8984 0.0359




88 2 Application of Computational Mass ...

Table 2.6 Comparison of simulated point efficiency with experimental data (II) [system: ethanol
(1), isopropanol (2), tert-butyl alcohol (3), water(4)]

Expt. Component | Liquid concentration on | Point efficiency Error
No. tray, mole fraction Experimental | Simulated
1 1 0.3436 0.9035 0.8225 —0.0343
2 0.2679 0.8087 0.8238 0.0186
3 0.0640 0.7242 0.7801 0.0773
4 0.3245 0.9706 0.9070 —0.0655
2 1 0.2313 0.9625 0.8154 —0.1528
2 0.4694 0.9977 0.9279 —0.0699
3 0.1231 0.7667 0.9163 0.1951
4 0.1763 0.9292 0.9682 0.0419
3 1 0.4866 0.9108 0.9341 0.0256
2 0.0781 1.2949 0.8274 —0.3611
3 0.0788 1.5687 1.6066 0.0241
4 0.3566 0.8928 0.9507 0.0648
4 1 0.0507 0.9027 0.8939 —0.0097
2 0.0465 0.9100 0.8466 —0.0697
3 0.3963 0.8686 0.8968 0.0324
4 0.5065 0.8659 0.9092 0.0500
5 1 0.3488 0.8741 0.8282 —0.0525
2 0.3534 0.8702 0.9133 0.0496
3 0.0809 0.9261 0.9019 —0.0262
4 0.2170 0.9384 0.9972 0.0627
6 1 0.3717 0.9891 0.9444 —0.0452
2 0.1339 5.2322 7.3893 0.4123
3 0.0669 0.8891 0.9618 0.0818
4 0.4275 0.9882 0.9620 —0.026
7 1 0.8658 0.7967 0.7867 —0.0125
2 0.0145 0.8643 0.9694 0.1216
3 0.0396 0.9631 0.9190 —0.0458
4 0.0801 1.0429 1.0323 —0.0102
8 1 0.1360 0.9437 0.9491 0.0057
2 0.1102 0.7173 0.5346 —0.2547
3 0.2214 0.8633 0.8590 —0.0050
4 0.5344 0.8813 0.9165 0.0400

2.1.3.6 The Bizarre Phenomena of Multicomponent System

The bizarre phenomena of multicomponent system can be illustrated by the case of
three component system as calculated by Wang given in preceding section. The
simulated diffusion flux of isopropanol is plotted versus driving force of mass
transfer (yo — y) as shown in Fig. 2.30.
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Fig. 2.30 The diffusion mass 1.0
flux of isopropanol in three No. 50
components system versus
driving force of mass transfer —
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As seen in the figure that the driving force (yo — y) is positive between A and B,
the direction of mass transfer is from y, (vapor) to y (liquid). At point B, although
the driving force is positive, but the mass flux of isopropanol transferred is zero;
such phenomenon is regarded as diffusion barrier which is not happened in binary
system. From point B to C, the driving force is still positive, yet the isopropanol
transferred is negative, i.e., the direction of mass transfer is reversed and such
phenomenon is regarded as reversed diffusion. Moreover, as seen in Fig. 2.31, at
the liquid height about /& = 25, the driving force is approaching zero, but the
isopropanol still able to undertake mass transfer between phases; such phenomenon
is regarded as osmotic diffusion. It should be mentioned that such bizarre
phenomena is only happened for isopropanol in the three component system but not
for ethanol and water. Thus, the complication of nonideal multicomponent system
depends on many factors and still under investigation. The plot of simulated results
is also given in Fig. 2.31.

Fig. 2.31 Mass transfer flux =

and driving force of .«2 1.00

isopropanol in three 2

components system versus g 0.50 L

liquid height oy
oo
= T
o 020+
%
L ool0f
2

0 1 1 1 1
14 16 I8 20 22 24 26

B (mm)
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2.2 Packed Column

The simulation of packed column by computational mass transfer methodology
have been made by Liu [33] and Li [8] as given in following sections:.

The model assumptions are the same as the tray column except that axially
symmetrical condition is applied for the packed column.

The packed column to be simulated are that reported by Sakata [2], it is 1.22 m
in diameter packed with 50.8 mm carbon steel Pall ring of 3.66 m height for
separating n-heptane and methylcyclohexane under 165.5 kPa and total reflux
operation.

2.2.1 ¢? — ¢ Two-Equation Model

2.2.1.1 Modeling Equations

The model equation for packed column, comprised CFD equation set and mass
transfer equation set. Unlike the tray column, the porosity of packed column is
nonuniformly distributed and the liquid fraction f3; should be retained in the model
equations. The interacted liquid phase model equations are.

Overall mass conservation

A(pLyPLUL)

e S (2.12)

where 7 is the porosity of the packed bed.
Momentum conservation

oUL;

IpLyBLULUL op 9
LA —VﬁLa +VﬂL$ MLW - pLuLiu/Lj +opuSu (213
J ! !

ﬁxi

/! /
where uj ;uj ; by

QUL aUL,) 2

—PL”Li“Lj = :uLt( ax; + on; 3,0L5ijkL (A1.8)

ki, equation

OpLyBLULk. O Ok
pLyfLULk. O B (g + B} L B (Gua — o) (2.14)
Ox; Ox; L

Oy 8)Cj



2.2 Packed Column 91

&L equation

OpLyBLULE de .
#}L { ﬁL< O_SL> aL} +79B.(C1:GLi — ngpLsL)i (2.15)

The model constants are ¢, = 0.09, o = 1.0, 6. = 1.3, Cy, = 1.44, C5, = 1.92.
Species mass conservation equation

OB ULC D aC
e (DL[ o e ) 15, (2.16)

c’? equation

Oy, Upic ) L Du dc? oCc\*
O Ui —8—[vﬁL< L) ]_2/BLDLt(8x> —2yPrec  (1.10)

Ox; o) Ox;

& equation

0w 1o} D Oew
UyBL :8 [VﬂL(DL O_Lt) ]

ax,' £ 8)6,'
aC 5 (1.17)
& Eg &t
- CclVﬁLDLt = (8x-) Cc2—° - C3VﬁL
D, equation
ko)’
Dy = CCOkL< L > (1.6)
ELE

Model constants are: C.o = 0.14, C.y = 1.8, Cp = 2.2, C.3 = 0.8, 5. = 1.0.

2.2.1.2 Boundary Conditions

Inlet (reflux at column top x = 0): U = Ui, Vi =0, C; = Cjj,. For the other
parameters, we may set to be [1, 34]:

kzin = 0.003 Uﬁ,m
1.5

éLin = 0.09 =

H
¢? = (0.082C;,)* = 0.0067C2,

& — O 4 <Zm> :Izl
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Outlet (column bottom): fully developed turbulent condition is assumed so that
the gradients of all parameters @ except pressure are set to be zero

P
5—0

Column symmetrical axis (r = 0): the radial gradients of all parameters @
except pressure are equal to zero.

o
5 =0

Column wall (r = R): the relevant flux is equal to zero.
Near column wall region: standard wall function is employed.

2.2.1.3 Evaluation of Source Term

As stated in Sect. 2.1, considering the latent heat of both species is almost equal, so
that S, = 0.
The source term Sy; is expressed by

Spi = pLg + Fis,; + Frg,

where Figs is the flow resistance created by random packing, Fig is the interface
drag force between liquid and vapor phases. The Fig can be evaluated by using
following correlation [35]:

<o, Dy |,
Vzdg S

1
Fis = — |Apg,

where U is interstitial velocity vector; ) is the porosity; d. is the equivalent diameter
of the packing; constants A = 150, B = 1.75.
The Fig is calculated by

= 7—— Ugqip,

where Apy. is the wet-bed pressure drop; Ugjp is slip velocity vector between vapor
and liquid and equal to
Ugip =Ug — UL

The S, in species equation, similar to the tray column, can be calculated by:
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The gas and liquid film coefficients ki, kg and the volumetric effective surface
area a are obtained from the correlation by Wagner et al. [34] as follows:

(4(1')LDLUL) 05
b= (——
Thyy

o (4<1§GDGUG)O'5
T \nly—hy)z)

where the enhancement factor @ and @g is set equal to 1 under experimental
condition; y is characteristic length depending on bed height Z:

2
1 =CuZ

The coefficient Cp for 50.8 mm pall ring packing is equal to 0.031.
The vapor liquid contacting area a is calculated by [34]

a hy
ar 1.0 —-V7

where ar is the specific area of the packing; y is the porosity; & is the total liquid
holdup of the packing which comprises static holdup /¢ and dynamic holdup /4. For
50.8 mm Pall ring packing, A is calculated by [36]

hy = 0.033 exp (—0.22 g”g)
oLar

and hy by [37]

ar Uﬁ 1/3
g“/4'65>

hqg = 0.555<

2.2.1.4 Simulated Result and Verification—Separation
of Methylcyclohexane and r-Heptane

Average axial concentration along column height and verification

The simulated radial averaged axial concentration along radial direction at dif-
ferent column height as shown in Fig. 2.32. The plot is made by In(;X) versus
column height z (z is the height of the packed bed measured from the column
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Fig. 2.32 Comparisons of the concentration profiles in liquid phase between two-equation model
predictions (solid lines) and experimental data (circles) (H is height of packed) a F-
factor = 0.758 m s~ ! (kg m )% b F-factor = 1.02 m s~ (kg m )3 ¢ F-factor = 1.52 m s~
(kg m )% (reprinted from Ref. [33], Copyright 2009, with permission from Elsevier)

bottom) because according to the Fenske equation such plot should be in a straight
line at constant relative volatility which is applicable to the present case. The

simulated curve is nearly a straight line and in good agreement with the experi-
mental data.

HETP and verification

The separation efficiency of packed column is usually expressed in terms of
HETP (Height Equivalent of Theoretical Plate). According to the Fenske equation,

the slope of In (ﬁ) versus Z plot is equal to I—IhllioirP where o, is the relative

volatility of the separating system. The simulated HETP can be obtained from
Fig. 2.32 by smoothing the computed curve to a straight line and find the slop. As
shown in Fig. 2.33, the simulated HETP is confirmed by the experimental data.

Turbulent mass diffusivity distribution

The volume average turbulent mass diffusivity Dp; computed by the
two-equation model is shown in Fig. 2.34 at different F factor, and more detailed
distribution is given in Fig. 2.35. These figures show that the turbulent mass dif-
fusivity is higher in the upper part of the column and lower in the near wall region.
The reason is due to higher concentration around the upper column in distillation
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Fig. 2.33 HETP comparison between predictions and measurements (reprinted from Ref. [33],
Copyright 2009, with permission from Elsevier)
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Fig. 2.34 Average turbulent mass diffusivity along the column height at different F factor
(reprinted from Ref. [33], Copyright 2009, with permission from Elsevier)

process so as to undertaking more quantity of mass transfer. At the same time the
wall effect accounts for the mass transfer lower down in the near wall region.

2.2.2 Reynolds Mass Flux Model

Li [8] simulated the packed column as described in Sect. 4.2.1 by using Reynolds
mass flux model instead of two-equation model and compare their difference. The
simulated results for three forms of Reynolds mass flux model (standard, hybrid and
algebraic) are given in subsequent sections.


http://dx.doi.org/10.1007/978-981-10-2498-6_4
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Fig. 2.35 Distribution of turbulent mass diffusivity in the column F = 1.02 m s~ ' (kg m™*)*,
H Height of packed bed (H = 0 at the column bottom) (reprinted from Ref. [33], Copyright 2009,
with permission from Elsevier)

2.2.2.1 Standard Reynolds Mass Flux Model

Interacted liquid phase model with constant fluid density p and constant liquid
fraction f is employed for simulation. The model equations are.
Overall mass conservation

9pyPLUL:
~ox  Om 2.17
8x,- ( )
Momentum conservation
OpyBLUL Uy, 8P 0 UL
# = —PLo- ax; 8 VB | ox; puL,uLj +7BLSLi (2.18)

where uj;u;; is calculated by

or oxe  oxg “Toxe T p o

—6UL BUL & [—F——F— 2
- ( izuLk 8 / +u i] Lk Ox l) - Cl_ <u£iu£j __kL‘Sij)

! ! / / /! ! ! /
a“Li”Lj Y 8uLiuLj g ( C S Uy iUy I ,Ua“Li”L])
= Lad

ou; BULZ —F 0Uy; 2
-G (uLzuLk B Uiy —— B 5u“Lz”Lk £ ) _§3L5ij
(1.23)

where the constants are: C, = 0.09, C; = 2.3, C; = 0.4.
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Species mass conservation equation

0ypLULC 0 ocC
gix,-L - 8_)Ci}'ﬁL (DLa —ugc ) + 7BLSLn (1.3)

Fluctuating mass flux equation

aLgL;c' + aUg'”/L" = 88 [(c A+ ) ag”
X, X, X;
/ / oL / (1.26a)
8C) e—— —— 90Uy,
— | up — Co—up ¢’ + Caup ! ——
where C,; = 0.09, C», = 3.2, C;3 = 0.55.
Auxiliary equations
ki, equation
OpyBLULkL _ 0B :uLt Oky
Oox; ax, L Ox; (Al11a)
dla
8 BULl n aUL] oUy, 2B
— KWYPL ox; ox ) ox PLYPLEL
&L equation
0, UL 0 e
pL'Vg; LiL _ = [/ﬁL <.UL+ ) (%ﬂ
' ' ) (Al.13a)
C“ﬁ—L 8ULj+8UL,' 8UL,-_CN[), F_L
e1VPL kL My ox; ox; ) o, 27PLPL kL

The model constants are ¢, = 0.09, o = 1.0, 6. = 1.3, Cy, = 1.44, C5, = 1.92.

The boundary conditions and the evaluation of source terms are the same as
given in Sects. 2.1.2.2 and 2.1.2.3.

Simulated result and verification

The simulated C¢ concentrations profile of the whole column at different F factor
is shown in Fig. 2.36. In comparison with Fig. 2.22 simulated by using
two-equation model, the concentration in the main flow area is almost the same but
in the near wall region is somewhat difference. The volume average axial
concentration distribution is given in Fig. 2.37, in which the simulated curve is seen
to be in agreement with the experimental data.

Reynolds mass flux

The fluctuating mass flux (negative Reynolds mass flux) in axial and radial
directions and their sum are given in Figs. 2.38 and 2.39.

In the distillation column tray, the species concentration is decreasing from inlet
to the outlet weir, i.e., under negative gradient. The positive W means that the
diffusion of turbulent mass flux u/c’ is consistent with the bulk mass flow and
promotes the mass transfer in x direction.
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Fig. 2.36 Concentration profile of Cg by standard Reynolds mass flux model, a F = 0.758 m s~
kgm>* b F=102ms ' kgm)*, ¢ F=152ms ' (kg m*)* [15]
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Fig. 2.37 Average C4 concentration along column height at different F factors [15]

© 4 of
Ffactor=1.52 m s'(kg )"
~ 05¢
> ©)
[
'CI'/ 0.0
:<
= 05
- O Experimental data
—— Standard Reynolds mass

© -0} flux model

_1 5 1 1 1

0 1 2 3 4
Bottom H (m) Top

1



2.2 Packed Column 99

(a)

= -~
g =]
g g
- >
Z z
= Q =
2 & 2
g g
o = &0
C‘.g k=
- ‘O
El 5
=] £

— Q
373 2
= = A L L L L A
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AsseeninFig. 2.38a, mostof the W gradient in y (radial) directions is almost zero
around the column centerline (/R = 0) of the lower part of the column (H < 1.9 m)
indicating only molecular diffusion is existed. At the upper part of the column
(H > 2.3 m), u.c’ contourisincreasing from 7/R = O to about7/R = 0.7, indicating the
turbulent diffusion W is promoted with increasing rate (see Sect. 3.5.2.4).
Afterward, from /R = 0.7, the slope is turning to negative, which means the diffusion
rate is decreasing until about 7/R = 0.95. Thus, the diffusion of u/.c’ in radial direction
displies wavy changes and follows the pattern of decreasing — increasing — de-
creasing — increasing sharply — decreasing sharply near the column wall.

In Fig. 2.38b, the ujc’ contours behave similar to the u\c’ indicating the radial

u,c' diffusion is variating with the pattern of decreasing — increasing — de-
creasing sharply to the column wall.

As seen in Fig. 2.39, the overall tendency of u] ;c’ (equal to u'c’ + u;c’ ) is similar
to both uic’ and ujc’. It is noted that /" is much greater than uj¢’ in this case, that

means the uj ¢’ diffusion is dominated by u'.c’.
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It should be noted that the radial variation in concentration is small and may not
be seen clearly in the concentration profile of the whole column. However, the
detailed information about the mass transfer, which can be obtained by using
Rayleigh mass flux model, is helpful to the column design and the evaluation of
process efficiency.

2.2.2.2 Hybrid Reynolds Mass Flux Model

The model equations are the same as the standard Reynolds mass flux model except
that the calculation of uiiuij is by Eq. (A1.8) instead of Eq. (A1.23).

Simulated result and verification

The simulated Cg concentration profile of whole column is shown in Fig. 2.40,
which is almost identical with Fig. 2.36.

The simulated radial averaged axial concentration distribution is compared with
experimental data and the simulated result by using standard Reynolds mass flux
model as shown in Fig. 2.41. These figures display no substantial different between
hybrid and standard Reynolds mass flux models.

The comparison of simulated result on radial averaged axial concentration
between hybrid Reynolds mass flux model and two-equation model is given in
Fig. 2.42. As seen from the figures, both show close to the experimental data and
the one better than the other only in upper or lower part of the column.

The simulated HETP by hybrid Reynolds model is compared with that by
two-equation model as shown in Fig. 2.43. The prediction by hybrid Reynolds
model is better than two-equation model for low and high F factors but not in the
intermediate range.

(a)
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Fig. 2.40 Concentration profiles by hybrid Reynolds mass flux model a F=0.758 ms ™'
(kg m ) bF=102ms™! (kg m)*, ¢cF=152ms™! (kg m )% (reprinted from Ref. [8],
Copyright 2011, with permission from Elsevier)
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Fig. 2.41 Comparison between standard and hybrid Reynolds mass flux models with experimental

data[15]a F=0.758 m s !

kg, bF=1.02ms"’

2.2.2.3 Algebraic Reynolds Mass Flux Model

kg m)*, ¢ F=152ms™!

(kg m3)0.5

The model equations are the same as the standard Reynolds mass flux except uj ;u;;

and u] ;¢ equations are changed to the following algebraic form:

k OUL; 3ULl
“ii“/Lj—C—lg( uy U oy L+ Uy Lka >
kCy (——0U; ——0U; 2—— Uy 21
- CireL (”/Lz Lk Ox +uLj Lka 3 Uy Uy 8 —— 05 ]+ gakLéij
(A1.24)
where C, =0.09, C; =23, C, =04
T k —0C —8UL,~ CL3kL 6ULI
lol=— — | u . =—— e 1.27
up ;¢ C028 <uLluLj axj +uch axj ) + CCZSL axj ( )

where C, = 3.2, C;3 = 0.55.
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The simulated Cg concentration profiles of the whole column are shown in
Fig. 2.44, which is substantially identical with Fig. 2.40 by hybrid Reynolds mass
flux model simulation.

The verification of algebraic Reynolds mass flux model as well as the com-
parison with hybrid model is shown in Fig. 2.45. At low F factor, these two models
are in agreement with experiment, but at high F factor the algebraic Reynolds mass
flux model shows greater deviation from the experimental data.

2.3 Separation of Benzene and Thiophene by Extractive
Distillation

Extractive distillation is frequently employed for the separation of mixture with
close boiling point. It features by adding an extractive agent to increase the relative
volatility of the mixture concerned so as to make the separation easier with less
number of theoretical plates or transfer unit required. Liu et al. [38] employed this
process for the separation of benzene (boiling point 80.09 °C) and thiophene
(boiling point 84.16 °C) in a packed column with N-methyl-2pyrrolidone (NMP) as
the extractive agent. The flow sheet is shown schematically in Fig. 2.46.

The extractive column was 0.19 m in diameter, packed with 2 X 2 mm stainless
0 rings packing. The column consisted four sections of 700, 600, 1000, 4000 mm
packing, respectively, in sequence from the column top. The operating pressure was
101.325 kPa. The extractive agent, N-methyl-2pyrrolidone (NMP) was introduced
at the column top at 2.4 ml per min. and the feed containing 90 % benzene and
10 % NMP was entered between Sects. 2.2 and 2.3 at 0.4 ml per min.



104 2 Application of Computational Mass ...

(a)
1.5
O Experimental data
1.0 — Hybrid Reynolds mass flux model

Algebraic Reynolds mass

flux model

C,, In(x/(1-x))
o
o

-1.0F
-1.5 1 L 1
0 1 2 3 4
bottom H (m) top
(b) (¢
1.5
O Experimental data 12L ° Experimental data
1.0 | —— Hybridd Reynolds mass flux model Hybrid Reynolds mass flux model

———————— Algebraic Reynolds mass flux model - Algebraic Reynolds mass

0.6 flux model 0

o

C,, In(x/(1-x))
S o o
o o o

-0.6
-1.0+
° 1.2+
15 . . . . . .
0 1 2 3 4 0.0 1.3 2.6 3.9
bottom H (m) top bottom H (m) top

Fig. 2.45 Comparison of algebraic and hybrid Reynolds mass flux models with experimental
data, a F-factor = 0.758 m s~ ! (kg m )% b F-factor = 1.02 m s~} (kg m 3?3, ¢ F-factor =
1.52ms ! (kg m>)% [15]

The operating reflux ratio was 20:1 where about 99 % benzene was drawn as top

product at 0.4 ml per min. and the bottom product was about 5 % thiophene.
Model equations

The model equations and boundary conditions are the same as given in
Sect. 2.1.1.1 except the source terms should be revaluated.

(1) The source term S,,

Since the molecular weight of benzene (78) is close to that of thiophene (84), the
mass transfer in distillation do not change substantially the amount of liquid phase
in the process, we may let

Sn=0
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Fig. 2.46 Experimental installation of extractive distillation (/ extractive distillation column, 2
packing, 3 feed tank, 4 product tank, 5 condenser, 6 partial condenser, 7 vent, § pump, 9 extractive
agent tank, /0 extractive agent recovery column, // recovered extractive agent tank) (reprinted
from Ref. [15], Copyright 2011, with permission from CIESC)

(2) Source term S,

The rate of mass transfer for benzene can be calculated by the following
equations:

Sup = kracgMpX (xg — xp,;)
S = kgaceMgY (yg; — ¥B),

where subscripts B refers to benzene and i refers to interface; My is kg per mole of
benzene; X and Y is the total moles of mixture in liquid and vapor phase, respec-
tively; x and y are the mole fractions; the interfacial xg; and yg; are in equilibrium
obeying the relationship at constant relative volatility o.:

OlreXB N

YBi = + (oe — 1)xp,

Since the system concerned is nonideal, the o is calculated by thermodynamics
as follows:

_ yB/xB _ VBP%
yr/xr P

e

where 7 and p° are, respectively, the activity coefficients and vapor pressures;

subscripts B and T refer to benzene and thiophene, respectively. The vapor pressure

p? is calculated by Antoine equation [39] as follows
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log;op° = ai +a/T +aslogy, T +asT +as

The constants are given in Table 2.7.
The activity coefficients y, and y are calculated using Wilson model [40]

Ay,
Iny,=1—1In Ay | =Y =L
(To) Sote
lnA,-j = Cl,]+b,j/T

where a;; and b;; are given in Table 2.8.
After combining foregoing equations, we yield the equation for §,, as follows:

moSy g +miSup +my =0, (A)
where my, m; and m, are:
Ope — 1
my=-—— >——
0 kLkgM % agffX Y
m = ((xre - l)yB — Ore (are - l)xB +1
| = _
kracirMpX kgacstMpY

my = OeXB — ((are - l)xB + 1)yB7
where the mass transfer coefficients ki, kg can be calculated by the correlations by

Wagner et al. [34] as shown in Sect. 2.2.1.3; the effective interfacial area acg is
obtained by using Onda correlation given in Sect. 2.1.1.1.

Table 2.7 Antoine constants

Material Const.

a a as ay as
Benzene 31772 | —27254 —8.4443 | -53534x 107 27187 x 107%°
Thiophene  [36.602 | —2979.4 | —10.104 1.1445 x 107 |3.2472 x 107%

Table 2.8 Wilson Term Value

parameters Component i Benzene Benzene Thiophene
Component j Thiophene NMP NMP
a; 7.0499 2.5723 0
aj; —4.6713 —2.7964 0
by —2452.1033 —1041.9158 —290.8908
bji 1610.3286 1002.4481 146.9923
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In finding k. and kg, the molecular diffusivity of benzene in gas and liquid phase
are calculated by the correlations given by Fuller and Perkins, respectively [41].
The viscosities of benzene and thiophene are obtained from Perry Handbook [42].

Then the source term S, (S,g) can be calculated by solving the aforementioned
equation (A).

Interacting force Fy ¢ between two phases

The vapor liquid interacting force can be measured by the pressure drop Ap of
the vapor through the packing. For the 2 X 2 stainless 0 rings, Chang et al. [43]
proposed a correlation for the Ap,, of gas flowing through wetted packing as
follows

Apy, o0uy, [ 4T o o\
=300 10 (5 (\/pal2,)

Under the condition of no liquid flow, the Ap of gas flowing through dry packing
Apqy are

% —~ 300 (Z_g) b (\/eati,) h

Thus the App. due to the vapor liquid interaction can be

Ap ‘ a 0.3 1.5
7L =300 x (10%% — 1.0) <y§> (@)

Consequently the vapor liquid interacting force can be expressed as
— Uglip,

where the slip velocity Ug, is equal to the different between the average gas
velocity Ug and liquid velocity U:

Uslip =Us—-U

Simulation results and verification

Under the reflux ratio of 20:1, the simulated concentration distribution of ben-
zene at x = 0.2 m (measured from column top) is given in Fig. 2.47. As seen in
these figures, the concentrations of benzene are gradually lowering toward the
column wall due to the velocity is decreased and the boundary condition is set zero
mass flux at the wall, while the concentration of NMP is increasing.

The radial concentrations of benzene were averaged at each x to obtain the
average benzene concentrations along the column height as shown in Fig. 2.48.
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In Fig. 2.48 the benzene concentration is suddenly increased at about x = 1.3 m
due to adding the feed at this point with 90 % benzene. The simulated result is
roughly in agreement with the experimental data although the former shows about
half percent higher than the latter. Such discrepancy is probably due to the inac-
curacy of oy predicted by thermodynamic model.

2.4 Summary

The simulation of distillation process is described for tray column and packed
column by using CMT models. The simulated results are presented and compared
with published experimental data.

(1) Tray column. Both ¢ — & model and Reynolds mass flux model are used for
simulating an industrial scale tray distillation column to obtain the outlet
concentration of each tray and the individual tray efficiency. Both simulated
results are in agreement with the experimental measurement. Precisely, only
the standard Reynolds mass flux model can give the details of circulating flow
contours in the segmental area of the tray. It indicates the superiority of the
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anisotropic standard Reynolds mass flux model over the others. Furthermore,
the prediction of tray efficiency with different tray structures by CMT model as
illustrated in this chapter is helpful for selecting the optimal one by the
designer. The prediction of tray efficiency for multicomponent system and the
bizarre phenomena is also described.

Packed column. The simulated packed column is 1.22 m in diameter and

3.66 m height packed with Pall ring. Both ¢’2 — & model and Reynolds mass
flux model (including standard, hybrid and algebraic model form) give sat-
isfactory results in comparison with published experimental data in axial
concentration distribution and HETP.
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Chapter 3
Application of Computational Mass
Transfer (II) Chemical Absorption Process

Abstract In this chapter, the two CMT models, i.e., 2 - & model and Reynolds
mass flux model (in standard, hybrid, and algebraic forms) are used for simulating
the chemical absorption of CO, in packed column by using MEA, AMP, and NaOH
separately and their simulated results are closely checked with the experimental
data. It is noted that the radial distribution of D, is similar to o, but quite different
from p,. It means that the conventional assumption on the analogy between the
momentum transfer and the mass transfer in turbulent fluids is unjustified and thus
the use of CMT method for simulation is necessary. In the analysis of the simu-
lation results, some transport phenomena are interpreted in terms of the co-action or

counter-action of the turbulent mass flux diffusion.

Keywords Simulation of absorption -

CO, absorption - Turbulent mass transfer

diffusivity - Concentration profile

Nomenclature

a Surface area per unit volume of packed bed, m™"

Aef Effective area for mass transfer between the gas phase and liquid
phase, 1/m

a,, Wetted surface area, m '

2 Concentration variance, kg m®

C Average concentration of mass fraction, kg m

Cucr, ¢ Model parameters in k-¢ model equations, dimensionless

CCO’CClv Cc27 Cc3
G
C0.Ci1, Cp, Cp3

Model parameters in c_z—sc model equations, dimensionless
Liquid phase specific heat, J/kg/K

Model parameters in 72-g; model equations, dimensionless

Molecular diffusivity, m?s!
2 —1

D.g Effective diffusivity, m” s~

D¢ Molecular diffusivity of CO, in gas phase, m*> s~'
D, Turbulent diffusivity for mass transfer, m* s~

d, Equivalent diameter of random packing, m

dy Hydraulic diameter of random packing, m

© Springer Nature Singapore Pte Ltd. 2017

111

K.-T. Yu and X. Yuan, Introduction to Computational Mass Transfer,
Heat and Mass Transfer, DOI 10.1007/978-981-10-2498-6_3



N Y

R =

sOeffs Ot

Oc, O,
O-ts O-E,‘,

Os0¢

3 Application of Computational Mass Transfer ...

Nominal diameter of the packed particle, m
Enhancement factor, dimensionless

Gas phase flow rate per unit cross-section area, kg m? s~
Physical absorption heat of mol CO, absorbed, J kmol™*
Chemical reaction heat of mol CO, absorbed, J kmol !
Static holdup, dimensionless

Total liquid holdup, dimensionless

Turbulent kinetic energy, m?/s

Second-order reaction rate constant, m> kmol.s~
Gas phase mass transfer coefficient, kmol.m.s.kPa~
Liquid phase mass transfer coefficient without chemical reac-
tion, m s !

liquid phase mass transfer coefficient with chemical reaction,
ms™'

Liquid flow rate per unit cross-section area, kg.m?* s~
Position in radial direction, m
The rate of reaction, kmol m’ s~
Radius of the column, m
Temperature variance, dimensionless

1

1
1

1

1

Liquid temperature, K

Liquid superficial velocity, m s
Molar concentration in the liquid bulk, kmol m™>
Molar concentration at interface, kmol m

Distance measured from column top (x = O at the column top), m
Molecular, turbulent and effective thermal diffusivities, respec-
tively, m? s !

Volume fraction of liquid phase based on pore space,
dimensionless

Turbulent dissipation rate, m? s
Turbulent dissipation rate of concentration fluctuation, kg* m™~
!

Turbulent dissipation rate of temperature fluctuation, s™'
Variable, dimensionless
Turbulent diffusivity, m’ s~
Liquid density, kg/m’

Gas phase density, kg/m’
Surface tension of aqueous solutions, dynes/cm, or N/m

1

6

1

Model parameters in ¢2-¢. model equations, dimensionless

Model parameters in 72-¢; model equations, dimensionless
Model parameters in k— model equations, dimensionless
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Gas absorption is an important separation process commonly employed in chemical
production. The processing gas usually is a mixture containing absorbate (com-
ponent species) which is being absorbed by a liquid absorbent. If the absorbent and
the absorbate undergoing chemical reaction, it is chemical absorption; otherwise it
is physical absorption.

The absorption of CO, from flue gas is a typical chemical absorption, which has
been becoming the focus of research nowadays by scientists and chemical engineers
due to the environmental consideration. Many absorbents can be used for CO,
absorption, among them the derivatives of amine are commonly used in the
industries, such as monoethanolamine (MEA), 2-amino-2-methyl-1-propanol
(AMP), diethanolamine (DEA), and methyldiethanolamine (MDEA). The reac-
tion between CO, and the amine is reversible, and the CO, absorbed by amine can
be easily desorbed by heating or other means to make the amine easy to be reused in
a recycling process.

The operation of gas absorption is mostly counter-current that is the gas entering
to the bottom of the column and the liquid flowing down from the top. There are
two usual kinds of equipment for absorption: packed column and tray column. The
former is most frequently used in industries and thus it will be the object of
simulation in this chapter.

Chemical reaction is accompanied with heat effect and the model equation sets
should involve the heat transfer besides the mass transfer and fluid flow.

Over the last decades, the application of computational fluid dynamics (CFD) to
study the velocity and temperature profiles in packed column have been frequently
reported [1-5]. However, for the prediction of concentration profile, the method
commonly employed is by guessing an empirical turbulent Schmidt number Sc; or
using experimentally determined turbulent mass diffusivity D, obtained using the
inert tracer technique under the condition of no mass transfer [6, 7]. Nevertheless,
the use of such empirical methods of computation, as pointed out in Chap. 3, is
unreliable and not always possible. To overcoming these drawbacks, the devel-
opment of rigorous mathematical model is the best choice.

In this chapter, the work by Liu [8, 9] and by Li [10] on the absorption of CO,
by the aqueous solution of MEA, AMP, and NaOH is used as an example to show
the prediction of absorption behaviors using computational mass transfer model,
and also the model predictions are tested by comparing with the published exper-
imental data.

3.1 2 — ¢ Two-Equation Model

The interacted liquid phase 2 — g two-equation model (abbreviated as
two-equation model hereafter) under steady operating condition is employed for the
simulation of CO, absorption by aqueous absorbent with the following
assumptions:
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(1) Only the CO, component in the gas phase is absorbed by the aqueous solution,
and the water in aqueous absorbent does not vaporize to gas phase.

(2) The heat of absorption and heat of reaction are all absorbed instantaneously by
liquid phase. The heat conduction by the packing is negligible.

(3) The heat loss to the environment is neglected.

(4) The packed column for absorption is axially symmetrical.

The model equations involve fluid dynamics, heat transfer, and mass transfer
equation sets as given below.

(I) The CFD equation set

Overall mass conversation

A(pLyBLUL)

=S (2.1)

where y is the porosity of the packed bed, f3;, is the volume fraction of liquid in the
porous space. Note that in absorption process, the mass of absorbent is changed due
to the absorption of absorbate (species), therefore S,, # 0 and p is not a constant.
The liquid faction f; is considered constant in the column.

Momentum conversation

A(pLyPLULIUL P 0 1510}
(LaL—xiLL]) =—- ﬁLa o, |:/ﬁL:uL( 8x]:> — PBLppuju ] + SLi

— oUL;  0Uy 2
7pLu§uj{ - iut< ax],q + axl.‘j> - gpéijkL (A1)
'j i

K
L g

ky, equation

ULik d Ok
NpLyPLUvik) _ =5 (WL (uL K ;) a;) + pLYPLGK — pLyPreL

8)( i

B 8ULj 8ULi aULi
Gk_ ’<8xi + 8)61') 8xk

&L equation

OpLypLUiL 0 W\ der o
T ox | ox — 1P (C1:Gri — Coe o)
Ox; Ox; bt o) Ox; +7BL(C1:GL 2:0LEL) T

Model constants are [11]: ¢, = 0.09, 6, = 1.0, 0, = 1.3, C; = 1.44, C, = 1.92.
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(I) The heat transfer equation set

Energy conservation

(pyPLCULT) 0 oT
T~ on oxn PL/ﬁch(fx*‘O‘t)afxi +S7

where C, is the specific heat of the fluid; S7 is the source term; o and o, are
respectively the molecular diffusivity and turbulent thermal diffusivity. The source
term Sy represents heat of solution and reaction as well as other thermal effects. The

unknown o; is obtained using 772> — &7 model, in which

kT/Z Y
o = Crok |~ 1
& &1
iz equation
a(pLVﬁLULiﬁ) 0 o\ 0T or\*
I . pLYBL <°f + G—Tt,) x| T 2p (§> —2pLyPrer

ep equation

9 Uier) 0 Der T\ er
MZ—{PLW}LG—F:’) FT]—%W%:( )FT

0x; 0x; e 0x; a_xz ﬁ
&2, sep
- CrzyﬂLTzz - CT3VﬁLT

Model constants are: Czp = 0.10, C7; = 1.8, C» = 2.2, C73 = 0.8, 0, = 1.0,
(Il) The mass transfer equation set

Species mass conservation

A(pLypLULC) _ 0 oc
a—x,»_a_x,- PLVﬁL(DL+Dr)a—xi + Sy

For finding turbulent mass diffusivity D;, the pz—y two-equation model is

employed.
kc?
D; = cok (E ;)
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c? equation

o) (pLVﬁLULiﬁ) B D)\ dc? aCc\?
a—xi = 8_)61 pLYBL (DL + 0_c> 8—16, —2p1yBLD, (a_x,) —2pLyPrLec

&v equation

OpyP ULt O D, \ dcu OC\ v
pLﬂ—LL = [pLVﬁL (DL + a—t> ] — CapLyBLD: <—> =
2

Ox; Ox; e/ OX; Ox;) (2
oy ey
— Caypy C?z — Ca3yfL %
Model constants are: C.g = 0.11, C,; =18, C., =22, C.3=0.8, g, = 1.0,

The volume fraction f5; of the liquid phase is based on porous space, which can
be expressed by f; = H,/y from the total liquid holdup H; and the unevenly
distributed porosity y under the operating condition concerned. The total liquid
holdup H, is defined as the sum of the static holdup H and the operating holdup
Hgp, ie., Hy = Hy + H,p. The correlations for estimating Hy, and H,, for metal Pall
rings are [12, 13].

H, = 0.033 exp(—o.zz f—;)

a 1/3
Hop = 0.555 <g«,4»55)

The porosity y of randomly packed bed is a constant around the center and increase
to a maximum in the neighborhood of the wall region, which had been observed by
many experimental investigations [14—16]. Thus the uneven porosity distribution is
being considered and calculated by the following correlation reported by Liu [2]:

(1 B yoc)
2

2n R—r

PE Vet ¢, + 1.6Er? pyd,

Er{(1 —0.3py) x cos< ) +0.3p4}

where yc is the porosity of an unbounded packing, R is the radius of the column,
r is the position in radial direction, Er is the exponential decaying function as given

by Wellek [17]
N\ 3/4
Er =exp l—l.Epd <R r) ]
dp
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where p, is the period of oscillation normalized by the nominal particle size and

Pa = 0.94X(2 + 1.414)/3 for Pall rings; c, is a constant depending on the ratio of
the particle size to column size as follows:

_ 2R 1.6 24 R\
¢y = npad, .6 exp Apa d,

where

2 R
1+ 1.6exp {—2.4pd (R/dp)3/4} Ppady

n, = nt

Boundary condition
Inlet (column top, x = 0):For fluid flow, U = Uy, V=0, T = Tjy, C; = Ciin,

kin = 0.003U%
k'l.S

in = 0.09 -1
&n i

For T"2, the work by Ferchichi and Tavoularis [18] is adopted:
T2 = (0.082AT)*= 0.0067(AT)*

where AT = 0.1 K is set as initial value.
For ¢”2, the analogy to heat transfer is applied:

¢ = (0.082C;;,) = 0.0067C?

i,in

For ¢~ and ¢7, it is set to be:

e\ —
e =04 2 T/z
r=04(32)7

Outlet (column bottom): Assuming the fluid is fully developed to the turbulent
state, the gradients of all parameters @ along x direction is equal to zero except
pressure:
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00
5—0

Axial symmetry: At the center of the column (y = 0), symmetrical condition is set

oD
=0
dy

Column wall(r=R): no-slip condition is set and all parameters equal to zero except
pressure.
Near wall region:The standard wall function is applied.

3.1.1 Absorption of CO, by Aqueous MEA in Packed
Column

3.1.1.1 Chemical Reaction Between CO, and Aqueous MEA

When CO, is being absorbed and reacts with aqueous MEA solutions, the fol-
lowing reactions are taking place:

CO,, — CO,y + Hy (R1)
CO,; +2BNH, - BNHCOO™ + BNH; + Hy (R2)
CO,; +BNHCOO™ + 2H,0 % BNH; + 2HCO; (R3)

Letter B denotes the group HOCH,—CH, , step (R1) represents the physical
absorption of CO, by water, accompanied by the heat of solution H,. At very short
time of exposure in industrial practice, the effect of reaction (R3) can be neglected,
and only reaction (R2) affects the absorption rate of CO,. Reaction (R2) can be
resolved to two steps

CO,1, +BNH; — BNHCOO™ +H™* (R4)
BNH, + H" — BNH;" (R5)

Reaction (R4) can be considered as second order, which is the rate controlling step,
because reaction (R5) is a proton transfer reaction and virtually instantaneous.
Therefore, the absorption of CO, in MEA solutions can be regarded as gas
absorption accompanied by a second-order reaction, and the overall reaction is



3.1 ¢2 — ¢ Two-Equation Model 119

represented by reaction (R2). The rate of reaction R. can be expressed by the
following equation:

R.=k; [CO,] [MEA]

where k; is the second-order reaction rate constant, which is given by Hikita et al.
[19]

2152
IOg kz =10.99 — T

3.1.1.2 Evaluation of Source Terms

The source term Fig and Fi g in Sp; as well as ff has been given in Sect. 2.2.1.
The source term S,, (Kg m> sfl) represents the rate of CO, absorbed by the
liquid phase, which can be calculated by the following mass transfer equation:

Sn = kia.E(Ceo, — Ceo,)

where ki is the liquid phase mass transfer film coefficient m?s Y a, is the
effective mass transfer area per unit volume (m® m>); E is the enhancement factor
due to accompany with chemical reaction; C¢, and Cco, are respectively the
concentration of CO, in the interface and bulk liquid (kg m™>). Enhancement factor
E can be calculated by the correlation [17]

1/1.35
| /
135

E=1+
(E— 1" H(E, —1)

D X
E =1y DyearXea
2Dco, 1.Xico,

_ Dco, 1koXmEA
(k)

B vV Ha
b tanh v/ Ha

where X4 is the mole fraction of MEA in liquid phase (kmol m73); Dyga L is the
molecular diffusivity of MEA; k; is the second-order reaction rate constant; &y is the
liquid phase mass transfer coefficient without chemical reaction (m? s ).

Ha
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The ki and a, can be obtained by the following correlation [20]:

1/3 2/3 ~1/2

L

kL=0.0051<“g) < ) ( Hr > (ad,)™*
p Awfly, pDco, 1.

y 075/ L\ g2 005 ;12\ 02
o)) 6
a o ay, p2g pac

where a and a,, are respectively the dry and wet surface area of packing per unit bed
volume (m2/m3); and a, is considered equal to a,,. The calculation of the parameters
in foregoing equations is given in Ref. [8].

The source term S, represents the rate of MEA consumed due to reacting with
CO,, which can be obtained from the rate of CO, absorbed §,, and reaction (2) by
stoichiometric calculation as follows:

Sn:—%x61><2

The source term Sy represents the heat generated by absorption H4 and by reaction
Hpg, which can be calculated by

S’Tl
S;p=-—""_(H,+H,
T MCO2( At H)

where Mco, (kg mol_l) is the molar mass of CO,, H, is the heat of physical
absorption, Hy = 1.9924%10’ d kmol ! CO, absorbed) [21], and Hp, is the heat of
chemical reaction, Hg = 8.4443%X10” (J kmol ' CO, reacted) [22].

3.1.1.3 Simulated Results and Verification

() Industrial column

The object of simulation is an industrial absorber of 1.9 m in diameter packed
with 2" Pall rings and 14.1 m in packing height for removing CO, from natural gas
using aqueous MEA solutions. Fifteen runs of experimental data of the absorption
column reported by Pintola [23] are the concentration and temperature at the top
and bottom of the column.

Axial and radial concentration and temperature distributions along the
column

Liu employed two-equation model for simulating [8] the axial and radial con-
centration as well as the temperature profiles as shown in Fig. 3.1 including gas
phase CO, concentration, CO, absorbed (CO, loading) in MEA, liquid phase
temperature, and free MEA concentration. As seen in this figure, the absorption is
taken place mainly at the bottom of the tower.
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(a) Gas phase CO,concentration (b) CO, absorbed (c) Liquid phase temperature (d) free MEA concentration

Fig. 3.1 Simulated profiles for Run 115 by two-equation model a gas phase CO, concentration,
b CO, absorbed, ¢ liquid phase temperature, d free MEA concentration (reprinted from ref [8],
Copyright 2006, with permission from Elsevier)
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Fig. 3.2 Simulation by two-equation model (solid curve) and experimental data (circle and
square) for Run T115 by two-equation model (x is measured from column top) (reprinted from ref
[8], Copyright 2006, with permission from Elsevier)

The distribution of simulated average axial MEA concentration along the
column is shown in Fig. 3.2. As seen in the figure, the simulated top and bottom
concentrations

using two-equation model are closely checked by the experimental
measurement.

Axial distribution of turbulent diffusivities D,, o, and v,

The use of present two-equation model enables to find the distribution of dif-
fusivities Dy, o, and v; in the whole column as shown in Fig. 3.3 and their average at
different height of the column is given in Fig. 3.4.

As shown in the figure, both D, and «, are found to be almost constant around
the center region of the packed bed until about /R = 0.8, and suddenly increased to
a maximum, then decreased sharply toward the wall surface. Such simulated
phenomenon is consistent with the experimental results using inert tracer technique.
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Fig. 3.3 Simulated diffusivities distributions for Run T115 by two-equation model [10] a Dy, b a,
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Fig. 3.4 Simulated diffusivities and relative radial liquid velocity at different column height for
Run T115 by two-equation model (x is measured from column top) a D,, b a,, ¢ v,, d relative
velocity (reprinted from ref [8]. Copyright 2006, with permission from Elsevier), (a) Dy, (b) o,
(¢) vy, (d) relative velocity. x—distance measured from column top
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It is also clearly seen that the shape of the v, curve is not similar to that of D, and o,
throughout the column, that means the similarity between D, or o, and v; is not

justified, thus the Schmidt number (Sc = ﬁ) and Prandtl number (Pr = ‘1—2) cannot

be a constant and are varying locally with the position.
(II) Pilot scale column

The object of simulation is a pilot scale column reported by Tontiwachwuthikul
[24] for the absorption of CO, from air mixture by aqueous MEA solution. The
column is 0.1 m in diameter and packed with 1/2” ceramic Berl saddles with a total
packing height of 6.55 m. The column consisted of six equal height sections, and
the samples were taken at the inlet and outlet of each section for analyzing the
concentration. Ten sets of experimental data were reported including the variation
of radial averaged carbonation reaction (CO, loading or CO, absorbed), the tem-
perature in the liquid phase and the radial averaged CO, concentration in the gas
phase along the column height.

The simulated average axial gas phase CO, concentrations and CO, absorbed
(CO; loading) are compared with the experimental data as shown in Fig. 3.5, in
which agreement between them is seen. The simulated distribution of diffusivities
D;, o, and v, are given in Figs. 3.6.

Again from Fig. 3.6, the similarity between D, and o, and dissimilarity with v,
are also clearly seen. The sharp decrease of all diffusivities at about #/R = 0.6 is
related with the velocity decreasing due to wall effect.

Axial distribution of average concentration and temperature

Take Run T 17 as an example, the simulated gas CO, concentration, CO,
loading, liquid phase temperature, and the enhancement factor are shown in
Fig. 3.7.

In Fig. 3.7a, it is interested to note the difference of simulated results between
using the two-equation model without knowing the diffusivity in advance and using
the conventional one-dimensional model with published experimental diffusivity

gasCO, Conc.(%)
Enhancement factor

2 4 6
Top x (m) Bottom Top x (m) Bottom

CO, loading (mol CO/mol MEA)

x — distance measured from column top

Fig. 3.5 Comparison between Simulation by two-equation model (solid curve) and experimental
data (circle and square) for Run T22 (x is measured from column top). (reprinted from ref [8].,
Copyright 2006, with permission from Elsevier). x—distance measured from column top
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Fig. 3.6 Simulated diffusivities at different height of column by two-equation model for Run T22
(x is measured from column top) a D,, b a,, ¢ v, (reprinted from ref [8]. Copyright 2006, with
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obtained by employing the inert tracer technique [12]. The simulated results by the
conventional model on gas CO, concentration and liquid CO, loading profiles
along the axial direction are shown in Fig. 3.7a by the dash dot lines. It should be
pointed out that the column is taller than it is needed as seen in Fig. 3.1, thus the
liquid phase concentration in the upper part of the column is very small and hardly
distinguished the difference in the figure regardless what model is being used for
simulation. However, the difference is clearly seen at the lower part of the column,
in which the simulation using the two-equation model is better than the
conventional.

In Fig. 3.7b, the simulated radial averaged axial temperature is somewhat higher
than the experimental temperature, and deviate obviously at the bottom of the
column. The error may come from (1) The cooling of outlet liquid by the incoming
gas at the column bottom is neglected; (2) The heat consumed by the evaporation of
water in the liquid phase is ignored; (3) The heat loss to the environment is not
considered.

3.1.2 Absorption of CO, by Aqueous AMP in Packed
Column

The advantage of using AMP as absorbent for the absorption of CO, is the high rate
of absorption, less corrosion and low energy of recovery, also low stability of the
absorbed amino product which is easy to hydrolysis to liberate free AMP.

3.1.2.1 Chemical Reaction Between AMP and CO,

The reaction between AMP and CO, can be represented by the following steps with
liberation of heat of solution and reaction:

CO,6 — CO, L+ Ha (R1)

CO,1. + RR'NH — RR'NH " COO™ + Hy (R2)
RR'NH*COO™ + RR'NH — RR'NCOO~ + RR'NH," (R3)
RR'NCOO™ + H,0 — RR'NH + HCOj; (R4)
RR'NH + CO,+ H,O — RR'NH;" + HCO; (RS)

where R and R’ denote respectively HOCH,C(CH3), and H. The step (R3) is
unstable and easily turn to step (R4) for hydrolysis. From the overall step (RS), one
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mole of AMP can absorb one mole of CO,, and the reaction can be considered as
second order. The rate of chemical absorption R, can be expressed as

R.=k; [CO,] [AMP]
where the coefficient &, is given by [25]

In k; = 23.69 — 5 176.49/T

3.1.2.2 Simulated Results and Verification

The object of simulation, a pilot scale packed column, is the same as given in
Sect. 3.1.1.3 (II). Ten sets of experimental data for absorption of CO, by AMP
aqueous solution was reported by Tontiwachwuthikul [24], in which three sets are
taken as examples for comparison with present simulation.

The determination of source terms in the modeling equations is similar to
Sect. 3.1.1.2 except the physical parameters should be reevaluated. Refer to Ref.
[26] for details.

Distribution of average radial concentration and temperature along column
height

The simulated radial averaged axial concentration and temperature of the
aqueous AMP are shown by the curves in Fig. 3.8 for Run T27 and Fig. 3.9 for
Run T29. In these figures the experimental points are also given for comparison.
Agreement is seen between simulation and experimental measurement.

The influence of inlet boundary condition of % and ﬂ on the simulated result
In previous simulation the inlet boundary conditions of ¢ and T} are set
as ¢? = (0.082Cl~,,-n)2 and T2 = (0.082AT)>. The influence of boundary condition
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Fig. 3.8 Comparison between simulation by two-equation model (curve) and experimental data
(circle and square) for Run T27 (x is measured from column top). x—distance measured from
column top [26]
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Fig. 3.10 Simulation by two-equation model (curve) and experimental data (circle) for Run T30
[26]

was investigated by changing the condition to 7/> = 0.003(AT)* and ¢7 = 0.003C2,.
As given in Figs. 3.7, 3.8, 3.9 and 3.10, the simulated results for T30 using these
two boundary settings are substantially the same and can only be represented by a
unique curve. However, it is true for the example T30, the influence of boundary
condition in general is yet to be further investigated.

Variation of D, and o, in radial directions

The turbulent mass diffusivity D, and turbulent thermal diffusivity o, can be
obtained by present model computations as shown in Fig. 3.11. Once again it
demonstrates that the choice of different boundary conditions of ¢/> and 7/> do not
affect substantially the simulated result in this case. Compare Fig. 3.11 with
Fig. 3.6, the shape of D, and o, along radial direction for T30 and T22 is highly
similar, even their values are very close each other.
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Fig. 3.11 Distribution of D, and o, in radial direction for Run T 30 by two-equation model at
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3.1.3 Absorption of CO, by Aqueous NaOH in Packed
Column

3.1.3.1 Chemical Reaction Between NaOH and CO,

The absorption of CO, and the reaction between CO, and NaOH in the aqueous
solution are undertaken the following steps:

CO,, 24 €O,y (R1)

CO,; + OH™ % Hcos (R2)
HCO; +OH™ — CO3™ +H,0 (R3)
CO,1. + 20H — CO3™ + H,0 (R4)

Reaction (R1) expresses the physical absorption of CO, by water, accompanied
with the evolution of heat of solution H,. Reaction (R2) is known as the rate
controlling step because reaction (R3) is a proton transfer reaction and is very faster
than reaction (R2). Thus the absorption of CO, by aqueous NaOH solution can be
regarded as a gas absorption accompanied with second-order reaction (R2), and the
overall reaction is represented by (R4).
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The second-order reaction rate constant k, for CO,—NaOH reaction was cor-
related by Pohorecki [27] as a function of temperature and ionic strengths 7. of
aqueous electrolyte solutions as follows:

2382
log k, = 11.895 — - +0.2211, — 0.016/>

The model equations are given in Sect. 3.1, the determination of source terms in the
modeling equations is similar to Sect. 3.1.2 except the physical parameters should
be reevaluated as given in reference [9].

3.1.3.2 Simulated Results and Verification

The object of simulation and verification is a randomly packed column reported by
Tontiwachwuthikul [24]; the structure of this pilot scale column has been described
in Sect. 3.1.1.3 (II). Twelve sets of experimental data for the absorption of CO, by
NaOH were presented by the authors, among which six sets are taken to check the
validity of the present simulated results.

Distributions of radial averaged concentration and temperature in the Liquid
Phase along the column height

The simulated distributions of average radial OH  concentration in liquid phase,
Con and CO, concentration in gas phase as well as the temperature along the
column height are shown in Figs. 3.11, 3.12, 3.13, 3.14, 3.15, 3.16 and 3.17 with
experimental data for comparison.

As seen in these figures, the agreement between the simulations and experi-
mental results for OH ™ concentration in liquid phase and CO, concentration in gas
phase is satisfactory. However, the predicted temperature profiles along the column
by simulation show somewhat lower than the experimental measurement, especially
near the bottom of the column. As stated in previous section, there are several
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Fig. 3.12 Comparison of simulated results by two-equation model (solid line) with experimental
data (circle and square) for RunT1 (reprinted from ref [9]. Copyright 2006, with permission from
American Chemical Society)
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Fig. 3.13 Comparison of simulated results by two-equation model (solid line) with experimental
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Fig. 3.14 Comparison of simulated results by two-equation model (solid line) with experimental
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American Chemical Society.)
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American Chemical Society)
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reasons for such deviation: first, in the assumption, the cooling of descending liquid
by the entering gas is ignored; second the evaporation of solvent water in liquid
phase is neglected, leading to overestimate the liquid temperature; third, the
assumption of adiabatic operation means the neglect of heat exchange between the
column and environment.

Also as seen in these figures, the enhancement factor, E, increases from column
bottom to the top. Take T11 as an example shown in Fig. 3.16, the enhancement
factor E increases from about 20 at the column bottom to about 100 at the column
top, which means the rate of chemical absorption is about 20—-100 times higher than
that of physical absorption.

Liquid Velocity Profile along the Radial Direction

Due to the nonuniformly distributed porosity, especially higher porosity near the
wall region, the fluid flow seriously deviates from the plug flow. As seen from
Fig. 3.18a and b, serious “wall flow” is appeared, and the flow becomes relatively
uniform only about 2d,, apart from the wall. Similar result has been observed by
many investigators.



132 3 Application of Computational Mass Transfer ...

1586400
i | 1480000
el L 1416400

“il,[\ I 1330400
NS RLRALTEL 1.25e+00

1.18¢+00

pt gt
i

110600

1Ml | 1020700
e —— 946001
Jlﬂ‘ 60001
s | 752001

7.15e-01
E38e-01

56101
4 8de-01

wa 4.070.01
""" . 3 30001
283601

IZ 3 4 - " 1.760-01
(R—r)fd! y ' o N 2.160-02

(a) Axial velocity profile (b) Schematic distribution

Relative axial velocity

o o0 o0 o o
=

o N

(=1
—

8
2
=
=
é

Fig. 3.18 Relative axial velocity profile two-equation model for T12 a axial velocity profile, b
schematic distribution (reprinted from ref [9]. Copyright 2006, with permission from American
Chemical Society)

(a) (b)
2.46e-03 1.68e-03 4.06e-05
2.34e-03 1.78e-03 3.86e-05
2.22e03 1.69e-03 3.65e-05
- 2.09e-03 1.60e-03 3.45e-05
i 1.97e-03 1.50e-03 - 3.25e-05
1.65e-03 1.41e-03 3.04e-05
1.73e-03 1.32e-03 2.84e-05
1.60e-03 1.23e-03 2.64e05
1.48e-03 1.13e-03 2.44e-05
1.36e-03 1.04e-03 2.23e-05
1.24e-03 9.46e-04 2.03e-05
1.12e-03 8.53e-04 1.83e-05
9.94e-04 T.60e-04 . 1.62e-05
| 8.71e-04 . 6.67e-04 1.42e-05
7.4%e-04 f 5.75e-04 1.22e-05
6.27e-04 4.82e-04 1.02e-05
5.05e-04 3.8%e-04 8.12e-06 |
3.82e-04 2.96e-04 6.0%e-06
2.60e-04 2.03e-04 4.06e-06
1.38e-04 1.10e-04 2.04e-06
1.57e-05 1.69e-05 6.63e-09

(o)

)

Fig. 3.19 Simulated diffusivities (m”.s ') by two-equation model a o, b D,, ¢ v, [26]

Distributions of D;, o, and v; along column height

The simulated profiles of D,, o, and v, obtained along the whole column are
displayed in Fig. 3.19.

The radial distributions of D,, o, and v, at different height of the column are
displayed in Figs. 3.20, 3.21, and 3.22. These figures show the nonuniform
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Fig. 3.20 Radial distribution
of D; at different column
height for T12 (x is measured
from column top) (reprinted
from ref [9]. Copyright 2006,
with permission from
American Chemical Society).
x—distance measured from
column top

Fig. 3.21 Radial distribution
of o, at different column
height for T12 (x is measured
from column top) [21].
x—distance measured from
column top

Fig. 3.22 Radial distribution
of v, at different column
height for T12 (x is measured
from column top) [26].
x—distance measured from
column top
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distribution of diffusivity and the similarity between the shape of D, and «,. The
dissimilarity of v, with D, and «, is seen obviously, which indicates once again that
the Schmidt number and Prandtl number are not a constant throughout the column.



134 3 Application of Computational Mass Transfer ...

3.2 Reynolds Mass Flux Model

In this section, the standard Reynolds mass flux model (abbreviated as RMF model)
is employed for simulation.

The assumptions of Reynolds mass flux model as applied to the chemical
absorption column are the same as the ¢’> — ¢ two-equation model in 3.1.

The mathematical model in interacted liquid phase form is given below.

(I) The Mass Transfer Equation Set

Species mass conservation equation

9 9 aC
o (yBLULC) = o [VﬁL (Da_xl —uc ﬂ +3S,

where y is the porosity of the packed bed; f; is the volume fraction of liquid in the
vapor-liquid mixture based on pore space; C and ¢’ are respectively the average and
the fluctuated mass concentration (kg m°); D is the molecular diffusivity of
absorbent in the liquid phase.

Fluctuating mass flux uic’ equation

aﬁ + 8UIW _ i C E /u/ + au ¢ _ u/l/t/a—c
ot Ox;  Ox e p) Ox; T Ox;
2 ku,c + Ceujc 8812,- (1.26a)

where C. =0.09, C, =32, C3=0.55; k and ¢ equations are given by
Eq. (Al.11a) and Eq. (Al.13a), respectively.

(II) Accompanied CFD Equation Set

Overall mass conservation

d(pyPLUL)

=Sn
8)6,'

Momentum conservation

A(pypLULUy) po(pUL) =
a—xj = — /))L— + a—xj ﬁL(pch_ puiuj) +SLF
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where Sr is the source term of the liquid flow, u—u]’ is calculated according to
Eq. (1.23) as follows:

ouis | g, 2 _ 0 g 00 w0 (G OV U
ot Oxy 8xk axk p Oxy ik Oxy. 7k Oxy,

& [—— 2 —6UL~ 8UL, 2 BUL, 2
—C % (uiu; - §k5U> -G (u;u;( 8xk] T u;u;( o, — g(jl]u:uz v — —85,:,‘

kv equation

8)OyﬂLULikL_ 0 . Hy ok 8ULi 8ULJ' 8ULJ-
Ox; O Pt or) Ox; b 0x; * Ox; ) Ox; prbua

(1.11a)

&L equation

OpyPLULieL _ 0 der, &L (0Uy  OUL\ 0Uy
oo | h o) o] P B Ty ) o

&
— CayBLpL n
(Al.13a)

(IT) Accompanied CHT Equation Set
Energy conservation

o(pyBrc,ULiT) 0 oC ——
ox, = pyPLey “ax,- wl' || +Sr

where T is the average temperature of liquid phase, c, is the specific heat of liquid
phase, St is the thermal source term including the heat of solution, heat of reaction
and others; a is the molecular thermal diffusivity.
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Fluctuating heat flux u/T’

T ouT 9
FU =
ot Oxy Oxy.

where Cry = 0.07, Crp = 3.2, Cr3 = 0.5.
The auxiliary k and ¢ equations are given in (II) CFD equation set.
Boundary Conditions

(1) Inmlet Condition (column top, x = 0)
At the top of the column, the boundary condition for the liquid phase is set to be
(28]

le
U=U,C= cm,k_ooo3Um,sm_oo9;
H

where dy is the hydraulic diameter of random packing, which can be calculated by

475

Since no experimental measurements are reported or empirical correlations are
available from the literature for determining the inlet condition of the ﬂuctuating

dy =

mass flux i/, and fluctuating heat flux /T

el the following conditions for u}c¢’ and

2 1n’

ul-T’ are adopted based on the best fitting of experimental data [24, 26]
(uie');y=—07(0C/ 0y, (wT");,= —0.9(OT /i),

It is found that the foregoing inlet condition is applicable to many other simulations
with satisfactory results.

Outlet Condition (column bottom)

The flow in the packed column at the outlet is considered as fully developed in
turbulent state; the zero normal gradients are applied for all variables @ except
pressure.

(2) Axis Condition

Under the assumption that all variables @ in the packed column are axially
symmetrical, we have 0®/0x = 0 at y = 0 of the column central axis.
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(3) Wall Conditions

The no-slip condition of flow is applied to the wall, and the zero flux condition at
the wall is adopted.

Evaluation of Source Terms

The object of simulation and the evaluation of source terms S,,, Sg. St S, are the
same as in Sect. 3.1.

3.2.1 Absorption of CO;, by Aqueous MEA in Packed
Column

3.2.1.1 Simulated Results and Verification

The liquid phase temperature profile

The simulated profile of liquid phase temperature in the packed column is given
in Fig. 3.23a. The axial distribution of liquid phase temperature after radial average
is shown in Fig. 3.23b.

Since the reported experimental measurements are only inlet and outlet tem-
perature of liquid phase, the validity of the present model can only be checked by
comparing with such limited data. As seen from Fig. 3.23b, the simulated outlet
temperature is a little higher than the experimental measurement (about 0.3 K). This
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Fig. 3.23 Simulated temperature profiles of liquid phase in the column of absorption of CO, into
aqueous MEA (Run 115) by RMF model [10] a profile of liquid phase temperature in the column,
b comparison of axial distribution of radial average temperature in the column with experimental
data
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Fig. 3.24 Simulated velocity profiles of the liquid in the column of absorption of CO, into
aqueous MEA (Run 115) by RMF model [10] a axial velocity profile of the liquid along radial
direction, b radial velocity profiles of the liquid along radial direction

error may be due to the neglect of heat loss to the environment in the assumption,
which results somewhat increase of the fluid temperature, other sources of error are
similar to the absorption by MEA and AMP as given in previous sections.

The axial and radial liquid phase velocity distributions

The simulated axial velocity distribution along radial direction is shown in
Fig. 3.24a. As seen, the axial liquid velocity is almost constant from column center
to about /R = 0.8 due to relatively uniform porosity in this region of the column.
The obvious up and down variation of velocity near the wall region is mainly due to
the nonuniform porosity. The simulated radial velocity along radial direction is
shown in Fig. 3.24b, in which the radial velocity increases slowly from /R = 0 to
about 0.4. From 0.4 to the column wall, the wavy variation of the radial velocity is
intensified sharply, especially around r/R = 0.9. It shows that the influence of
nonuniform porosity is appreciable especially near the wall.

The profile of CO, loading

Figure 3.25a gives the distribution of CO, loading in the packed column. It can
be seen from this figure that most absorptions are taken place at the bottom part of
the column, while at the top part only trace of CO, is removed. As shown in
Fig. 3.25b, the simulated CO, loading at the bottom of the column is closely
checked by the published outlet data.

The Profile of CO, concentration in gas phase is given in Fig. 3.26a. The
average radial concentration along axial direction is given in Fig. 3.26b. As seen in
the figure, the prediction on outlet concentration is confirmed by experimental data.

The MEA concentration profile

As shown in Fig. 3.27a and b, the free MEA molar concentration in the liquid
phase increases from column center to the wall at different height of the column. It
can be explained that the liquid velocity is slow, down near the wall in the ran-
domly packed column (see Figs 3.24), resulting worse contact with the gas phase,
and consequently less CO, to be absorbed. This is also the reason why the CO,
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Fig. 3.25 Simulated profiles of CO, loading in the packed column of absorption of CO, into
aqueous MEA (Run 115) by RMF model [10] a profile of CO, loading in the packed column,
b comparison of axial profile of average CO, loading with experimental data
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Fig. 3.27 Simulated Profile of MEA concentration in the column for absorption of CO, into
aqueous MEA (Run 115) by RMF model [10] a profile of MEA concentration in the column, b
distribution of MEA concentration in radial direction

loading in liquid phase decreases with the distance away from the column center at
a given height near the column bottom, as shown in Fig. 3.25a.

3.2.1.2 Anisotropic Mass Diffusivity

Since the Reynolds mass flux model can be solved for the anisotropic fluctuating
mass flux W directly, it is possible to estimate the mass transfer by means of eddy
diffusion in any directions. Such estimation can be made by defining an anisotropic
turbulent mass diffusivity D¢ ;. Similar to Eq. (1.36), let us consider W to be
proportional to the concentration gradient, i.e.,

—ujc = Dt,ig—:i,orDt,,- = —ulc g—;’: (1.37)
It should be noted that the Dy; such defined is different from the D, for the
Boussinesq postulation as given in Eq. (1.4), which is an isotropic parameter
characterizing the ability of mass transfer by the flactuation of the fluid velocity.
The axial turbulent (fluctuating) mass flux u'.c’
As seen from Fig. 2.8b, the u/c’ is increasing rapidly at the lower part of the

column (x > 8 m), it indicates the u/.c’ increasing profile is in counteraction with the
decreasing average MEA concentration profile as seen in Fig. 3.27b, so that the
mass transfer in x; direction is enhanced. Also the positive slop of /¢’ in the plot
implies that the rate of enhancement is much greater at the bottom than at the top. In
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Fig. 3.28 Simulated profiles of u/¢’ of MEA in the absorption of CO, into aqueous MEA
(Run115) [10] a profiles of /¢’ along radial direction, b profiles of /¢’ along axial direction

Fig. 2.8b, W is almost constant at the upper part of the column (x < 6), and
increase rapidly toward the column bottom; it means that the turbulent effect in
axial direction is kept unchanged at the column top and advance intensely along the
lower part of the bottom.

In the radial direction as shown in Fig. 3.28a, @ also remained unchanged
from column center to about #/R = 0.6 From /R = 0.6 to the column wall, although
the positive u/.c’ is gradually lower down with low rate (negative slope), it coun-
teracts with the axial MEA concentration increasing profile (see x = 11 and 13 in
Fig. 3.27b), so that the axial MEA concentration is being suppressed to some extent
in this region.

The axial mass transfer diffusivity D;x

Figure 3.29 gives the concentration gradient of MEA along the x direction. From
Eq. (1.37) and Figs. 3.28a and 3.29, the axial turbulent mass diffusivity D¢ x can be

4
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Fig. 3.29 Simulated profile of average MEA concentration gradient along axial direction in the
absorption of CO, into aqueous MEA (Run 115) [10]
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Fig. 3.30 Simulated profiles of D, x for MEA in the absorption of CO, into aqueous MEA (Run
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directions

obtained as given in Fig. 3.30. As seen in Fig. 3.30b, the Dy 4 is decreasing along
the upper part of the column (x < 4), it means the mass transfer is not active in this
region. In the radial direction, the Dy x is almost constant from column center to
about /R = 0.8 and gradually down to zero with negative slope; which implies the
/¢’ diffusion remains steady until /R = 0.8 and falls to zero at the wall with slow
rate. It is also noted that although Dy y is high at the column top (x = 1.5 m), yet the
MEA concentration gradient there is very low (see Fig. 3.29) to make the fluctu-

ating mass flux u/c’ is very small.

At the lower part of the column (e.g., x = 8.6), although Dy 4 is low, the con-
centration gradient (absolute value) is high, and so the product u/.c’ becomes higher
toward the bottom as seen in Fig. 3.28b.

The radial mass transfer diffusivity Dy y

The profile of W is given in Fig. 3.31. The negative W means its diffusion is

under negative gradient of C (see Sect. 3.6.1.3), which suppresses the increasing
MEA concentration in radial direction. In Fig. 3.33 the D¢, contour displays a
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Fig. 3.31 Simulated profiles of W for MEA in the absorption of CO, into aqueous MEA (Run

115) [10] a u;,c’ along radial direction, b u;c’ along axial direction
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Fig. 3.33 Simulated profiles of D, ,(x is measured from column top)for MEA in the absorption of
CO; into aqueous MEA (Run 115) [10] a D, , along radial direction, b D, , along axial direction

sudden increase to very high value near the column center. But the radial con-
centration gradient around the column center is nearly zero according to the axial
symmetrical assumption, as shown in Fig. 3.32, so that very small value of

3 3 — 1 ] 9C :
denominator in Dyy = —uc a—ymakes high. Dy y

As stated in Sect. 1.5.1.4, the anisotropic diffusivities D¢ and Dy obtained by
Reynolds mass flux model are not comparable with the D, from two-equation
model, but it is interesting to see the difference between anisotropic Dy, x as shown
in Fig. 3.30 and the isotropic D; as shown in Fig. 3.7a. Both D¢ x and D, are in the
same order of magnitude, although Dy 4 is somewhat lower than D,. Their tendency
is similar as their values are high at the column top and low at the column bottom.

It is also noted that the dissimilarity between Dy, and Dy, demonstrates the
anisotropy of the absorption packed column.

The total fluctuating mass flux

The total fluctuating mass fluxes u;¢’ + u,c’ along the radial direction at different
bed height for Run 115 are shown in Fig. 3.4. It is also noted that the profile of
u.c + W in this simulation is practically equal to that of #/¢’ in Fig. 3.28a because
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in the present case the u/.c’ is much greater than the u/c’, as seen by comparing

¥
Fig. 3.28a and Fig. 3.31a. Thus /¢’ diffusion is the main contribution to the tur-

bulent effect (Fig. 3.34).

3.2.2 The Absorption of CO, by Aqueous NaOH in Packed
Column

The simulation is using standard Reynolds mass flux model, the model equation
sets, the boundary conditions, and the evaluation of source terms are the same as
given in Sect. 3.1.3. The simulated results are given in the following sections.

3.2.2.1 The Simulated Results and Verification

The liquid phase temperature profile

The simulated profile of liquid phase temperature for experiment T11 is shown
in Fig. 3.35 and compare with experimental data. The simulated temperature at the
column bottom is somewhat higher than the experimental measurement due to the
same reason for the case of MEA absorption as stated in Sect. 3.2.1.1.

The NaOH concentration profile

The simulated profile of OH for T11 is given in Fig. 3.36. The simulated radial
averaged axial concentration is seen to be confirmed by the experimental data.

3.2.2.2 The Anisotropic Mass Diffusivity

The radial distribution of axial liquid phase velocity
The radial averaged axial liquid phase velocity is shown in Fig. 3.37. As seen in
the figure, wavy fluctuating of axial velocity in this case may be due to the uneven
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Fig. 3.35 Simulated profile of liquid phase temperature in the column for CO, absorption into
aqueous NaOH (T11) [10]
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porosity of the packing and the ratio of column diameter to packing size is only

about eight. Such wavy velocity affects significantly the shape of the anisotropic

Reynolds mass flux and the mass diffusivities as seen in Figs. 3.38 and 3.39.
The anisotropic mass diffusivity

(1) The axial mass diffusivity

The anisotropic mass diffusivity Dy « is calculated using Eq. (1.37), the axial
fluctuating mass flux, the concentration gradient, and the axial mass diffusivity are
given in Fig. 3.38. Note that the wavy shape of «/c’ and Dy x contours are as the
result of existing intense wavy axial velocity distribution along radial direction as
seen in Fig. 3.37.

The distributions of u/.c’ and D¢ x along the axial direction are also shown in
Fig. 3.39. Similar to the absorption by MEA, the @ diffusion (turbulent effect) is
small along the upper part of the column and becomes intense along the lower part
of the column as shown in Fig. 3.38a. Again, the difference between the radial and
axial diffusivities can be clearly seen from Fig. 3.38c and Fig. 3.39b.

(2) The radial mass diffusivity
As seen in Fig. 3.40, the negative W suppresses the NaOH radial decreasing

concentration profile with decreasing rate toward the column bottom. The wavy
shape of radial velocity and u{c’ also affects the Dy to be waving.
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Fig. 3.37 Simulated radial profile of axial velocity at z =3.25 m in the column for CO,
absorption into aqueous NaOH (7/1) [10]
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3.3 Summary

In this chapter, the two CMT models, i.e., 2 — &+ model and Reynolds mass flux
model (standard, hybrid, and algebraic forms) are used for simulating the chemical
absorption of CO, in packed column by MEA, AMP, and NaOH separately and their
simulated results are closely checked with the experimental data. It is noted that the
radial distribution of D, is similar to o, but quite different from g,. It means the

conventional assumption that Sc, (: p“—b) and Pr, (= %) are constant throughout the

column is unjustified. Also the appearance of negative u)c’ in MEA and NaOH

absorption indicates that the increasing tendency of their radial concentrations due to
lower absorption is promoted by the coaction of the turbulent mass flux diffusion.
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Chapter 4
Application of Computational Mass
Transfer (III)—Adsorption Process

Abstract In this chapter, adsorption process is simulated using computational
mass transfer (CMT) models as presented in Chap. 3. As the adsorption process is
unsteady and accompanied with heat effect, the time parameter and the energy
equation as presented in Chap. 2 are involved in the model equations. The simu-
lated concentration profile of the column at different times enables to show the
progress of adsorption along the column as an indication of the process dynamics.
The simulated breakthrough curve and regeneration curve for adsorption and des-
orption by the two CMT models, i.e., the ¢ — &+ model and the Reynolds mass
flux model, are well checked with the experimental data. Some issues that may
cause discrepancies are discussed.

Keywords Simulation of adsorption - Concentration profile - Breakthrough
curve - Regeneration curve

Nomenclature

ap Surface area per unit volume of packed column, m™"

c Mass concentration, kg.m >

Cpg» Cps Specific heat of gas phase and solid phase, respectively,
Jkg ' K!

Cu, Cip, Cip Turbulence model constants for the velocity field

Ceo, Ce1, Cen, Cea Turbulence model constants for the concentration field

Co, Ci1, Cp, C3 Turbulence model constants for the temperature field

2 Concentration variance, kg® m°

D Molecular diffusivity, m* s~*

D, Turbulent mass diffusivity, m* s

dy Hydraulic diameter of packing, m

dy Nominal packing diameter, m

Er Exponential decaying function

F Flow rate, L min~ !

g Gravity acceleration, m s 2

Gr Grashof number (Gr = ngﬁ (T,—To) dio,/;f)
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Sc, Sc,
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Packing height measured from column bottom, (H = 0 at
column bottom), m

Heat transfer coefficient from gas phase to packing,
Wm?K'

Heat transfer coefficient from gas phase to ambient,
Wm?K!

Heat transfer coefficient from gas phase to column wall,
Wm?K'

Heat transfer coefficient from column to ambient,
Wm?>K'

Heat of adsorption of adsorbate, J mol !

Turbulent kinetic energy, m” s >

Mass transfer coefficient of gas phase and intraparticle, m s
Mass transfer coefficient of gas phase, m s

Thermal conductivity of gas, W m~' K™'
Intraparticle mass transfer coefficient, m s~
Thermal conductivity of adsorbent particle, W m™' K™!
Molecular weight of adsorbate, kg mol ™

Nusselt number (Nu = hR,/k,)

Total pressure of gas phase in the column, atm

Prandtl number (Pr = C, ulk,)

Adsorbate concentration in solid phase, respectively,
mol kg™

Radial distance from the axis of the column, m

Inner radius of the column, m

Velocity to concentration timescale ratio

Packing radius, m

Reynolds number base on packing and column diameter,
respectively (Re, = pluldp/u, Recor = pluldeorltt)

Schmidt number base on molecular and turbulent diffusivity,
respectively (Sc = w/pD, Sc; = ulpDy)

Source term of mass transfer, kg m> st
Source term of momentum transfer, N m™>
Thermal source term of the gas phase, J m™ s
Thermal source term of the solid phase, J m ™ s
Time, mina

Gas phase temperature, K

Inlet temperature of the gas phase, K

Solid phase temperature, KT, T\, temperature of the inner
and outer walls, K

Ambient temperature and initial temperature of the solid
phase, K

Temperature variance, #

1

1

-1
-1
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1

u Gas interstitial velocity vector, m s

u' Gas fluctuating velocity, m s~

by Axial distance from column top (x = 0 at column top), m

Vw Distance from the column wall, m

Z Height of packing measured from the gas phase inlet of the
column, m

Z Total packing height of the column, m

o, 04 Molecular, turbulent thermal diffusivity, respectively, m? s !

€ Turbulent dissipation, m* s>

& Turbulent dissipation of the concentration fluctuation,
kg?m ©s7!

& Turbulent dissipation rate of temperature fluctuation, s™*

y Local column porosity

Yoo Porosity in an unbounded packing

”p Particle porosity

0y Kronecker delta

p Gas density, kg m™>

Pe Total gas concentration, mol m

Ds Apparent density of the solid adsorbent, kg m ™

Hy He Gas molecular, turbulent viscosity, respectively, kg m ™' s™*

Ok> Og, O¢> Oges O, Oz Turbulence model constants for diffusion of , €, ¢2, &, 12, &

Adsorption process has been widely used in many chemical and related industries,
such as the separation of hydrocarbon mixtures, the desulfurization of natural gas,
and the removal of trace impurities in fine chemical production. Most of the
adsorption researches in the past are focused on the experimental measurement of
the breakthrough curve for studying the dynamics. The conventional model used for
the adsorption process is based on one-dimensional or two-dimensional dispersion,
in which the adsorbate flow is either simplified or computed using computational
fluid dynamics (CFD), and the distribution of adsorbate concentration is obtained
by adding dispersion term to the adsorption equation with unknown turbulent mass
diffusivity D,. Nevertheless, the usual way to find the D, is either by employing
empirical correlation obtained from inert tracer experiment or by guessing a
Schmidt number applied to the whole process. As stated in Chap. 3, such empirical
method is unreliable and lacking theoretical basis.

Theoretically, the unknown diffusivity can be obtained directly by the closure of
the mass transfer differential equation by a proper method in order to solve at once
all unknown parameters in the equation. In the following sections, the two-equation

¢ — g model and Rayleigh mass flux model are used for this purpose as presented
by Li [1].


http://dx.doi.org/10.1007/978-981-10-2498-6_3
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4.1 c¢? — ¢ Two-Equation Model for Gas Adsorption

Assumptions

(1) The gas flow in the randomly packed adsorption column is axially symmet-
rical and in turbulent state;

(2) The concentration of adsorbate in the gas phase is very low;

(3) The driving force of adsorption is the concentration difference between gas
phase and outer surface of the solid adsorbent, and thus the mass transfer
calculation is based on the surface area and the surface concentration of the
solid adsorbent;

(4) The column has no insulation, and the heat is lost from the column outer
surface to the environment.

4.1.1 ¢? — & Model Equations

The ¢ — o two-equation model equations for adsorption are similar to those of
absorption except that adsorption is an unstable process and the time parameter
should be involved. On the other hand, the gas adsorption process consists of gas
and solid phases, and the corresponding equations should established for each phase

(I) The CFD equation set
Mass conversation for gas phase

Apgy) | OpcyUi)
ot + 8x,- = Sng

Momentum conversation for gas phase

ApayUi) , (psyUily) op 0 ( O —
= —)—- _— — 9 U S
ot + Bxi yaxj + Bx,» TH 8)6,' /pGulu] +9F6
- ou; U\ 2
—pGHiu; = <6—xj + 8x,-) - §5ijPGk
k2
K = Cupg—

k equation

A(pgyk) n NpgyUik) _ 0 [ ( N m) ok

O 8xl~

'\G _ A
ot 8)@ 6xl‘ 7\ U :|+)) k pPgre
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€ equation
dpere)  OpgyUie) O LB &
(8(‘; )+ (Gxi _8_ _j +C1p/ Gy — CZ&W)GE
8U U
G ( ax,> o
(AL.15¢)

where y is the porosity of the packed bed; model constants are [2]:
C,=0.09, C;=144,C; =192, 6y =1.0, 0, = 1.3.

(II) The heat transfer equation set
Energy conservation for adsorbate in gas phase

pcyCpcTs) | IpgyCpclUiTc) O ITg
o ox; = o | PV Cralx ) | + St

where Tg is the temperature of the gas phase; Cyg is the specific heat of the gas
phase. Energy conservation for solid adsorbent

Ops(1 =7)CpsTs] 0 T,
ot T o [(1 — A Bx,} + 51,

where C is specific heat of the solid adsorbent.

Energy conservation for the column wall

d(puCowTw) 0 (. OT,
ot _a—x,(} ax,>+STW’

where C,,, is the specific heat of the wall material;
T2 equation

a(PG’/T/Z) N a(ﬂGVUiT/z) ) L aT”? 20 0T 0Tg
ot 8x,- o Bx,» Pay oT Bx,» Pci% an an
—2pgyer
ep equation
Npgyer) | OlpgyUier) _ 0 % derr
ot + ox; _8_xi Pay Gy to ox;
er (016" &2, eep
+ CTIPGWt— (8—x,> _CT2VPGT:7;2_CTSPGV 3
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o equation

Model constants

are [3]:
or = 1.0, g, = 1.0.

(II) The mass transfer equation set

Species mass conservation for gas phase

o0C) | 90UC) _ 9 {

C
D_— — S
ot o om | ox “C]+ <G
— ocC
{ ! — D —_—
u;c o
where C is the mass concentration (kg m ) of adsorbate in the gas phase
2 equation
a(yc—Q) 3(“/U-CTZ) o D 9 2
i 't C aC
=—|(y|—+D 29D — | —2yer
ot + Ox; Ox; /<ac + ) Ox; e t<8xl~> ¥é

& equation

O(yew) n O(yUiex) 0

D, Oty oc &2
=—1 D C D —Cpy=<
ot Ox; Ox; [/ (04;(_, + ) Ox } +Capg? ‘oz (ax,) <27 o2
EE
— Ce3) k

Dy equation

k)’
D = cc0k< ¢ )
g6y

Ceo =0.11

Model constants are [4]:

,Cq=18, C,p,=22, Cs3=0.8
oo =1.0, 0,, = 1.3.

4 Application of Computational Mass Transfer (III)

Cro=0.11,Cr1 =18, Crn=22, Cr3=0.8
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4.1.2 Boundary Conditions

Inlet (column bottom, x = 0): Similar to the absorption column in Chap. 5:

M:Mim C:Cian:Tin

k<l‘5
kin = 0.003u,, &, = 0.09 -2

dy
% = (0'082Cin)27 & in = R; <Zﬂ>¥
ﬁ = (0.082AT)27 &in = Rey (Z_n> ﬁv

where dy is the hydraulic diameter of the particle, which is calculated by

4y
dy = =,
ap(l - yoo)

where y is the average porosity of the unbounded packed bed; aj, is the volumetric
packing surface, which is given by

a4 = 6(1 — yoc)
P dp
. 2 1\2
where R, represents the timescale, R, = (Cco ﬁﬁ) .
Outlet (column top): Consider as fully developed turbulence.
Column wall: No slip condition is adopted. Zero flux condition is not satisfied
for the present model and the boundary conditions of ¢z and 772 are set as follows:

2 = (0.082Cy)’, to = Rf,wz—wﬁ
T2 = (0.082AT)?, 174y = Rern Z—WT_{NZ

2
where R, ,, = (Cco f—iDl) , which should be calculated by the method of trial and

error as the Dy is known only after the simulation. However, if Dy is greater than
1072, the R; w is substantially equal to one. The k,, and &, can be obtained from the
standard wall function of k-¢ model.


http://dx.doi.org/10.1007/978-981-10-2498-6_5

158 4 Application of Computational Mass Transfer (III) ...

4.1.3 Evaluation of Source Terms

Determination of Syg
The source term Sgg in the momentum equation represents the resistance of gas
flow by the solid adsorbent (packing particles), which can be calculated by [5]:

Src = Y(Fos + pg)

15086 (1=9)° 175p6 (1-7)

Fgs = U,
d3 3 d, 3

where y is calculated by [6]:

+ 10 (12 0.3Pg) x cos[—2"—R=T) Loap
Y= r|(1—0. cos .
A ) d a,+ 1L.6EP Pyd, a|

where 7, is the porosity in an unbounded packed bed; R is the radius of the packed

bed; 7 is the radial position concerned; a, is a constant depending on the ratio of the
particle size to the column size:

2R R\
L, = —1.6 24P —
@ n,Pady P [ ‘ <dp> ]

. 2 R
n, = 1nt{1 116 exp[—2-4pd (R/dp)3/4] Pddp}

The Er is the exponential decaying function, which is given by

R A\
Er:expl—l.ZPd< p r> ],
p

where Py is the period of oscillation normalized by the nominal particle size and
P4 = 0.94 for sphere particle.

Determination of Stq

The source term Stg in the adsorbate conservation equation for gas phase can be
expressed by

STG = hs(l - V)ap(Ts - TG) - hwawl(TG - Twl)

The first term on the right-hand side of foregoing equation represents the transfer
of heat of adsorption from the outer surface of solid adsorbent particle to the gas
phase; the second term represents the heat transfer from the gas phase to the column
wall. In the equation, A is heat transfer film coefficient between solid adsorbent
surface and the gas phase; a, is the outer surface of the solid adsorbent; Ty is the
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outer temperature of the solid adsorbent; 7 is the temperature of the gas phase; A,, is
the heat transfer film coefficient between gas phase and the inner wall of the column;
ay, 1s the inner area of the column wall; Ty is the temperature of the inner wall.
Determination of Sts
The source term Stg in the equation of energy conservation for solid adsorbent
can be written as

0
Sts = AHp (1 — 7)3‘[1 —hs(1 - V)ap(Ts - Tg),

where AH is the heat of adsorption; ¢ is the concentration of adsorbate in the solid
surface; a—‘t’ is the rate of adsorption, equal to Syg; A, is the film coefficient of heat
transfer. kg can be calculated by [7]:

h 0.357
hy = Nu, Nu=——"Re>*'pr'/3,
R, 2y P

where Re,, is the Reynolds number based on particle diameter.

Determination of Stw

The source term Stw in the energy conservation equation for the column wall is
given by

Stw = hwiaw1 (T — Tw1) — hwoaw2 (Twz — To)

The first term on the right side of the equation represents the heat transfer from
gas phase to the inner wall of the column; the second term represents the heat
transfer from outer wall of the column to the environment. The T, and T, are,
respectively, the temperature of the inner and outer walls of the column; 7| is
environmental temperature; iy, is the film coefficient of heat transfer between gas
and inner column wall; A, is the film coefficient of heat transfer between outer
column wall and the environment; a,,; and a,, are, respectively, the inner and outer
area of the column wall. Considering the high thermal conductivity of the column
wall, Ty and Ty, are practically equal, and the difference between a,; and a,,, is
very small, the foregoing equation can be written as

hwiawi (T — Twi) = hwaawa(Twz — To) = hwaw(Tc — To) = Oy,

where Q,, is the heat loss from outer surface of the adsorption column to the
environment; A, is the film coefficient of heat transfer, which is equal to

hwlhw2
hwl + hw2 ’

w =

where h,,; and h,,, can be calculated by [8]:
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k
ot = 0.023 25 (Rego) (Pr)*”

col

ki
hW2 = bhiG(Gr Pr)”,

where kg is the thermal conductivity of the gas phase, d., is the column inner
diameter, Re. is the Reynolds number based on the column diameter, Pr is the
Prandtl number, Z is the height of the packed bed, Gr is the Grashof number, and b,,
and n are heat convection parameters.

Determination of S,

Source term Sy (kg m> sfl) in the species conservation equation represents
the rate of mass adsorbed, which can be expressed by

SmG = KGap (CA — C;;),

where ¢, is the mass concentration of adsorbate in the gas phase (kg m ™), cj is the
ca in equilibrium with the solid adsorbent surface; K¢ is the mass transfer coeffi-
cient (m* s™') based on the gas-phase driving force (cs — ) and includes the
intraparticle mass transfer; a, is the volumetric surface area of the packing particle
(m2 m73). Kg is given by [9]:

1 1 1

KG kG ’))pkp ’
where y, is the porosity of the particle; kg is the film coefficient of mass transfer

between gas phase and the outer surface of the particle; &, is the intraparticle mass
transfer coefficient of the particle, which can be calculated by [10]:

where R, is the particle radius; D,, is the pore diffusivity as given by Yang [11]. The
kg can be calculated by the following correlation [12]:

kod
% =2.0+ 1.1 Re}0Sc*%,

where Re,, is the Reynolds number based on particle diameter.

4.1.4 Simulated Results and Verification

The object of simulation is the adsorption of methylene chloride vapor in air on an
activated carbon column, and the simulated results were compared with published
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Table 4.1.1 Properties of the Term (unit) Value

2322;525:‘;3&?2 and the 7 Gde diameter R (m) 0.41
Packed column height Z (m) 0.20
Average particle size d, (m) 0.002
Bulk density p, (kg m™>) 420
Particle porosity y, 0.67
Average column porosity yeo 0.42
Specific heat of gas Cy, (J kg 'K 970
Specific heat of adsorbent Cps (J kg ' K™') 836
Ambient temperature Ty (K) 298
Thermal conductivity of adsorbent k; (W m 'K 0.3
Heat of adsorption of adsorbate AH (J mol ™} 28,020

experimental data [13]. The details of adsorption column and adsorbent particle
properties are given in Table 4.1.

Since the adsorption process is unsteady, a convenient method of solution is
dividing the process time into a large number of time intervals Az for stepwise
computation. The At in present case is set to be 1 min which is about 1/140 of the
total adsorption time.

The simulated results and comparison with experimental data are given below.

Concentration profile along the column at different times

The simulated profiles of adsorbate, methylene chloride, at different times are
given in Fig. 4.1, in which the development of the concentration profiles in the
column with time is seen. The concentration profiles enable to provide detailed
inside information of the breakthrough curve. For instance, although Yoy /Yi
almost approaches to zero at 15 and 45 min., large amounts of methylene chloride
have been adsorbed in the column as shown in the concentration profile. From 105
to 135 min., the adsorption in the column is substantially being saturated,but
Your/Yin is still less than 1.0. As also seen in the figure, the methylene chloride

235e03 225003 225003 225000 V 225003 T ]
214003 214003 214003 21e03 235000
200003 200003 200e03 210003 EE
191003 191000 * 92003 212e00 220003
1 #0003 1 #0e-03 1 81000 207000 224003

180w03 1 w03 1 T0e-03 70303 2003
147003 1 $8e-03 1 55003 108000 220
1 48003 1 da-03 1 dte-0) 15003 225003
1 a0 1 Ma-t3 1 37003 100000 210

1 Ma-03

22200
115003 232600
23200
2108
22100

27100
220600

185003
181000
178e.00
17200

107003

1 Me0) 1 Ma0d
112003 113000
101003 101003
Do0e04 D oe-04
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I 1 04003

B 2Re0d
T804 708004 818004
8Tse04 87504 708404
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- e N PP, 154000 2 220050
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=15min =45min =75min =105min =135min
Y out/Yin=6.10e-8 You'Yin=4 15e-4 You'Yin=5.54e-2 Yout/Yin=8.04e-1 Y out/Yin=9.92e-1

Fig. 4.1 Sequences of concentration profiles along the column at different times. (two-equation
model). Reproduced from Li et al. [1]
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concentration distributions along radial direction are unevenly parabolic shape. It is
due to the existence of flow dispersion, nonuniform porosity, and the wall effect;
these influential factors have been considered and modeled in the present simula-
tion. Besides, Fig. 4.1 also shows more details of the progress of the adsorption in
the column at different times. The rate of adsorption in the column from 15 to
45 min is seen much faster than from 105 to 135 min. This result is helpful to
understand the process dynamics and the optimization of the adsorption process.

In the adsorption column, the adsorption is taken place only in certain part of
column height as represented by the red bracket shown in Fig. 4.1. The parabolic
form of concentration distribution is obvious due to the wall effect.

Breakthrough curve

From the radial average of Y, and Y, at different times as given in Fig. 4.1, the
simulated breakthrough curve can be obtained as shown in Fig. 4.2. The simulated
curve matches closely the experimental data. In this figure the simulation by Hwang
et al. [13] is also given. Their simulation was based on assuming the turbulent mass
diffusivity D, to be separately 1.5 X 1072, 1.5 X 1073, and 1.5 X 1074, and the best
fitting to the experimental data was found to be 1.5 X 107>; such simulation is
shown in Fig. 4.1. The advantage of present model is avoiding the use of any
empirical or guessing means to estimate the D,.

Distribution of the turbulent diffusivities

Figure 4.3 shows the profile of turbulent mass diffusivity D; in the adsorption
column at # = 75 min. It is clearly seen that the distribution of D, is complicated and
cannot be much simplified as a constant as usually done. Moreover, D, is deter-
mined by many factors, such as the type and the shape of solid adsorbent, operating
condition, adsorption system, thus only the simulated profile can show the distri-
bution of D, so that the inside picture of mass transfer can be further understood.
More details on the radial variation at different heights of the column for D, and g,
are given in Figs. 4.3 and 4.4. The turbulent Schmidt number Sc, can be calculated
by Sc; = p /Dy as shown in Fig. 4.5, in which Sc, is seen changing sharply in axial

Fig. 4.2 Comparison

X experimental data

i 1.0 |
between simulated 1O 7 Simulation by Hwang (A0) X
breakthrough curve and .
X 3 —— Two-equation model
experimental data. Reprinted 08 L

with permission from A
rigorous model for the

simulation of gas adsorption w5 06
and its verification. Ind. Eng. \‘§
Chem. Res., 2011, 50(13): = o4l
8361-8370. Copyright (2011)
American Chemical Society
0.2
0.0 LM X 1 1 1 1
60 80 100 120 140
time (min)

Y is the mole fraction of adaorbate in gas phase
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Fig. 4.3 Profiles of D, at 75 min. Reprinted with permission from A rigorous model for the
simulation of gas adsorption and its verification. Ind. Eng. Chem. Res., 2011, 50(13): 8361-8370.
Copyright (2011) American Chemical Society

and radial directions. The value of Sc, in the main flow region is changing sig-

nificantly from 0.035 to 0.01.

Similarly, the radial distribution of turbulent Peclet number Pe; can be calculated
as shown in Fig. 4.6a, in which its variation throughout the column is seen. It is
interested to compare Figs. 4.5 and 4.6 with the radial distribution of velocity as
shown in Fig. 4.6b. The velocity drops sharply near the column wall is the main
cause of making Sc; and Pe; approach zero toward the wall.

Fig. 4.4 Radial distribution
of y, at 75 min. Reprinted
with permission from A
rigorous model for the
simulation of gas adsorption
and its verification. Ind. Eng.
Chem. Res., 2011, 50(13):
8361-8370. Copyright (2011)
American Chemical Society
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Fig. 4.5 Profiles of Sc¢; at 75 min. Reprinted with permission from A rigorous model for the
simulation of gas adsorption and its verification. Ind. Eng. Chem. Res., 2011, 50(13): 8361-8370.
Copyright (2011) American Chemical Society
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Fig. 4.6 Radial distribution of Pe; and gas velocity at 75 min. Reprinted with permission from A
rigorous model for the simulation of gas adsorption and its verification. Ind. Eng. Chem. Res.,
2011, 50(13): 8361-8370. Copyright (2011) American Chemical Society
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4.1.5 Simulation for Desorption (Regeneration)
and Verification

The model equations for desorption are the same as in Sect. 4.1. The object of
simulation is also the experimental desorption of methylene chloride by Hwang
[13] in the same column as adsorption. The purge gas is nitrogen at the inlet
temperature of 298 K.

Concentration profiles of the purge gas along the column

The serial concentration profiles of the purge gas at different times are given in
Fig. 4.7, which shows the details of the progress of the regeneration in the column.

Regeneration curve

The simulated regeneration curve can be obtained by the radial average of Y
and Y;, of the purge gas at different times (Fig. 4.7) as plotted in Fig. 4.8, in which
comparison is made with experimental data. It shows that the ratio Yi,/You of
methylene chloride increases rapidly at the initial stage, reach maximum about 4.1
at 16 min, then decrease to 1.0 at 35 min, and gradually drop to zero. The simulated
curve is in agreement with the experimental measurement. In Fig. 4.8, the simu-
lation curve by Hwang [13] is also given; it was done by preassuming different
values of D, and found the best fitted curve. The serial concentration profiles of the
purge gas along the column are given in Fig. 4.7, which shows the details of the
behaviors of the regeneration in the column.

Temperature distribution of the purge gas

The simulated profiles of the purge gas temperature along the column at different
times are given in Fig. 4.9 showing the uneven axial and radial temperature
distribution.

In order to compare the simulated result with experimental data, the radial
average of purge gas temperatures at different times and at different heights
(z=0m, 0.1 m, 0.2 m of the column) are calculated as shown in Fig. 4.10.
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Fig. 4.7 Concentration profiles of the purge gas at different times. (two-equation model).
Reprinted with permission from A rigorous model for the simulation of gas adsorption and its
verification. Ind. Eng. Chem. Res., 2011, 50(13): 8361-8370. Copyright (2011) American
Chemical Society
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% experimental data
simulation by two-equation model
4
simulation by Hwang (DT4)
Z 3
<
£
z
53 2
1
0 XX XX, X1
0 10 20 30 40 50 60 70 80
time (min)

Fig. 4.8 Comparison between simulated regeneration curve with experimental data. Reprinted
with permission from A rigorous model for the simulation of gas adsorption and its verification.
Ind. Eng. Chem. Res., 2011, 50(13): 8361-8370. Copyright (2011) American Chemical Society
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Fig. 4.9 Temperature profiles of purge gas along column at different times (two-equation model).
Reprinted with permission from A rigorous model for the simulation of gas adsorption and its
verification. Ind. Eng. Chem. Res., 2011, 50(13): 8361-8370. Copyright (2011) American
Chemical Society

As seen from Fig. 4.10, each temperature curve consists of an ascending part
and a relatively steady part. The initial entering purge gas temperature is 299 K and
it is gradually heated up to 399 K by a preheater. Following the progress of
regeneration, the heat supply by incoming hot purge gas is greater than the heat
needed for desorption and environmental loss; therefore, the gas temperatures at
different column heights are raised sharply forming the ascending part of the
temperature curve. When most of the methylene chloride have been desorbed and
only a smaller part of the sensible heat of the purge gas is sufficient to balance the
heat needed for remaining desorption and the heat loss, so that the purge gas
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Fig. 4.10 Comparison of 440
purge gas temperature and
experimental data. Reprinted
with permission from A
rigorous model for the
simulation of gas adsorption
and its verification. Ind. Eng.
Chem. Res., 2011, 50(13):
8361-8370. Copyright (2011)
American Chemical Society
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temperature is maintained almost constant, forming the relatively steady part of the
temperature curve. In Fig. 4.10, some deviations could be seen in the region of the
ascending part profiles for the z = 0.1 and 0.2 m the curves; it may be due to the
assumption that the heat of desorption is equal to the heat of adsorption in mag-
nitude but opposite in sign in the ascending part is overestimated, so that the
measured temperatures of purge gas are higher than the simulated temperatures at
H = 0.1 m before 10 min and H = 0.2 m before 20 min. After those times, the
regeneration approaching to the end and the heat needed for desorption gradually
drop to zero; thus, the simulated temperatures are closely checked by the mea-
surements. As mentioned previously, the simulated curve by Hwang is obtained by
setting three values of D; and to find the best one to fit the experimental data.

4.2 Reynolds Mass Flux Model

In this section, the standard Reynolds mass flux model (abbreviated as standard
RMF model) is employed. The assumptions are the same as in Sect. 4.1.

4.2.1 Model Equations

(I) The CFD equation set

Mass conversation for gas phase
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Momentum conversation for gas phase
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The constants are as follows: Cy = 0.09, C; = 2.3, C, = 0.4. The k and ¢ in
foregoing equation are given by
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where y is the porosity of the packed bed; model constants are as follows [2]:
Ci,=144 C»,=192,0,=1.0, 6, =1.3.

(II) The heat transfer equation set
Energy conservation for adsorbate in gas phase
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1

where ﬁ is given by
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The constants are: Cy; = 0.07, Cp, = 3.2, Ct3 = 0.5.
Energy conservation for solid adsorbent

(r“)[ps(l - V)CpsTs] . 0 oT,
G = o [(1 - /)/lsaxi] +Sts

Energy conservation for the column wall

d(pyCowTw) 0 (/1 OTy

- Ox;.

ot 787)61 > +STW

(II) The mass transfer equation set

Species mass conservation for gas phase

3(VC)+3(VU,-C) o .
or o ox |’

where /¢’ is calculated by
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(1.26)
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N R L

The model constants are: ¢; = 0.09, ¢c; = 1.8, ¢c3 = 0.6
Boundary condition and evaluation of source terms
Inlet (x = 0): Similar to the absorption column in Chap. 3:

u=tn, C=Cy, T=Ty

Outlet (x = Z): Consider as fully developed turbulence.
Column wall: No slip condition is adopted.
Evaluation of source terms: The evaluation is the same as in Sect. 4.1.

4.2.2 Simulated Results and Verification

The object of simulation is the adsorption of methylene chloride vapor in air on an
activated carbon column as described in Sect. 4.1.2.

Concentration profile along the column at different times

The simulated profiles of adsorbate, methylene chloride, at different times are
given in Fig. 4.11, in which the development of the concentration profiles in the
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Fig. 4.11 Sequences of concentration distribution along adsorption column in mole fraction at
different times (standard Reynolds mass flux model) [14]

column with time is seen. In comparison with Fig. 4.1, it is found that the simu-
lation is closely similar. Yet after careful comparison, the shape of concentration
distribution in the adsorption section (represented by the red brackets) is somewhat
different. The parabolic shape of purge gas concentration distribution is more
obvious using standard Reynolds mass flux model due to better simulation near the
column wall.

Breakthrough curve

The simulated breakthrough curve and experimental data are shown in Fig. 4.12,
in which the simulation is in agreement with experimental data.

Fig. 4.12 Comparison of «  Experiment data (A0)
simulated breakthrough curve 1.0 k. Two-equation model.
with experimental data [14] Standard Reynolds mass P
flux model
08 |
06 |
2
-
3
= 04 L
02|
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time (min)

Y is the mole fraction of adaorbate in gas phase
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4.2.3 Simulation for Desorption (Regeneration)
and Verification

The model equations for desorption are the same as in Sect. 4.1 and the object of
simulation is the same as in Sect. 4.1.5, i.e., experimental desorption of methylene
chloride from solid adsorbent by Hwang [13].

Concentration profiles of the purge gas along the column

The simulated concentration profiles of the regeneration (desorption) column is
shown in Fig. 4.13.

Regeneration curve

The simulated regeneration curve using standard Reynolds mass flux model is
shown in Fig. 4.14.
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Fig. 4.13 Sequences of concentration distribution along regeneration column in mole fraction at
different times (standard Reynolds mass flux model)
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Fig. 4.15 Temperature profiles of purge gas along column at different times (Standard Reynolds
mass flux model)

As seen in Fig. 4.14, the simulated curve using standard Reynolds mass flux
model is better than that by two-equation model.

Temperature distribution of the purge gas

The simulated profiles of the purge gas temperature along the column at different
times are given in Fig. 4.15.

The radial average of purge gas temperatures at different times and at different
heights (H=0m, 0.1 m, 0.2 m of the column) are calculated as shown in
Fig. 4.16.

As seen in Fig. 4.16, the deviation of experimental data is obvious in H = 0.1
and 0.2 and the simulations are in agreement with other experimental data.

Fig. 4.16 Comparison of 440
simulated purge gas
temperature with
experimental data
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4.3 Summary

As the adsorption process is unsteady and accompanied with heat effect, the time
parameter is involved in the model equations. The simulated concentration profile
of the column at different times enables to show the progress of adsorption along
the column as an indication of the process dynamics. The simulated breakthrough
curve for adsorption and regeneration curve for desorption by the two CMT models
are well checked with the experimental data except some deviation on the regen-
eration curve at the inlet of purge gas. This discrepancy may be due to incorrect
assumption on the heat of desorption.
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Chapter 5

Application of Computational Mass
Transfer (IV) Fixed-Bed Catalytic
Reaction

Abstract In this chapter, an exothermic catalytic reaction process is simulated
using computational mass transfer (CMT) models as presented in Chap. 1. The
difference between the simulation in this chapter from those in Chaps. 2—4 is that
chemical reaction is involved. The source term S, in the species conservation
equation represents not only the mass transferred from one phase to the other, but
also the mass created or depleted by a chemical reaction. Thus the application of the
CMT model is extended to simulating the chemical reactor. The simulation is
carried out on a wall-cooled catalytic reactor for the synthesis of vinyl acetate from

acetic acid and acetylene using both ¢”> — &~ model and Reynolds mass flux model.
The simulated axial concentration and temperature distributions are in agreement
with the experimental measurement. As the distribution of y, shows dissimilarity
with D, and o, the Sc; or Pr; are thus varying throughout the reactor. The aniso-
tropic axial and radial turbulent mass transfer diffusivity are predicted where the
wavy shape of axial diffusivity D¢y along the radial direction indicates the
important influence of catalysis porosity distribution on the performance of a
reactor.

Keywords Simulation of chemical reactors - Exothermic catalytic reaction -
Concentration profile - Turbulent mass transfer diffusivity profile

Nomenclature

a Surface area, m

C Mass concentration, kg m >

2 Concentration variance, kg* m™°

Cpci, 02 Model parameters in k-¢ model equations

Ceos Cers Cea, Ce3 Model parameters in ¢2-¢. model equations

Cpo: Cpi, Cp2, Cps, Cps Model parameters in 2-g, model equations

G Specific heat, J kg ' K™

C Mass concentration of reactive species at the surface of
catalyst
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Effective diameter of catalyst particle, m
Effective turbulent mass diffusivity, m” s~
Intradiffusivity of the catalyst, m* s™'
Turbulent mass diffusivity, m? s !

Gas phase flow rate per unit cross-section area,
kgm ?s !

Film coefficient of mass transfer, m s
Axial distance measured from column bottom (H = 0 at
column bottom), m

Heat of reaction, kJ mol
Turbulent kinetic energy, m* s~
Molar mass, kg mol ™!
Turbulent Peclet number
Position in radial direction, m
Radius of the column, m; molar reaction rate, mol/kg
catalyst.s; apparent reaction rate mol-kg ' s~

The resistant coefficient of porous media
Apparent reaction rate, kmol kg™' (cat) s~
Turbulent Schmidt number

Fluid inlet temperature, °C

Temperature variance, K2

1

1

2

1

Temperature, K

Fluid superficial velocity, m s~
Axial position, m
Dimensionless distance, z = (R—r)/d,

Molecular and turbulent thermal diffusivities, respec-
tively, m? s~

Turbulent dissipation rate, m* s~
Turbulent dissipation rate of concentration fluctuation,
kg>m ®s!

Turbulent dissipation rate of temperature fluctuation,
K*s!

Variable

Porosity distribution of the random packing bed
Porosity in an unbounded packing
Thermal conductivity, KJ m 'K !'s”
Turbulent viscosity, kg m™* s~
Density, kg m >

Bulk density of catalyst, kg/m’
Turbulent kinetic viscosity, m? s~

1

3

1

1

Model parameters in 2—¢. model equations

Model parameter in 2—¢ model equations
Model parameters in k—¢ model equations
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Subscripts

¢ Coolant

G Gas phase

i Interface

s  Catalyst; reactive species
w  Reactor wall

1 Inner

2 Outer

Superscripts

s Surface

The methodology of computational mass transfer is not only applicable to the
process involving mass, heat and momentum transfer accompanied with chemical
reaction as presented in previous chapters but also to the catalytic reaction process.
In this chapter, a fixed-bed catalytic reactor with cooling jacket is used as an
example for illustration.

The fixed-bed reactors are most commonly used for undertaking industrial
heterogeneous catalytic reactions in the basic chemical, petrochemical, and allied
industries, such as the carbon monoxide conversion and ammonia synthesis, the
ethylene oxide and vinyl acetate synthesis, and many other reactive processes. The
design and performances of such kind of reactors have been extensively reported.

The one-dimensional plug flow model is used early for reactor design and
analysis, where the concentration and temperature gradients were assumed only to
occur in the axial direction. Later, the flow model with axial mixing is introduced to
take into account the mixing effect, which is influential to the temperature and
concentration gradients as well as the reactor performances. Afterward the uneven
radial concentration distribution was considered using empirical correlations. At the
same time, some researchers used the two-dimensional pseudohomogeneous model
with the consideration of the radial velocity distribution. The advancement of
applying pseudohomogeneous CFD model to reactor design enabled to calculate
the velocity profile, whereas the temperature and concentration distributions were
obtained using either the turbulent Prandtl number (Pr) and turbulent Schmidt
number (Sc,) or the empirical correlations obtained using inert tracer technique for
predicting the unknown diffusivities of heat and mass transfer [1]. In fact, such
empirical correlations, even available, are unreliable as stated in Chap. 1. The use
of computational mass transfer model can overcome such drawback as the turbulent
mass and thermal diffusivities need not to be known in advance. In this chapter, the
two-equation model and Reynolds mass flux model of computational mass transfer
are used for illustrative simulation.
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5.1 ¢2 — & Two-Equation Model for Catalytic Reactor

Liu [2] used the computational mass transfer 2 — & two-equation model (abbre-
viated as two-equation model) for simulating a catalytic reactor with cooling jacket
for producing vinyl acetate from acetic acid and acetylene as described below.

5.1.1 Model Equation

Assumptions

(1) Both the reactant and product are in homogeneous fluid phase and the oper-
ation is steady;

(2) The fluid phase flow is axially symmetrical in the catalytic reactor (packed
column) and in turbulent state;

(3) The temperature of outer catalyst surface is equal to the fluid temperature;

(4) The temperature at the outer wall of the cooling jacket is constant;

(5) The heat created by the friction between catalysis and the fluid is neglected;

(6) The activity of the catalyst remains unchanged.

The mass and volume of the fluid phase are changing in the course of chemical
reaction, the source term Sy, in the overall mass conservation equation is not equal
to zero and the fluid density is not a constant.

In the model equations, the variables U, k, ¢, p, etc., are referred to the gaseous
fluid phase (reactant and product) without subscript. Subscripts s and w refer the
conditions at the solid phase (catalyst) and reactor wall, respectively.

(I) CFD equation set

(A) Overall mass conservation

A(pyU;)
3xi

Il
A
g8

(B) Momentum conservation

opyUil;) 9P 0 oy; 7
o oy o [W(a—m) ) ”’”f”f] e ko)

— ou;  0U; 2
pul ] tut(axj + axi> 3 ljp
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k2
ﬂt:pcu?
(C) k equation
ApyUik) 0 .
Ton U\ T a_ G e
ou;  9U;\ oU;
G“"“(a ax,> X

(D) & equation

d(pyUs) 0 w\ O¢ € &
“on on /H'G—E o +CyGkp = Cvp s

where y is the porosity of the catalytic bed; Ry is the coefficient of resistance created
by the fluid flow through the catalyst; g, is the turbulent diffusivity of the fluid. The
model constants are [3]: C, = 0.09, 6 = 1.0, 6, = 1.3, C; = 1.44,C, = 1.92.

(II) Heat transfer equation set
Energy conservation equations:
(A) Energy conservation of gas phase
(ypCUT) 0
8x,~ 6

0
" o

oT
(VPC <“+“‘)a >+Q1 (0}

T
<VPC aeg ) +h as(Ts T) - hwawl(T - Tw1)7

where T is the temperature of the gas phase; o, is the thermal diffusivity; o, is the
effective thermal diffusivity (= o+ o4); a5 is the outer surface area of the catalyst
(m2 m_3), T; is the outer temperature of the catalyst; A is the gas film mass transfer
coefficient between catalyst and the gas phase (kJ m 2 Kil); ay 18 the inner sur-
face area of the reactor wall (m2~m_3 ); T 1s the temperature at the inner wall of the
reactor; hy,; is the gas film mass transfer coefficient between gas phase and inner
wall of the reactor. The terms on the right side of the equation Q; = hsas (T: — T)
represents the heat transfer from the catalyst to the gas phase and @, =
hyi1aw1 (T — Tyy) represents the heat transfer from the gas phase to the inner wall of
the reactor.
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(B) Energy conservation of catalyst

0 T, s _
o (=92 G2) + (= Do (aiR) - ha(r: - 1) =0,

where T, p,, As are, respectively, the inner temperature of the catalyst, density of
catalyst, thermal conductivity of the catalyst (k] m~' K™ s™"); R is the apparent
reaction rate (mol kg71 s~ "); AH is the molar heat of reaction (kJ mol™'); A is the
film coefficient of mass transfer between catalyst and fluid.

(C) Energy conservation of reactor wall

0 oTy,
a <)“W a—x> +hwlawl(T - Twl) - hwzaw2<TW2 - Tc) =0,

where Ty,,4y is, respectively, the temperature and the thermal conductivity of the
reactor wall; Ay, is the gas film coefficient of mass transfer coefficient between gas
phase and the inner wall surface of the reactor; hy; is the liquid film coefficient of
mass transfer coefficient between the outer wall surface of the reactor and the liquid
coolant; ay,ay, are, respectively, the inner and outer surfaces of the reactor wall;
Tw1,Two are, respectively, the temperature of the inner wall surface and the tem-
perature of liquid coolant at the outer wall surface of the reactor; 7, is the average
temperature of the coolant.

The turbulent thermal diffusivity

The turbulent thermal diffusivity o; is calculated using the T2 — ¢ep two-equation
model:

T equation

9 =\ _ 0 o\ OT? _qory?
8_x,~(priT )—6—Xi<py<oc+ 0_T> ox, + 2pyou 8_xl —2vep

ep equation

OpyUierr 0 [ ( m,)@sr/]
= ey et
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The model constants are [4]: Ctg = 0.10, Ct; = 1.8,Cry =2.2, Cp3 =0.8,
o, = 1.0.

(IlT) Mass transfer equation set

(A) Mass conservation of reactive species (gas phase)

IGUC) D (VDea_C> +hay (€ ©),

8x i 8x,~

ax i

where C is the mass concentration of the gaseous reactive species (kg m ), D, is
the effective thermal diffusivity D, = D + Dy; h is the film coefficient of mass
transfer between gas phase and the surface of the catalyst; CY, is the mass con-
centration of reactive species at the surface of catalyst; ay is the outer surface area of
the catalyst.

(B) Mass conservation of the solid phase

0 OT, i B
B (DSa—x,.) + (1= 7)py(MR) — hay(C} - C) =0,

where Dj is the intradiffusivity of the catalyst; M is the molar mass of the reactive
species (kg mol™"); R is the molar reaction rate (mol/kg catalyst. s); p, is the density
of the catalyst. If the resistance of intradiffusion is neglected, the foregoing equation
can be simplified to

keas(Cy — C) = py(1 —y)MR

The turbulent mass diffusivity
The turbulent mass diffusivity of the reactive species D; can be obtained according

to 2 — &» model as follows:

¢? equation

d(Upc?) 9 D\ 9(c?) ac\?
8)('1' - axi V DL + O'_C/ axi + 2Dt/ a_xl _2/86/
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& equation

O(yUies) 0 D\ 9(ew) oC\ % e. &2 g€
AR 2 (WD CayDi| =— | = — Cay=<— Ce3)
o, B, Y| DL+ o) om + CeryDy ox;) 2 27 2 3%

The model constants are [5]: C.o=0.11, C,; =1.8, Cor =22, C53=0.8,
o.=1.0, ;. =1.0.

5.1.2 Boundary Conditions

Inlet (column bottom, x = 0): U = Uy,, V =0, k = 0.003U?

in?

e = 0.09k%2/d,

T=Ty=Ty T7=(0.082AT), &p= 0.4272

_ e
Cac = Cacin, CHac = Cuacins €7 = (0.082C; )%, & = 0-4z61~2

Outlet (column top, x = Z): The fluid flow is considered as fully developed, the
gradient of all parameters @ except pressure is equal to zero.

Axis: all of the variables @ have a zero gradient due to the assumption of axial
symmetry.

Wall: no slip condition is applied; all parameters related to flow are equal to
zero.

U=V=k=¢=T2=g=c2=¢,=0

Near wall region: the method of standard wall function is employed and the

mass flux %—f =0.

5.1.3 Determination of the Source Terms

Porosity of the catalyst bed
For the reactor filled with catalyst of small cylindrical particle, the porosity y can
be represented by the following correlations [5]:

y =214z —2.53z+1, z<0.637

P = Yoo +0.29 exp(—0.62) cos(2.31(z — 0.16)) + 0.15exp(—0.9z), z > 0.637,
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where 7, is the porosity with unbounded boundary; z is the dimensionless distance
from the wall, defined as

z=(R-r ) /de,
where d. is the equivalent diameter of the catalyst.

Coefficient of flow resistance R,

When fluid phase flowing through the catalyst, the frictional resistance is created.
The coefficient of the frictional force R, can be calculated by the modified Ergun
equation [6]:

(1-7)°
)2d?

(1-9) vl

+1.75pg

Source term S;
The source term S; representing the mass of component i is generated by the
chemical reaction and can be calculated from the reaction rate,

S; = MR Fy,,

where M; is the molar weight of component i; R, is the apparent reaction rate, which
will be given in the subsequent section; Fy, is the bulk density of catalyst. In the
equation, negative and positive signs refer to the reactant and product components,
respectively.

5.1.4 The Simulated Wall-Cooled Catalytic Reactor

Simulation is made for a wall-cooled fixed-bed catalytic reactor reported by Valstar
[7], in which the synthesis of vinyl acetate from acetic acid and acetylene is untaken
with zinc acetate on activated carbon as catalyst. The internal and external diam-
eters of the tubular reactor are, respectively, 0.041 and 0.0449 m and the reactor
length is 1 m. The gaseous mixture is flowing upward from the bottom of the
reactor. The reactor tube is surrounded by a jacketed tube with an internal diameter
of 0.0725 m. Cooling oil is pumped through the annular space between the reactor
and the cooling tube. The oil temperature is controlled to within £0.5°C. The radial
average conversions and the temperature profiles along the radial direction at dif-
ferent axial positions are measured. The properties of reaction mixture are listed in
Table 5.1, and the catalyst specification is listed in Table 5.2.



184

5 Application of Computational Mass Transfer (IV) ...

Table 5.1 Reaction mixture specifications [7]

Case |ty Molar | Aver. mol. G (kg/m2 s) |u 1073 Re, | ¢, |53
no (°C) | ratio weight (Ns/m?) J/kg K) |(J/m K s)
(kg/kmol)
1 176.1 | 1.5 39.6 0.242 1.372 58 | 1680 0.0333
2 176.0 | 1.5 39.6 0.186 1.369 45 | 1680 0.0333
3 186.4 | 1.5 39.6 0.242 1.376 58 [ 1710 0.0344
4 176.1 (4.0 32.8 0.200 1.375 48 | 1800 0.0380
Table 5.2 Catalyst Term (unit) Value
specification [7]
Average length (mm) 54
Average diameter (mm) 2.8
Effective diameter d., (mm) 3.3
Specific external surface (m*/g) 0.00217
Specific external surface (m2/g) 350
Bed porosity 0.36
Bulk density (kg/m®) 570-600
Particle density (kg/m®) 910
Thermal conductivity (J/m K s) 0.184

The overall chemical reaction of vinyl acetate synthesis is as follows:

n(Ac)

zZ
CH;COOH + CH=CH -— "CH3COOCH = CH, + AH,

The apparent reaction rate of foregoing reaction is given below [7]:

ko exp(—E/RgT)pac

R, = )
A 1+ exp(—AH1 /RgT) exp(_ASI/Rg)pHAc + CrpVA

where koo = 5100 (kmol kg(cat) ' s~ ' atm™"), E = 85,000 (kJ kmol™"), AH, =
(31,500 kJ-kmol™), AS; = =71,000 (kJ kmol™' K™"); C, = 2.6 (atm™") for molar

ratio of acetylene to acetic acid equal to 1.5; C; = exp(— %) exp (%) (atm™ ")
g g

for a molar ratio of acetylene to acetic acid equal to 4. The heat of reaction, AH, is
function of temperature:

AfHim = A+ BT +CT?,

AH, = AtHyam — ArHupaem — AfHacm

where subscripts VA, HAc, and AC denote, respectively, vinyl acetate, acetic acid,
and acetylene; their coefficients A, B, and C are listed in Table 5.3.
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Table 5.3 COefﬁcients for Component A B C
heat of reaction [8] Vinyl acetate | —298.36 | —6.9870E 3.9316E-05
-02
Acetic acid | —417.91 | —5.8243E 3.3466E—05
-02
Acetylene 22804 | 1.5754E-03 | —-3.5319E
-06

5.1.5 Simulated Result and Verification

The species concentration distribution along the whole reactor

Following the progress of the reaction from the bottom (H = 0) to the top
(H = 1) of the reactor, the concentration of acetic acid is gradually decreasing and
the product, vinyl acetate, is increasing; that means the conversion is consequently
increasing along the reactor from bottom to top. From the simulated concentration
profile of acetic acid in the whole column, its concentration in radial direction is
averaged at different heights and at different operating conditions of the reactor in
order to obtain the average acetic acid conversion along the axial direction. The
simulated conversion curve is shown in Fig. 5.1 and compared with the experi-
mental data [8]; satisfactory agreement between them is seen.

The radial temperature profile.

As an example, one of the temperature profiles along the whole reactor is shown in
Fig. 5.2. The radial temperatures are averaged at different reactor heights and under
different operating conditions as shown in Fig. 5.3, in which the experimental
measurements by Valstar et al. and their prediction [8] are also given for com-
parison. It is seen that the simulated temperature profiles by the present model are
closer to the experimental measurements than that by Valstar [8].

The distribution of turbulent mass diffusivity D,

Using present two-equation model, both the diffusivity profiles of acetylene and
acetic acid along the reactor can be obtained as shown in Fig. 5.4. As seen in the
figure, the turbulent mass diffusivity of acetylene D; ac in axial direction becomes
steady after traveling from inlet to a distance about 20-fold of effective catalyst
diameter d, (d. in present case is 3.3 mm). As seen in Fig. 5.4b, the distribution of
Dy ac in radial direction in the main flow region increases gradually to a maximum
until to about /R = 0.8 and then decreases sharply toward the column wall. Such
tendency is in consistent with the experimental measurement. It is the result of the
uneven distribution of porosity, velocity, temperature, and concentration near the
wall region.
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Fig. 5.1 Simulated and measured conversion profiles along reactor axis a Case 1, molar
ratio = 1.5, 75 = 176.1 °C, G = 0.242 kg m~? sfl, b Case 2, molar ratio = 1.5, 1, = 176.0 °C,
G =0.186 kg m 2 s71, ¢ Case 3, molar ratio = 1.5, to = 186.4 °C, G = 0.242 kg m 2 s !, d Case
4, molar ratio = 4.0, 1, = 176.1 °C, G = 0.200 kg m 2 s~ (Reprinted from ref. [2], Copyright
2008, with permission from American Chemical Society)

The turbulent mass diffusivity of acetic acid D ya. is also given in Fig. 5.4c, the
tendency of its axial and radial distribution is similar to those of acetylene because

both of them are in the same temperature and velocity fields although the con-
centration field is different.

The distribution of turbulent thermal diffusivity o,

The turbulent thermal diffusivity o can also be calculated using two-equation
model as shown in Fig. 5.5, in which, similar to the turbulent mass diffusivity D,
the o, reaches almost steady condition after traveling a distance about 50-fold of the
effective catalyst diameter from the entrance, and decreases sharply afterward.
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Fig. 5.2 Simulated temperature profile along the reactor for Case 1, molar ratio = 1.5,
fo=176.1°C, G =0242 kg m > s~ (Reprinted from ref. [2], Copyright 2008, with permission
from American Chemical Society)

The distribution of turbulent diffusivity v,

For the comparison purpose, the simulated turbulent diffusivity (kinematic vis-
cosity) v is also given in Fig. 5.6. On careful study, the tendency of axial and radial
distribution of v, is similar to that of D, and a, only appears not far from the
entrance (H <0.1 in the figure), although they are all drop down almost to zero at
the wall. The comparison again displays that the 7} ratio (Sc,) and ' ratio (Pr) are
complicated, and cannot be simply considered as a constant.
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Fig. 5.3 Radial temperature distribution along reactor (dashed lines Simulated by two-equation
model, dotted lines Simulated by Valstar, open circle experimental data, H bed height measured
from bottom, H =0 at the reactor bottom) a Case 1, molar ratio = 1.5, 7, = 176.1 °C,
G =0.242 kg m2s”!, b Case 2, molar ratio = 1.5, to = 176.0 °C, G =0.186 kg m2s,
¢ Case 3, molar ratio = 1.5, 7y = 186.4 °C, G = 0.242 kg m > 5", d Case 4, molar ratio = 4.0,
fo=176.1 °C, G = 0.200 kg m 2 s™' (Reprinted from ref. [2], Copyright 2008, with permission
from American Chemical Society)
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Fig. 5.3 (continued)
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Fig. 5.4 Simulated axial and radial distribution of turbulent mass diffusivity for Case 1
a acetylene, b acetylene, ¢ acetic acid (Reprinted from ref. [2], Copyright 2008, with permission
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Fig. 5.5 Simulated axial and radial distribution of turbulent thermal diffusivity for Case 1
(Reprinted from ref. [2], Copyright 2008, with permission from American Chemical Society)
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Fig. 5.6 Simulated axial and radial distribution of turbulent diffusivity for Case 1 (Reprinted from
ref. [2], Copyright 2008, with permission from American Chemical Society)

5.2 Reynolds Mass Flux Model for Catalytic Reactor

Li [9] employed standard Reynolds mass flux model to simulate the water-cooled
reactor as described in Sect. 5.1.3.

5.2.1 Model Equations

The model equations are similar to the 2 — g two-equation except that the
parameters, uﬁuj, w/T’, and uc’, are not solved by diffusivity method but are cal-
culated directly using Reynolds stress, Reynolds heat flux, and Reynolds mass flux

equations.
(I) CFD equation set

Overall mass conservation

d(pyU;)

0x, i

Il
t
=]
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Momentum conservation

A(pgyU:U; OP 0 ou;
AparUily) _ [W(x) YPGUU ]+/(pc,g+RoU );

where u 1% calculated by

Ol oy, 9 k—— Oy, Ol __0U; —— U,
v U, vy _ 2 Co=ulid 1l 7] B
PTG ™ 3xk< R e (”’”k D it 8xk>

e 2 —_oU;, —9U; 2. —=0U\ 2

(A1.23)

The constants are: Cy = 0.09, C; = 2.3, C, = 0.4. The k and ¢ in foregoing
equation are given by

8,0U,'k_3 & % B

s —%Kﬁgk o + (G — &) (2.3)
8pUi8_ 0 ﬂ[ oe e

ox ox KH+ o) ox, +p(Cr:Gue — Cose) (2.4)

The model constants are: ¢, = 0.09, o;, = 1.0, 0, = 1.3, Cy, = 1.44, G5, = 1.92.

(I) Heat transfer equation set

(A) Energy conservation of gas phase

AypCoUT) 0 oC ——
78)@_ 3x, 1pCp 8_)ci_uiT + St

St=01—0 = hsas(T: - T) — hyaywi (T — Tw1),

where Q| = hyas (TS‘ — T) represents the heat transfer from the catalyst to the
gas phase; Oy = hy1aw1 (T — Ty,) represents the heat transfer from the gas
phase to the inner wall of the reactor. The ;7" is calculated by Reynolds heat
flux equation as follows:
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T
<CT1 u/u/Jr >8”z
8xk

T T 9

o Vi on  ox
_(—aT oy,

uka +u oy

—— 0U;

uT T
> CT2 X u; + CTguk O k
(A2.18)

where the constants are: C; = 0.07, Cp, = 3.2, C;; = 0.5.

(B) Energy conservation of catalyst

0 T s _
o (=922 + (= D8R - ha(r: 1) =0

(C) Energy conservation of reactor wall

0 (, 0Ty
a_xi (/LW Bx, ) +hw1awl (T Twl) - hw2aw2(TW2 - Tc) =0

(III) Mass transfer equation set

(A) Mass conservation of reactive species (gas phase)

opUC D, OC
(9)61' - 8x,~

—uc’) + BLS (1.3)
Sy = hay(C5, — C),

where W is given by Reynolds mass flux equation as follows:

oue | oUue _ 0 [ (. k- W\ O] (0C
= — cl —UU; — — u
ot o ox |\ e T p) oy & ox;

i

3x i

0= u,c + Cc3u o — (1.33a)

k

The constants are: C.; = 0.09 , C, = 3.2, Ci3 = 0.55.
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(B) Mass conservation of the solid phase

0 oT, S B
7 (DS a_xi) + (1 = )pg(MR) — kgas(C; — C) =0

If the resistance of intradiffusion is neglected, the foregoing equation can be
simplified to

kgas(C — C) = py(1 — 7)MR

Boundary conditions and determination of source terms
The boundary conditions and determination of source terms are the same as in
Sect. 5.1.1 and 5.1.2.

5.2.2 Simulated Result and Verification

The reactor simulated is a wall-cooled fixed-bed catalytic reactor reported by
Valstar [7] for the synthesis of vinyl acetate from acetic acid and acetylene with
zinc acetate on activated carbon as catalyst as given in Sect. 5.1.2.

Simulated concentration profiles of the species in the reactor

As an example, the profiles of acetic acid, acetylene, and vinyl acetate along the
whole column are shown in Fig. 5.7, in which the radial concentration distribution
is clearly seen.
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Fig. 5.7 Simulated profiles of molar fraction a acetic acid, b acetylene and ¢ vinyl acetate [9]
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Simulated acetic acid conversion

From the simulated radial concentration distribution along the column, the con-
version of acetic acid can be found as shown in Fig. 5.8. The simulated radial
conversion is averaged at different heights of reactor to find the average conversion
along the axial direction under different operating conditions as given in Fig. 5.9.
The simulated curve is confirmed by the measured data reported by Valstar [7]. In
this figure, the simulation using two-equation model is also plotted for comparison;
it can be seen that the simulation is better using Reynolds mass flux model than by
two-equation model.

Simulated temperature profiles of the gas phase
An example of the simulated temperature profile of gas phase in the reactor is
shown in Fig. 5.10.

Comparison with experimental data and two-equation model

The radial temperature averaged at different heights along the axial direction is
given in Fig. 5.11 and is compared with the experimental data and the simulation
using two-equation model. As seen in the figure, the simulation using Reynolds
mass flux model is better than that by two-equation model although both of them
are considered in agreement with the experimental data.
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Fig. 5.9 Simulated
comparison of acetic acid
conversion along axial
direction between simulation
and experimental data for
Case 1 [9]

Fig. 5.10 Simulated profiles
of temperature (K) in the
reactor [9]
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Fig. 5.11 Comparison of radial temperature profiles at different packed heights between
simulation obtained by the standard Reynolds mass flux model (line), two-equation model
(dash), and experimental data (circle) for Case 1 (H distance of bed height measured from column
bottom) [9]

5.2.3 The Anisotropic Mass Diffusivity

(1) The axial mass diffusivity

Figure 5.12a shows the wavy shape profile of #/c’ in radial direction with
alternating positive and negative slope, but its tendency is likely to be gradually
increasing, which is consistent with the increasing profile of vinyl acetate as shown
in Fig. 5.7 so as to enhance the reaction in axial direction. Also in Fig. 5.12b, the
positive u/.c’ is seen decreasing around the column top (x < 1), while it turns to

increasing rapidly over the remaining part of the column. It indicates that the W
diffusion is in coaction with the axial increasing profile of vinyl acetate (Fig. 5.7) so
that the reaction in axial direction is enhanced by turbulent diffusion.

From Eq. (1.37) and Figs. 5.12a and 5.13a, the axial turbulent mass diffusivity
D¢ x can be obtained as given in Fig. 5.14. As seen in the figure, Dy 4 is in the wavy
shape and fluctuated strongly beyond /R = 0.6. It is mainly due to the high fluc-
tuation of gas phase velocity in both axial and radial directions as shown in
Fig. 5.15. However, the tendency of turbulent effect looks increasing toward the
column bottom.
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Fig. 5.13 Simulated concentration gradients of vinyl acetate [9] a axial %—f gradient of vinyl
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(2) The radial mass diffusivity

The profile of W is given in Fig. 5.16, in which all W is negative. It indicates
that the negative gradient of W diffusion is in contradiction with the positive
process gradient (0C/0y) of vinyl acetate as shown in Fig. 5.7, so that the reaction
in radial direction is suppressed.

From Eq. (1.37) and Figs. 5.16 and 5.13, the radial turbulent mass diffusivity
D¢y can be obtained as given in Fig. 5.17. As seen in the figure, Dyy is very high
near the column center; it is due to very low (0C/0y) gradient there as the con-
centration is assumed to be symmetrical to the centerline.

The profile of W(sum of ' and W) is given in Fig. 5.16. The wavy shape
and negative u/c’ are noted. The negative u/c’ indicates that the axial turbulent
diffusion is overwhelmed by the radial diffusion.

The radial turbulent mass diffusivity Dyy is shown in Fig. 5.17, and the sum of
the fluctuating mass flux is given in Fig. 5.18.
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5.3 Summary

The source term S, in the species conservation equation Eq. (1.1) can represent the
mass created or depleted by a chemical reaction besides the mass transferred from
one phase to the other. Thus CMT model can be used for simulating the chemical
reactor. A catalytic reactor with water-cooled jacket is chosen as typical example
for illustration. The CMT model equations regularly comprise mass transfer
equation set and the accompanied fluid dynamic equation set and heat transfer
equation set. Note that the source term S,, is calculated in terms of reaction rate. The
simulated results of a wall-cooled catalytic reactor for the synthesis of vinyl acetate

from acetic acid and acetylene by both ¢ — ¢ model and Reynolds mass flux
model for simulating the axial concentration and temperature distributions are in
agreement with the experimental measurement. As the distribution of g, shows
dissimilarity with D, and oy, the Sc; or Pr, are varying throughout the reactor. The
wavy shape of axial diffusivity D¢y along the radial direction indicates the
important influence of porosity distribution on the performance of a reactor.
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Chapter 6
Application of Computational Mass
Transfer (V) Fluidized Chemical Process

Abstract In this chapter, the CMT models developed in Chap. 1 are implemented
for the simulation of concentration, velocity, and temperature distributions in
gas-solid particle fluidized processes. A ¢”> — &~ two-equation model is developed
and applied to the removal of CO, in flue gas by K,CO; particle in a bubbling
fluidized bed; while a Reynolds mass flux model is used for the process of
decomposition of ozone in riser and downer of a circulating fluidized bed (CFB).
The simulation results are validated with experimental data. Anisotropic feature of
the eddy diffusivity in the fluidized process is discussed.

Keywords Concentration profile in fluidized process - Bubbling fluidized bed -
Circulating fluidized bed (CFB) - Anisotropic eddy diffusivity

Nomenclature

a, b, c EMMS-based drag model parameters

G Mass fraction of species i in gas phase

Cp. Co1, Cpo, C3 Turbulence model constants for the velocity field

Ceo, Ce1, Cen, Ce3, Coy Turbulence model constants for the concentration field

Cp Drag coefficient

2 Concentration variance

d, Mean particle diameter, m

D, Molecular diffusivity of ozone in gas phase, m* s~

D, Turbulent mass diffusivity of ozone in gas phase, m* s

€y Restitution coefficient

g Gravity acceleration, m s>

80,ss Radial distribution function

G, Particle circulation rate, kg m2s!

1 Identity matrix

kg, ky Tgrbu;ent kinetic energy of gas and particle, respectively,
m- s

k; Apparent reaction rate constant, s

Ds Particulate phase pressure, Pa
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Subscripts

g  Gas phase

in  Inlet of the riser
out Outlet of the riser
S Particle phase

t Turbulence
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Gas phase pressure, kPa

Radial distance from the axis of the riser, m

Universal gas constant, kJ kmol ' K™

Reynolds number

Source term of turbulent mass transfer equation for ozone,
kgm s !

Turbulent Schmidt number (Sc¢; = v, /Dy ;)

Time, s

Gas phase operation temperature, K

Mole concentration of O3 in gas phase, kmol m™
Gas interstitial velocity vector, m s™'

Gas and particle velocity vector, m s’

3

Superficial velocity of the gas phase, m s~

Total height of the CFB riser, m

Height of the CFB riser from the bottom inlet, m
Gas and solid volume fraction, respectively
Interphase exchange coefficient, kg m® s~
Dissipation rate of turbulent kinetic energy, m? s~
Dissipation rate of the concentration variance, s !
Collisional dissipation of energy, J m > s

Solid bulk viscosity, kg m ™' 5!

Gas and particle density, respectively, kg m >
Stress tensor, Pa

Diffusion coefficient for granular energy, Pa s

Granular temperature, m> s

Gas molecular and turbulent viscosity, respectively,
kgm s

Solid shear viscosity, collisional viscosity and kinetic

viscosity, respectively, kg m~" s~

3

Turbulence model constants for diffusion of %, ¢, 07, &e
Exchange of fluctuation energy, kg m™* s

Fluidization has been commonly recognized as an unit operation dealing with
particle-fluid processes in chemical engineering since last century. As the
particle-fluid flow is complicated, the research has so far focused on the CFD
simulation, while the mass transfer as well as the concentration aspects was seldom
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concerned. Nevertheless, the latter is the basis of chemical process and cannot be
overlooked. Recently, attempt has been made to fill this gap by using CMT
methodology.

In this chapter, the CMT models are employed to simulate the following flui-
dized chemical processes:

(1) The removal of CO, in flue gas by K,CO; particle in a bubbling fluidized bed
by using ¢’> — ¢ two-equation model;

(2) The decomposition of ozone in riser and downer of a circulating fluidized bed
(CFB) by using both two-equation model and Reynolds mass flux model.

The simulated results are found to be satisfactorily confirmed with the experi-
mental data, indicating that the CMT models are suitable to be used for simulating
fluidized chemical processes.

6.1 Flow Characteristics of Fluidized Bed

Fluidization is an emerging technology since last century and has been applied to
chemical, metallurgical, pharmaceutical, food processing, and allied industries.
Broadly speaking, fluidization is a process that the solid particles are carrying by a
flowing fluid (gas or liquid) undertaking mass (and/or heat) transfer or chemical
reaction for the purpose of enhancing process efficiency due their intimates phase
contact. A number of typical patterns during the development of the fluidization of
particle-fluid two phases flow in a circular tube under different operating conditions
can be identified and are shown in Fig. 6.1.

() (b) © )

i

UUpy

il

Fig. 6.1 Flow patterns of fluidization at different fluid velocity
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When the fluid velocity u in the particle-fluid flow is less than the critical
fluidization velocity (denoted by u,,y), the particle bed is stationary, like a fixed
packed bed as shown in Fig. 6.1a. When u = uyy, the particle bed begins slightly
expended with small fluctuation and even forms some small bubble occasionally
(Fig. 6.1b, c). At higher u, more bubbles of larger size are appeared and they are
breakup and coalescence at the same time, such fluid-bubble flow pattern is
regarded as bubble fluidization (Fig. 6.1d, e). Further increase of fluid velocity
promotes the turbulence of the bubble bed and the solid particles begin to cluster
forming a dense solid phase and a dilute fluid phase (Fig. 6.1f). If the fluid velocity
is high enough to carry out the particles leaving the fluidized bed, the fluid velocity
is called carry out velocity, uqy. In this case, a particle capture device is provided
and the escaping particles are being collected and fed back to the bottom of the
fluidized tube for recycling.

Thus fluidization process can be undertaken in two operating conditions:

e Fixed fluidized bed operation (FFB, Fig. 6.2a) where u < upyys
e Circulating fluidized bed operation (CFB, Fig. 6.2b) where u > u,,. The CFB is
often used for the advantage of continuous fluidization operation with

(a) (b)

H ! ;L'Llli'lli.l'.l-ill

g =
Downer

distributor

Gas outlet f"] |;_n_._‘_15] .
{ i ol

\
Downei
| \ir
i ; )
Riser
!
| Gas-solid
separator
] ML‘.I\II!IIIL'
vessel
| Storage tank
‘ Air ———}- " Butterfly valve

Feed

Fig. 6.2 Fixed and fluidized bed (CFB) reactor a catalytic fixed bed fluidized reactor, b circulating
fluidized bed reactor
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gas-particle separation devices capturing the escaping particles and returning
them to the bottom of the reactor as shown schematically in Fig. 6.2b.

General speaking, the flow in the fluidized bed consist of two phases: the fluid
phase and particle phase. Nevertheless, gas-particle flow in the fluidized bed is quite
complicated because of the presence of turbulent flow of both gas and particles with
mutual interaction between fluid-particle and particle-particle, and consequently
causes difficulties in evaluation their interaction. Considerable cold-flow and
hot-flow model experiments for fluidized bed have been made in the past 20 years,
and some important phenomena involving fluid-dynamics, mass, and heat transfer
were reported such as the nonuniform radial distribution of particles (or called
core-annulus structure of particles) [1, 2] as well as the uneven distribution of
species concentration [2, 3]. Since such kind of experimental study is laborious,
many researchers focused on developing engineering models for rigorous
simulation.

During the past decades, many theoretical works have been undertaken on
modeling and simulating fluid-dynamics in fluidized bed using CFD approach. To
tackle the gas-solid flow, generally, there are two methodologies:

e Fulerian—Lagrangian approach, and
e FEulerian—Eulerian approach or two-fluid model (TFM).

The TFM have been so far widely employed in modeling the gas-solid flow. The
idea of TFM method is that both gas and solid phases are treated as interpenetrating
continua based on the Eulerian method. The success of TFM depends on proper
description of the phase interacting forces and the solid stress. The interacting
forces are used to describe the momentum transfer between the two phases; while
the solid stress represents the solid phase force due to particle—particle interactions.
Many investigators [4, 5] have found that anisotropy of the gas-solid turbulent
flows is essential for successful description of CFB fluid-dynamics. In addition, the
structure and interaction of particles in the solid phase is multi-fashioned, such as
the formation of different clusters with different behaviors of the solid phase.

The CMT model, as applied in preceding chapters, consists of the following two
sets of modeling equations

e The turbulent mass transfer (and heat transfer if necessary) equation set for
describing the mass transfer (and/or heat transfer) behaviors of the process. It
includes the mass transfer (and/or heat transfer) differential equation of the
reactive species and the method of its closure, such as the use of ¢ — &u
two-equation model and the Reynolds mass flux model in CMT methodology.

e The fluid-dynamic model for describing the flow behaviors. Two-fluid model
(TFM) is used in this chapter, which contains a fluid phase and a solid phase.
Each phase possess the continuity equation and momentum conservation
equation. In the solid phase, the interaction between dense solid (particle
clusters and aggregation, etc.) and the fluid should be taking account.
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6.2 2 — ¢ Two-Equation Model for Simulating
Fluidized Process [6, 7]

The simulation objects in this chapter are:

(1) The removal of CO, in flue gas by K,COj particles in a fixed fluidized bed
(FFB) reactor [8].
(2) The decomposition of ozone in CFB reactor.

6.2.1 The Removal of CO; in Flue Gas in FFB Reactor

Model Equation

(1) The turbulent mass transfer equation set
1. Mass transfer equation

Mass conservation equation of component species 7 in gas phase:

a(pg“gy&i)

a(pg“gyg«,i) n a(pgocgug,iyg‘i) 0
6xi

ot 8xi 8xi (D + Dt)

+Sg,i7

where D and D, are the molecular and turbulent diffusivity, respectively.
Mass conservation equation of component species 7 in solid phase:

8(psocsys,,-)} Y
S,y

a(pso‘sys.i) 4 a(psasus,iys,i) 0
8x5

ot ox; o [D eff

where D is the effective diffusivity of the solid phase. This parameter is hardly to
be evaluated and usually is taken from experimental data. In the CMT two-equation
model, the D¢ can be calculated by the following equation:

L - 1/2
C
Dgn,l = CcOkg <8_g_n> s

where ¢2 equation:

Cc

% (otgpgc_ﬁ) +V x (otgpgigé) =V x {(Dgn + D;n,l) agvé}

+2p,0VC,VC,y — 2py0tgéc,
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& equation

0 - Dgy,
T (ogpgec) +V x (ocgpgugec> =V x [(Dgn + %) pgocgv(e(]

2
¢ Py

+ CcngOCgVCnVC,, :; — Ccngo(g:; —C
Y c

n n

gk
C3pgagk—
g

Model constant are [9] C, =0.11, C,q, =18, Cnp =22, Cs=0.,
c. =10, o, =1.0.

The boundary conditions for ¢2 — & model are as follows:
Inlet condition c2, = (0.082Cg )’

6o\ —
_ gin \"3
&cin = Re <k—> Cins
g.in

where R; is the time scale, R, = _'2‘7 . According to the method of estimation by Liu
c? /e

[10], we get R, = 3 X 1073,
Outlet condition fully developed turbulent flow.

2. Heat transfer equation

Heat energy conservation equation of component species i in gas phase:

a(/’g“gcpng) +a(pg°‘g“g~iCpng)* 0 [O‘ ffa(pg“gcpng) +S,
g€l g

ot Ox; T o, Ox;

where C, is the specific heat.
Heat energy conservation equation of component species i in solid phase:

Ks sTs sts i sTs S sTs
a(Psg:p ) + a(ps“;x,lcp ) _ ai‘ [“s,effa(psa p )] TS,

Ox; 8)( i

where the effective thermal diffusivity a.g is calculated from T2 — &, model.
(2) The fluid-dynamic equation set
1. Continuity equations

0("%“8)

For gas Phase > + 6(pg°‘g”g.i)

Ox;

I
ks
oQ

For solid phase

a(psas) + a(psasusﬁi)
at ax,-
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2. Momentum equations

In TFM, the fluid and solid phases are interpenetrated and interacted, the source
term S; in the momentum Eq. (1.1-1.4) of Chap. 1 is extended and included the
following terms:

S; = (interfacial drag force) + (body force) + (amount of mass being transferred)

= ﬁgs (”‘g,i - MSJ) + Pe%e8 + Tgt ug’iR’"ag

In addition, to follow most expression in fluidization literatures, the stress term
)
Ox;

momentum equation for gas phase is

in momentum Eq. (1.4) is replaced by the stress symbol 7. Thus, the

8(pg°‘g”gd‘) 4 8(pg“g”g«i“g,/) — an
6xj 8xj g 8

+Tg+ ﬁgs (ug i us,i) + Pge8 + ug‘iRm,g

For solid phase

9 (pyotsits ) N A (pyorsiusittsj) , 9ps
axj 8Xj - s 8x,-

+ ﬂgs (us,i - ug,i) + posg + + us,iSm,s

In foregoing equations, « is the volume fraction, subscripts g and s refers to gas and
solid phase, respectively, 1, is the stress tensor of the solid phase which is expressed

by:,
—y 8145’,‘ + 8usd~ +u 1 2 8us,,~
T Ms 8xj 8xi s s 3 Ks 0x,~

U s the shear viscosity of solid phase, f§ is the drag coefficient, 4 is the bulk volume
viscosity, R is the amount of mass transfer which can be calculated by

Rmg= — r(Mco, + Mu,0),

where r is the reaction rate, M is the molar mass of corresponding species.
The pg is calculated by

Mge=0ls s + Hg
M t:CM“spsf#kf/SS»

where k, equation £ (ocqpq ) +V x (ocqpquq ) V x (“"E oq Vg ) Gqgp — dqPqEq
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& equation 2 (ogpqtq) +V x (aqqufng) =V x (‘;ﬁ ochSq> +
/i_: (C1Ggp — Crtgpy2q)
The subscript q refers to the gas and solid phase correspondingly, i.e., q = g, s.

The model constants are C,=0.09, C;=1.44, C,=1.92, o1 = 1.0, 0, = 1.3.
The drag coefficient f§ is taken from the Yang model [11]

o p osp
=15023"2% + 175228 |y, — u <0.74
Bgs agdg + dp |u5 Mg‘, g > )
3 OsOlgPg | _ ~
ﬂgs = ZCD dp £ |us - ug}fg(g, og > 0.74,
where | mReTTOSRay Re<1000 o palis—ii|ay
P71 0.44 Re > 1000’ T

The correction factor f,, is given by:

0.0214
fr.=—0.5760 + > 0.74 < 0y <0.82
’ 4(atg — 0.7463)" +0.0044
0.0038
f“g: —0.0101 + 0.82 < <0.97

4 (o — 0.7789)° 40.004
fu=—31.8295 +32.82950, otz > 0.97

For the bubbling fluidized bed, Ayobi suggest a correction factor C as follows [2],
ﬂgs,new = Cﬁgm

where C = 0.2.
The solid pressure ps can be found by the kinetic theory of granular flow as
follows:

DPs = O‘sps@s + 2Ps(1 + ess) Offgo,ss@s

e \1/3 -1
=|1- 5
gO,ss |: (asﬁmax) :|

3170 _ 2

3 [@ (aspsO5) + V X (ocspsus@sﬂ =V x Kgl"@ + ('%;) V@s} + g —
_ 15d,p 051/ Os7 12, 16

I'e = 4(41 — 33’1) 1+ 5 n (4’7 3)O‘sg0,ss+ 5 (41 3317)7’10555’0_55
1

n= 5 (1 + ess)

where @ is terminologically called as granular temperature, representing the fluc-
tuation of average particle mean velocity which effects the energy of the particle
just like that of temperature. The viscosity of solid y, is calculated by
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Hs = K col + Hs xin + M

4 @S 1/2
Hs col= g o(SpstgO,ss(l + ess) (?)
ospds v/ Oy 2
ﬂs,kin:ﬁ [1 + g(l +ess)(3ess - 1)O‘ng,ss
__pssing

SV

Simulation of CO, removal in fluidized bed

The object of simulation is the removal of CO, from flue gas by K,COj particles
in bubbling fluidized bed as reported by Ayobi et al. [8]. The experimental setup is
shown in Fig. 6.3.

The chemical reaction is as follows;

K,CO;(s) + CO»(g) + H,0(g) — 2KHCO5(s)
The reaction rate is given by [8]
Ty = —kreacXco,Xu,0%Mp,
where keqe = 50,000 m® kmol ™' s™!, Xco,, X0 are the mole fraction of CO, and
H,O0 in gas phase., respectively.

Two inlet conditions of flue gas concentration corresponding to the experimental
work are simulated:

aler

-
Water vagor rotameter
Co, rotameter
Air rotameter

Field of view

Steam generalor

S

Ar COMpPressor
COy

| Lights

Fig. 6.3 Experimental setup for CO, removal by K,COj in fluidized bed (reprinted from Ref. [8],
Copyright 2014, with permission from Elsevier)
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Case 1: Yco, = 0~1O7)’H20 = 0.0S,yair =0.85
Case 2: Yco, = 0~057YH20 = O.IO,yair =0.85.

Simulated results and verification

The simulated results of outlet CO, concentration at different time are shown in
Fig. 6.4.

As seen from Fig. 6.4, the simulated result by 2 — g two-equation model of
CMT is better than that by Ayobi, indicating the CMT model is suitable to the
fluidized process.

The simulated radial averaged CO, concentration along the fluidized bed is
given in Figs. 6.5 and 6.6.
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Fig. 6.4 Outlet concentration of CO, at different time. a Case 1, b Case 2
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Fig. 6.5 CO, concentration in the fluidized bed at different time
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Fig. 6.6 Radial averaged CO, concentration along the fluidized bed (case 1)

Figure 6.5 indicates that (1) The radial distribution of CO, concentration is
nonuniform. (2) The CO, concentration is high at the central region of the bed and
descends gradually toward the wall. The reason of such character may be due to the
solid fraction is higher near the wall as seen in Figs. 6.7 and 6.8 so that the reaction
of CO, is faster there and thus CO, concentration becomes lower. In addition, it
maybe also due to the uneven distribution of gas velocity as shown in Fig. 6.9.
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Fig. 6.7 Volume fraction of solid along fluidized bed at different time
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Fig. 6.8 Radial distribution
of solid volume fraction at
different bed height

Fig. 6.9 Radial distribution
of axial gas velocity at
t=10 s (case 1)
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The gas phase mass diffusivity D, is of great concern in studying fluidization.
Conventionally, it is assumed to be a constant but present simulation indicates it is
varying with position and time as seen from Figs. 6.10 and 6.11. In the central
region, D, shows wavy variation and then lower down toward the wall. Such pattern
may be related with the turbulence of gas phase flow which is more violence in the
center region. The D, is high near the inlet (x = 0.03 m) owning to sudden increase
turbulence from uniform inlet flow, then D, behaves relatively steady at further
beyond the inlet as the gas phase flow there is becoming steady.
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Fig. 6.10 Distribution of turbulent mass diffusivity along bed height at different time (case 1)

Fig. 6.11 Radial distribution
of gas phase turbulent mass
diffusivity (case 1)
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Simulation of Ozone Decomposition in the Riser of CFB Reactor

The model equations are the same as given in Sect. 6.2.1 except that the inlet
ozone concentration is very low (20 ppm) and the heat transfer equation can be
omitted.

The simulated radial profiles of ozone concentration at different CFB riser
heights and experimental data are shown in Fig. 6.12.

As seen from Fig. 6.12, the simulated results are in reasonable agreement with
the experimental data, indicating once again the two-equation model of CMT can
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Fig. 6.12 Radial profiles of ozone concentration at different CFB riser heights (Ug3-Gs100)
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Fig. 6.13 Radial profiles of solid volume fraction at different CFB riser heights (Ug3-Gs100)

be used for simulating fluidization process. Note that the ozone concentrations are
lower near the wall, it may be due to the particle density is high at the wall region so
as to decompose more ozone there. The distribution of particle density is given in
Fig. 6.13.

It should be mentioned that discrepancy between simulations and experimental
data are obviously seen in Figs. 6.11and 6.12. The error of simulation may come
from model assumptions: first, the radial symmetry (two-dimensional model) and
second, unique particle diameter. Actually, the radial direction is unsymmetrical
and the particle diameters are in varying size.

The radial profiles of gas and solid phase velocities at different CFB riser heights
are displayed in Fig. 6.14.

As seen in Fig. 6.14, the velocities of gas and solid phases in the central region
are higher than those near the wall, especially at the lower part of the riser
x = 0.57 m. This may be as a result of low solid density in the central part and
high-solid density near the wall as given in Fig. 6.13.

From the two-equation model of CMT, the isotropic turbulent diffusivity D, can
be obtained as given in Fig. 6.15 where the tendency of D, is decreasing from
center to the wall. It can be explained that higher central velocity causes more
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Fig. 6.14 Radial profiles of gas and solid phase velocities at different CFB riser heights
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turbulence so as higher turbulent diffusivity. The average volumetric isotropic
turbulent diffusivity D, is found to be 2.07 X 1072 m/s.

6.2.2 Simulation of Ozone Decomposition in the Downer
of CFB Reactor

The model equations are similar to that of precedent Sect. 6.2.1 except that the
boundary conditions are as follows:

Inlet condition U = Uy, ki, = 0~003U_inzv &in = 0'09%7

C =G, &2 =(0.082Cy)’, toin = R (‘“‘) 2,

mn kin

K1
R, =(Cro2—)2
T < TOSinDt>7

where R, represents the time scale, the negative, and plus signs of R; refer
respectively to the reactant (ozone) and product (oxygen), the D, in present case is
in the order of 10, so that R; is approximate equal to 0.1, dy is hydraulic diameter,
calculated by

4y

dy = ——2—
T a(l—py)
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Fig. 6.15 Radial profiles of
gas phase isotropic turbulent
mass diffusivity Dy
(Ug5-Gs100)
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is the volumetric surface area, given below

a =

6(1 — yoo)

dp

Outlet condition Fully developed turbulence.
Wall condition  No slip and mass flux of species is zero.
The drag force in the model equation is taken from the following model:

Pg

g _ _ .
Bes = 0.006475Cp Sdgp € Jits — it (—) og % for (0.0003 < ot < 0% choking)
P

24
CD{ Re(1+0.15Re0087) »

Re <1000

0.44, Re > 1000

Simulated results

Pmix
_ Palte|its — ug|d,
Hg

The simulated radial profiles of ozone concentration at different CFB downer
heights and experimental data are shown in Fig. 6.15. In Figs. 6.15 and 6.16, where
the O point is experimental data, the black line is the simulated result.

Figure 6.16a display the ozone concentration is lower in the wall region; it can
be explain that the particle volume fraction is high near the wall as seen in Fig. 6.17
so that more ozone is decomposed there.

Comparison between Figs. 6.11 and 6.15, also Figs. 6.12 and 6.16 shows sim-
ilarity, indicating the behaviors of riser and downer is similar in tendency. The
simulated results are in reasonable agreement with the experimental although some
errors are seen. The discrepancy may come from the assumptions of axial symmetry
and unique particle diameter which deviate from actual case.
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Fig. 6.16 Simulated and
experimental measurement of
downer ozone concentration
profiles along radial direction
at different axial positions for
three cases of experiment:

a Ug2-Gs100; b Ug5-Gs100;
¢ Ug5-Gs50 (reprinted from
Ref. [7], Copyright 2015, with
permission from Elsevier)
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Fig. 6.17 Solid volume
fraction profiles along radial
direction at different axial
positions for experiment

a Ug2-Gs100; b Ug5-Gs100;
¢ Ug5-Gs50 (reprinted from
Ref. [7], Copyright 2015, with
permission from Elsevier)
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6.3 Reynolds Mass Flux Model for Simulating Fluidized
Process

6.3.1 Model Equations

(1) Turbulent mass transfer part of model equation and its closure

Mass conservation equation for species in gas phase:

I o
o (pgochn) + O (pg“gugicn) ~ o [pg“g (Dgn o ulgicn):| +Ri,

n= 02703

where C is the species mass fraction in gas phase, i.e. Co, + Co, + Cgir = 1; the
subscript n denotes the species of ozone and oxygen; Dy, is the molecular diffu-

sivity of species in gas phase; — pgocguglc;l is the Reynolds mass flux (kg m 2 s~ 1),

which is an unknown term to be determined. In conventional model, the Reynolds

mass flux fpgocguglcn is often solved by applying the generalized Boussinesq’s

postulation —pgocguglcn =D n,(@d/ 8xi), where the coefficient Dg,;, commonly
called the turbulent mass diffusivity, is isotropic and determined either by using
empirical correlations from inert tracer experiments or by guessing a constant
turbulent Schmidt number Sc, [12, 13]. Such approach is convenient to be used;
nevertheless, the right choice of turbulent Schmidt numbers Sc, or its empirical
correlations is relying on experience. Moreover, the Schmidt number Sc; = pDLm
implies that the Dy, and p are in simple proportion, that means the concentration
distribution is proportional to that of velocity, which is obviously unjustified. As
stated in foregoing section, many investigators have found that the turbulent mass
diffusion in CFB is anisotropic [14] which indicates that the use of isotropic Sc, and
Dy, is unacceptable. Therefore, the newly developed anisotropic Reynolds mass
flux model [15] seems a reasonable attempt to tackle this problem by using the
following anisotropic Reynolds mass flux model expression for closing the turbu-

lent mass transfer equation:

8(pgocg Ug; ,,) . 8(pgo¢gug,ugl ”) 9 ( k _a(pgag@) +D8(pgug i ”)>

ot Ox; T o

—— &g —— —— Ollg;

8o A g
— Pyltgllyilly; — Ceapyig 7= UgiC), — Ce3 Py lallyiCy, ,
8 kg Ox;

where the constants were found to be [15]: Cc; = 0.09, Ce, = 3.2, Cc3 = 0.55;
For computing the foregoing equation, it should be modeled according to the
modeling rules as follows:
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O(pgxgu;iu;/> a(l)g“g”g/“,g,‘“;,) 9 c —— é(‘)(pgxgtt’gilt’y) uga(l’g“g“;i“/gJ »
o + ax, 7@ ul = uu,ugm ot +Pg o + PP

2 & (—— 2. 1
- géijpgocgsg - ,,Zpgagé (u’giu’gf - go,,kg) + Cuapytty (P,»j - §P,»l> + Qs

where Qg represents the interaction of the gas-particle phases;

Py = *<uz”;n gijj +u M’ a—U) and the model constants are: C,; = 0.09, C,; = 2.3,

m Ox,
Cu =04.
The auxiliary k, and &, equations are listed below:
k, equation:

&g equation:

O(pattety)  O(pydtgteilyi) O k——— O(pateiy) 1y O(Pytete)
+ =— | C,—uyul, 0 + =
ot Ox; 0x; g &8 Oxy, pe  Ox
Oitg %
+C16pgagk fg /g]a_x]_ C2spg°5gk_g>

where the constants are: C, = 0.07, C;, = 1.45, C, = 1.92.
The rate of the ozone decomposition, r, is [16]:

r = kXo,0s (1)

where k; is the reaction rate constant and is determined experimentally [16] by Li
et al. Xp, is the mole concentration of the ozone in gas phase.
Thus, the source term R; is determined by:

P,
R =+r—5 R, £ M., 2)

where the negative and plus signs refer respectively to the reactant (ozone) and
product (oxygen); P, T, are the pressure and operating temperature of the gas
phase; M; is the molar mass of species.

(2) The CFD part of model equation

For the simulation of the gas-particle two-phase flow, the Reynolds stress model
derived from solid kinetic theory and the drag model based on energy minimization
multi-scale (EMMS) principal [9, 10] are used in the present simulation. The
governing equations and constitutive relations for this part are summarized in
Table 6.1.
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Table 6.1 Main equations and constitutive relations for the two-fluid model of gas-particle flows

(1). Continuity equations of gas and particle phases

2]
o (02pg) TV X (2p,itg) =0

ot

a —>
E(%/%)"'V X (“spsus) =0
oy + o5 = 1

(2). Momentum equations for gas and particle phases

9 — — —
o (tapyits) +V x (sapyltgity) =V x (Tge) + 0 (py € = VPy) + By (15 — )

g(txspsu_;) +V x (-’lsﬂsu_:u_:) =V x (9‘<T< e) + o (ps — VP ) +ﬁg5( u_:)

where

N 2 ,
) - g,ugoch@I

_ 2 -
Ts = Uyt (Vu_s’ + VM_S’T) + (és - gus> o Vg1

Ta = — P sy
The Reynolds stress equation for particle phase is given as follow

) o) _p [ es0) o)

2 Ny a—) 1
- g%m%& - Cuzmoazi (uiiui, - 35 ) + Cusp\ou< i — 3P,,) +Q

The model constants are (Zheng et al. 2001): C,; = 0.09, C,; =2.3, C,; =04

The auxiliary kg and & equations are:

'

[
7 Usithsi
Opyoses) | Opgosesits) _ 0 k——— W Opysts) | Hy O(pyoses)
ot + x; T Ox C R Oxy. + py Ox;

67 2
+C1fﬂ50¢< Uy as CZFPQ'XQI?

where the constants are: C, = 0.07, C. =145, C, =192

(3). Equations for relevant parameters

The drag model equations [9, 10]

Here the modified drag model [9, 10] obtained from the energy minimization multi-scale (EMMS) approach.
The EMMS drag model has proved to be an effective way for modeling a system of FCC particles, which is
the case of the present simulation.

3 ap, _
B =00 25 g2,

fu. = a(Re+b)°

g

(continued)
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Table 6.1 (continued)
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o o0amt
¢=0.1705 1+ (2/05020) 7
—0.4896
2124 956 — 2142.30, ) 0.545 <o, <0.99
(0.8223 — 0.12935,)
(%—1.0013)
T 006633 +9. 1391 (3~ 1.0013) +6.9231 (s, — 1. 0013)

0.8800 1
a=04243+ 1+ exp(—(,—0.9942) /0.00218) (1 T exp(—(ag70.9989)/0.00003)> 09950, <0.9997
b =0.01661 +0.2436 exp( 0. 5(“0 0‘})?;’?‘) )

2
¢ =0.0825 — 0.0574 exp( 05 (*5ms) )
=1 09997 <a, <1

c=0

%eRe(l =5 15Re°687) Re <1000

0.44, Re > 1000

Re — Pty — tgldy
He

Particulate phase pressure equation [17]

ps:“sps®s + 2P5 ( 1+ ess)“zgo‘ss®s
where the radial distribution function is [18]:

173771
80,ss= [1 - (%ﬁ‘m) :|

Granular temperature equation [19]:

3[5000)+V x (2p,00,) | = V x ([oVO,) +TVIE — pVIEl + ¢y — 7
where the diffusion coefficient for particle phase energy fluctuation is [17]:

T = SRS [1 4 L2y (4n — 3)aygos + 12 (41 = 33n)nosgoss), 1=3(1+ew)
The exchange of ﬁuctuatlon energy is [20]:

bos = =305

The collisional dissipation of energy fluctuation is [21]:

Y= 3(1 - exzs)‘x?g(l,:sps®s [i \/% - VZ]

Particulate phase shear stresses equation

U = Mol + K xin T L g Where the frictional viscosity g in present simulation is set to be zero; the
collisional viscosity and kinetic viscosity are [20, 22]

4 0,\"?
Hs col = gaSpstgO.ss(l + eSS) (f)
o5 psds/ Os

skih — 74~ 1 ss 355715.55
s = S0 14 21 ) B~ Dt

Particulate bulk viscosity [21]

2
& :‘O‘spgdngss(1+ess)( )/
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Table 6.2 The feedstock properties and main operating conditions [16]

Feedstock properties

Gas density (kg m™) 1.225

Gas viscosity (kg m~' s 1.7894 x 1073
Particle density (kg m ) 1370

Particle mean diameter (um) 60

Operating conditions

Inlet ozone concentration (ppm) 10-25
Gas superficial velocities (m s ') 2-5
Particle circulation rates (kg m?2sh 50, 100
Gas temperature (K) 295.15
Reaction rate constants (s~') 3.76.4.07

6.3.2 Simulation of the Riser in CFB Ozone Decomposition

The object of the simulation is an experimental CFB riser for the catalytic ozone
decomposition. The riser has an inner radius of 0.0381 m and a height of 10.2 m.
The geometry of the CFB riser is shown in Fig. 6.18. The feedstock properties and
main operating conditions are listed in Table 6.2. More information about the
simulated CFB riser is available in the literature reported by Li et al. [16].

Appropriate boundary conditions are necessary for solving the model equations.
In order to make the solution possible, some simplified boundary conditions are
adopted. The bottom inlet of the CFB riser is set to be “velocity inlet” condition and
the velocities, volume fractions, and mass content of ozone are specified according
to the desired operating conditions. The turbulent energies and dissipation rates of
the two phases are specified as these proposed by Zheng et al. [23]; while the inlet
condition for the Reynolds stress is set to be [24]:

i = %kim l:./
L0, iA

. . , Lo .
The generalized Boussinesq’s postulation is adopted for ug,c), inlet:

(50, ),

where D and o, are recommended to be D;=v,/0.7 and o,=v;/0.9, thus:

- Vs s _
<_Mfgicil>in: ﬁ (9C./0;) in

2

and the inlet turbulent viscosity v;;, = C, #kﬁ with constant C,, = 0.09.

Ein
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Fig. 6.18 Geometry of the computational domain and the mesh scheme (reprinted from Ref. [6],
Copyright 2015, with permission from Elsevier)

The outlet at the top of the riser is set as the “pressure outlet” boundary. At the
axis of the riser, the condition of 9@ / dr = 0 is set for all variables. As for the wall,
no-slip boundary condition is applied for the gas phase, and the partial-slip
boundary condition is adopted for the particle phase.

Grid-size and time-step-size analysis

The computation domain (0.038 m X 10.2 m) and the grid arrangement of the
CFB riser are shown in Fig. 6.18, which comprise totally 139050 quadrilateral
cells.

To ensure that the simulated results presented in this paper are independent of
mesh density, the CFB riser was meshed with different radial and axial grid points
of 45 X 775, 90 X 1545, and 135 X 2318. The simulated results on axial profiles
of solid volume fraction under different mesh densities (with time-step-size of
0.00001 s) are shown in Fig. 6.19. It is seen that grid points of 45 X 775 would
result in significant deviation. It is better to refine the mesh scheme so as to improve
the computation-stability. Since satisfactory computation-stability can be got with
the mesh scheme of 90 X 1545 and no substantial difference of the simulated result
is found with increasing number of grids beyond 139050, the mesh scheme of
90 X 1545 is chosen for the present simulation.
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Fig. 6.19 Comparison of the predicted axial profiles of ozone concentration with different mesh
schemes (reprinted from Ref. [6], Copyright 2015, with permission from Elsevier)

To further optimize the time-step-size, simulations are run for different
time-step-sizes: 0.00001, 0.00005, 0.0001, and 0.0002 s. And it is found that
time-step-size larger than 0.0002 s would result in divergences of the Reynolds
mass flux equation. Although convergent results can be obtained by using the
time-step-size of 0.0002 s, the computation-stability is worse in the course of
simulation. Further on, as seen in Fig. 6.20 that the time-step-size less than
0.0001 s provide no substantially different results but needs much more
computation-time. Therefore, the 0.0001 s time-step-size and 90 X 1545 mesh
scheme are used as the based computation settings for every case.

0.89

-~ time -step-size=0.00001
- - - lime -step-size=0.00005
—— time -step-size=0.0001

o

Ozone concentration (C/C )

0_86 i L A1 L 1
0.0 0.2 0.4 0.6 0.8 1.0

center R wall

Fig. 6.20 Comparison of the simulated radial profiles of ozone concentration with different
time-step-sizes (reprinted from Ref. [6], Copyright 2015, with permission from Elsevier)
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Fig. 6.21 Outlet ozone concentration versus flow time (Ug4-Gs100) (reprinted from Ref. [6],
Copyright 2015, with permission from Elsevier)

It should be noted that the solutions will reach “steady condition” after a certain
flow time of unsteady state simulation. In the course of simulation, the outlet ozone
concentration (after radial averaged) is plotted versus the flow time as shown in
Fig. 6.21. When the outlet concentration is substantially constant, it is assumed that
all solutions have reached the steady condition.

Simulated results and verification

Six sets of experimental data on ozone decomposition in CFB riser were
reported by Li et al. [16]. only experiments Ug4-Gs100, Ug5-Gs50, Ug5-Gs100,
are taken as examples for comparison.

(1) Outlet ozone concentration

Figure 6.21 gives the outlet ozone concentration (after radial averaged) versus
the flow time. It is demonstrated that the outlet concentration remains nearly
unchanged with time after 4 s. Therefore, the solutions after = 4 s are considered
as the steady solutions. All of the following simulated results are referring to those
of steady conditions.

(2) Radial and axial profiles of ozone concentration and solid volume fraction

Figure 6.22 shows the radial profiles of the dimensionless ozone concentration
(ratio of the local ozone concentration to the inlet ozone concentration) versus 7/R.
Satisfactory agreement is found between the simulations and the experimental data
[16], which confirms the validity of the present CMT model for the ozone
decomposition in CFB risers. At a fixed axial position, the ozone concentration is
decreased slightly near the wall region, due to the higher solid volume fraction in
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Fig. 6.23 Solid volume fraction profiles along radial direction at different axial positions for
experiment Ug5-Gs100 (reprinted from Ref. [6], Copyright 2015, with permission from Elsevier)

this region than in the center as shown in Fig. 6.23. That means the higher solid
concentration promotes the ozone decomposition to make the ozone concentration
lower down which leads the C/C, becoming lower near the wall. This is so called
core-annulus structure of particles, and have been observed by many investigators
[1-3, 20]. It is also seen from Figs. 6.22 and 6.23 that some deviations are seen
between the simulation and experimental measurements. This may be due to the
following reasons: first, the particles used for the experiment are in different sizes.
Yet in the simulation a mean particle size is used for convenience. Second, the
present model is based on the assumption of axis-symmetry, which deviates from
the actual flowing condition.

The axial profiles of ozone concentration and solid volume fraction are given in
Figs. 6.24 and 6.25, which indicates that the simulated axial profile of ozone
concentration and solid volume fraction by using the present CMT model (solid
lines) agree satisfactorily with the experimental data reported by Li et al. [16].

Figure 6.24 demonstrates that the simulation by Reynolds mass flux model gives
better result than the two-equation model indicating that the fluidized flow is
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Fig. 6.25 Comparison between simulated and experimental axial profiles of a ozone concentra-
tion and b solid volume fraction (Ug5-Gs100) (reprinted from Ref. [6], Copyright 2015, with
permission from Elsevier)

anisotropic rather than isotropic. Figure 6.25a also gives the predicted concentra-
tion profiles by using the simplified plug-flow reactor (PFR) model and the tur-
bulent Schmidt number (Sc,) model. The PFR model is based on plug flow in the
reactor, which neglects the effect of turbulent mass diffusion and takes the values of
radial average velocities and phase volume fractions from experiments. The sim-
ulated results by the PFR model for experiment Ug5-Gs100 on ozone concentration
profile are shown in Fig. 6.25a by dot line and seen with considerable error. As
mentioned in the foregoing section, there are many attempts on modeling and
simulating concentration profiles by using Sc, model. As seen in Fig. 6.25a, the
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Fig. 6.26 Radial profiles of gas and particle velocities: a gas velocity; b particle velocity
(Ug5-Gs100) (x-distance measured from the riser bottom) (reprinted from Ref. [6], Copyright
2015, with permission from Elsevier)

axial profiles of ozone concentration is clearly shown that the present CMT model
give better simulation than the Sc, model (dash line). It indicates that the use of Sc,
model or the use of isotropic turbulent mass diffusivity would produce appreciable
error in simulating the concentration profiles of CFB riser.

(3) Velocity profiles

Figure 6.26a, b shows the profiles of gas and particle axial velocities along radial
direction. It is found that the gas and solid velocities in the core region are showing
convex shape of velocity profile with much higher axial velocity than that in the
annulus region. This could be attributed to the core-annulus structure of particles as
shown in Fig. 6.23. As a result of higher particle density in the annulus region, the
resistance of gas-particle flow is increased so as to reduce the gas velocity.
Moreover, the application of nonslip and partial-slip wall conditions will further
result in decreasing of velocity when approaching to the wall. The convex shape of
velocity profile is more clearly seen in the lower part of the riser, due to the more
significant core-annulus structure of particles in this region (see Fig. 6.23).

Figure 6.27 shows the axial velocity profiles of particle along axial direction of
the bed. The comparison of the CMT model predictions and experimental mea-
surements shows that the particle velocity is accelerated rapidly in the lower part of
the riser, reaches a maximum value, and then keeps almost unchanged. This phe-
nomenon is cause by the dramatically gas-particle interaction near the riser inlet,
where the particle velocity is much lower than the gas velocity. When the particle
velocity is accelerated to a certain value and the drag force between gas and particle
phases is balanced with the gravitational force, then, the particle velocity is
maintained almost constant.
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Fig. 6.27 Comparison between simulated and experimental axial profiles of particle velocity
(Ug5-Gs100) (reprinted from Ref. [6], Copyright 2015, with permission from Elsevier)

(4) Profiles of anisotropic turbulent mass diffusivity

Figures 6.28 and 6.29 show the anisotropic Reynolds mass flux and the con-
centration gradient of the ozone in gas phase obtained by using the present CMT
model. According to the generalized Boussinesq’s postulation, the anisotropic
turbulent mass diffusivity can be represented by the following equations:

—— / ocC — / oC
D = ujcc’/— ™ and D = uﬁc’/— o

It is noted that the evaluation of D, and Dy, here is severed to show that the
turbulent diffusivity is anisotropic and not isotropic as usually considered. It is not
necessary to evaluate them in the course of simulation of concentration distribution
by using the present CMT model.
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Fig. 6.28 Simulated profiles of Reynolds mass flux in axial and radial directions: a profiles of
u'c’; b profiles of ulc’ for experiment (Ug5-Gs100)
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Fig. 6.30 Simulated profiles of turbulent mass diffusivity: a profiles of Dy ,; b profiles of Dy, for
experiment (Ug5-Gs100) (reprinted from Ref. [6], Copyright 2015, with permission from Elsevier)

For illustration, the turbulent mass diffusivities D, , and D,, are calculated and
shown in Fig. 6.30. It is seen that there is no analogy between the diffusivities in the
two directions.

From Fig. 6.29a, the axial turbulent mass diffusivity is found to be decreased with
riser height. It also can be found from this figure that the value of Dy, is decreased
when approaching to the riser wall. It can be understood that the velocity is reduced
in the near wall region and the turbulence of gas phase is constrained due to the
nonslip condition applied at the wall. As for the distributions of radial turbulent mass
diffusivity Dy, a general tendency of descending is found from the column center to
the column wall and from the bottom inlet of the riser to the top outlet.

Figure 6.31 shows the comparisons of volume averaged axial and radial gas
turbulent mass diffusivities (for experiment Ug5-Gs100) with those reported in the
literatures [25-29] surveyed by [14]. The results from literatures appear quite dif-
ferent, due to the fact that the experimental turbulent mass diffusivity is obtained
from different experimental facilities under different operating conditions. The
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simulated turbulent mass diffusivities using present CMT model are found to be in
reasonable agreement with the average experimental data. As seen in the figures,
the values of axial turbulent mass diffusivity are found to be greater than the radial
one, which is consistent with the finding by [30]. This explains why using the
unique isotropic turbulent mass diffusivity would produce error in simulation, as
shown in Fig. 6.25a.

6.3.3 Simulation of the Downer in CFB Ozone
Decomposition

The model equations and boundary conditions are the same as in Sect. 6.3.2.

The simulated results are given below:

Simulation of ozone concentration radial profile at different bed height

The radial profiles of ozone concentration along different axial position are
shown in Figs. 6.32 and 6.33 is the comparison with experimental data.

As seen in Fig. 6.33 the simulation by Reynolds mass flux model is confirmed
by the experimental data. It demonstrates that the behaviors of mass transfer and
flow in downer are also anisotropic so that the anisotropic Reynolds model gives
close simulation. For more understanding, the simulated radial profiles of aniso-
tropic turbulent mass diffusivity are shown in Fig. 6.34.

Figure 6.34 displays the difference of simulated axial and radial diffusivities to
support the anisotropic characters of riser and downer in fluidized bed.
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6.4 Summary

In this chapter, CMT model is applied to simulating the reaction process in the fixed
fluidized bed (FFB) and in the CFB. To validate the CMT application, simulation is
made for the CO, removal and ozone decomposition in CFB and compare with
experimental results.

The following major remarks can be made:

(1) The validity of CMT model is confirmed by the satisfactory agreement
between the simulated results and the experimental data in the profiles of
concentration, solid volume fraction, and fluid velocity of fluidized bed.

(2) The concentration distribution as well as the mass transfer behaviors in flui-
dized bed is anisotropic as shown by both experimental work and CMT
simulation.
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The turbulent mass diffusion in a fluidized reactor is found to be anisotropic as
shown by the CMT simulation which is consistent with the reported experi-
mental study in the literature.

Comparison of simulated results with experimental data shows that the CMT
model behaviors better than the PFR model without considering turbulent
mass diffusivity and the empirical Sc, model based on isotropic turbulent mass
diffusivity.

The simulation by using Reynolds mass flux model of CMT is shown better
than that by using two-equation model due to the reason that the fluidized flow
is anisotropic rather than isotropic.

Accurate simulation can be achieved for fluidized bed only if all the aniso-
tropic behavior is taken into account.
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Chapter 7
Mass Transfer in Multicomponent Systems

Abstract Theoretical basis and empirical correlations applicable in the computa-
tional mass transfer model for binary and multicomponent mass transfer are dis-
cussed in this chapter. The description of multicomponent mass transfer is best by
applying the Maxwell-Stefan equation is shown to be the best way of description of
multicomponent mass transfer. Generalized Fick’s law for multicomponent mass
transfer, related parameters’ estimation models, and thermodynamic models are also
discussed in this chapter.

Keywords Mass transfer across gas—liquid interface - Multicomponent mass
transfer - Maxwell-Stefan equation - Fick’s law - Empirical correlation

Nomenclature

[B] Matrix of inverted Maxwell-Stefan Diffusivities, m > s

D Maxwell-Stefan diffusivity, m> s L

D Molecular diffusivity, m2 s}

D}j; B Fick’s law diffusivity, m? s}

Enmv Murphree tray efficiency on gas basis

Eni Murphree tray efficiency on liquid basis

F F factor, Ug./pg, m s_l(kg 111_3)0'5

FE Excess free energy (in thermodynamic)

g Excess free energy (in group contribution)

h Weir height in tray column, m

J Mass transfer flux, mol mZ2s !

kg Gas phase mass transfer coefficient in packed column, kg m™> s~
ky, Liquid phase mass transfer coefficient in packed column, kg m 2 s~
[k] Matrix of mass transfer coefficients, m s !

L Liquid flow rate per unit cross-sectional area, kg m > s

[ Characteristic length, m;

[N;] Molar mass flux of diffusing species i, mol 2 s~!

[N] Molar mass flux of multicomponent solution, mol 2 s~}

r Position in radial direction, m

[R] Matrix of inverted mass transfer coefficients, m ' s
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Sc Schmidt number

Sc, Turbulent Schmidt number

t Time, s

U Superficial velocities, m s !
X Mole fraction in liquid phase
[X] Matrix of correction factor

y Mole fraction in gas phase
¢, ¢y Volume fraction of liquid phase, vapor phase

5] Matrix of molar exchange of mass transfer in counterdiffusion due to the
difference of latent hear of vaporization between component i and j,
dimensionless

77 Matrix of nonideality factor (in terms of activity coefficient 7),
dimensionless

o Kronecker sign thickness of fluid film, m

e Turbulent dissipation rate, m’s >

U UG Liquid and gas phase viscosity, kg m~" s~

') Liquid and gas phase density, kg m™>

o Surface tension of liquid, N m™*

Tu T T,  Characteristic time scale, s

Subscripts

G Gas
Inlet
Liquid
Interface
Bulk

corsg

In solving the mass transfer Eq. (1.1) in Chap. 1, the evaluation of the source term
Sy, which is the mass rate (mass flux) transferred from adjacent phase (outside of
the phase concerned) or generated by chemical reaction (inside of the phase), is
very important as it highly affects the final result. For the gas—liquid two phases
mass transfer process under steady state condition and assuming the driving force of
mass transfer is the linear concentration difference, we can write the conventional
formula for calculating the mass transfer rate of species i (dimension kg m ™2 s™"),
denoted by S, or N;, as follows:

Sy =N; = kL(C;L - C,'L) = kG(CiG - ,*G) (7.1)

Note that in this section the subscript i and j denotes species i and j, not the
directions i, j; k. and kg are respectively the film mass transfer coefficient of liquid
and gas (m s~ '); C;. and Cjg are respectively the bulk concentration of component i
(kg m ) in liquid phase and gas phase; C; and Cj; are respectively the concen-
tration of component i at the interface in thermodynamic equilibrium with the Cj,
and Cig (kg m73). The importance of evaluation of mass transfer coefficient k, or
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kg is clearly seen from the foregoing equation. Nevertheless, the prediction of the
coefficient is difficult and so far only relies on experimental measurement. There are
two different cases:

e For the two-component mass transfer, some empirical correlations based on
experimental data are available in literature.

e For the multicomponent mass transfer, the mass transfer rate is closely related to
the composition due to the complicated molecular interaction between compo-
nents and exhibit different characters with two-component system. For instance,
for the two-component system, the mass flux is transferred from high to low
concentration, yet in multicomponent system some components can be transferred
from low to high concentration. This is what we called “bizarre phenomena” (see
Sect. 2.1.3.6). Thus the mass transfer coefficient in multicomponent system is
complicated and can be calculated only under the individual condition based on
the coefficients of relevant two-component pairs (see Sect. 7.2.2). For this reason,
no general correlation for multicomponent mass transfer has been proposed.

7.1 Mass Transfer Rate in Two-Component (Binary)
System

The mass transfer coefficient of two-component system is the basic information
necessary for the prediction of mass transfer rate in the process. The calculation of
mass transfer for multicomponent system is also based on the mass transfer coef-
ficients of the correspondent binary pairs (see Sect. 2.1.3).

One of the traditional models for predicting the binary mass transfer coefficient
is based on the penetration theory by Higbie [1]. It is used as our starting point.

Let us consider the case of a wetted wall (falling film) column undergoing gas
absorption with the following assumptions:

1. The component i in gas phase is absorbed by binary liquid absorbent containing
components i and j.

2. The velocity of falling absorbent is very low and mass is transferred by
molecular diffusion. The absorption rate is low so as to keep the density of
absorbent remains unchanged.

3. Penetration theory is applied, thus a fluid element (cluster of fluid particle) may
stochastically move to the interface and stay there from ¢ = 0 to ¢ = gy, during
that time interval component i is diffused from gas to liquid phase under
unsteady condition.

With the foregoing assumptions, Eq. (1.1) is simplified to the following form:

oc_ G
ot 02

(7.2)
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where D is the molecular diffusivity of component i in the fluid; z is the direction
perpendicular to the interface; C; is the concentration of component i in the fluid
element; C;, is the concentration of i at distance z from interface; C; is the con-
centration of i at interface in equilibrium with C;.

The boundary conditions are:

Att =0, z=0, C; = C; (fluid element just arrive interface and still remains at the
bulk concentration C;).

At t>0, z=0, C; = C; (interfacial gas-liquid equilibrium of component i has
been established).

Attt >0, z =z, C; = Cj, (bulk concentration of component 7).

The solution of Eq. (7.2) at constant D is found to be

Cr — C,' Z
L =erf 7.3
-Gy 2v/Dt (7:3)

Thus the relationship of C; along z at different ¢ can be obtained. Let the mass
flux of component i diffused from interface to the bulk be J;, then from the potential

concept (or Fick’s law) we have J; = D(— ‘)d—cz) . Combining with foregoing
z=0

equations and after mathematical treatment, the relationship between J; and ¢ can be

obtained as follows:
/D
Ji=(Cf = C; —
( i Z) it

Integrate foregoing equation from # = 0 to ¢ = g, the average rate of mass flux
being transferred N; is obtained:
1
i/ it D
N; =22 ——=2(Cf — C)/—
q Tty
By the definition of mass transfer coefficient ki, i.e., N; = k. (Cj — Ci), we
obtain k. by employing penetration theory as follows:

/D
ki = 24— 7.4
L Ty ( )

According to the penetration theory, the 7y is the residence time of a fluid
element at the interface undergoing the gas—liquid contact. Thus tg = é where u is
the velocity of the fluid element at the interface (equal to the velocity of falling
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absorbent), [ is the length of the fluid element traveled with velocity u at the time
interface. The k;, equation becomes

D
K —2,/P¢
nl

The [ here may be regarded as characteristic length. Expressing the ki in the
form of dimensionless Sherwood number Sk, we have

kpl !l |D 41 4 /1
Shy =g L P R TP (R 128 (Re) (5¢)°°
D DV =l nD T\ U pD

In using the foregoing Sh-Re-Sc form for the regression of the experimental data,
the exponent 0.5 should be corrected and adjusted. The Sk-Re-Sc form of empirical
equation is employed by some authors to fit the experimental data covering both
lamina and turbulent flow as shown in Table 6.1.1:

Shy, = CoRe“Sc” (7.5)

where Cy, a, b are constants to be determined based on experimental data.

As seen from Table 7.1, the exponent in empirical Eq. (1.43) may change
greatly by fitting the experimental data.

Equation (7.5), i.e., the Sh-Re-Sc form, is usually be modified to suit different
equipment and condition of mass transfer by adding extra geometric term or
dimensionless group. Table 7.2 is given some examples.

As indicated in Table 7.3, the mass transfer coefficient k. in the Sherwood group
Sh is not only affected by the geometry of equipment and internal construction, such
as the d/l ratio or the ratio of packing size and column diameter, but also the fluid
properties such as p, i, o in the dimensionless group.

Besides Sh-Re-Sc form, the ki, or kg correlations are usually expressed according
to the authors’ data analysis. Some empirical correlations are given in Table 7.3 as
examples.

In case that the interfacial effects, such as Marangoni interfacial convection, are
occurred in the mass transfer process, the influence by the surface tension gradient
Ao on ki, should also be concerned in the empirical expression (see Chap. 9) so that
ki is generally affected by the following variables:

kL :f(Dt; U, P, Uy, la AG)
or expressed as an exponential equation

ki = (constant)D?u’ p° u?1° A’


http://dx.doi.org/10.1007/978-981-10-2498-6_6
http://dx.doi.org/10.1007/978-981-10-2498-6_1
http://dx.doi.org/10.1007/978-981-10-2498-6_9

248 7 Mass Transfer in Multicomponent Systems

Table 7.1 Some published empirical correlations for binary system with Sh-Re-Sc form

Equation Application Reference

Sh = 0.015Re%8°5c%> Packed column absorption [2]
Packing: ceramic saddle

Sh = 4.1Re®¥ 503 Packed column absorption [3]
Packing: stainless Pall ring

Sh = 0.01099Re%3935 503 Wetted wall column absorption [4]
Re <75

Sh = 2.3Re3 5033 Packed column 4]
Packing: copper Raschig ring

Sh = 2.995 x 107 2Re"2134505 Falling film column [51
Gas absorption

Sh = 3.725 x 1072Re*?7155¢03 Gas absorption [6]

Absorbent: CaCl, solution
100 < Re < 700

Sh = 2.326 x 1073 Re*0938503 Gas absorption [61
Absorbent:
700 < Re < 1600

Shy = 0.0279Re*71 Sc044 Wetted wall tower [71

System: isopropanol—water—air

isopropanol-water-N,

Sh = 4.22Re'3Sc1/? Gas absorption (8]
System: glucose solution-CO,

Sh = (0.012 + 0.001)Re39%0:055033 | Gas absorption [9]
System: sediment water-O,

Sh = 1.15Sc'/3Re!/? Fluid-particle ion exchange, Re < 1000 | [10]

Shg = 0.00031Re ;% Re?207 505 Concurrent wetted wall column [11]

Sh = 1.38Re35c033 Hollow fiber contactor [12]

Sh = 0.648Re"37°5c033 Spiral wound pervaporation [13]

Sh = 0.048Re"0Sc!/3 Hollow fiber reverse osmosis [14]

By dimensional analysis, the following dimensionless equation is obtained:
kil (zpu>“< 1, )ﬁ (Aal)"’
— = (constant) | — | | —
Dt ( ) Mt th MtDt

Shy. = (constant)Re*Sc! Ma’ (7.6)

or

where Ma is Marangoni number (see Chap. 8); «, f8, 7 are constants.
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Table 7.2 Some published empirical correlations with modification of Sh-Re—Sc form
Equation Application Reference
Shy = 0. 0044RegSc()5WeO 1 Falling film tower. CO, absorption [15]
Sh = 1.62Re" 335033 (_)033 Falling film tower. CO, absorption [16]
! by ethanol, water

Sh = 2Re1/2Sc‘/2(d/l)1/2 Tube reactor, lamina flow, [17]
Sh — 0.85Re0-54 5033 (%p) —0.75 (df") 043 Fluidized bed [18]
Sh = 8.748 x 10?Re%0%485¢~0-133f,~0012 | Bubble column reactor, [19]

COlkerosene system
Sh = 2.136 x 10~ *Re}*Sc" > Ga) > Falling film tower. CO, absorption | [20]

by ethanol, water

where We = pou® /o, Ga = Pp?g/1i%, Bo = q/yp,u,, Fr = u/gl, Eu = p/pu®
o is the diameter of liquid drop, d is the column diameter, [ is the characteristic length

Table 7.3 Some empirical mass transfer coefficient equations from experimental data

Equation Application Reference
kG = 1.195ug [ pﬂG“G] 0'36Sc(_;2/3 Random packing [21]
045
k=251 ( "Zt"L) ¢
ko — 00051 (M)lﬁ <pLuL>2/ §¢-05 Random packing [22]
L= (a,,dp)fo'4 PL Aefly, L
ko =c(2%) (ﬂﬂG) scif?
1/6 : 1/3 Random packin, 23
) (@) () s e
_ Cu_%°Ds (MG)W 1/3
kG = CG ,——dh(ﬂ_hL) aptiG SCG
ko = 0.0338 Dg [deeq (e + ,,,Ge)} 0.85c0‘33 Structured packing [24]
' deq Ha G
2\ 1/3
k=2 Do ( e )
78 \8pLuy,
2 1/3
where ug. = MG UL ( )
sin o 8pLiy
Structured packin 25
ke = (Shc,laml)c) (Shc lurbDG) P & [25]
dng dn
_ 1/3 dng
where  Shgjam = 0.664Scq ™y [ Regry
lG,pe
(RegrScaaLo/8) [1 + (dng/Ia, pe)2/3]
ShG,turb = 5 /3
14127/ o0/ <Sc )
Dpue
k=2
L 0.97dhg
k=26 x 107505 Sieve tray column [26]
kg = 013 _ 0.065

oy o
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Fig. 7.1 Predicted Sh versus 18]
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The importance of considering the interfacial effect on mass transfer coefficient
can be seen by the following example. The Sh;, model for binary system containing
phosphoric acid and ethyl hexanol was reported below by Akita and Yoshida [27]
with average error of 14.49 %:

Sh = 1.263Re* 57!

Zhou [28] employed Eq. (7.6) for the regression of the published data of the
same system and obtained the following equation with average error 9.62 % as
shown in Fig. 7.1.

Sh = 0.0245R60.5229SC0.O761Ma0,3427

Thus the consideration of interfacial effect, such as Marangoni convection, if
occurred, is necessary to achieve better regressive empirical ki, equation.
Similar situation can be extended to the interfacial effect by Rayleigh convec-
. 3 .
tion, which is represented by the Rayleigh number Ra (Ra = % where Ap is the
density difference between interface and the bulk liquid), and Eq. (7.6) can be

extended to the following form if necessary.

Sh = (constant)Re"Sc’Ma“Ra’

The constructional characteristics of the equipment cannot be ignored, thus a
constructional dimensionless group, denoted as ¥, is usually added to the k. equation:

Sh = CyRe*Sc’Ma®Re P/

where exponents a to f are constants.
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Similar expressions can also be obtained for the gas phase mass transfer coef-
ficient kg.

In short, the determination of mass transfer coefficient of two-component system
is still relied on experimental measurement although the use of dimensionless group
in the data regression can be helpful and reasonable. The collection of published
correlations of mass transfer coefficient by Wang [29] and Zhou [28] can be used as
reference.

7.2 Mass Transfer in Multicomponent System

In multicomponent distillation calculation, it is usually taking two main separating
materials as key component and considers it as a binary system. However, when a
mixture containing considerable amount multiple substances is to be separated, the
use of key component method may lead to serious error in evaluating point effi-
ciency as seen from Table 7.4.

The complication appeared in multicomponent system is chiefly due to the
complex nonideal nature of component molecular interaction in a mass transfer
process which may results:

e Osmotic diffusion, i.e., diffusion of component i may occur when the driving
force, the concentration difference between the interface and the bulk, is equal to
Zer0;

e Diffusion barrier, i.e., diffusion of component i does not occur even at the
presence of its concentration difference;

e Reversed diffusion, i.e., diffusion of component i opposite to the direction of its
driving force.

The three bizarre behaviors mentioned above are the peculiar characters of
multicomponent distillation which can be predicted by simulation. Also the
Murphree point efficiency of a component can be greater than 1, which is impos-
sible in binary distillation as shown in subsequent section.

There are two basic equations for the calculation of multicomponent mass
transfer, namely

e Generalized equation of Fick’s law;
e Maxwell-Stefan equation of diffusion transport.

Table 7.4 Comparison binary and multicomponent point efficiencies

Items Binary Multicomponent
Component equilibrium constant Equal Unequal
Component diffusivity Equal Unequal
Component mass transfer coefficient Equal Unequal
Component point efficiency Equal Unequal

Range of point efficiency 0-1 —00 to + 00
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7.2.1 Generalized Fick’s Law

The Fick’s law [30] states that the diffusion flux J4 of component A is proportional
to the concentration gradient; or mathematically,

dx,
JA = 7CtD§B d_;

(7.7)
where ¢, is the total molar concentration of the solution (kmol m>); x4 is the mole
fraction of component A; D}: 5 1s the diffusion coefficient of Kick’s law (m2 sfl); z1s
the direction of diffusion. For the binary system, DY is equal to the coefficient of
molecular diffusion.

If Fick’s law is applied to the multicomponent system, it is called generalized
Fick’s law expressed as follows:

n
Ji = —CIZDE%, i=12,...n1—1 (7.8)
=1

where Dg is the diffusion coefficient of “component pair i, terminated as mutual
diffusion coefficient expressing the effect of concentration gradient of component
j on the diffusion flux of component i, and regarded as coupling effect. Since
> Ji=0, only n — I independent can be written. The generalized Fick’s law
becomes

() = —¢ [pF] 40

: (7.9)

where [DF| is the matrix of the Dj.
Obviously, the diffusion coefficient Dg of generalized Fick’s law cannot reflect

the nonideal character of multicomponent mass transfer, which is very important in
multicomponent distillation. Thus the generalized Fick’s law is seldom to be used.

7.2.2 Maxwell-Stefan Equation

In order to represent the nonideal character of multicomponent system, the irre-
versible thermodynamics has been employed as the theoretical basis.

The basic viewpoint of irreversible thermodynamics is that when two molecules
of different component moving with different velocities, frictional force between
them is produced due to the mutual molecular calescence or mutual molecular
interacting force. The diffusion of component i is restricted by such frictional force,
the extent of which can be considered to be proportional to the molecular density of
component j and the relative velocity of component i with other molecules.
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For the evaluation of frictional force, the following example may be used as
illustration. A binary solution containing solute i and solvent j is undertaking one
dimensional diffusion. Taking a differential element at constant temperature and
total pressure, if component i is diffused from one side of the element to the other
side, then the concentration as well as thermodynamic properties (such as activity
coefficient and enthalpy etc.,) will be changed, if the small change of temperature
and enthalpy can be neglected, the activity of component i (i = yx in which 7 is the
activity coefficient, x is the mole fraction of component i) in both sides of the
element is not equal so as to make the chemical potential u is also not equal. In
thermodynamics, the chemical potential of component i at constant 7" and P, y; 7 p,

is represented by p; 7 p = ,ugm, + RT Iny;x; where ,u?”, is the chemical potential at

is established between two

standard state. Thus chemical potential gradient dAch"’“ i

Z
sides of the differential element. It is understood that the true driving force of mass

transfer is the chemical potential gradient.

The most convenient method to express the relationship of chemical potential
gradient is considered that the gradient is proportional to the relative velocity
different between component molecule i and j, (u,- — uj) and activity of j, that is

dArpy;
—g = 2l — )]

where ¢ is the proportional constant which is related to the diffusion coefficient
between i and j, Dj;, and can be expressed as g; then we can write the generalized
ij

chemical potential to be:

v (e — 10
VT,PM:RTM, i=1,2...,n—1
Djj

If the influence of all component j to component i is additive, we may obtain the
expression of chemical potential of component i in multicomponent solution. That
is the generalized Maxwell-Stefan diffusion equation as follows [31, 32]:

1

oy —w)
.= e —— == 1 2. .. - 1 1
RT VT,PHZ E y 1 ) N (7 Oa)

Dy
j=1
j#i

For the ideal solution, = 1, Eq. (7.10a) can be simplified to:

1 ~ xi(u—ug)
RT T,PH; § . DU ) l ) &y 1 ( )
J =

Jj#i



254 7 Mass Transfer in Multicomponent Systems

where, D;; is called Maxwell-Stefan diffusion coefficient, it represents the mutual
influence of component pair i, j molecules in the diffusion process.

Multiplying x; on both sides of Eq. (7.10a), and combine N; = cyxju; = J; + x;:Ny,
where N; is the molar flux of component i, ¢; is the total molar concentration, J; N is
the molecular diffusion flux of component i, N, is the total molar flux, Eq. (7.10b)
can be written as:

X; “xiN; — XN = xid; — xiJ;
LVl = L= B i =1,2,...,n—1 7.11
RT T,PH; j:zl ClDij ; CtDij ) l Pl y 1 ( )

j#1 j#1
Since Maxwell-Stefan diffusion equation is based on the theory of irreversible
thermodynamics, thus the diffusion coefficient should obey Onsager reciprocal
relationship, i.e. [31].

D = Dj;,

Lj=12,...,n (7.12)

For the component diffusion in nonideal solution, the x; in Eq. (7.8) should be
7:x;. Combine with the mass conservation _;_; N; = 0 and energy conservation in
mass transfer y - ; iN; = 0 (neglect the small difference of component enthalpy,
where /; is the latent heat of vaporization of component i), the Maxwell-Stefane
Eq. (7.11) becomes the following matrix equation:

N; = —clBlR) I~ (7.13)

where [f] is the matrix of molar exchange of mass transfer in counterdiffusion due
to the difference of latent heat of vaporization between component i and j. The
elements of which are:

ij—/un

b= 0 — Xi| ), i,j=1,2,...,n—1 7.14
Py =24 x<2k—1xk)‘k> b " (7.14)

where 9 is Kronecker symbol, when i = j, d; = 1, when i # j, 6; = 0.
[R] is the matrix of inverted diffusivity with the following elements:
Xi ~ X

Rij=—+ — i=12..,n-1 7.15
Diy kgl Di (7.15)

ki
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[/ is the matrix of thermodynamic factor with the following elements:

x;0lny;

Iy =0;+— )
/ J+xj81n"/j

iLj=1,2,...,n—1 (7.16)

Both Fick’s law and Maxwell-Stefan diffusion equation are the basic equations
for describing the multicomponent mass transfer, the relationship between them is
as follows:

[D¥] = (B[R (T (7.17)

As seen the Maxwell-Stefan equation reflects more parameters in multicom-
ponent mass transfer and thus widely be used.
The boundary conditions of Eq. (7.13) are

t>0, z=0, (x) = (x)
t>0, z=Ah, (x)=(x)

where x;, is the concentration of the bulk liquid entering the element; x is the liquid
concentration at the vapor-liquid interface. Letting > ., Z;N; = 0 by assuming the
latent heat of vaporization /; of the components is mostly almost equal and solve
Eq. (7.10a) with the following assumptions:

e The diffusivity D;; is constant in the mass transfer process;
e The concentration gradient dé? is constant (linear) and equal to 5

the thickness of the film.

, where 0 is

Equation (7.11) can then be transformed approximately to the following form as
given by Krishna [32] and Song [33]

N; = —a[BIR ™ [](xo —x) (7.18)

1

For liquid phase, we can write

NE = i B[R] [ (ro — 1) (7.18a)

i

Similar, we have

NY = —ci[BY][R ]71 (V] (v — y») (7.18b)

As the overall mass transfer flux Nt is equal to N- or N under steady condition,
Eq. (7.18a) or Eq. (7.18b) is more convenient for the calculation. Nevertheless, all
the parameters in the equation is based on average composition, i.e., (xo — xp)/2,
thus stepwise iteration should be used.
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7.3 Application of Multicomponent Mass Transfer
Equation

7.3.1 Prediction of Point Efficiency of Tray Column

The Maxwell-Stefan equation is an effective tool to calculate the mass transfer flux
of multicomponent distillation.

The point efficiency is an important basic information of distillation which
demonstrates the effectiveness of local vapor-liquid mass transfer in a specific
point. Several definition point efficiency have been proposed in literature, among
which the Murphree point efficiency has been widely used, which can be expressed
by the following two forms:

e Murphree tray efficiency expressed in vapor phase concentration, which is
defined as follows

(o) I
ik Yig

Eog(i, k) == i
Yik = Vik

(7.19)

where subscript (i, k) denotes the value of component i at the local point &, y?k is the
vapor concentration (in mole fraction) leaving the local point k, y!, is the vapor
concentration entering the local point &, y;, is the vapor concentration in equilib-
rium with the liquid concentration at local point k.

e Murphree tray efficiency expressed by liquid phase concentration, which is
defined below

; X — Y
Eo(i, k) = Pr— (7.20)
ik ik

where x?k and x{ « 1s respectively the liquid concentration of component i entering and
leaving the local point £, x7, is the liquid concentration in equilibrium with the vapor.

Although point efficiency is basic information of distillation, yet it is difficult to
simulate and verify experimentally. One way to solve such difficulty is to reduce the
size of a tray to such an extent that it is equivalent to a local point. Thr Oldshaw
sieve tray [34, 35] can meet such requirement, the construction of which is shown
in Fig. 7.2.

As given in previous section, the mass transfer undertaken in the vertical column
of an element involves the following regimes in the tray spacing:

e froth regime (jetting),
e Dbubble dispersing regime (free bubbling),
e bubble breaking regime (liquid drops splashing as entrainment in tray space).
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Fig. 7.2 Construction of
Oldershaw sieve tray
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Since the bubble breaking regime has very small contribution to the mass transfer,
the first two regimes, in which the liquid as continuous phase and the vapor as dispersed
phase, are dominant and have been established as two-regime model in the literature.

7.3.2 Two-Regime Model for Point Efficiency Simulation

The main parameters in this model are described as follows [36].
1. Jetting regime
(i) Mass transfer area

The diameter of vapor jet d; is related to the clear liquid height 7, and the
diameter of sieve hole dj,, it was correlated by Hai [37]: as follows:

dj = 1.1dy 4 0.25h
From d;, the specific mass transfer area in this regime can be calculated by:

_ 4od;
(dn)?

where ¢ is the fraction of hole area.
(ii) Mass transfer coefficient

As the vapor flow through the jetting regime is similar to its flow through the
falling film column, the mass transfer coefficient £ can be calculated by the fol-
lowing relationship for two-component system [38]:
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/DY DY
KV =2.0y/=— = 0.046 (—) (Re)*(Sc)*#
Tty d]

Re — djujpv ’ Se — :uVV
Hy pvD

where d; is the diameter of the vapor jet; u; and u;, are respectively the vapor
velocity based on jet diameter and sieve hole diameter. A; is the height of the jet
column. The residence time of vapor #y is equal to

For the multicomponent system, the mass transfer coefficient can be written as
follows:

W) == {1

where [BV] =2 [BY] with the following elements;

vy Ji ol . 1 i
[Bii]_ (kV)2 + ;<k‘l£)27 1= 1727"'7n 151#]
ki

2. Bubble dispersion regime

In many chemical processes where gas is a dispersing phase, in a distillation tray
for example, vapor is in the form of small bubble of different size and distributed
diversely. In such a case, the average diameter of the bubble can be estimated by the
following equation [39]:

dmax = (0.5We,)"* (i) 0'6(us g) 04 (;»_V) —02

oL oL

We, = (Tdmax> (P_v> "
o PL
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where We. is critical Weber group; o is the surface tension; 7 is the residence time
which is given by [38]

T = 2PL(”sgdmaX)4/3

It was reported [40] that the ratio of average and maximum bubble diameters is
an constant, i.e.,

dﬁV

max

=0.62

The reliability of foregoing estimation is seen to be roughly confirmed by some
experimental data from literature as shown in Table 7.5.

The vapor fraction fy in this regime for sieve hole smaller than 2 mm can be
estimated by equation below

bv _ 8.5Fr"3, Fr<4.68 x 10740
L=y
I _ 1250 " MFO% ) Fr>4.68 x 1074 ¢
1—By
Fr = (us)2
ghL

where ¢ is the fraction of sieve perforation on the tray. By the iteration of foregoing
equations, the d,, can be obtained as well as the surface area of the bubble by

The mass transfer coefficient between bubble and the liquid on the tray was
measured for binary system by Zaritzky [43] and correlated by Prado [44] as
follows

Table 7.5 Calculated bubble diameter compared with experimental measurements

Sieve Calculated Experimental value Experimental value | Experimental value
hole d,, (mm) by Sharma [41] by Raper [42] by Geary [39]
(m/s) (mm) (mm) (mm)

1.70 3.35 4.0 2.0-5.0 2.0-4.0

1.94 3.60

2.01 3.60

2.24 3.55

2.26 4.05
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DV
K = Sh-
Sh = —11.878 +25.879(IgPe) — 5.640(IgPe)*
Po — day ity y = Qv
DV’ %(d)zﬁvpv

where DV is the molecular diffusivity of component i in the vapor phase.
3. Steps of calculation

Take a local vertical element on a sieve tray as shown in Fig. 7.3.

The vertical element on Fig. 7.3 is considered equivalent to the Oldershaw sieve
tray column. Referring to Fig. 7.2, let the total height of the two liquid regime lyers
on the tray be h (h = hy + hy), take a differential element Ak on the tray where
Yin = Vi and Your = Yn+ xan. The mass flux of component i in the element can be
calculated as follows.

1. At first, let yi, = ypr and assume you = ygh + ap» the average concentration of
component i is Yo, = % (th + th+Ah)

2. Calculate the mass flux to be transferred by aforementioned method so as to
obtain the concentration of vapor leaving from the differential element. If it is
close enough to the assumed value, then proceed to the next differential element
above until reaching to the top of the liquid regime to obtain the outlet vapor
concentration from the tray.

Fig. 7.3 A local vertical Y
element (perpendicular to the Xy
tray deck)

/_\‘-‘__._‘. )

T»‘, Yo dn
|
dh
* Yn

Y+ X
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7.3.3 Example of Simulation

261

As an example, Wang [36] calculate a three-component system (ethanol, iso-
propanol, water) under the following conditions:
The liquid concentrations on the tray are:

(xp) = (0.447 7,0.220 9,0.331 4)"

where concentration x;, in mole fraction are in the sequence of ethanol, isopropanol

and water.

The vapor concentrations on the tray are:

The operating
Qv = 1.652 x 107*m? s

(vp) = (0.4447,0.221 4,0.333 9)"

temperature  is

3514 K;

sieve tray is 6.38 % with 1.25 mm hole diameter.
Wang [36] give the calculated result along liquid height 4 as shown in Table 7.6.

volumetric
~1: clear liquid height A; = 11.28 mm, perforation of the

Table 7.6 Calculated result of mass flux transferred along liquid height

vapor

flow

rate

Liquid Vapor concentration, mole Mass flux transferred N (mol m 2 s~ ')

height h fraction

From Ethanol | Isopropanol | Water Ethanol Isopranol Water

tray deck

(mm)

1.30 04461 02216 03323 |1236%x107° | 1.663 %107 |-11.68 X 107°
2.60 0.4474 |0.22138 03308 |11.95X%107% | 1.566 X 107> |—11.27 X 107°
3.89 0.448 8 |0.2219 03293 |1156 X 107% | 1473 %X 107> |-10.86 X 107°
5.19 0.4500 02221 03279 |11.18 X 107® | 1384 x107° |-1048 X 107°
6.49 04513 [02222 03265 |10.81x107° | 1.300% 107 |-10.10 X 10°
7.79 04524 |02224 03252 1046 X 107% | 1.220 X 107> |—9.743 X 107°
9.09 04536 [0.2225 03239 [10.12X107% | 1.143%x 107> |—-9.396 x 107>
10.38 0.4547 02226 03227 |9.876 X 10°° | 1.070 X 107> | =9.061 X 10°
11.68 0.4558 02228 03215 |9.466x107° | 1.001 X 107> |-8.739 X 10°°
12.98 0.456 8 |0.2229 03203 |9.158 X 107% | 0.935%x 107> |—-8.428 X 107°
14.18 04621 |02234 03145 |8625%107% | 0.815%x 107 |—7.887 x 107°
15.38 0.466 5 |0.223 7 03098 |7.144x107° | 0517 %x107° |-6.410 % 107°
16.59 04702 |0.2239 03060 |5.926%107° | 0296 %X 107> |-5214 x 107°
17.79 04732 02239 03029 [4924X%107°% | 0.135%X 107> |—4.246 x 107°
18.99 04757 02239 03003 |4.096 X 10°° | 0.020 X 107> | -3.460 X 10°
20.19 04778 02239 02983 |3413x107° |—0.062%x 107> |-2.822%107°
21.39 04796 |0.2238 0296 6 |2.847 X 107°% | -0.116 X 107> | —2.304 X 107°
22.60 04810 |0.2237 02952 2378 X 107°% |-0.152 %X 107> |-1.882 % 107°
23.80 0.4823 02236 02941 |1.989 x107°¢ |—0.172%x 107> |-1.539 X 10°°
25.00 0.4833 02235 02932 |1.666 X 107° | —0.183 X 107> | -1.259 X 10°°
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Fig. 7.4 Mass transfer flux N along the liquid height h. Rectangle ethanol, triangle isopropanol,
circle water

As seen, the mass transfer is higher at low liquid level and decrease as the vapor
goes up to the top of the froth. It indicates the jetting regime where the vapor bubble
is formed and dispersed is dominant in the mass transfer process.

The simulated results are also plotted in Fig. 7.4, in which the results of four
different experiments No. 1, 13. 14, 50 are displayed. The condition of these
experiments are given in Table 7.8.

In Fig. 7.4, the mass transfer flux is decreased with the liquid height for all four
experiment runs. The “turning point” on the curves represents the bounder of jetting
and bubble dispersed regimes.

As seen experiment No. 1 in Table 7.7, all point efficiencies are within normal
condition, i.e., less than i, and no bizarre phenomena are found. But in Experiment
No. 13, 14 and 50, the bizarre phenomena are appeared in component ethanol and
isopropanol, i.e., the point efficiencies are greater than 1. It demonstrates the biazrre
phenomena are happened only under certain specific condition.
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Table 7.7 Simulated point efficiency of four experimental runs

Run number Component Tray liquid concentration Point efficiency
1 1 0.1359 0.9465
2 0.4429 0.9733
3 0.4192 0.9655
13 1 0.8991 1.1835
2 0.0370 0.9225
3 0.0739 0.9826
14 1 0.7256 0.8827
2 0.2159 0.9290
3 0.0595 1.1217
50 1 0.4477 0.8475
2 0.2209 2.8842
3 0.3314 0.9072

1 Ethanol, 2 isopropanol, 3 water

7.4 Verification of Simulated Result

7.4.1 Experimental Work

Wang [36] constructed a Oldershaw sieve tray column for the experimental study of
multicomponent mass transfer, the main dimension of which is given in Table 7.8.

The experimental installation is shown in Fig. 7.5. Two multicomponent sys-
tems are used for testing the point efficiency, i.e., a three component system
(ethanol, isopropanol and water) and a four component system (ethanol, iso-
propanol, tert-butyl alcohol, water). The initial composition of three component
system in sequence is as follows:

(xp) = (0.447 7,0.2209,0.331 4)"
The composition of entering vapor is

(vp) = (0.444 7,0.221 4,0.333 9)"

Table 7.8 Main dimension Parameters Dimension

of experimental Oldershaw Di : . o4

sieve tray iameter of tray spacing (mm)
Sieve hole diameter (mm) 1.25
Thickness of tray floor (mm) 1.2
Perforation (%) 6.38
Height of outlet weir (mm) 15-38
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T,

1 5 1-column
2-Oldershaw tray
3-downcomer

T Ts
@ 2 > 4-Reboiler

(58]

S5-heating pot

6-flow meter

7- reflux tube

8-cooling water meter
9-condenser

P-pressure measuring point
T-temperature measuring point
S-sampling point

Fig. 7.5 Experimental setup of Oldershaw column

The operating conditions are: temperature 7 =3514K, Oy - 1.652 X
107" m® s7', A = 11.28 mm. The experimental setup is shown schematically in
Fig. 7.5.

The experimental Oldershaw column was improved in the following aspects:

e Only one sieve tray was installed instead of multiple trays for the convenience of
comparison with simulated result with an accurate concentration measurements;
An outside downcomer construction was used to facilitate the sampling;

The space above the tray was enlarged to reduce the influences of entrainment
and wall effect.

The parameters for the main dimension of the experimental Oldershaw column
are given in Table 7.9.

Table 7.9 Main construction

Parameter Dimension
parameters of Oldershaw -
sieve tray Tray diameter (mm) 38
Diameter of tray spacing (mm) 64
Sieve hole diameter (mm) 1.25
Thickness of tray floor (mm) 1.2
Perforation (%) 6.38
Height of outlet weir (mm) 15-38
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Table 7.10 Comparison of simulated point efficiency with experimental data (I) (system: ethanol
(1), isopropanol (2), water (3))

Expt. | Component | Liquid Experimental | Simulated | Error = Sim. — Exp.
No. concentration on | point point
tray, mole fraction | efficiency efficiency
1 1 0.124 7 0.988 8 0.815 5 —0.1733
2 0.643 4 0.992 4 0.943 0 —0.0494
3 0.2319 0.993 2 0.970 9 —0.0223
2 1 0.085 9 0.852 9 0.828 0 —0.0249
2 0.743 4 0.971 0 0.949 4 —-0.0216
3 0.170 7 0.990 3 0.969 5 —0.0208
3 1 0.447 7 0.867 9 0.874 5 —0.0066
2 0.220 9 2.861 5 2.884 2 0.0227
3 0.331 4 0.855 8 0.907 2 0.0514
4 1 0.258 9 0.697 6 0.677 1 —0.205
2 04210 0.084 6 0.104 4 0.198
3 0.320 1 0.773 2 0.752 6 —0.0027
5 1 02115 0.780 7 0.833 8 0.0531
2 04510 1.192'1 1.159 1 —0.0330
3 0.337 5 0.862 5 0.898 4 0.0359

7.4.2 Comparison of Simulation with Experimental

Wang conducted experimental measurement in a Oldershaw sieve tray column for
validating the aforementioned simulation. The comparison of experimental data and
simulated results are given in Table 7.10. And comparison was also made for a four
components system (ethanol, isopropanol, tetra-butyl alcohol and water) as shown
in Table 7.11.

As seen in Tables 7.10 and 7.11 the simulated results are fairly confirmed by the
experimental data. It is indicated that the method of simulation of multicomponent
mass transfer presented in this chapter is reliable.

7.4.3 The Bizarre Phenomena of Multicomponent System

The bizarre phenomena can be illustrated by the foregoing case of three-component
system as calculated by Wang given in preceding section. The simulated diffusion
flux of isopropanol is plotted versus the driving force of mass transfer (yo — y) as
shown in Fig. 7.6.
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Table 7.11 Comparison of simulated point efficiency with experimental data (II) [System:
ethanol (1), isopropanol (2), tert-butyl alcohol (3), water(4)]

Expt. No. | Component | Liquid concentration Point efficiency Error
on tray, mole fraction | Experimental | Simulated
1 1 0.343 6 0.903 5 0.822°5 —0.034 3
2 0.267 9 0.808 7 0.823 8 0.018 6
3 0.064 0 0.724 2 0.780 1 0.077 3
4 0.324 5 0.970 6 0.907 0 —0.065 5
2 1 0.2313 0.962 5 0.815 4 —0.152 8
2 0.469 4 0.997 7 0.927 9 —0.069 9
3 0.123 1 0.766 7 0.916 3 0.195 1
4 0.176 3 0.929 2 0.968 2 0.041 9
3 1 0.486 6 0.910 8 0.934 1 0.025 6
2 0.078 1 1.294 9 0.827 4 —0.361 1
3 0.078 8 1.568 7 1.606 6 0.024 1
4 0.356 6 0.892 8 0.950 7 0.064 8
4 1 0.050 7 0.902 7 0.893 9 —0.009 7
2 0.046 5 0.910 0 0.846 6 —0.069 7
3 0.396 3 0.868 6 0.896 8 0.032 4
4 0.506 5 0.865 9 0.909 2 0.050 0
5 1 0.348 8 0.874 1 0.828 2 -0.052 5
2 0.353 4 0.870 2 0913 3 0.049 6
3 0.080 9 0.926 1 0.901 9 —0.026 2
4 0.217 0 0.938 4 0.997 2 0.062 7
6 1 0.371 7 0.989 1 0.944 4 —0.045 2
2 0.133 9 52322 7.389 3 0.412 3
3 0.066 9 0.889 1 0.961 8 0.081 8
4 0.427 5 0.988 2 0.962 0 —-0.026 5
7 1 0.865 8 0.796 7 0.786 7 —-0.012 5
2 0.014 5 0.864 3 0.969 4 0.121 6
3 0.039 6 0.963 1 0.919 0 —0.045 8
4 0.080 1 1.042 9 1.032 3 —-0.010 2
8 1 0.136 0 0.943 7 0.949 1 0.005 7
2 0.110 2 0.717 3 0.534 6 —0.254 7
3 0.221 4 0.863 3 0.859 0 —0.005 0
4 0.534 4 0.881 3 0916 5 0.040 0
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Fig. 7.6 The diffusion mass 1.0
flux of isopropanol in No. 50
three-component system
versus driving force of mass —
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In Fig. 7.6, the following phenomena can be noticed:

e At point B, although the driving force is positive, the mass flux of isopropanol
transferred is zero; such phenomenon is usually regarded as diffusion barrier
which cannot be happened in binary system.

e From point B to C, the driving force is still positive, yet the isopropanol
transferred is negative, i.e., the direction of mass transfer is against the driving
force and such phenomenon is usually regarded as reversed diffusion.

e As seen in Fig. 7.7 at the liquid height about h = 25, the driving force is
approaching zero, but the isopropanol still undertakes mass transfer between
phases; such phenomenon is usually regarded as osmotic diffusion.

Fig. 7.7 Mass transfer flux =
and driving force of & 100
isopropanol in three E
components system versus ‘E’ 050 |
liquid height o
=
X, 0
= M_o_o_o
3 020
X
B 0.10
=9
0 1 1 L 1



268 7 Mass Transfer in Multicomponent Systems

It should be mentioned that such bizarre phenomena is only happened for iso-
propanol in this special case of three component system but it does not appeared for
ethanol and water. And thus the cause of bizarre phenomena of nonideal multi-
component system is complex and still needs investigations.

7.5 Determination of Vapor-Liquid Equilibrium
Composition

In using Eq. (7.1) to find the rate of mass transfer, the value of equilibrium com-
position ¢* can be either taken from the literature, or estimated by one of the
following methods:

e Semi-empirical equation method;
e Group contribution method;
e Experimental measurement.

These methods are discussed in the subsequent sections.

7.5.1 Thermodynamic Relationship of Nonideal Solution

For an ordinary distillation column that is operated at atmospheric pressure, the
partial pressure of component i in liquid phase for a multicomponent system, can be
defined by modified Raoult’s law as follows:

pi = ViDiXi (7.21)

where p; is the partial pressure of component i in the system; y; is the activity
coefficient of component i in liquid phase; p;] is the saturate vapor pressure of pure
component i.

Similarly in the vapor phase at low pressure, the modified Dalton’s law can be
applied in the following form

Pic = VigPYi (7.22)

where p; is the partial pressure of component i in vapor phase at the temperature and
total pressure under consideration; P is the total pressure of the system

When Raoult’s law is applied to a saturated solution in equilibrium with its
vapor at constant temperature the isobaric condition cannot be maintained for all
variation in composition. Thus the value of p; should be corrected for changes in
total pressure. The effect of total pressure P on p; in thermodynamic is written as
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0
W=V pry (7.23)
p1 RT

where Vi is the average volume of pure liquid component 1. Combining
Egs. (7.21) and (7.23), we obtain:

. Vi .
Py = DiX1exp [—ﬁ(p—pl)} (7.24)

Comparing Egs. (7.21) and (7.24), we have

Excess free energy

The relationship between the free energy and the activity coefficient of liquid
may be derived from a gaseous solution composed by component 1 and 2, both at
the pressure P. As the gaseous mixture is at total pressure P, the pressure of
component 1 and 2 should be changed from P to its partial pressure. The change of
free energy accompanied with the change of pressure at constant temperature of
gaseous 1 F7 is given by

AF} = RT 1n% = RTlogy,
Similarly for gas 2, we have
* D2
AF; =RT IHF = RTlogy,

The total change of free energy for the isothermal and isobaric mixing of ideal
gases, therefore, is as follows

AF;, = y|AF + »,AF,
P ‘ : (7.25a)
=yiRTIny; +y,RT Iny,
The free energy of the gaseous solution Fy, can be written as:

Fn = (F:rl)ideal +F%P

where (F :;1) ideal

of ideal gas; F%P is the excess part of free energy due to isothermal and isobaric

is the change of free energy for the isothermal and isobaric mixing

mixing.
If n; moles of gas 1 is mixed with n, moles of gas 2, the FF of gaseous solution
can be written as
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(n +n)Fm =mFy +nFy +nRT Inxy +maRT Inx, + (my Jrnz)FE (7.25b)

Applying Egs. (7.25a) and (7.25b) to the liquid solution, in which n; moles of
component 1 is mixed with n, moles of component 2, and both at their own partial
pressure, the free energy of formation of a liquid solution at pressure P will be

P
(l’l] —|—n2)Fm =mF; +mF, +nRT Inx; +n,RT Inx; + (I’l] —|—n2) / Vindp
P

(7.26)
The foregoing equation can be also written in the form of

Fo=(FL) ey +F

m)ideal
where FF is the excess free energy of the liquid mixture and also expressed as.

P
AFE = (n; +ny) / VindP (7.27a)

I

Differentiating Eq. (7.26) with respect to ny, holding n, constant, the partial free
energy of gas 1 is obtained as follows

O(ny +ny)F

Fl - |: 6n|

] =F|+RTInx
na

From definition of activity for nonideal solution, @ = yx, we have,
E = Fl +RT1na1 = F| —|—RT1H'})1X1

It follows that

(7.27b)

Similarly, we have
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7.5.2 Prediction of Activity Coefficient: (1) Semi-empirical
Equation

As seen from Eqs. (7.27a) and (7.27b), the finding of 7y, is possible if FF is known.
In the literature, there are many equations of state available for semi-empirical
calculation, for example, the simple van der Waals equation which has the fol-
lowing form;

_ RT a
TVv—b V2

where a and b are constants. The Peng-Robinson equation takes the form of

RT a

=y T Ve eV —b)

The Beattie-Bridgeman equation was arranges to the following form by Beattie
[45]

where § = RTBy — Ay — %

RByc
7= ~RTBob +ako — —3
S — RBobC
T2

Generally speaking, most of the equation of state can be arranged into the
following form:

PV = RT + P

where f is the coefficient of individual equation of state. The above equation can be

expanded to a series as follows
B B\?
+ ( + +

Applying the following simple mixing rule to the gaseous mixture, 5, = >_f,y;
Thus f,, = fiy1+ P,y2 is for a binary mixture. Substituting Eq. (7.28) to
(7.27a), we have

RT RT
P=—_— =
VB V
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3RT

—2—‘/2(51 - /33)2 yiy2+ - (7.28)

FF = (n1 —|—n2)

The higher exponent terms of above equation are y3ya, 13, . . ..
Applying the foregoing equation to the liquid solution (mixture), the following
mixing rule can be used for the van der Waals equation of state:

Vam = E(Ja)
bm = Zb,-x,»

where a,, and by, are the constants of the liquid solution (mixture). And Eq. (7.28)
becomes
T | o SR

—_— 7.29
ZVl‘Xi ZVZ‘XZ' ( )

Fyr = (RT + o)

where m is a constant depending on P and T; ¢ is a constant, V is considered as an
empirical constant. Due to van der Waals equation is not accurate enough, the
theoretical prediction by using Eq. (7.29) may produce serious error. However, we
may use Eq. (7.29) as a semi-empirical equation and consider V an empirical
constant denoted by ¢, then Eq. (7.29) becomes

Zijmijxixj Zijkm,-jkxixjxk

Fyr = (RT + o) (7.30)

qiXi 2gix;
According to different values of ¢ and ¢, Eq. (7.30) can be converted into
different models for FE. For instance [46],
Let (g/q,) = 1 ¢ = 0: the model of Margules
Let (¢/q;) = (Ai#B;;) ¢ = 0: the model of van Laar
Let (g7q;)) = (Vi#/V;y) ¢ = 0: the model of Scatchard
Based on Eq. (7.30), some semi-empirical equations were used for evaluating
FE, such as:

1. Margules equation [47]. The simplest form of Eq. (7.30) is as follows

FE = mpyiy

It was given by Margules that FE could be represent by a power series
Similar Eq. (7.28) as follows

FE = ax1x; +a112x%XQ +a122x1x§ =+ - (731)
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where ajp,aj2,a1 etc. are empirically determined coefficients. The reason of
using terms x"x™ is due to the fact that when x; = O or x, = 0, the F' E is zero. As the
simplest application of this series, only the first term is used, i.e.,F E — gpx1x, it is
called two-suffix equation. Combing with Eq. (7.27a) yields

a\ »
Iny = (ﬁ)xz = Ay

where Aj, is a constant. It is noted that when x, = 1, In y; = Aj; thus it can be
obtained by:

e The extrapolation of In y, versus x; plot, A}, is obtained at x, = 1.
e With the data of In y; at various x;, A can be obtained at various x; and take
the average.

The weakness of this method of predicting activity coefficient is that at least one
value of 7, at x, should be known from literature or experimental measurement.
Similarly, we have

apn\ »
In y, = (ﬁ) 1= Anx]

For a ternary solution with composition xp, x;, x3, the two suffix F’ E becomes
F¥ = appxix; + ap3xix; + axsxox;
And then, the Margules two suffix equation for ternary solution can by given by
In y; = A +A3G +x0x3 (A + A — Ag)

In 9, = Appx] +Agss +x103(A12 +Aps — Ajs)
In y3 = Ap3xd + Axsd +x1x3 (A3 + A — Apd)

2. van Laar equation [48]

Van Laar found on semi-empirical basis that FE could be expressed by the
following equation

FE — apXixXp
aix; +axx

If this equation is substituted into Eq. (7.27b), we obtain for a binary system,
Ann
2
Apx;
[ )

where constants are defined as follows

Iny, =
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an 1
An=|—"|%+
an RT
ayn 1
Bp={—])35=
ag RT

For the ternary solution, the FF is given as bellow

_apX1Xp + a;3X1X3 + a3X2X3
aixi +axy +azxs

FE
One can get

Iny, = Z§A12 +Z32A13 +Z3A03
The Iny equations are

_ A\
Ay +Ai3 — B Bx
13

In y, = ApZ; +AiZ; + 2074

A |

In V2 = Blzz% —|—A23Z32 +le3

B
A3+ By — B3 (A_B
23

Bt B - An (52
12 13 13 Bp) |

In 93 = B13Z2 + BnZi + 712,

where the term Z is defined as

X1
Z pr—
! Bip Bis
X1+ X2 An + X3 A
X2
Zr =
By Ap
Rt {n) T,
X3
Z3 =

A A
wtn (32) +e (3)

As seen from foregoing equations, the prediction of ternary vapor-liquid equi-
librium composition can be achieved from binary data.

The precedent examples demonstrate the prediction of y of multicomponent
solution is possible by using corresponding binary data.
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7.5.3 Prediction of Activity Coefficient (2) Group
Contribution Method

The principle of group contribution method is based on the prostitution that the
property of a chemical compound is the sum of the contributions (property) by the
corresponding constituent group. For example, ethanol C;HsOH or CH3;CH,OH is
considered to be composed by CH3, CH, and OH groups. The property of ethanol
is the sum of that of the three groups. Thus the properties of thousands of chemical
compound in the world can be considered as the combinatory sum of that given by
about 50 groups.

By this method, the property of a compound Q is the sum of the property by the
constituent groups Q;, i.e., O = XQ;. Nevertheless, the property of each group is
always affected by the interaction of other groups. Therefore Q should be

where Q; and Q,, are respectively the contribution (property) by the constituent
group and contribution by group interaction, and in literature it is called respec-
tively the combinatorial term and the residual term. Likewise, considering the
thermodynamic property Iny, we can write

Iny=Iny,+ Iny,, (7.32)

1. UNIFAC (Universal Quasi-chemical Functional Group Activity Coefficient)

As shown in foregoing section, the In y is considered as the sum of combinatorial
part and residual part. According to Flory-Higgins, In 7y, is calculated by

Iny, =1n <@> +1+ i (7.33)
Xi Xi
Xl
”= 21

where ¢; is the volume fraction of component i in solution; r; and r;j are the volume
parameter of component i and j respectively.
The residual part Invy,, is calculated by

< Oii
Iny, = Xx>qgln-2 7.34
n'))m xaq ngi ( )

where z is the lattice coordination number; a is the interaction parameter; g; is the
molecular surface area parameter for component i; 0;; is the surface area fraction; 6;
is the local area fraction. The tables for finding these parameters are provided in
literature, such as Lassen et al. [49, 50].
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The procedure of finding Iny is firstly to find Iny, and Iny, according to
Egs. (7.33) and (7.34) from the corresponding tables, and secondly substitute to
Eq. (7.32).

2. NRTL (Nonrandom Two Liquid) [51]

A relationship between local mol fraction x;; of molecule 1 and mole fraction
X1 of molecule 2 in the neighborhood of molecule 1 was proposed by Wilson
as follows [52]:

X1 _ X €exp (—g21/RT)
x11 x1exp(—gn/RT)

where x| and x, are the overall mole fracture of the mixture; g,; and g;; are the
energy of interaction between 12 and 11 pairs of molecules as shown in Fig. 7.8.
Wilson [52] also gave the FF expression as follows

FE ¢ <%
L In(S In( £2
RT X1 I1<x1 —+x7 In .

where £;; and &,, are the local volume fractions which is given by

En = -
e x1 +x2(v2/v1) exp(—(—ga1 — g11)/RT)
& = 2

x2 +x1(v1/v2) exp(—(—g12 — g22)/RT)

where v is the molar volume.

Renon and Prausnitz proposed a Nonrandom Two Liquid model (NRTL) [51]
by considering the nonrandomness of mixing. To take into this account, they
assume the local mole fraction x,; and x;; are given by

X1 _ Xpexp (—012821/RT)

= 7.35
xi1 x1exp (—ogu/RT) ( )

where o, is a constant characteristic of the nonrandomness of the mixture;
g is the excess free energy per mole; g;; is the energy of interaction between i-
J pair of molecules.

After interchange the subscript, we have

X12 _ %1 exp (—%12812/RT)
xn  Xpexp (—o2822/RT)
X1 t+xn =1, xpt+xp=1
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Based on Eq. (7.35), one yields

_ — RT
oy = 2 exp(—ai2(ga1 — &11)/RT) (7.36)
x1 +x exp(—a2(g21 — g11)/RT)

and

_ = RT
1y — N1 exp(—ai2(g12 — 822)/RT) (7.37)
x2 +x1 exp(—ai2(g12 — g22)/RT)

The NRTL model assumed that there are two kinds of molecule cell in a
binary mixture: one for molecule 1 and the other for molecule 2 as shown in
Fig. 7.8. The residual free energy is the sum of all residual energy for two
body interactions experienced by the center molecule 1. The residual free
energy for a cell containing moleculel at the center is g(!) which is given by

gl()i)re =81

Similarly, for a cell containing molecule 2 to be

) ©)

87 =x1gi2+xngxn and gy =gxn

As seen from foregoing equations, the excess free energy is the sum of two
parts: (1) Trqnsfer x; from a cell of pure liquid 1 into the cell 1 of the solution
pure; (2) Transfer molecule 2 from a cell of liquid x, into cell 2 of the solution

(g<2) = gé,%l)re)xz. Therefore

P = (5 —alth) + (2 — 8

The foregoing equations also can be written to the following form
Fig. 7.8 Two types of
molecule cell. Reproduced

from AIChE Journal 1968, @ @
14, 135
oo FY0
® ()

MOLECULE 1 AT CENTER MOLECULE 2 AT CENTER
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F® = x1x01(g21 — g11) +x2x12(g12 — g22) (7.38)

where g1 and gy are given by Egs. (7.36) and (7.37) as well as Eq. (7.38)
together is called “NRTL equation”. From FE we can find the activity
coefficient y for a binary solution to be

_2 _
Iny, :xg (TZI 23 hipi) + 1721 S )

[X1 + X eXp(—OC12‘521)]2 [x2 +x eXP(—(Xlz‘nz)]z
-2 .
In v, = X% o exp( 0(12'512) > 4 T Cxp( 0(121-21) i
[X2 + X1 GXp(—Oclg‘L'lz)] [xl + X2 exp(_ﬁ%[zl’gl)]

were T is normalized parameter for symmetric system; t;; is a coefficient
defined by

Ti2 = (812 - 822)/RT

71 = (821 — g11)/RT. (7:39)

The binary interaction parameters and the nonrandomness parameter (a;,) can
be found from literature. As an example, the parameters for the methanol
(1) + methyl acetate (2) system were obtained from the database and the
other binary interaction parameters as well as the nonrandomness parameters
(ay3, ax3) were correlated from experimental vapor—liquid equilibrium data by
minimization of the objective function as given in subsequent section.

7.5.4 Experimental Measurement of Activity Coefficient [53]

The liquid and vapor equilibrium composition in distillation calculation can be
evaluated by the method described in precedent sections. However, the prediction is
always in some degree of deviation and cannot be guaranteed as reliable. Thus the
experimental measurement is necessary in some cases.

The experimental measurement of a three components vapor liquid equilibrium
composition is described below as an example.

Apparatus and Procedure

The VLE for the ternary mixture methanol (1) + methyl acetate (2) + 1-octyl-
3-methylimidazolium hexafluorophosphate ((OMIM][PF¢]) (3) was measured by a
circulation vapor-liquid equilibrium still (a modified Othmer still) as shown in
Fig. 7.9.
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Fig. 7.9 Apparatus for vapor-liquid equilibrium concentration measurement

After the mixture in the equilibrium still was maintained in the constant boiling
temperature for about 30 min; then samples were taken every 20 min, from the
vapor and liquid phase of the system, respectively. To verify the equilibrium state,
samples were taken until the standard deviation of the last five samples was less
than 0.0015 for both vapor and liquid phase. The total sampling process lasted for
about 2 h, so that the sampling process could ensure the vapor and liquid phases are
in equilibrium state. In each VLE experiment, the pressure was kept at
101.3 + 0.05 kPa. The solutions for VLE measurement were prepared gravimet-
rically using an electronic balance (Acculab Alc 210.4) with a standard uncertainty
of 0.0001 g.

Sample Analysis

Gas chromatography (GC) was used to analyze the compositions of the con-
densed vapor and the concentrations of methanol and methyl acetate in liquid
phase. The GC (SP-1000) was equipped with a FID detector and the column was
SE-30 (50 m X 0.32 mm X 0.5 pm).
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7.6 Results and Discussion

Experimental Data

The reliability of our experimental method has been verified by the VLE data of
methanol (1) + methyl acetate (2) in our previous work. 2Measurement for the
ternary system of methanol (1) + methyl acetate (2) + [OMIM][PF¢] (3) was
conducted at 101.3 kPa and the concentrations of ionic liquid added to the system
were kept at x3 = 0.2, 0.4 and 0.6 mol fraction respectively. The isobaric VLE data
for the methanol (1) + methyl acetate (2) + ion liquid (3) are listed in Table 7.12.

In the table, x5 represents the mole fraction of ionic liquid in the liquid phase and
x;" represents the mole fraction of methanol in the liquid phase excluding ionic
liquid, y; is mole fraction of methanol in the vapor phase, 7T is the equilibrium
temperature, o, is relative volatility of methanol and methyl acetate. Since the
vapor pressure of IL can be neglected, there are only methanol and methyl acetate
in the vapor phase.

7.6.1 Correlation of the Phase Equilibrium

The NRTL model is commonly used to correlate the vapor-liquid equilibrium data,
In this work, we also used the NRTL model to correlate the VLE data. The NRTL
model is given in Eq. (7.35) in which the parameters a3, a,3, were correlated from
ternary experimental vapor-liquid equilibrium data by minimization of the objec-
tive function F [34]:

N cal exp 2 cal exp 2 al CXP 2 C cal exp 2
Vv =y T — T PC x — X
F = E E )it Jhi J J E
= ( - ( Oy * oT * 1

where N is the number of data points; C is the number of components; y is the mole
fraction in vapor phase; x is the mole fraction in vapor phase; T is the equilibrium
temperature; P is the equilibrium pressure; 6,, 67, op, o, are estimated standard
deviations for y, T, P and x, respectively (o, = 0.002, o7 = 0.07 K, 6, = 0.05 kPa,
o, = 0.002); the superscript exp and cal denote the experimental and calculated
values, respectively. The six binary interaction parameters as well as the nonran-
domness parameters (aj» = a;, a;3 =as; and a3 = azp) are all given in
Table 7.13.
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Table 7.12 Vapor-liquid

equilibrium data for the as) LS i 1 a2

teqmmy system methanol 0.200 337.62 0.000 0.000

(1) + methyl acetate 0.201 335.02 0.102 0.175 1.867

(2) + [OMIM][PF¢] (3) at 0.199 333.56 0.192 0.285 1.677

P =101.3 kPa 0.198 333.25 0.301 0.380 1.423
0.202 333.32 0.412 0.481 1.323
0.200 333.55 0.523 0.565 1.185
0.201 334.36 0.601 0.612 1.047
0.200 335.32 0.698 0.683 0.932
0.203 336.62 0.792 0.771 0.884
0.201 338.52 0.903 0.872 0.732
0.202 341.68 1.000 1.000
0.400 349.88 0.000 0.000
0.401 345.52 0.090 0.192 2.403
0.401 343.21 0.199 0.355 2215
0.400 342.05 0.290 0.439 1.916
0.397 341.52 0.391 0.540 1.828
0.402 341.51 0.502 0.635 1.726
0.400 341.53 0.620 0.730 1.657
0.399 341.88 0.713 0.792 1.533
0.401 342.52 0.788 0.841 1.423
0.400 343.42 0.901 0.920 1.264
0.403 345.21 1.000 1.000
0.601 368.38 0.000 0.000
0.598 361.14 0.100 0.241 2.858
0.603 357.26 0.208 0.422 2.780
0.599 354.47 0311 0.542 2.622
0.600 353.52 0.399 0.634 2.609
0.602 351.95 0.500 0.711 2.460
0.602 351.23 0.601 0.783 2.396
0.601 350.45 0.701 0.849 2.398
0.601 350.87 0.792 0.902 2417
0.600 351.23 0.900 0.956 2414
0.599 350.28 1.000 1.000

The experimental results and the calculated results by NTRL model are given in
Figs. 7.10 and 7.11.

As shown in these figures, the calculated results agree well with the experimental
results. The maximum absolute deviation Ay, mean absolute deviation Gy and root
mean square deviation dy between the experimental and calculated values of vapor
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Table 7.13 Values of binary parameters in the NRTL model

i component J component a; o by
Methanol (1) Methyl acetate (2) 0.296 223.376 146.111
Methanol (1) [OMIM][PF¢] (3) 0.381 508.857 29.956
Methyl acetate (2) [OMIM][PF¢] (3) 0.156 1333.943 —991.742
Fig. 7.10 Isobaric VLE 1.0 T T T T T T T T
diagram for methanol A
(1) + methyl acetate
(2) + [OMIM][PFg] 0.8} 7
(3) system at 101.3 kPa: open
rectangle, x3 = 0; filled
rectangle, x3 = 0.2; filled 06 )
circle, x3 = 0.4; filled U
triangle, x3 = 0.6; solid lines, 04l |
calculated by the NRTL ’
model

021 .

0.0 " I R 1 )\ 1 . I R

0.0 0.2 0.4 0.6 0.8 1.0

’

X

O,x3=0; B, x;=02; @, x3=04;
A x; = 0.6; solid lines, calculated by the NRTL model.

cal | .
9

phase mole fractions (Ay = max | yXP — el | ; oy =(1/N)Y | yP —
8y = [(IN)L (P — y*?1'2) are 0.014, 0.007 and 0.008, respectively. The max-
imum absolute deviation AT, mean absolute deviation 67 and root mean square
deviation 67 between the experimental and calculated values of equilibrium tem-
peratures (AT = max | 7o — 7 | i or=(1/INY | 7e*P — el | i Or=1[/
N (TP — T2y are 0.65 K, 0.157 K and 0.226 K, respectively.

For methanol + methyl acetate system, the boiling points of methanol and
methyl acetate are 337.8 K and 330.9 K, respectively. In common sense, methyl
acetate is the volatile component. The investigation of the VLE of methanol +
methyl acetate + 1-ethyl-3-methylimidazolium acetate in previous work, *?and
found that 1-ethyl-3-methylimidazolium acetate ([EMIM][Ac]) can eliminate the
azeotropic point of methanol + methyl acetate with methyl acetate as volatile
component. In this work, [OMIM][PFg4] was chosen as entrainer and [OMIM][PF]
also can eliminate the azeotropic point of methanol + methyl acetate, but methanol
becomes the volatile component (see Figs. 7.10 and 7.11).
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B, x' (x3=02); O, 3(x3=02); @,x;'(x3=04); O,y (x3=04); A, x;"(x3=0.6); A, y; (x3=0.6);
solid lines, calculated by the NRTL model; dashed lines, calculated by the NRTL model for IL-free system.

Fig. 7.11 T, x, y diagram for the ternary system of methanol (1) + methyl acetate (2) containing
[OMIM][PF¢] (3) at different contents of ionic liquid. Filled rectangle, x," (x3 = 0.2); open
rectangle, y, (x3 = 0.2); filled circle, x;" (x3 = 0.4); open circle, y, (x3 = 0.4); filled rectangle, x,'
(x3 = 0.6); open rectangle, y; (x3 = 0.6); solid lines, calculated by the NRTL model; dashed lines,
calculated by the NRTL model for IL-free system

Figure 7.12 show that the ionic liquid [OMIM][PF¢] produces a notable salting
out effect on methanol for methanol + methyl acetate system and the salting out
effect of ionic liquid increases with its mole fraction in liquid phase. This phe-
nomena may be attributed to the interaction between methanol and [OMIM][PF¢] is
less than that between methyl acetate and [OMIM][PF], so the relative volatility of
methanol to methyl acetate can be increased by [OMIM][PF]. The minimum mole
fraction of [OMIM][PF¢] to eliminate the azeotropic point calculated by NRTL
equation is 0.28 at 101.3 kPa.
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Fig. 7.12 Relative volatility 3.5 T T T T T
of methanol (1) to methyl b
acetate (2) at 101.3 kPa: open 30F
rectangle, x3 = 0; filled )
rectangle, x3 = 0.2; filled 25k i
circle, x3 = 0.4; filled
triangle, x3 = 0.6; solid lines, 20k B
calculated by the NRTL &
model 15k 7
10
05F i
0.0 ' 1 ' 1 ' 1 ' 1 '
0.0 0.2 0.4 0.6 0.8 1.0

O,x;=0; W x;=02; @,x;=0.4;
A x;=0.6; solid lines, calculated by the NRTL model.

7.7 Summary

. The description of multicomponent mass transfer is best by applying the
Maxwell-Stefan equation. The derivation and steps of calculation of this
equation as well as the verification with experimental data are presented in this
chapter.

. Most of the multicomponent mixtures are nonideal solution, The characteristics
of multicomponent distillation is different from the binary distillation not only in
the nonideal vapor-liquid equilibrium relationship but also the appearance of
peculiar bizarre phenomena, such as diffusion barrier, reversed diffusion and
osmotic diffusion.

. The prediction of point efficiency by using two-regime model is presented and
the calculated result is verified by the experimental data in both a ternary and
ternary system.

. The determination of equilibrium composition of nonideal solution in vapor
liquid system is given by using the methods of semi-empirical correlation of
Margules and van Laar, group contribution of UNIFAC and NRTL as well as
experimental measurement.
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Chapter 8
Micro Behaviors Around Rising Bubbles

Abstract Velocity and concentration distribution near the interface of moving
bubble in liquid are investigated experimentally and numerically. The tangential
and nominal velocity distributions of liquid in the vicinity of the interface are
measured by a Laser Doppler anemometer. Then a numerical model for predicting
the liquid velocity distribution around a bubble is developed and the results are
compared with some other models by checking with the experimental data from a
Particle Imaging Velocimeter (PIV). The species concentration distribution of liq-
uid near the interface is measured by using holographic interferometer. It is shown
in the experiment that the concentration at distance about 107> mm from the
interface is far from the thermodynamic equilibrium value, and some insight in
understanding the interfacial mass transfer is discussed.

Keywords Gas-liquid interface -+ Moving bubble - Interfacial mass transfer phe-
nomenon - Concentration near interface - Velocity distribution near interface

Nomenclature

P Pressure, Pa
R Axial length from bubble center, (R = Rg +Y)
r(x) Radius normal to flow direction, m
r*  Radial distance [r* = r(x)/Rg]
Rp  Radius of rising bubble, m
Cross-correlation coefficient
Contact time of fluid and bubble, s
Temperature

S
t
T
u Liquid flow velocity, cm s~ '
U
U

Velocity of external fluid, m s !

B Velocity of rising bubble, m s~
u Tangential velocity, m s~
% Radial velocity, m s~
X  Coordination in X direction
X
Y

1

Length from the front stagnation point, radian, n
Coordination in Y direction
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Normal distance to the surface of bubble, m
Dimensionless variable

Dynamical viscosity (v = p/u), m” s~
Center angle from the front stagnation point (0 = r/R)
Viscosity of the fluid, kg s' m™"

Function of y

Density of the fluid, kg m™

Stream function

2 1

ST I == <

In the gas (vapor)-liquid contacting process, the mass transfer from one phase (for
instance, liquid phase) to the other (vapor phase) is conventionally considered to be
composed of the following three steps.

First, the mass from liquid phase diffuse from the bulk to the bubble interface;
Secondly, the liquid and gas phases in the bubble interface are coexisted and
supposed they are in thermodynamic equilibrium; Thirdly, the mass diffuse from
interface to the bulk vapor phase.

Based on the concept of phase equilibrium at the interface, many mass transfer
models were developed, among which the film model [1], penetration theory [2],
and surface renewal model [3] are three well-known classical theories and have
been extensively used in vapor-liquid processes.

In the late 1980s, Gibbs gave up the traditional proposition of maintaining phase
equilibrium at the interface and proposed the theory of “Gibbs adsorption layer” in
the interface, in which the quantity of mass transferred from bulk liquid to the bulk
gas, undergoes the following steps in sequence:

Solute diffuse to the interface from bulk liquid;

Accumulation of solute in the “adsorption layer”;

Diffusion of solute in the adsorption layer;

Diffusion of solute from the interface (adsorption layer) to the gas phase.

However, the mechanism of mass transfer through the interface is still a problem
to be investigated. Due to the rapid development and extensive application of the
laser Doppler, holographic interference, and computer online measurement tech-
niques, much attention has been paid to study experimentally the interfacial process.

The liquid phase in separation process is usually considered as continuum and
the vapor phase is dispersed in the form of different size bubbles.

8.1 Fluid Velocity Near the Bubble Interface [4, 5]

It is commonly recognized that fluid velocity near the interface has considerable
significance in the understanding of mass transfer mechanism between vapor and
liquid. In this section, two-dimensional Laser Doppler anemometer technique was
employed to investigate the hydrodynamic and turbulent structure near the interface
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of a bubble. In order to measure the velocity as well as concentration field near the
bubble interface, it is necessary to trace exactly the surface of a moving bubble by
the laser beams. Such measurement, however, is technically very difficult. An
alternative approach is to keep the bubble stationary in a downward stream current
of liquid, i.e., against a countercurrent liquid stream, so as to make the measurement
possible. The experimental setup is shown in Fig. 8.1.

In this section, a velocity model for estimating the contact time of fluid elements
near the front part of a bubble is given under the unsteady flow condition and
solved mathematically. The small influence by the Karman vortex shedding from
the rear part of the bubble is neglected. For the verification of the present model, an
experimental setup of Particle Image Velocimetry (PIV) accompanied with digital
image processing was established as described in Sect. 8.1.2.

The experimental systems are air—water and air—ethanol, the diameters of bub-
bles are adjusted to be 0.67 and 0.42 mm, respectively. It was found that the
velocity near the interface of a bubble is highly fluctuated and stochastic as shown
in Fig. 8.2 for the instantaneous tangential velocity of the rear bubble wake. Thus,
time average velocity is employed in the measurement.

, B, L
TR —:n:—zrﬁ—l
F B,
PTT _I"_a‘—L r'"ﬁ
| . | L2 1]

Fig. 8.1 Schematic diagram of two-dimensional laser Doppler anemometer (I He-Ne laser
source, 2 accelerator, 3 refractive lens, 4 splitter, 5 VCD2, 6 VCDI, 7 frequency identifier 2, §
frequency identifier 1, 9 optical detector, /0 filter amplifier 2, /1 filter amplifier 1, and B, B,, B3
frequency shift drivers) (reprinted from Ref. [4], Copyright 1992, with permission from CIESC)
B1, B2, B3—frequency shift driver

Fig. 8.2 Recorded tangential 30.0
velocity of the rear bubble
wake (d. = 0.67 mm) 20.0
(reprinted from Ref. [4], -
Copyright 1992, with w o 10.0
permission from CIESC) ; E } M
~ Ot
2
-10 .D]»
-20.0 | 1 L 1 J I 1 1 J
0 L.09 2.00 3.00 4.u3
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Fig. 8.3 Velocity distribution near the bubble surface (u,, tangential velocity, v,, normal velocity,
and 7' radius of the bubble) (reprinted from Ref. [4], Copyright 1992, with permission from
CIESC)

Considering the complicated situation of flow near the bubble interface, the
measurement was undertaken separately for the front track and rear wake.
Figure 8.3 shows the time average tangential velocity u,, and normal velocity v,, at
different time and bulk fluid velocity uy. The measured distance from the bubble
surface i is 0.08 mm. As seen in the figure, the u is decreased greatly with the
radius of the bubble //, while the v is also in the same tendency but with less
decreasing rate.

As seen in the figure, the time average normal velocity v near rear interface
diminished from center to the edge of the wake, while the tangential velocity u
show only a little change.

8.1.1 Model Equation of Velocity Distribution Near a Rising
Bubble [6]

Derivation of basic equations

The flowing fluid is in relative motion with respect to a rising bubble. For the
cross-current and countercurrent flow between the bubble and fluid, the mathe-
matical methods are identical except on the direction of the flow. For simplicity, we
choose a coordinate system that is linked with the external flow around the bubble.
The position of a fluid element is specified by the radius r(x) perpendicular to the
direction of the bubble motion, i.e., 7(x) = Rsin(x/R) and R = Rg +y, where x is
the distance measured along a meridian from the front stagnation point, y is the
coordinate normal to the bubble wall (Fig. 8.4). The tangential and normal velocity
components to the wall are represented, respectively, by u and v, and the velocity of
main flow is U(x.r). Furthermore, as far as incompressible fluid is concerned, the
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Fig. 8.4 Schematic diagram Uo
of coordinates

present coordinate system is equivalent to the conventional one. The advantage of
such choices is that the boundary layer separation occurs at the point where
u/dy|, = 0.

Assumptions are made as follows:

(1) The bubble is spherical with constant radius Rg.
(2) The bubble accelerates very rapidly and reaches its full velocity soon after it is
formed.

In this case, the conventional governing equations of the boundary layer, i.e., the
continuity equation and the momentum equation, are as follows
O(ur)  O(vr)
_|_
Ox dy

=0 (8.1)

) <8u Ou @) a_p &*u @

EJrua Jrvay (8.2)

with the boundary conditions:

y=0 u=0,v=0
y =00 u="U(x,1)

where U(x, 1) is the velocity of main fluid. The viscous term udu/dx> can be
neglected since it is much smaller than the term u@zu /0y?, and Eq. (8.2) becomes

d ) d 9 o
p(u u u):__p u (83)
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For the fluid motion outside the boundary layer, the acceleration term and the
viscous term can be ignored, then the relationship between U(x,?) and the pressure
becomes

ou ou Op
—Zay=)=-= 8.4
p(az+ en) o 8.4)
The governing equations can be solved by means of successive approximation,

in which the fluid velocity around the rising bubble can be expressed as a sum of
the first approximation uo and the second approximation u;.

u(x,y,1) = uo(x,y,t) +ur (x,y,1) (8.5)

where uy denote the velocity of fluid in boundary layer after the bubble starts
impulsively from rest, and u; represents the increment of u, during the development
of boundary layer. For simplicity, a stream function s and a dimensionless variable
n = y/2+/vt are introduced

10y 10y
=—— =———7 8.6
= dy’ Y r Ox (86)
According to Eq. (8.5), the stream function can be represented by the Blasius
series

ou dr

Ylx,y,1) = ZW{FU*:O('?) +I{VU~fla(’7)a + U, (n) a} + . } (8.7)

where &y(1), &1.(n), and &,(n) are dimensionless functions of #, and U is the

velocity of fluid outside the boundary layer. Substituting Eq. (8.7) into Eq. (8.5),
the expressions of u# and v are obtained

. TouU Udr
o= vfg+i| S g+ Y]} (8:5)
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Combining Egs. (8.3) and (8.4), and neglecting u; since uq is dominant, we have

8140 8u0 auo - ou ou 821/!0
p(§+uoa+voa—y) —p(Ua-FE)“F,UW (8.10)

The convective terms are much smaller than the acceleration terms Ouo /0t and
OU /0t due to the fact that fluid around the bubble is at rest before the bubble starts
to move. Under these conditions, Eq. (8.10) is rewritten as

2
Oug _ 9o _ 0U (8.11)
o p O Ot

Substituting Eq. (8.5) into Eq. (8.2), and considering Eq. (8.11), Eq. (8.2) is
rewritten as

ou | Ou | Ou_ ,0U  p&u
ot Ox dy — Ox  pOy?

(8.12)

For a distillation process, the distance that a rising bubble is dragged through is
the height of the liquid bed on a tray, so it is impossible that the boundary layer is
fully developed, and then the first approximation, ug, is that dominant term. Based
on the above analysis, the convective term can be expressed by uy and vy, and
Eq. (8.12) is reduced as

oU Aug duy Ouy  Puy
U——u()— _7—\)8))2

Bx ax Yoy o
The boundary conditions with regard to Eqgs. (8.12) and (8.14) are: up = u; =0
aty=0; up=U(x,1), uy =0 at y = oco.
In the coordinate system linked with the bubble, the potential flow is defined by
the conditions 7 <0, U(x,7) =0, and 7 > 0, U(x,7) = U(x). In this particular case
we have OU/0t = 0. The differential equation of the first approximation becomes

(8.13)

Oug _ Puy _
ot oy?

(8.14)

As the first approximation of Eq. (8.14), letting ug = U¢, and inserting it into
Eq. (8.5), we obtain the following ordinary differential equation for &y(#)

P rome? = o (8.15)

with the boundary conditions &, = &, =0 at 7 =0, and &, =1 at n = co. The
solution is
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oo n

2 . 2 .

&) =erfe(n) =—= [ eTdp=1-—= [ e "dy (8.16)
vV / vV O/

Substituting the approximations of ug,u;,vo,v; in Egs. (8.8) and (8.9) into
Eq. (8.13), we obtain the following differential equations for ¢&;, and &y,

ou n 1
- @] e - e+ 2e+ 1
Uor n 1
+ o {505(()2) - 5/11; + Eé(li) + 45(12)} =0 (8.17)

According to the system of coordinate selected, the following relationships for
the outer flow hold.

3
Ulr1) =3 Us sin%, r(x) :Rsin% (8.18)

Hence, the terms OU/Ox and (U/t)Or/0x in Eq. (8.17) have the same sign and
are nonzero when x/R € [0,7/2) and x/R € (n/2,n]. The only condition which
satisfies Eq. (8.17) is that the terms in two brackets equal to zero. Then we obtain
the differential equations for &;, and &, as follows:

&Y+l — 48, = 40 - 1- &) (8.19)
&) +2nEl) — 48, = 45,2 (8.20)

with boundary conditions

7]:0 éla:é/la:(L élb:él]bzo
n=o0 &,=0,¢,=0

Substituting Eq. (8.18) into Egs. (8.8) and (8.9), u and v can be expressed as

3 . 7 3 UB !
MZEUB s1n8{€0+ 57’(-/1a+§1b)0059] (8.21)
24/
—y = th Ug {350 cos 0+ %%1(2 —35in® 0)(&1, + flb)] (8.22)

The contact time ¢ between a bubble and a fluid element at a given position (x, y)
terminates when separation of boundary layer occurs. Since the condition of
boundary layer separation is du/ (‘)y|y = 0, we differentiate Eq. (8.21) with respect

to y, and obtain the following relationship:
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3U
&) + Sreos &l + &)1 =0 (8.23)

The equations for ¢&;, and &;, now can be solved simultaneously with
Egs. (8.16) and (8.23), and then the velocity components u and v near the bubble
rising can be computed. For the calculation of the tangential and radial velocities
near a bubble from the above equations, the following steps are used.

(1) For a given y and 6, assume a contact time z., then calculate #, 582)11, f(li)n and

&2y numerically from Egs. (8.16), (8.19), and (8.20). Substitute these values
into Eq. (8.23) to calculate f.. Repeat the procedure for calculating #. and its
true value can be obtained by trial and error or by the method of iteration.

(2) Based on y, 0 and 7. obtained from Step (1), &y(n) and &y(i7) are calculated
from Eq. (8.16), &,(n7) and &),(n) from Eq. (8.19), &,(n) and &}, (n) from
Eq. (8.20). Substituting these values into Eqgs. (8.21) and (8.22), two velocity
components u and v can be obtained.

(3) The time averages of two velocity components are computed by the following
relationships:

1 c l(‘

u= | wdt/te, v= [ tdt/t, (8.24)
/ /

0 0

8.1.2 Experimental Measurement and Comparison
with Model Prediction

Particle Image Velocimeter (PIV) has been widely applied to the measurement of
velocity distribution of flow field since it is able to carry out the simultaneous
nonintrusive optical measurement of fluid flow at all points in an illuminated region
by recording the light scattering particles. Based on the traditional PIV, we improve
it by means of the video technique accompanied with Digital Image Correlation
Method (DICM), and construct a digitized PIV. An important advantage of the
video-based cross-correlation technique is easily to use for flow velocity mea-
surements due to the absence of the photographic and optical mechanical pro-
cessing steps inherent in the non-video-based PIV technique.

Theoretically, the measured velocities of the particles are not exactly equal to
that of the fluid elements, because of the inertial effect resulted by the density
between the particles and fluid. In order to minimize the velocity difference, we
choose polystyrene spheres, 1-5 pm in diameter and 1.05 g cm™> in density, as the
tracer particles, so that the relative velocity approaches to unity. As a result, the
velocities of the particles can be considered to be those of the fluid elements.
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Fig. 8.5 Schematic diagram He-Ne laser cylinder lens

. lens
of experimental setup
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The experimental setup (Fig. 8.5) is composed of an illumination system and a
system of image capturing and processing. The illumination is a laser light sheet of
0.5 mm in thickness, provided by a helium—neon laser beam passing through a
cylindrical lens. The sequential image system includes a CCD camera (coupled
charge device, 512 X 512 pixels), an image processor (DC32, 512 X 512 pixels) at
the framing rate of 50 Hz and a computer software for calculating the velocity
distribution. The video image is first transformed into the digital image (2° bites) by
DC32 processor in gray degrees, or light density distribution, from 0 to 255. The
digital image is stored rapidly in the hard disk of a computer for computing the
cross-correlation coefficients of the sequential images.

In order to improve the accuracy of measurement, all digitized images were
divided into several subsample images in the size of 32 by 32 pixels, and each
subsample image retains the spatial distribution pattern of the tracer particles in the
sampled region at a given time. Let f(m,n) be a distribution function, which is
defined by the pattern of pixels distribution with different gray degrees, representing
the tracer particle spatial distribution pattern in a subsample region in a image taken
at fo. Then, it is chosen as a reference pattern, and compared with those of all
subsamples of the image taken at 7y + At, by line-by-line scan, in order to search the
full matching region with distribution function g(m*, n*). The f(m, n) and g(m*, n*)
are the distribution functions of two subsamples (32 by 32 pixels) in two images at
to and 2o+ At, respectively. The discrete cross-correlation function, or cross-
correlation coefficient Sim(m,n), which represents the similarity between the
sampled regions f(m,n) and g(m*,n*), is defined by Eq. (8.25) according to the
statistical technique of spatial cross-correlation [7].

Sim(mvn) = Z Zf(lvj) g(lmyjn)/\j Z Zfz(laj) ’ Z Z gZ(ivj)

i=—Nj=—N =N j=—N i=—N j=—N

(8.25)

If the two patterns fully match each other, Sim = 1; if they are completely
unmatched, Sim = 0, and in general, 0 <Sim < 1. Consequently, Sim = 1 implies
that a fluid element with the pattern f(m,n) at #y is also found at 7o+ Az. This
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equally implies that the fluid element is moved to form the location with pattern
f(m,n) to the location of pattern g(m*,n*) after a time interval Az. The distance
between these two locations can be known as the average displacement of the fluid
element in the sampled region. The displacement is then divided by the timescale At
to give the average velocity vector of the motion of the fluid element.

However, the particle patterns g(m*,n*) are usually deformed due to the parti-
cles moving out of the laser light illumination region and the high gradients of
velocities. Hence, in practice, the highest value of the coefficients is considered to
represent the best match of particle images of f(m,n) and g(m*,n*), as shown in
Fig. 8.6. To acquire higher degree of similarity, in general, we suggest that the
density of 10-15 particles in a subsample is proper in experiment. Once the
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maximal value of cross-correlation coefficients is determined, the displacement and
the velocity vectors of the particles are obtained. The experimental results are
plotted in Figs. 8.7 and 8.8.

The results calculated by the present model are plotted in Figs. 8.7 and 8.8, in
which predictions by other published models such as potential flow, Stokes flow,
and intermediate flow [8, 9] are also given. The comparison between experimental
measurement and prediction by different models is also shown in Figs. 8.5 and 8.6.
As seen, the prediction by present model is better than the others and in rough
agreement with experimental measurement.

8.2 Concentration Field Around a Bubble [7, 8]

8.2.1 Concentration at Bubble Interface

Experimental installation

An experiment of CO, single bubble absorption was carried out, in which the
laser holographic interference technique was used to determine CO, concentration
near the interface and the thickness of concentration boundary layer under various
liquid velocities. Figure 8.9 shows the experiment setup. The laser beam from a
He—Ne laser source is split into two coherent beams, one (objective beam) passes
through the bubbling simulator at a point near the interface of a rising bubble, while
the other (reference beam) bypassed the simulator. These two beams intersect at the
photographic plate to form a hologram by interference. The two beam amplifying
lens 6 and 9 should be carefully chosen and adjusted to obtain satisfactory view of
interference fringes within the thin concentration boundary layer [5].
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12

11 8

Fig. 8.9 Optical schema of single source laser interferometer (I He—Ne laser, 2 mirror, 3 shutter,
4 half-water plate, 5 separate prim, 6 beam amplifying lens, 7 lens, § simulator, 9 amplifying lens,
10 holographic plate, /17 frosted glass, and /2 camera) (reprinted from Ref. [7], Copyright 2005,
with permission from Elsevier)

Figure 8.10 is the schematic diagram of gas-liquid flow simulator, in which a
bubble is kept stationary and exposed to a countercurrent downflow of liquid so that
to make the interfacial measurement steady. The liquid was pumped to the top of a
vertical rectangular channel 1, which is made of optical glass, and flows downward
to the bottom. The incoming liquid was introduced through a horizontal perforated
tube to ensure uniform distribution. The gas phase was injected into the channel by
syringe 7 and the bubble size was carefully controlled by the rate of gas being
injected. A small metal mesh was installed in the channel to keep the rising bubble

Fig. 8.10 Schematic diagram of experimental setup (/ bubbling simulator, 2 captured bubble, 3
thermostat, 4 controller, 5 pump, 6 flow meter, 7 CO, injector, and &8 laser beam) (reprinted from
Ref. [7], Copyright 2005, with permission from Elsevier)
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in stationary position against the downward current of liquid. By means of ther-
mostat 3, the gas and liquid phase were kept at the same temperature.

The typical holograms for the absorption of CO, by different absorbents are
shown in Figs. 8.11, 8.12 and 8.13, where the interference fringes are clearly seen.
By carefully measuring the curvature of the fringes, the concentration profile
around the interface and the bulk liquid can be calculated by the following formula:

n? 42
nz—1

= A+ Bx, (8.26)

where n is the refractive index of the liquid which is a function of A and x; A is the
wavelength of the laser; x is the concentration in mole fraction; A and B are
constants which can be determined by an experimental n versus x plot.
Equation (8.26) is valid only for the mass transfer of a component from a bubble to
a pure liquid absorbent.

For the study of concentration field in the bubbling process of binary absorbent,
an interferometer with two laser beams of different wavelengths should be used

Fig. 8.11 The hologram of
CO, absorbed by methanol
(reprinted from Ref. [7],
Copyright 2005, with
permission from Elsevier)

Fig. 8.12 The hologram of
CO, absorbed by ethanol
(reprinted from Ref. [7],
Copyright 2005, with
permission from Elsevier)
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Fig. 8.13 The hologram of
CO, absorbed by n-propanol
(reprinted from Ref. [7],
Copyright 2005, with
permission from Elsevier)

o) i

instead of single laser beam. For this purpose, a duo-laser source interferometer
with magnification power up to 200 has been specifically designed and constructed
as the second step of research work. The wavelength of laser generated from a He—
Ne source and an Ar* source are 6328 nm (red) and 4800 nm (green) laser beams,
respectively. Since the interferometer fringes are different for the red and green laser
beams, the change of concentration in the binary absorbent can be computed by
setting up two independent equations similar to Eq. (8.26) and being solved by the
aid of fringe measurement. The optical setup of duo-source interferometer is shown
schematically in Fig. 8.14. The two laser beams are adjusted precisely to meet
exactly coaxial at compound lens 5, then they are split into two beams again in a
spectroscope lens 7. The object beam passes through the simulator 11 and is pro-
jected to the holographic plate 13 to form a hologram with two sets of fringes. In
order to separate the fringes from the red and green laser beams, an optical

Fig. 8.14 Optical schema of E:__—_._l

duo-source holographic
interferometer (/ He—Ne laser
source, 2 mirror, 3 half-wave
plate, 4 Ar+ laser source, 5
compound lens, 6 shutter, 7 9
separate prism, 8

multiwavelength rotation, 9- 8
beam amplifying lens, 10 2
lens, /1 bubbling simulator, 1]
12 amplifying lens, 13 14 10 9
holographic plate, 14 15 < 2 ()
separation filter, 15 frosted 1312™
glass, and /6 camera) 16 ._J 2
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resolving lens 14 was placed and two sets of fringes were displayed separately on
the frosted glass 15.

Experimental results

The thickness of concentration boundary layer . can be determined from the
fringe at a point where the concentration is substantially equal to the bulk. The J. is
measured from the hologram at the frontal part of the bubble as shown in Fig. 8.15
at different fluid velocities. It is found that the thickness in the frontal part of a
bubble is relatively steady, but that in the bubble wake is nonuniform, decreasing
from the center ¥ = 0 to the edge (+' = 1) as shown in Fig. 8.15.

Furthermore, the . gets thinner with increasing liquid bulk velocity as shown in
Fig. 8.16. The thickness of the concentration boundary layer and the concentration
distribution inside the concentration boundary layer are displayed respectively in
Figs. 8.17 and 8.18.

Some experimental results of concentration profile in the frontal area of the
liquid phase are shown in Fig. 8.18, in which the concentration distributions of
various system along the distance Y from the interface (¥ = 0) of frontal bubble to
the near 1.5 mm under the condition of # = 4.3 m sfl, bubble diameter d. =
0.65 cm and t = 298.15 K are displayed.

Figure 8.19 shows the concentration distribution close to the frontal bubble
under the conditions of u = 4.3 cm s, d. = 0.65 cm, and T = 298.15 K. It can be
seen that concentration profiles in the vicinity very close to the interface can be
obtained by the experiment.

Some experimental results of CO, concentration at about 10~ mm from the
interface in the process of absorption of stationary CO, bubble by various solvents
are shown and compared with the thermodynamic equilibrium value in Table 8.1.

As seen in Table 8.1, the CO, concentration near the interface in any of these
mass transfer processes is significantly lower than its thermodynamic equilibrium
value even at 0.01 mm from the interface. If thermodynamic equilibrium between

(@ (b)

0.24r

0.20F

1 1 1
0 0.20 0.40 0.60 0,80 1.00
r!

L

Fig. 8.15 The variation of concentration boundary layer thickness in the wake of a bubble with
d, =042 cm (for the liquid velocity u. (cms "), I u.=44, 2 u.=113, 3 u. = 18.2).
a Experimental data, b conceptual form of the boundary layer (reprinted from Ref. [5], Copyright
1992, with permission from CIESC)
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Fig. 8.16 The concentration
boundary layer thickness at
different bubble diameter and
fluid velocity for CO,
absorption by isopropanol

Fig. 8.17 Concentration
boundary thickness versus
bulk fluid velocity (/
methanol—propanol-CO,, 2
methanol-ethanol-CO,, and 3
ethanol—-propanol-CO,)
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phases can be established at the interface, as conventionally postulated in
nonequilibrium mass transfer models, the foregoing experimental results suggest
that there should exist a sharp concentration drop near or in the interface.

The concentration profile in a bubble is shown in Fig. 8.20.

It was found that the concentration near interface is affected by the fluid velocity
as shown experimentally in Fig. 8.21. As seen, when the fluid velocity u is small,
less than 4 cm s~ !, both concentration near interface and concentration boundary
layer are decreased sharply due to the reduction of vapor—liquid contacting time and
the interruption of concentration boundary layer by the flowing fluid. When the
fluid velocity is high enough, the effect is approaching equilibrium and the con-
centration as well as the layer becomes stable.
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Fig. 8.18 Concentration profile of CO, in concentration boundary layer for the MeOH-EtOH-
CO, system for d. = 0.65 cm (Y is the distance from the interface in mm, for the values of r’,
1r=09,2r=07,3r=05,4r"=0.3,and 5 r'=0.1)
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Fig. 8.19 Experimental concentration profiles in frontal area along the distance from interface of
a bubble (u =4.3 m s ') for the absorptions of CO, by various binary mixtures. a in mixture
MeOH-EtOH, with an initial xpeoy = 0.5657; b in MeOH—PrOH, with an initial xyeon = 0.3447;
and c¢ in EtOH-PrOH, with an initial xg,og = 0.3318

The experimental observation also showed repeatedly that under zero velocity,
the bubble interface appeared disturbed as shown in Fig. 8.22. Such disturbance
disappeared soon and the fringes remain stable. It indicated that the interfacial mass
transfer is unstable at the beginning because of perturbation from the fluid and kept
constant afterward.
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Table 8.1 Comparison of measured close interface concentration with thermodynamic equilib-

rium value
System Absorbent Measured CO, concentration Equilibrium CO, concentration
at 0.01 mm (mol. frac.) (mol. frac.)
1 MeOH 0.001016 0.006277
2 EtOH 0.001799 0.007149
3 PrOH 0.001987 0.008484
4 MeOH+EtOH 0.001011 0.007989
5 MeOH+PrOH 0.002128 0.006421
6 EtOH+PrOH 0.001687 0.007326
B
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Fig. 8.21 Effect of fluid velocity on concentration. a concentration profile near interface and
b concentration profile in boundary layer
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Fig. 8.20 The CO, (x3) concentration profile in the bubble
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Fig. 8.22 The interfacial
disturbance by fluid
perturbation observed on an
interfered fringes graph, the
gas-liquid system is CO,-
ethanol

8.2.2 Interfacial Mass Transfer [9]

The gas—liquid interfacial mass transfer has been considerably studied since the
early work of Whitman in 1923. In recent years, due to the development and
extensive application of the laser Doppler holographic interference and computer
online technique, much attention has been paid to the study of the mechanism of
interfacial process. Most proposed models about gas—liquid interfacial mass transfer
are based on the two-film theory with a basic assumption that the gas and liquid are
in thermodynamic equilibrium at the interface. However, such assumption has not
been proved experimentally. Therefore, molecular thermodynamic method may be
used to study the molecule interacting with the solvent according to some potential
law, for instance Lenard-Jones pairwise potential.

Take gas absorption as an example, the gas molecules transfer to the liquid can
be postulated by undergoing the following steps in sequence:

(1) Gas molecules of solute diffuse to the interface from bulk gas phase;
(2) Gas molecules combine with the liquid molecules at the interface forming the
solvation, in which the following steps are consisted:

(i) The creation of a cavity in solvent of suitable size to accommodate the
solute molecule;

(i) The solute molecule enters into the cavity and interacts with the solvent
according to some potential law, for instance the Lenard-Jones pairwise
potential.

(3) Solvated molecules transfer to the bulk liquid phase.

According to the Maxwell-Stefan diffusion equation
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XiVrpli zn: XiJy — xiJ;
RT Dy
k=1 ik
k#i

where ¢, is the total molar concentration. For the system of absorbed solute 2
(subscript 2 refers to the solute) only, the foregoing equation can be written as:

oVrpts ik (1-x)h (8.27)
RT c;:Dv cDm ’ '

where Dy is the Maxwell-Stefan diffusivity. In the case of dilute absorbent,
x; < 1. The foregoing equation becomes

_ Dy dp
T RT dy

or after integrating yields

]:C’DM%
2T RT 5

where Au, = u, — 1, 0 is the thickness of concentration boundary layer on the
liquid side. By substituting the thermodynamic relationship u = RT In yx where 7y is
the activity coefficient and y = 1 for ideal solution. In the case of very small x,, Dy
is equal to Fick law diffusivity Dg, the foregoing equation takes the following form
for calculating the interfacial mass transfer of the solute, i.e., the mass transfer from
interface to the bulk:

CtDM

.
X
J, = =2

In

52 (8.28)

In order to test the valid age of foregoing equation, an experiment of CO, single
bubble absorption was carried out, in which the laser holographic interference
technique was used to determine the CO, concentration near the interface and the
thickness of the concentration boundary layer under various liquid velocity. The
experimental result is shown in Table 8.2. The experimental conditions are
T =298.15 K, p = 101.325 kPa, d. = 0.42cm.

Table 8.2 Measured result of CO, absorption

No. u(cms b Methanol Ethanol n-Propyl alcohol
S(em) | x X10*  |6(cm) |x, X10* |6 (cm) | x, X10*

1 1.5 0.110 1.79 0.090 5.57 0.085 4.88

2 4.0 0.078 1.63 0.075 4.69 0.074 4.80

3 8.0 0.056 1.47 0.050 4.16 0.057 4.65

4 11.0 0.051 1.39 0.047 3.98 0.052 4.58

5 16.0 0.041 1.30 0.040 3.51 0.050 442
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Another experiment of mass transfer of single bubble (d. = 0.42 cm) absorption
was made to verify Eq. (8.28). Table 8.3 shows the comparison of calculated
results of mass transfer flux J., by Eq. (8.28) with the experimental measurements
Jexp- The agreement between them is satisfactory.

The mass transfer between two fluid phases must go through the interface. Due
to the existence of surface tension gradient on the interface and the density gradient
between the interface and the main fluid, the fluid dynamic instability or bifurcation
may appear under certain conditions, which always significantly influence the
process efficiency.

8.3 Discussion

The experimental measurements repeatedly reveal that the main resistance of mass
transfer is on a very thin layer attached to the boundary of interface causing very
sharp concentration gradient. Such deductive inference is based on the experimental
result that there is a very sharp concentration drop very close, say 1072 of a
millimeter, to the interface. The thin layer may be called as “transfer barrier” layer.
The resistance of this layer may come from the molecular retarding force for
keeping the mass molecule in interface and the molecular repelling force for
refusing the mass molecule entering the fluid phase. Such thin layer is similar but
not equal to Gibbs adsorption layer.

According to experimental result, an interfacial theory may be proposed that the
concentration boundary consists of two parts: the “transfer barrier” layer and the
diffusion layer. The “transfer barrier” layer takes the major part of mass transfer
resistance. The increase of fluid velocity enables to reduce the thickness of diffusion
layer to achieve the increase of mass transfer coefficient up to onefold, but it cannot
affect the “transfer barrier” layer. The lowering of the resistance of “transfer barrier”
layer can be realized by the measures of increasing the mass potential at interface,
such as by creating interfacial Marangoni convection, which can raise the mass
transfer coefficient by several folds. Thus, the effect of process intensification by
interfacial means is more pronounced than that by changing the operating
condition.

8.4 Summary

(1) By solving the continuity equation and momentum conservation equation, the
velocity field around a bubble can be obtained. The calculated result is
compared with experimental measurement in both tangential and radial
velocities and shows better than the others in literature.
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The concentration field near the vapor bubble is measured by using holo-
graphic interferometer. The measured result shows that the concentration at
distance about 10~> mm from the bubble surface is far from the thermody-
namic equilibrium value. If vapor-liquid interface is under thermodynamic
equilibrium, that means there exists a very sharp concentration drop or high
mass transfer resistance near the interface. Thus it is reasonable to deduce that
there exists a “transfer barrier” layer attached to the interface creating the main
resistance of interfacial mass transfer. However, further investigation is needed
regarding this finding.
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Chapter 9
Simulation of Interfacial Effect on Mass
Transfer

Abstract The mass transferred from one phase to the adjacent phase must diffuse
through the interface and subsequently may produce interfacial effect. In this
chapter, two kinds of important interfacial effects are introduced and discussed:
Marangoni effect and Rayleigh effect. The theoretical background and method of
computation are described including origin of interfacial convection, mathematical
expression, observation, theoretical analysis (interface instability, on-set condition),
experimental and theoretical study on enhancement factor of mass transfer. The
details of interfacial effects are simulated by using CMT differential equations.

Keywords Interfacial mass transfer - Marangoni effect - Rayleigh effect

Interfacial concentration gradient - Interfacial convection - Mass transfer

enhancement

Nomenclature

Bi Biot number
Mass concentration, kg m

d Interfacial concentration, kg m3

c* Interfacial concentration in equilibrium with the bulk concentration,
kg m~>

Cr Crispation number

d Liquid layer thickness, m

D Diffusivity of solute, m? s~}

F Enhancement factor

g Acceleration of gravity, m s >

j Mass transfer flux, mol s~' m ™2

k Coefficient of mass transfer, m s '; wave number

ky Coefficient of mass transfer calculated by penetration theory, m s™'

I, L Characteristic length, m

Le Lewis number

Ma Marangoni number
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N Mass transfer flux, mol s ' m 2

P Pressure, kg m ™' s72

Ra Rayleigh number

Re Reynolds number

S Source term

Sc Schmidt number

Sh Sherwood number

t Time, s

T Temperature, K

T Residence time of fluid cell, s

u, v, w  Velocity component, m s !

U, V, W Dimensionless velocity component

Ui Velocity at interface, m s~

X, ¥, 2 Coordinate

X, Y, Z Dimensionless distance

P Concentration gradient in x direction, %

ﬁ'c Concentration gradient in z direction, g—ﬁ

Br Temperature gradient in x direction, %
o Temperature gradient in z direction, ‘Z)—Z

Rr Coefficient of surface tension change with temperature, g—;

R, Coefficient of surface tension change with concentration, %‘Z

a Thermal diffusivity, m* s~

I Viscosity, kg m™~' s7!

v Kinematic viscosity, m?s !

o Surface tension, kg §2

T Dimensionless time

W Amplitude of velocity disturbance

D Amplitude of concentration disturbance

O Amplitude of temperature disturbance

p Density, kg m >

0} Increasing rate of disturbance

Superscript

" Disturbance

— Average

Subscript

cr Critical

exp Experimental
h Heat transfer
G Gas phase



9 Simulation of Interfacial Effect on Mass Transfer 313

log Logarithmic average
L Liquid phase

surf  Surface

theo Theoretical

The mass transfer between two fluid phases must go through the interface. Due to
the existence of surface tension gradient on the interface and the density gradient
between the interface and the main fluid, the fluid-dynamic instability or bifurcation
may appear under certain conditions, which can significantly influence the process
efficiency.

9.1 The Interfacial Effect

In the course of interfacial mass transfer, from molecular point of view, the process
is stochastic; that means some local molecules may undergo the mass transfer in
advance than the others, so that small concentration gradient 5)—; (where i = x, y, 2)
are established at the interface. As the surface tension ¢ is function of concentration,
it follows that the surface tension gradient 37" is also created at the interface. If g—;‘ is

increased up to a critical point, the fluid-dynamic instability will appear to induce
the interfacial convection as well as the formation of orderly structure at the
interface. At the same time, the rate of mass transfer may be enhanced or sup-
pressed depending on the properties of the mass transfer system concerned; such
phenomena is generally regarded as interfacial effect.

In the middle of eighteen century, Marangoni described and investigated such
interfacial convection [1], which afterward was called Marangoni convection and its
effect was also regarded as Marangoni effect.

Further increase of g—)‘: after the critical point will continue to magnify (if not to

depress) the interfacial effect until the interface structure becomes blurred and the
orderly structure gradually turns to the disordered or chaotic state. At this time, the
process is approaching to the turbulent state of mass transfer.

The Marangoni convection, induced by surface tension gradient g—x”

— Ac
T AxlAx—0

dimensionless group, denoted as Marangoni number Ma, as given below. The
greater Ma number means more intense interfacial convection:

— Ac
= Axlax—0 ©

at the same time, can be represented by a

T

by concentration gradient 7=

~ R.AcL
==D

Ma (9.1)

where R (R, = %) is the rate of surface tension increase with respect to the con-
centration of the transferred species; D and u are respectively the diffusivity and
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viscosity of the transferred species; L is the characteristic length. In the literature,
L and Ac can be expressed in specified form according to the process concerned.

When Ma number reaches its critical value Ma., and beyond, i.e. Ma > Ma;, the
mass transfer system is under instability and Marangoni convection is induced;
when Ma < Ma,,, the system is stable and the convection is suppressed.

The Marangoni number Ma may be positive or negative dependent on the value
of R, and Ac. For instance, if CO, is absorbed by ethanol, the Ac of CO, in ethanol
is positive and R, is negative, then Ma is negative. Otherwise, if CO, is desorbed
from CO, saturated ethanol, both R, and Ac are negative, thus Ma is positive. In
multi-component mass transfer process, since more than one component is trans-
ferred, the sign of Ma is dependent on their coupling result.

According to the sign of Ma, the mass transfer processes can be classified into:

(1) Positive Ma process (Ma > 0): Marangoni convection is promoted.

(2) Negative Ma process (Ma < 0): Marangoni convection is inhibited.

(3) Neutral Ma process (Ma = 0): Marangoni convection is absent. Generally, this
class also refers to the case that Ag is less than 1-2 dyn/cm.

Marangoni convection is also influential to many other transfer processes, such
as crystallization, metallurgical and drug productions as well as the transport
behaviors in the space [2].

Since Marangoni convection is induced by surface tension gradient on the
interface, the creation of such gradient is caused not only by having concentration
gradient but also by temperature gradient g—XT The intensity of Marangoni convec-

tion created due to the temperature gradient on interface can be represented by May,
as follows:

 RwATd

ap = 9.2
= 92)
where Ry, represents the rate of surface tension increase with respect to the tem-
perature, R, = g—; = % Ar_o > AT and d are respectively the temperature difference

and the characteristic length, which are usually specified by different investigators
to suit different processes.

Furthermore, the interfacial convection and the renewal of interface can also be
promoted by the vertical convective circulation between interface and main fluid due
to the density difference Ap. Such convection is called Rayleigh convection [3, 4]
or Rayleigh-Bénard convection. The intensity of Rayleigh convection can be
represented by the Rayleigh number Ra as follows:

_ gApD?
= “Dn

Ra (9.3)
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Table 9.1 The sign of Ma Absorbent O, co,

znd Rat.for tlflece(l)bscl;rp(tii%1 an(i absorption desorption

ate)zgigelr?; ° 2y e Ma Ra Ma Ra
Methanol - + + —
Ethanol - + + -
Chlorobenzene - - + +
Trichloroethylene - - + +

where L is the characteristic length, and generally refers to the distance from
interface to the bulk fluid; g is the acceleration of gravity. Similar to Ma, the
Rayleigh convection appears only after reaching its critical value.

In short, the Marangoni convection induced by surface tension gradient and the
Rayleigh convection induced by density gradient are the two main interfacial
effects. Marangoni convection displays on the interface and underneath (the depth
of Marangoni convection underneath is about 10~ m in our observation); and the
Rayleigh convection appears vertically from interface to the bulk fluid with
accompanied action of interfacial renewal. When the critical point of each con-
vection is reached, the interfacial effect will be initiated.

In fact, the gradients of concentration, temperature and density are all giving
contributions to the interfacial convection and forming coupling effect. For
instance, when CO, is desorbed from CO, saturated ethanol, the Marangoni con-
vection is positive (Ma > 0), but if the Rayleigh convection is negative (Ra < 0), it
will depress the Marangoni convection. On the contrary, when CO, is desorbed
from CO, saturated chlorobenzene, both Ma and Ra are positive, the Marangoni
convection will be strengthened. The sign of Ma and Ra for the absorption and
desorption of CO, by different absorbents are listed in Table 9.1

9.2 Experimental Observation of Interfacial Structure
Induced by Marangoni Convection

Since last century, many researchers have undertaken the observation of Marangoni
convection, especially using the laser Schlieren technique. In this section, Some
results of our experimental study on interface structure are presented for illustration
[5-9]. The experimental installation is shown in Fig. 9.1. The experiment was
undertaken at constant temperature so that the temperature induced Marangoni
convection can be eliminated. The liquid—gas contactor (Fig. 9.2) can be placed in
horizontal position for horizontal liquid—gas flow, or in vertical position for falling
liquid film and uprising gas flow. The mass transfer process to be study is either
absorption or desorption of CO, by various kinds of absorbent. Nitrogen is served
as CO, carrier. The liquid phase can be in either stagnant or countercurrent flow
with the gas phase.
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6 Jg
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Fig. 9.1 Experimental installation for the observation of interfacial structure (/ He-Ne laser, 2
reflecting mirror, 3 expanding lens, 4 concave mirror, 5 mirror, 6 blade, 7 screen, 8 CCD camera, 9
N, cylinder, /10 CO, cylinder, 1/ absorbent vessel, /12 pump, /3 CO, purifier, /4 Rotameter, /5
PID controlled heater, /6 mixer, /7 bubbling vessel, /8 blower, /9 falling film liquid-gas
contactor, 20 horizontal flow liquid-gas contactor, 2/ air conditioning zone, 22 solvent recovery
vessel, 23 flue gas exit) [1]
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Fig. 9.2 Liquid—gas contactors a horizontal contactor, b vertical (falling film) contactor

9.2.1 Stagnant Liquid and Horizontal Gas Flow

(1) Desorption of CO, from CO, saturated ethyl acetate
In this case, Ma > 0, Ra < 0, the Marangoni convection is induced after the
surface tension gradient is reaching to the critical value. The interface was
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Fig. 9.3 Interfacial structure of CO, desorption from stagnant ethyl acetate at 17 °C and N, rate
of 0.1 m*h [1] a beginning of formation, b development, ¢ stable structure

photographed for the whole desorption process until stable picture was
obtained. The liquid-gas contactor is schematically shown in Fig. 9.3a.
Under the condition of 17 °C, nitrogen flow rate 0.1 m*/h and liquid thickness
5 mm, the interface image displayed not so clear roll structure at the beginning
as seen in Fig. 9.3a, and afterward turned to polygonal like structure (b), and
finally reached stable clear polygonal cell structure (c).

(2) Absorption of CO; by ethyl acetate
In this case, Ma < 0, Ra > 0, although the Marangoni convection is negative,
yet the density gradient between interface and the bulk liquid induced the
Rayleigh convection to renew the interface so as to establish concentration
gradient with the depleted local point and formed interfacial convection as
seen in Fig. 9.4. As seen in this figure, when the liquid thickness is 2 mm, the
interface displayed polygonal like structure but without order. When thickness
of liquid was increased to 5 mm, mixed roll and cellular structure was
appeared. Further increased of liquid thickness to 10 mm, the interface
showed the enlargement of the mixed structure and more intense convection. It
demonstrated that the Rayleigh effect was strengthened by deeper liquid
thickness to increase the density gradient. It is also shown that the interfacial
structure is dependent on the coupling effect of Marangoni and Rayleigh
convections.

Fig. 9.4 Interfacial structure of CO, absorption by stagnant ethyl acetate at 17 °C and gas rate of
0.04 m*/h [1] a liquid thickness 2 mm, b liquid thickness 5 mm, ¢ liquid thickness 10 mm
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Fig. 9.5 Image of convection
perpendicular to the interface
for the absorption of CO, by
stagnant ethyl acetate [1]

The Rayleigh convection was also photographed from vertical view (per-
pendicular to the interface) as shown in Fig. 9.5. The inverted mushroom
shape of convection penetrates from the interface to the main body of liquid.

9.2.2 Horizontal Concurrent Flow of Liquid and Gas

(1) Desorption of CO, from CO, saturated ethanol
In this case (Ma > 0, Ra < 0), under the condition of liquid thickness 4.6 mm,
ethanol velocity 6.9 X 107> m s™' and nitrogen rate 0.12 m* h™', Marangoni
convection was induced as shown in Fig. 9.6a in the form of parallel roll
structure. When nitrogen rate was increased to 0.16 m®> h™!, the roll became
finer and smaller as shown in (b).

(2) Diffusion of aqueous ethanol to nitrogen in countercurrent flow
In this case, two component, water and ethanol, was diffused to nitrogen in the
liquid-gas concurrent flow and induced interfacial structure (Ma > 0, Ra > 0).
Under the condition of liquid thickness 5.3 mm, aqueous ethanol rate

@ ().

Fig. 9.6 Desorption of CO, in horizontal concurrent liquid-gas flow [1] a nitrogen rate 0.12 m>/h,
b nitrogen rate 0.16 m/h
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(b)

Fig. 9.7 Diffusion of aqueous ethanol to nitrogen in concurrent flow a nitrogen rate 0.12 m*/h,
b nitrogen rate 0.16 m*/h (reprinted from Ref. [8], Copyright 2002, with permission from CIESC)

8.7 X 10 ® m s~ ! and nitrogen rate 0.1 m*> h™", the interface displayed clear
cellular structure as shown in Fig. 9.7a. Under another condition of liquid
thickness 4.3 mm, aqueous ethanol rate 1.1 X 107> m s~ and nitrogen rate
0.16 m* h™", the cellular structure was not so clear and likely to have tendency
of becoming roll as seen in (b). Thus the interfacial structure is also affected by
the flowing condition of liquid and gas.

9.2.3 Vertical (Falling Film) Countercurrent Flow of Liquid

and Gas

Two cases of chemical absorption are taken for illustration.

D

(@)

CO, absorption by aqueous diethanolamine

In this case, 28 mol% of aqueous diethanolamine was used to absorb CO,
(Ma > 0, Ra > 0) in the falling film liquid—gas countercurrent contactor as
shown in Fig. 9.4b. Under the condition of liquid thickness 0.12 mm, liquid
rate 3.22 X 102 m s~ ' and CO, rate 0.016 m® s™", the interface displayed
mixed structure of roll and cell as shown in Fig. 9.8a. At higher CO, rate of
0.1 and 0.2 m* s_l, the roll structure was dominated although some cells was
appeared locally as seen in (b) and (c).

CO, absorption by aqueous NaOH

In this case, under the condition of falling film thickness 0.13 mm, liquid rate
276 X 10> m s~ ! and the countercurrent CO, rate respectively 0.08, 0.1,
0.16, 0.2, 0.3 m> s~ !, the interface structure is shown in Fig. 9.9a—-d. At low
gas rate, cellular structure appeared locally; while at higher gas rate, the roll
structure involving cells was developed with tendency to becoming all roll
structure.
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Fig. 9.8 Falling film absorption of CO, by diethanolamine [1] a CO, flow rate 0.016 m’h!,
b CO, flow rate 0.1 m*> h™!, ¢ CO, flow rate 0.2 m> h™*

(b) @

Fig. 9.9 Falling film absorption of CO, by NaOH [1] a CO, rate 0.08 m>h™!, b CO, rate
0.1 m* h™!, ¢ CO, rate 0.16 m> h™!, d CO, rate 0.3 m> h™!

9.3 The Condition for Initiating Marangoni Convection

The appearance of Marangoni convection in the liquid-gas interface means that the
system can not retains the stable state and turns to induce interfacial flow and
accompany with the formation of orderly structure. In other words, the Marangoni
convection is initiates at the point where the stability of a mass transfer process is
broken down and led to the non-equilibrium phase transition to the orderly
structure.

The condition of initiating Marangoni convection can be found by analysing the
stability of a mass transfer process, i.e. answering the question: under what con-
dition the stable state is interrupted. The process chosen for this study is desorption
of falling desorbent (aqueous acetone) by the countercurrent flowing gas (nitrogen)
as shown in Fig. 9.10.



9.3 The Condition for Initiating Marangoni Convection 321

Fig. 9.10 Mass transfer solid :
model of falling film and boundry interface
countercurrent gas flow : T
’ ——
11
4
H ..
q liquid gas
1]
4
’
y
o d z
x

Sha simulated and analyzed this process with the following model [10, 11]:
Assumptions

ey

(@)
(&)
“)

®)

The thickness of falling film is small; the density difference between interface
and the film in the direction perpendicular to the interface is negligible so that
the effect of Rayleigh convection can be neglected. Also the process is
isothermal and the Marangoni convection is only due to interfacial concen-
tration difference.

The interface is flat, no deformation.

All physical properties are constant except surface tension.

Both the rate of falling film and uprising gas flow are low, and the frictional
force between liquid and gas is neglected.

The amount of desorbed species (acetone) transferred is small, so that the
density of desorbent is practically remained constant.

9.3.1 Model Equations

The mass transfer process is desorption where desorbed species (acetone) is
transferred from aqueous liquid phase to the gas phase. The surface tension is
changed linearly with the concentration as follows:

g = 0y +RC(C — C())
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where o( is the surface tension at the interfacial desorbent (aqueous acetone)
concentration cg; R, = g—‘; is the rate of surface tension change with respect to the
concentration; ¢ is the desorbent concentration in aqueous liquid phase.

For the desorption of aqueous acetone to the nitrogen, the concentration of
acetone is decreased as the liquid phase flowing down, the concentration gradient %
is negative. Since R, is negative in this case, thus R.Ac as well as Ma is positive and
Marangoni convection can be induced under appropriate condition. The following
interacted liquid phase (aqueous acetone) model can be established:

o on P
/!
s-_(o,%’)
P
u = (u,y,w)

where ¢ is the mass concentration of the desorbed species (acetone) in desorbent
(kg m™>); D is the molecular diffusivity (m? s™'); S is the source term (gravity); 7 is
the time.

The boundary conditions are:

Atz=0 (wall), u=v=w=0,%=0.

At z = d (liquid—gas interface), solute is diffused from liquid phase to the gas
phase, the rate of which can be represented by the following equation:

Jc
—D—=k.(c—c
% L( 1)
where ki is the liquid film coefficient of mass transfer; c; is the solute concentration
at the interface.

Dimensionless model equations

For the convenience of solving the model equation, the method of dimensionless is
used to reduce the number of variables. Let d, S.R.d/u, P.Rc, f.d, 1/B.R. are
respectively the dimensionless length, velocity, pressure, concentration and time, i.e.

up vu w X y
U= V= W= X==, Y==
B.R.d’ B.R.d’ B.R.d’ d’ d’
R,
7= c=C R, _p
d p.d It BeRe
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Substitute the foregoing dimensionless variables to the model equations to yield
the following equations:

ou
—=0
8x,-
ou ou opr U
Re|— +U——| = —=—
e{az‘+l]an] o o
M. a_C + Ua_c — az_c
N
U= (UV,W)
The dimensionless boundary conditions are:
AtZ=0,
U=V=W=0C/0Z=0
AtZ=1,
wW=0
ou __oc
0z 19).4
ov__ac
0z aY
e
A Bi(C—C)+S

where the dimensionless group are:

R.d* kd R.d*
Re:pﬁc—c7 Sc:i, Bi(M,L) = = Ma:ﬁc—7
G pD D uD
c—Cy c—co Sg
C—C = , C= . S=
p.d p.d p.D

where Bi(M, L) is the Biot number for liquid phase; the (M, L) is omitted in
subsequent section.

9.3.2 Stability Analysis

Since the inhomogeneity of surface tension at the interface is the cause of initiating
the Marangoni convection, the surface tension gradient % can be considered as an

external force acting to the system. When this external force is not great enough to
overcome the viscous shearing force of the fluid, the system remains stable. If this
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external force is just equal to the viscous shearing force of the fluid, the system is
said to be in the critical condition. The Marangoni number at this point is denoted as
critical Marangoni number Ma.,. Thus we may apply a small disturbance as
external force to study the stability of the system.

The small disturbance acting on the variables concerned can be represented as
follows:

(U’ V) W? P7 C) = (U’ ‘77 W? p7 C) + (514, 5‘)7 (3W) 5p’ 50)

where superscript “—” denotes stable state. If the disturbance system follows single
normal mode, the disturbance term (Ju, év, ow, Op, dc) is expressed by
two-dimensional (x, y) exponential form as follows:

(Su, 0v, 0w, dp, o¢) = (U(Z),¥(Z), W(Z),p(Z),¢(Z)) exp [ikex + ikyy + ot

where k, and k, are respectively the wave number in x and y direction; @ is the
increasing rate of disturbance; superscript * represents the amplitude of the dis-
turbed variable; x, y are the dimensionless coordinates.

Under neutral condition, e is equal to 0. If the disturbance appears in x direction,
k, = 0. Substituting the disturbance expression to the dimensionless model equation
and the boundary condition, we have:

(52 — kﬁ)l:t = MaSc™ W
(D> =) =0 (9.4)
(D* — ) C = —Malii + MaZ*/2)

AtZ=0,u=w=Dw=DC=0

At Z = 1B}, Du=w = D*w +k2C = DC + BiC = 0.
where D is differential operator.

If the system is stable, the foregoing dimensionless equations have zero solution;
if the system is unstable, there should have solution. Direct integration of foregoing
dimensionless equations yield the solutions for #, w and C with eight unknown
integration constants in which the Ma, Bi, Sc, k. are involved. Substituting to the
boundary condition, eight linear equations are obtained. In this equation set, if the
coefficients of 8 X 8 determinant equal to zero, the dimensionless equations can be
solved. Mathematically speaking, the necessary and sufficient condition of system
under instability is the foregoing 8 X 8 determinant is equal to zero. It follows that
we have:

f(Ma, Bi, Sc, k;) =0

The left hand side of the equation represents the relationship between Ma, Bi, Sc,
k> obtained by setting the 8 X 8 determinant equal to zero. In other words, the
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Fig. 9.11 Ma and 130
k relationship at Bi = 0 and 120
different Sc 110
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Fig. 9.12 Ma and 180
k relationship at Sc¢ = 1000
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foregoing system is unstable if its reasonable values of Ma, Bi, Sc, k, are fulfill the
condition of f(Ma, Bi, Sc, k) = 0.

By setting different Sc and Bi, the relationship between Ma and k, can be
obtained from f(Ma, Bi, Sc, k) =0 as shown by the curves in Figs. 9.11-9.14.
In these figures, any points above the curve are unstable and induce Marangoni
convection; while any points below are stable without Marangoni convection. The
minimum point of the curve represents the critical Marangoni number Ma,. It is
also seen from Fig. 9.11 through 9.14 that Ma,, is affected by both Sc and Bi of the
process.

Sha performed the experiment on the falling film desorption of acetone from its
aqueous solution [10, 11] and found the Ma,, as given in Table 9.2. In comparison
with the calculated Ma,,, the error is less than 10 %.
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Table 9.2 Comparison of calculated and experimental Ma,, (gas phase N,, Re = 446)
Liquid Film Bi Sc Experimental Calculated Error
rate X 10° thickness X 10* May, May, (%)
(m*s™") (m)
1.11 2.78 1.655 |714 [26.92 24.86 8.29
1.67 3.18 2.168 |714 | 28.67 26.24 9.26
222 3.5 2.62 714 |29.86 27.43 8.97
2.78 3.77 3.05 714 | 31.24 28.56 9.4
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9.4 Mass Transfer Enhancement by Marangoni
Convection

As stated in previous section, the mass transfer process can be enhanced by the
presence of Marangoni convection. Xiao analyzed the mass transfer condition under
Ma > Ma,, to find the enhancement factor as follows [12].

Starting from the equation of steady diffusion,

and the direct integration of continuity equation:

Ou
w = —Za (96)

Substituting Eq. (9.5) to Eq. (9.4), we have:

dc  Oude 0
“ox “oxoz o2

The boundary conditions are:

z=d c=c¢
z=0 c=c¢y
x=0 c=c¢

where ¢y and ¢, are respectively the concentration at the interface and bulk fluid.
If the thickness of the boundary layer at point x is h(x), let

Substituting to Eq. (9.6) yields:

1 [udh? du\ de &’ d*c
L(u proy,fe fe ey 9.8
D(de + dx)ndn+dn TP (8)

Let
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Equation (9.7) becomes

de d%
l'n—+-—= 9.10
" + i (9.10)
From the boundary condition, at x =0, h =0, integrating Eq. (9.8) and
Eq. (9.9) and combining with the boundary condition, we get:

1
c=cy— \/7c1—co /e %nzdn (9.11)
0

or:

dc  Ocon 1 [21 1
—_——=—— = — — — 2 12
Jdz Onodz h\n=n (co —er)e (9.12)

Let N be the mass flux transferred, which is given by:

N:D&

= k —
az 0 P (CO C])

In connection with Egs. (9.10) and (9.11), we have:

where Kk, is the local mass transfer coefficient at point p. Thus the liquid phase mass
transfer coefficient covering the length x, of the process can be considered as the

averaged Kp:
D
w2 ]
ud}c2
D[1L [® z
:z,/_[_ / udx}
X0 X0 Jo

If u in the foregoing equation is replaced by the average velocity uy, it becomes
Higbie penetration model. Here we considered a disturbance velocity du is added to

uo as follows:

o=

(9.13)

U= uy+ou
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and

5
ou=— %—de = —/DW exp(ikyx + ot )dx
/4

The W can be expressed as function of z:

W = Af(z)

where A is a constant to be determined. Then we have:

U= kiAf(z) exp(ikyx + o 1)
1

Substituting du to the force balance equation at the interface gives:

b0 _ (900 dow
ox 0z Ox

= uA {kif(z) + ikf(z)] exp(ikyx + wt)
2
Integrating foregoing equation from 0 to x, yields:

Ac = A [% f(z)+ f(z)} exp(ikex + ot ) [y = 0A

329

where Ao is the liquid phase surface tension difference of the element in contact
with the gas phase at the interface after traveling through distance x,. Substituting

Ao to the definition of Ma and rearranging, we have:

Ao uD

A=—=—Ma= BM
0 20 a

Substitute du and A to the following velocity equation yields:

u=uy+ou=uy+ éBMaf(z) exp(ikux + wr)

Then we have:

1
2

= D [uo + BMaf( ) exp(ikyx + i) ﬁo}

2\ = xo/uo u0k2 BMaf( ) exp(ikex + wt) 6"}

= 1+ EMa]

(ST

e
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Obviously, Ky is the mass transfer coefficient given by penetration theory; E can
be considered as a constant. Then we have the ratio of the mass transfer coefficients
with surface disturbance to that of penetration theory as follows:

FeX o EMa) = (L 4 %M%
= — = a = —_— a
kH Ma
where the ratio F is the enhancement factor. When Ma is sufficient large, the
foregoing equation can be simplified to:
F = E*Ma?

The F is proportional to square root of the Ma. As seen from foregoing equation,

the mass transfer can be enhanced by Marangoni convection, although it should be

verified by experimental evidence as shown in subsequent section.
Sun [13, 14] derived from dimensionless disturbance equation to obtain F to be:

1
Fe [1 +a(M—“ ‘M““)]z
Mac,

where a is a constant. When Ma is sufficient large, it becomes:

1
an% Ma \*
Ma,

when Ma = Ma,,, F = 1, we obtain a = 1; the equation also takes the form of:

< > |
F =
Macr

For a mass transfer process, the Ma, is a fixed value, the foregoing equation can
1
be written as F = b(Ma)>.

9.5 Experiment on the Mass Transfer Enhancement
by Interfacial Marangoni Convection

9.5.1 Absorption of CO, by Horizontal Stagnant Solvent

Sun performed the experiment of CO, absorption by methanol, toluene and
chlorobenzene in a horizontal liquid-gas contactor at different liquid thickness & as
shown in Fig. 9.16 for investigating the progress of Marangoni effect [13, 14]. The
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development of enhancement factor F’ with time of the unsteady absorption is given
in Fig. 9.15.

As seen from Fig. 9.15, the enhancement factor F at the beginning is increased
with time where the rate of absorption by ethanol is faster than that by toluene.
While the absorption by chlorobenzene shows no enhancement effect (F = 1) due
to both the Ma and Ra numbers are negative. Figure 9.16 shows the F-f curve of
CO, absorption by isopropanol at different liquid thickness.

As seen in Fig. 9.16, the F increases with increasing liquid thickness because the
higher the liquid thickness the more intense Rayleigh effect. It dominstrates that the
coupling effect of Rayleigh and Marangoni makes greater increase of the
enhancement factor.

Sun proposed that the F-t curve is composed with three stages [14]: (1) as-
cending stage where the interfacial disturbance is gradually intensified and F is
increased; (2) transition stage where the interfacial disturbance and F' becomes
relatively stable; (3) descending state where the absorption is approaching satura-
tion so that the driving force of mass transfer is lowered and F is gradually declined.
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In the ascending stage, the F factor can be regressed by the following equation:
(ac)
F =
May,

9.5.2 Desorption of CO, by Falling Film Solvent

Zhou performed the experiment of steady falling film mass transfer process
to investigate the effect of Marangoni convection on the mass transfer coefficient
[5, 7, 15]. The choice of falling film is to eliminate the Rayleigh effect. The
experimental setup is the same as shown in Figs. 9.1 and 9.2b. The process is
desorption of aqueous desorbent by nitrogen. The inlet composition of aqueous
desorbent was changed for every run in order to study the influence of mass transfer
coefficient on the effect of Marangoni convection. Pure nitrogen was used as gas
absorbent for desorption. The composition of desorbent in the outlet gas phase can
be calculated by:

QL(CLin - CLout)

Oc

CGout =

where ¢y ;, is the desorbent concentration at the inlet (mol m_3); CLout ANd CGoyt are
respectively the desorbate (species to be desorbed, called solute hereafter) con-
centration at the outlet liquid and gas phases; Q; and Qg are respectively the
volumetric flow of liquid and gas phases.

The overall coefficient of mass transfer can be calculated by the following
equation:

~ Or(cLin — CLout)

Kiexp =
o A<CL - clt)log
% _ (CLin - CGoul/m) — CLout
(CL o CL)IOg - CLin _L'Goul/m

log CLout
where A is the liquid—gas contacting area; (¢, — c{)log is the logarithmic average
driving force of mass transfer between liquid inlet and outlet; ¢} is the desorbate
(solute) concentration in liquid phase in equilibrium with that in gas phase;
m = c§;/cL; c§ is the solute concentration in equilibrium with the partial pressure of
solute concentration ¢y in the bulk liquid phase.

In this case, the Ac in Marangoni number, which represents the intensity of
Marangoni convection, can be expressed by the interfacial solute concentration
difference per unit length of interface as follows:
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Ac — ACZLf _ CLf(out) l— CL(in)

where ¢y is the solute concentration at interface. The % can be regarded as the
driving force per unit interfacial length. The cpf(n) and cpfou) can be calculated as

follows [16]:
CGout T CLin4 / [%

CLf(in) = B
D
CLouty/ Do
CLf(out) = I

where D and Dg are respectively the diffusivity of solute in liquid phase and gas
phase.

Under the condition of no Marangoni convection, the mass transfer on falling
film is only by diffusion. Zhang [16] and Bird [17] derived the following equation
of overall mass transfer coefficient K e, based on the penetration theory:

0.5 —0. —0.5
= @D DG ) 2

Under the condition of existing Marangoni convection, the enhancement factor
F can be expressed as:

F— KLexp

KLtheo

From the experimental F factor obtained under different A‘i“, we can judge the

intensity of Marangoni effect.

(1) The increase of K., with 25t

(A) Desorption of ethyl ether in nitrogen stream
Under the condition of N, 1.5 m® h™", aqueous ethyl ether 10 L h™", the
overall liquid phase mass transfer coefficient K .., versus driving force
per unit interfacial length %, is shown in Fig. 9.17. Different % are
established by changing the inlet composition of aqueous ethyl ether.
(B) Desorption of ethanol in nitrogen stream
Under the condition of N, 1.5 m3/h, aqueous ethanol 10 L/h, the overall
liquid phase mass transfer coefficient K., versus driving force unit

At jg shown in Fig. 9.18.

length
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Fig. 9.17

Fig. 9.18
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As seen from Figs. 9.17 and 9.18, the overall mass transfer coefficient

Acig
!

is intensified. When is further increased, the Marangoni convection is
too strong to approaching turbulence and desorption is gradually turning
to the stable turbulent mass transfer. The enhancement factor is found
about 1.5-4.0.

K exp 1s increased with increasing because the Marangoni convection

ACLf
l

(2) The increase of enhancement factor F with Ma number
The Acy gui/l can be converted to the Ma number by Eq. (9.1). The increase of
F with Ma number at different liquid and gas rates is shown in Fig. 9.19 [18].
As seen in the figure, the liquid rate is much influential on F factor than the gas
rate.
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Fig. 9.19 The F versus Ma curve for the desorption of aqueous ethanol a Reg = 230,
b Reg = 460 (reprinted from Ref. [9], Copyright 2006, with permission from Tianjin University)

9.6 The Transition of Interfacial Structure from Order

to Disorder

For the falling film mass transfer process as shown in Fig. 9.3, when the Ma
number exceeds the critical value Ma,,, the linear stability analysis is not valid, and
the non-linear disturbance should be considered. Xiao solved the following
non-linear disturbance equation for the process with heat and mass transfer as

follows [12]:

Odu Odu 106P  0%*6u
ot e = e T o,
%—T +5uaAT = 5w+cx@
ot Ox; ax,?
657C + 51465—(: = 0w+ Dazﬂ
ot Ox; Ox?
dou
Ox; =0

The foregoing equation set involves unknown Ju, ow, dp, oT and

Eliminating Jdp from the velocity equation, we have:

99
ot

where

=%z

+ou-Vo =vwW2o

_ Oou

Oow

ox

oC.
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The boundary conditions are:
At z = 0 (wall surface):

ou=~0

90C

—— =Bi’sC

0z m

00T

—— = Bi)TéT

4
where Biom = ]%d is the Biot number for mass transfer; Biﬁ = hgTd is the Biot number

for heat transfer; superscript O denotes at the solid wall.
At z = 1 (interface):

ow=0
00T .
06C
—— = Bi, 6C
0z m

dou  9ow  May 00T M. 00C

8—Z+ Ox  Le 8x+ “ox
where the superscript I denotes the interface.

For solving the unknown du, dw, 6T, oC, the tau method developed from
Gelerkin method were used. The energy spectrum function P is defined as [12]:

P(f) = Z Crexp(2nfkv/—1/N
=1

where f is the frequency; & is the wave number; N is the number of terms taken in
the expansion series of disturbance. Figures 9.19 (no heat transfer, Ma;, = 0) and
9.20 (with heat transfer, Ma, = 34) show the energy spectrum for desorption of
aqueous methanol at different Ma/Ma., and May,.

From the energy spectrum at different Ma/Ma,,, it is seen that when Ma/Ma,,
between 3 and 12, clear peak is found indicating periodic motion (ordered con-
vection); but when Ma/Ma,, up to about 13, obvious noise is appeared indicating
the periodic motion being interrupted and turned to disorder (chaos). Thus the
transition point, which can be found from interfacial order to disorder structure, is
about Ma/Ma., = 13. Nevertheless, upon careful study of Figs. 9.20 and 9.21, some
small noise yet be seen; it means that some small disorder is always accompanied
with the major part of the ordered interfacial structure.

From the solution of foregoing differential equation set, Zhou [15] also obtained
the relationship between mass flux (represented by Sherwood number Sk,

(Sh = %: L{ZIC) and Mal/Ma,,. The -calculated results are compared with
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Fig. 9.20 Energy spectrum of aqueous methanol desorption (Ma, =0) a Ma/Ma = 2,
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Fig. 9.21 Energy spectrum of aqueous methanol desorption
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Fig. 9.22 Sh versus Ma/Ma,,
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experimental data on desorption of aqueous methanol and acetone under nitrogen
stream as shown in Figs. 9.22 and 9.23. When Ma exceed critical value (Ma/
Ma., = 1), Sh goes up sharply, and then slow down as Ma further increases. Finally
Sh becomes almost constant which indicates that the chaos or turbulent state is

reached.
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Fig. 9.23 Sh versus Ma/Ma,, 10
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9.7 Theory of Mass Transfer with Consideration
of Marangoni Effect

In the study of mass transfer, the fluid element (microcell) can be used to describe
the behaviors of the process. Under the condition of no Marangoni effect, according
to the penetration theory, the fluid element flows randomly from fluid phase to the
interface and stays there within residence time T for unsteady mass transfer and
then go back to the bulk fluid. The liquid phase mass transfer coefficient &y is given

by:
| D
ky =24/ —
" nT

When Marangoni convection appears, the interfacial flow and accompanied
underneath circulation promotes the renewal of interface. The residence time of
fluid element is then shortened.

Based on this viewpoint, Sha modified the penetration theory [10, 19] with
consideration that the residence time of fluid element should be changed to 7 instead
of T (t<T) when Marangoni convection occurs. The mass transfer coefficient k. at
the presence of Marangoni convection becomes:

D
ke =24/=
¢ it

The enhancement factor F' can be calculated by the following ratio:

ke T _
pefe L o7
kot ¢;0<)
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gas
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liquid

(a) no Marangoni convection  (b) with Marangoni convection

Fig. 9.24 Renewal of interfacial fluid element a no Marangoni convection, b with Marangoni
convection (reprinted from Ref. [19], Copyright 2003, with permission from CIESC)

Since the F factor is generally about 2-5, the residence time of fluid element is
then reduced by 4-25 folds. The shorter residence time means the faster the fluid
circulation and quicker the interfacial mass renewal. The circulations of the fluid
element without Marangoni convection and with Marangoni convection are shown
schematically in Fig. 9.24. It is seen that by the help of Marangoni convection the
path of circulation is smaller (I < L) and the residence time is shorten (1<T)
because the renewal of interfacial concentration is faster. Nevertheless, the [ and
t are statistic average length and time, which are still unknown.

Sha postulated that the dimensionless time £ and length % satisfy the exponential

relationship as follows:
t n"
—_—(Z 9.14
= (1) (0.14)

where 0< £ <1 and 0< % <1 as seen in Fig. 9.25; m is a constant and 0 < m < 1.
The value of m will be given later.

At the critical point of initiating Marangoni convection (Ma = Ma,,), the
interfacial flow is a result of establishing the following force balance at the
interface:

Ou 9o dc
K dy  OcOx
Let the local interfacial velocity u be the average convective velocity at interface

Us, the vertical distance y be the penetration depth of the Marangoni convection d,
the following approximated relationship is obtained from foregoing equation:
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Fig. 9.25 /T versus /L at 1.0
different m (from upper to
lower curves in sequence 08k

m=0.2,04,1,3,8)
(reprinted from Ref. [19],
Copyright 2003, with 0.6
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Substituting Us ~ /1, dy ~+/vt, where v is the kinematic viscosity, one yields:

Combining with Eq. (9.14),

L’1 10
zm"\/——avl/zAC

Et 2m )2 Jdc

and after simplifying, the residence time 7 can be expressed by:

1 18 T
g ™ ——GVI/ZAC—

£ uoc L2

or

2
L 109, LDy T

()52 wde DL L2
Substituting the definition of Ma,

_ 10,

M L
a=- c—
woc D
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the following relationship is obtained:

=2
! rvMaDvl/2E
()5 L?
72 Td
2~ (MaDvl/2 )
L%

For unsteady diffusion, the mass flux j. can be expressed by penetration theory:

. D
Je NAC\/;

Substitute the expression for 7 to have

The Sherwood number S is defined as:

kl  jl

ho= - —
S D DAc

Substitute j. to yield

Tm 'im 4
Sh~D™? (MaDv'/2 ) i
L3

and eliminate / by Eq. (9.14), the following relationship is obtained:

3Im—4
Sh~D™2 <MaDv1/2 T"’) L
L3

As all variables are constant except Sh, Ma and Sc (Sc = ﬁ) in the foregoing
equation, it can be simplified as follows:
Sh x Mab=isc(3i5)
or:

m—2
3m—4

Sh o< Md"S¢?", n —

The exponent ;’jn;_%‘ is not continuous as shown in Fig. 9.26.
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Fig. 9.26 Relationship
between 3””’;24 and 4r
m (reprinted from Ref. [19],
Copyright 2003, with

permission from CIESC)

According to Eq. (9.14), m should be greater than 0 and less than 1, therefore the
exponent n is between 0.5 and 1.

At the critical point, where t = T, [ = L and m = 0, the Sh and Ma relationship
becomes

Sh = Ma(lSSCOQS
Or express generally as
Sh = Ma"Sc*

It indicates that the exponent n of Ma is 0.5 at the beginning of Marangoni
convection appearance, and n is gradually increased with increasing Ma as ¢ and
I becoming smaller to make m larger. Note that the extent of n increase is dependent
on the nature of the process concerned.

The exponent n is affected by many factors, such as Rep of liquid phase, Reg of
gas phase, physical property of the system, structure of the equipment, depth of the
liquid (Ra effect), concentration and temperature (Ma and Ma, effect) etc. For
instance, the falling film experiment of desorption by Yu indicated that the value of
n is varied with the Reynolds number Re; of the flowing liquid [18]. Thus different
values of n were reported in literature by different authors under their specific
experimental conditions.

Zhou gave n = 0.452 [15] for desorption of falling aqueous isopropanol, ether
and acetone in uprising nitrogen; Sun reported n = 0.5 £ 0.05 [13, 14]; Imaishi
obtained n = 0.6 [20] for acetone desorption under short liquid-gas contacting time
and Re = 80. Brian reported n = 0.5, n = 1.01 [21] and also n between 0.25 and 0.5
[22, 23] under different conditions. Hozawa presented n = 0.4 + 0.1 [24] for
desorption of aqueous methanol, ether, acetone and triethanolamine. Golovin
considered n was between 1/3 and 1 [25, 26]. Fujinawa obtained n = 1.05 [27] in
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agitation system with Re = 10,000. Olander [28] and Sawistowski [29] reported
n = 1 from their experiment of extraction with agitation.

Although the exponent n reported is quite different, it can be considered that 7 is
about 0.45-0.6 for desorption process. In the process with agitation, n can be
around 1 as it is in the chaos (highly turbulent) condition.

Sun gave the following relationship by solving the dimensionless disturbance
equation [13, 30] for the roll cell convection at interface:

Sh= 14241 (M)

aCl'

and for the hexagonal cell convection:

1
A (Ma — Ma 2 A [(Ma— Ma
Sh=1+12BI|1+ — [ ———<& B+ — [ ———&
* [+Bz( Mag, )}Jr {+2BZ( Mag, )]

where the parameters A, B and I are function of Bi and A%“_, which can be obtained

by the regression of experimental data.

9.8 Simulation of Rayleigh Convection

9.8.1 Mathematical Model

As observed from experimental work, the mass transfer through horizontal interface
is affected by the Rayleigh convection created by the density difference between
interface and the main fluid.

Sha established the mathematical model and analyzed the results of simulation
for the gas absorption with Rayleigh effect [10, 31]. The simulated object is shown
in Fig. 9.27.

Assumptions

(1) The Marangoni number of the liquid-gas mass transfer is negative, Ma < 0;

(2) All physical properties except density are constant;

(3) Linear relationship between absorbed species (solute) concentration and
density;

(4) The interface is flat, no deformation;

(5) The rate of mass transfer is small.
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Fig. 9.27 Rayleigh gas
convection simulation ‘ ‘
interface
z=d 7
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7 /.
% 4
/.
%
AZ L/
X ”
77 7 i
(0,0) x=b
Model equations
ou
=0
6)6,‘

p'=p(1+Ry(c - co))

where u and w are respectively the liquid velocity (liquid element or cluster motion)
component in x (horizontal, parallel to the interface) and z directions (vertical,
perpendicular to the interface); D is the diffusivity of solute in liquid phase; c is the
solute concentration in liquid phase; ¢ is the solute concentration in main liquid;
g is gravitational acceleration; p’ and p are respectively the density of liquid with

concentration ¢ and c¢y; R, = % (g—ﬁ) is a constant.
p,T

Combining the static pressure of the fluid to the pressure term, the following
two-dimensional flow and mass transfer equation set is established:
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The initial and boundary conditions are:

Att=0,u=w=0, c =cp;

When ¢ > 0, no slip and solute penetration conditions are applied to the solid
wall:

Atx=0,u=w=0,%=0

Atx:b,u:w:O,%:O

Atz=0,u=w=0,g—§:O

At interface, z =d, w = 0, g_»zt -0

The solute transferred from gas phase to liquid phase should go through Gibbs
adsorption layer (see Sect. 9.11), the boundary condition is:

—Dg—z = kg(pe — mcr) + SGibbs

where kg is the gas phase film mass transfer coefficient; p. is the partial pressure of
solute in gas phase; ¢! is the solute concentration at interface; m is the Henry
constant (m = ’2—; pe is the partial pressure of the solute in equilibrium with cy);
Saibbs 18 the source term representing the influence of Gibbs adsorption layer to the
mass transfer, which can be neglected due to small rate of mass transfer.

The foregoing equation set can be generalized to dimensionless for the conve-
nience of solution and analysis.

. 2 2 . . .
Let d, ﬁ, < — ¢, dT”, # be the scalar length, velocity, concentration, time

pressure; the following dimensionless parameters can be formed:

d d
U=ty My X, I
U U d d
c 1 pd*p ped®p
= = — = PC_
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The dimensionless equation set and boundary conditions are obtained as follows:

8_U+8_W—0

oX 0Z
Wy (2L 5
ot 0X 0z 1004 0x? = 07?

o "ox Moz "oz \ox "oz ) Tse
9c | ,0C  LOC 1 (PC  PC
ot 0X 0Z  Sc\ox®: 072

oW  OW ow opP (82W 82W> Ra

The initial and boundary conditions are:
At =0, U=W=0, C=0

C
At >0, X=0 U=W=0, gxao
C
X =b/d, U:W:O,aa—X:O
C
Z=0, U=W=0, =0
Z=1, W=0, g—gzo —Z—Z:Bim(Pc—mC*)—&-S

The dimensionless groups Ra, Sc, Bi in the equation set are:

* d3
Ra — g(c CO)ﬁc , SC
vD

~ pD’ D

where Bi, is the Bi for mass transfer in gas phase, the subscript m will be omitted in
Sect. 9.8.2.

9.8.2 Result of Simulation and Analysis [10, 31]

The dimensionless equation set involves three dimensionless groups Ra, Sc and Bi.
By designating the values of these three dimensionless groups for a specific mass
transfer process, the Rayleigh convective flow and the solution of model equations
can be obtained. In industrial equipment, the corresponding Ra number is usually
large and far from the critical Ra.,. Thus we chose larger Ra for investigation. As
the mass transfer is also affected by the condition of gas phase, different Bi is
adopted for study its effect.

(1) Rayleigh-convection and interface renewal

Take the absorption of CO, by ethanol as an example. The dimensionless groups
chosen are Bi = 1, S¢ = 200 and Ra = 10® which is far from Ra,. The simulated
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Fig. 9.28 The solute concentration contour at different time for the absorption of CO, by ethanol
(Bi = 1, Ra = 108, Sc = 200) (reprinted from Ref. [31], Copyright 2002, with permission from
CIESC)

results are shown in Figs. 9.28 and 9.29, the former displays dimensionless CO,
contours at different dimensionless time, and the latter displays the dimensionless
velocity contours at different dimensionless time.

As seen from Fig. 9.28, at the beginning (7 <0.005) of mass transfer, the con-
centration contour is almost flat as the mass transfer is only by molecular diffusion.
At T = 0.065, sudden change is seen at the interface due to the formation of
individual Rayleigh convection to force some local interfacial fluid cells moving
downward. The corresponding velocity contour of individual Rayleigh convection
is shown in Fig. 9.29 (1 <0.005). As seen in the figure, the couples of opposite
eddy flow (small Rayleigh convection) carry the local aqueous solute cells apart
from interface; the vacancy at the interface is refilled instantly by the flash bulk
fluid cells. The moving downward interfacial cells are interacting with the Rayleigh
fluid convection to form inverted mushroom shape of concentration vortex as seen
in Fig. 9.28 at t = 0.09. Compared with Fig. 9.5, the simulated result is similar
with the Schlieren picture where the line of reflective index is equivalent to the
concentration contour.

The renewal of interfacial cells demonstrates the effect of Rayleigh convection in
enhancing the mass transfer and promoting the mixing of the interfacial fluid with
the bulk liquid. Obviously, the enhancement factor F' of mass transfer is increased
with increasing Rayleigh convection or Ra number.

(2) Analysis of interfacial concentration

Under the condition of Bi = 1, Sc¢ = 200, Ra = 102, the variation of dimensionless
concentration with time at the central point of interface is given in Fig. 9.30.

At the beginning of CO, absorption by ethanol (z = 0), the solute absorbed is
accumulated at the interface to raise the interfacial concentration (t = 0.06).
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Fig. 9.29 The contour of liquid cell moving velocity at different time for the absorption of CO,
by ethanol (Bi=1, Ra = 108, Sc = 200) (reprinted from Ref. [31], Copyright 2002, with
permission from CIESC)
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Following the initiation of Rayleigh convection, some interfacial cells are carrying
down to the bulk liquid by the convection stream so as to lower the interfacial
concentration as seen Fig. 9.30 at t = 0.06. At this time, the supplement of fresh
fluid to renew the interface is insufficient. The lowering of interfacial concentration
means the greater driving force of transferring solute, then the interfacial concen-
tration is raised again slightly. After T = 0.08, the Rayleigh convection is gradually
established to increase the renewval of interfacial cells but not yet sufficient to
compensate the solute depletion. At T = 0.1 the interface is almost renewed and the
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Fig. 9.31 Solute concentration at different position of interface and at different time for CO,
absorption by ethanol (reprinted from Ref. [31], Copyright 2002, with permission from CIESC)

interfacial concentration lowering is suppressed or even begin to raise up. Thus the
interfacial concentration is oscillating up and down.

The oscillating variation of interfacial concentration by the action of Rayleigh
convection is stochastic, thus at different positions of interface, the C — t curve
(concentration-time) is different. Figure 9.31 give the solute concentration at
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Fig. 9.32 Solute concentration at the center of interface and at different Bi for CO, absorption by
ethanol [10]
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different position of interface and at different time. It demonstrates that the inter-
facial concentration in non-uniform in position and changing with time.

The transfer of solute from gas to liquid depends on the resistance of both sides
which can be represented by the Biot number (Bz k“d) The influence of interfacial
concentration by Bi number is shown in Fig. 9.32 by the C — 7 curve at the center of
interface under Bi = 5, 10, 20, 50. As seen in the figure that maximum interfacial
concentration is lowered with increasing Bi number, although their concentration
oscillating shape are similar. For more detailed comparison, the C — t curve is
drawn for Bi = 20, 50 in the same coordinate as shown in Fig. 9.33. At high Bi, the
gas phase resistance is low to facilitate the solute transfer, so that the average
interfacial concentration is higher.

The intensity of Rayleigh convection, which is represented by Ra number, is
another influential factor to the interfacial concentration. Figures 9.34 and 9.35
shows the variation of solute concentration at the center of interface with different
Ra number. With increasing Ra, the intense Rayleigh convection promotes the
interface renewal so that the solute concentration at the interface is increased with
increasing Ra. In Fig. 9.34, the point representing Ra = 6800 at t = 30 is obvi-
ously in error.
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Fig. 9.35 Solute concentration at center of interface versus Ra number for CO, absorption by
ethanol
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Fig. 9.36 Contour of solute concentration at different time for CO, absorption by ethanol
(Ra = 10%, Sc = 200, Bi = ) a 7 = 0.002, b 7 = 0.0075, ¢ 7 = 0.018, d 7 = 0.023
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Fig. 9.37 Contour of liquid phase convection velocity at different time for CO, absorption by
ethanol (Ra = 10%, Sc¢ = 200, Bi = ©0) a 7 = 0.002, b z = 0.0075, ¢ 7 = 0.018, d 7 = 0.023

(3) Rayleigh-convection at Bi = oo

For the case of Bi — o0, it is worthy to mention. Under such condition, the mass
transfer from gas phase to the interface will be no resistance, thus the interfacial
concentration will remain at constant and in equilibrium with the partial pressure of
gas phase. For this case, the boundary conditions of the model equations in
Sect. 9.8.1 for mass transfer should be changed to ¢ = ¢* at z = d, where ¢* is the
interfacial solute concentration in equilibrium with the partial pressure of gas phase.
The simulated results of dimensionless solute concentration and convection velocity
at Ra = 10® and Sc = 200 are shown respectively in Figs. 9.36 and 9.37. They are
similar to Figs. 9.34 and 9.35 except the early appearance of Rayleigh convection
because the interfacial concentration at the beginning is ¢* and not need any time
for transferring solute from gas phase to the interface. Besides, small Rayleigh
convection is also appear near the wall due to the wall effect.

9.9 Experimental Measurement of Rayleigh Convection

Chen used particle image velocimeter (PIV) to measure and study Rayleigh con-
vection [32]. The experimental setup is shown in Fig. 9.38.
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Fig. 9.38 Experimental setup for the measurement of Rayleigh convection (I nitrogen vessel, 2
gas purifier and presaturator, 3 rotameter, 4 interfacial mass transfer simulator, 5 laser sheet, 6 laser
head, 7 computer, § CCD camera)

The PIV system used in this study were made by a double cavity Nd-YAG laser
with a maximum energy of 200 mJ and a wavelength of 532 nm as the light source.
The laser beam, with a 10 ns duration of the pulsed illumination, had a variable
pulse frequency up to 15 Hz. The laser was also equipped with a lens system to
produce a diverging laser sheet with a thickness not exceeding 1 mm. A CCD
camera with resolution of 1376 X 1040 pixels was used to capture the images, and
was equipped with a filter with a wavelength of 532 nm to capture only the light
scatted from the laser lightened particles. Hollow glass microspheres with diameters
of 8—12 pum were seeded in the liquid as tracer particles. The laser was run at 4 Hz
and the measurement time was 30 s. The PIV system grabbed and processed the
digital particle images utilizing the cross-correlation approach of the FlowMaster
software to give the measured velocity vector.

The interfacial mass transfer simulator was made of quartz glass with an inner
size of 200 mm in length, 20 mm in width and 40 mm in height. The liquid was
initially quiescent in the simulator with a thickness of 10 mm. Nitrogen gas suc-
cessively passed through activated carbon, silica gel and molecular sieve to remove
the impurities and water, and then pre-saturated by the solvent in a tank in order to
reduce the influence of solvent evaporation. The liquid was likewise pre-saturated
by nitrogen gas to avoid the gas absorption into the liquid. The liquid concentra-
tions near the gas inlet and outlet positions of the simulator were measured by the
gas chromatography.

The experimental system is desorption of acetone from the binary solution of
acetone and ethyl acetate under nitrogen stream. Part of the experimental results are
given below [32].

(1) Velocity vector of Rayleigh convection

The convection velocity can be obtained by measuring the velocity of tracer
particle by the PIV installation at different time as shown in Figs. 9.39 and 9.40.
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Fig. 9.39 Velocity vector distributions at different times measured by PIV for Ra = 2.66 X 105,
Reg = 13.78 at different time for the desorption of acetonea Ss, b 15s,¢25 s

Figures 9.39 and 9.40 display the velocity distributions perpendicular to the
interface of the liquid at different time, Re; and Reg of the acetone desorption
process. As seen in the figures at # = 5 s, two-cell symmetrical convection is clearly
formed near the interface (Fig. 9.39a). Following at ¢t = 15 s the convection cells
are developed and merged into the bulk liquid. At ¢ = 25 s, the large convection
cells are dissipated, and new smaller convection cells are generated.

Comparing (a—c) in Fig. 9.40, it can be seen that following the increase of Ra
and Reg the scale of velocity vortex becomes larger and the convective vortexes
turns to slightly chaos. The convection patterns shown in Fig. 9.40 are found to be
in good agreement with the simulated result for Rayleigh convection in previous
section.

The velocity distributions shown in Figs. 9.39 and 9.40 are not only due to the
Rayleigh convection but also imply the bulk flow convection from the incoming
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Fig. 9.40 The measured
velocity vector by PIV under
different conditions for the
desorption of acetone
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liquid, i.e. the small surface flow induced by gas sweeping over the interface and
the influence by Marangoni convection. In other words, the Rayleigh convection
from interface to the bulk liquid is always accompanied with the convection
induced by incoming liquid flow, gas sweeping and the Marangoni convection.
However, Rayleigh convection is dominant in the large scale convective flow
between interface and the bulk liquid; the other effects are relatively small and

uninfluential.

According to the concept of convective flow, the large vortexes formed from the
bulk flow and carried the flow energy are soon convert to small scale vortices
(eddies) which dissipate afterward in counteracting with the viscous force of the
fluid. Thus large eddy simulation (LES) decomposition [33] was employed to filter
out the velocity of smaller scale. According to LES decomposition, the measured
velocity can be decomposed into a filtered average velocity u,y, that forms large
eddies and velocity ' that forms small eddies, i.e. u = uu, +u', as shown in

Fig. 9.41:
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Fig. 9.41 LES
decomposition of the velocity
field for the desorption of
acetone a velocity vector field
of large scale velocity uy,,

b velocity vector field of
small scale velocity u’

Average convection velocity
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As Rayleigh convection caused by the density gradient play the dominant role in
the gravitational direction (y direction). Therefore, the time-space averaged velocity
in y direction is employed to characterize the Rayleigh convection.

Figure 9.42 shows the time-space averaged vertical velocity u,y, versus Ra with
different Reg. The reason that u,,, is increased with increasing Reg is due to the gas
flow can renew the solute concentration of gas phase at the interface and promote
the convection. Therefore, both high liquid concentration and gas flow rate can
enhance the volatilization of acetone.

Average characteristic length
The characteristic scale can be defined as the size of the largest Rayleigh vortex
which can be obtained by velocity vector measurement as shown in Fig. 9.40. The

characteristic scale L can be decompounded into L, , L, . L, and L

Fig. 9.42 Time-space
averaged vertical velocity
under different conditions

where the

v,y
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Fig. 9.43 Characteristic 5]
scale of Reyleigh vortex
under different conditions
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first subscript is the u# or v velocity components and the second subscript means
along the x or y coordinates [34]. Finally, L can be calculated by orthogonal
synthesis of L, ,, L, L, and L, ,. The time-space averaged characteristic scale
L,y is obtained under different Ra and Reg as shown in Fig. 9.43.

From Fig. 9.43, it is found that L,,, is decreased exponentially with the
increasing of Ra and also decreased with the increasing Reg. Besides, the calculated
characteristic scale of the system could be further used to compute the surface
residence time for the penetration mass transfer model.

The enhancement factor by Rayleigh convection

The mean mass transfer coefficient during 30 s interval can be obtained for the
acetone desorption from acetone-ethyl acetate solution. The measured average mass
transfer coefficient Ky .., can be calculated by the following equation:

Kiop = VL(CL, o — CL )/t

A(CL —Ch)

log

where V is the liquid volume; Cy j is the initial solute concentration of the solution
att = 0; C_,is the solute concentration at # = 30 s which is estimated by averaging
the solute concentrations at the inlet and outlet of the simulator; A is the mass

transfer area; (CL — Ci) is the logarithmic average mass transfer driven force

log
between t =0 s and t = 30 s, i.e.

(CL,in B Ci,in) - (CL,OUI B Ci,out)

log = (ConCLy)
ln e "Lin/

(CL.ou! - CiL,ou[)

(CL—C})

where superscript i represents the interfacial condition.
For mass transfer process, Zhang derived a model for the overall liquid phase
mass transfer coefficient Ky g, based on the Higbie penetration theory: [28]
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where 7 is the surface residence time.

In the actual mass transfer process, the liquid mass transfer coefficient is
enhanced by the interfacial convection, usually represented by the enhancement
factor F as described in previous section. The F factor calculated by Chen [32] for
acetone desorption at different Ra and Reg as given in Fig. 9.44. As seen in the
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Fig. 9.44 Enhancement factors F for different conditions a Reg = 13.78, b Reg = 34.45,
¢ Reg = 68.90, d Reg = 86.12, e Reg = 172.25, f Reg = 258.4
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figure, the F factor increases with increasing Ra and Reg. The corresponding critical
Ra (Rae: at F = 1) is seen around 107 at Reg = 13.78.

Figure 9.44 dislays the relationship between enhancement factor F and Ra at
different Reg. It can be seen that, F increased firstly with Ra and Reg, and became
flat when F was up to about 4. This result indicates that the Rayleigh convection
can promote the liquid surface renewal and intensify the mass transfer significantly
only to a certain limit, which is in consistent with the experimental measurement in
Sect. 9.5.2.

The simulated (predicted) mass transfer coefficient

It is difficult to obtain the surface residence time of the liquid for mass transfer
processes by experimental measurement. Yet we may consider that the resident
time of a solute particle at the interface equal to the traveling time of a solute
particle from bulk fluid to the interface in order to avoid solute accumulation or
depletion and keep constant solute concentration at the interface. Thus the inter-
facial residence time of the solute can be computed by the average interfacial
velocity and the average characteristic scale. Characteristic scale was referred to the
largest turbulent eddy in the fluid as defined in previous section. On the assumption
that the interfacial solute renewal is controlled by the large scale vortex ranging
from bulk liquid to the interface, the surface residence time can be obtained by the
following relationship:

T= Lavg/uavg

where u,y, and L,,, are given respectively in Figs. 9.42 and 9.43.
With the computed surface residence time by foregoing equation, the liquid mass
transfer coefficient of liquid phase can also be obtained by applying the Higbie

penetration theory as follows:
4D
ky = | —=
nT

The computed mass transfer coefficient [32] is shown in Fig. 9.45.

The predicted mass transfer coefficients by applying Higbie penetration theory
are seen to be in rough agreement with the experimental data. As seen in the figure,
the computed mass transfer coefficients based on the calculated surface residence
time are well in agreement with the experimental data for low Reg number, but the
deviations became greater with the increasing Reg. For low Reg, the sweeping
effect of the gas flow on the liquid surface is weak, and the solute resident time at
liquid surface is mainly attribute by Rayleigh convection. While for high Reg, the
gas flow might promote the removal of the solute acetone so that the Rayleigh
convection becomes faster to fill up the solute depletion. Thus the simulated results
deviate from experimental data at high Reg is due to ignoring the gas sweeping
effect.



360

9 Simulation of Interfacial Effect on Mass Transfer

(a) 2.0x10* (b) 2.0x10*
= Experimental results = Experimental results
A Computed results A Computed results
T‘.” "o
4 -
E 1.0x10 € 1.0x10™
| ~,
x X
A A A
A a
. a 4 4 & & n n al
0.0 0.0
107 10° 10" 10°
Ra Ra
c . d) 2.0x10*
(©) 2.0x10™ . ( ) ®  Experimental results
m  Experimental results A Computed results
A Computed results P :
- ‘T‘.”
® E 1.0x10*
4 ] -
E 1.0x10 . a
i < A
x A A
A A A A a g mBu 2
At .
" vo. 0.0 : :
0.0 . , 10’ 10°
107 10° Ra
Ra
(e) 2.0x10™* - (f) 2.0x10* .
m  Experimental results m  Experimental results
A Computed results A Computed results
‘Tr./’ ‘T@
E 1.0x10* A E 1.0x10* L A
~ A A = A
X A A A x A A a
n [ ] m alE g - a m " a B
0.0 0.0
10’ 10° 10’ 10°
Ra Ra

Fig. 9.45 Predicted and measured value of mass transfer coefficient under different conditions

a Reg = 13.78, b Reg = 34.45, ¢ Reg = 68.90, d Reg = 86.12, e Reg = 172.25, f Reg = 258.4

9.10 Simulation and Observation of Two-Dimensional
Solute Convection at Interface

9.10.1 Simulation of Two-Dimensional Interfacial

Concentration

In the foregoing sections, the analysis of interfacial concentration is based on the
x-z plane where x and z are respectively the coordinates of interface and perpen-
dicular to the interface. That means the study is on a cross section of the interface in
x direction with no concern on y direction. In this section, the study on interface is
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Fig. 9.46 Desorption model ‘
of horizontal stagnant liquid Gas inlet > | ]
by gas stream = P ¥ Gus outlet
Pz
x 0

1

considered two dimensional in x and y directions. In this section, the study on
interface is considered two dimensional in x and y directions.

Yu simulated the desorption of aqueous ethanol in horizontal manner and the
physical model is as shown in Fig. 9.46, with unsteady three-dimensional model [7]
to obtain the solute distribution on x-y and x-z planes. Some of the simulated results
are given below.

9.10.1.1 Model Equations

The assumption of model simulation is similar to that in Sect. 9.8.1. The model
equations are as follows:

g—:i:O, u= (u,v,w)
@—Fu@—i _8_p+ u +S§
ot 6x,- n oL 8)6]‘ f ax,- F

Sk = (Fig, Fic +8)

Jc Jdc &c

o T ax = Pox,
where Sk is the source term representing the liquid—gas interfacial shearing force in
X, y, z directions.

In order to transform the model equation to dimensionless, let length, velocity,
time and concentration be d;, D/d; , di/D and C; where d_ is the thickness of the
liquid layer (10 mm in present simulation).

The initial and boundary conditions as well as the calculation of source term can
be found from Ref. [7].

The object of simulation is the desorption of ethanol (solute) from aqueous
ethanol by nitrogen stream. It is an unsteady process. For the convenience of
expression, dimensionless time v/ = t% is adopted in the subsequent figures. The

simulation is ranging from very short time at the beginning (7' = 1.0 x 1078) to the
very long time (7' = 3.5 x 1072).
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9.10.1.2 Simulated Results

9 Simulation of Interfacial Effect on Mass Transfer

(A) Interfacial velocity and solute concentration distributions

(a)20 =

Figures 9.47 and 9.48 display respectively the simulated distributions of liquid
velocity and solute concentration on x-y plane.

At the beginning of desorption (7' = 1.0 x 1078), few small scale velocity
eddies appear and no appreciable vortex is formed. It follows that only few
concentration eddies are displayed, indicating that the surface tension difference
established at the interface is not sufficient to initiate Marangoni convection.
Following the time progress to " = 3.0 x 1077, some local circular convec-
tion is formed by the combination of neighboring small eddies, indicating the
evolution of local disturbance. Further development of the local disturbance
will promote the formation of Maragoni convection.

At 7 = 2.5 x 1073, the local convection grows up to form large circular flow
indicating the appearance of Marangoni convection and interfacial structure.
The concentration eddies are in different scale distributed at the interface.
After sufficient long time, 7/ > 2.5 x 1072, the ethanol in the stagnant liquid is
depleted by desorption, the interfacial ethanol concentration as well as the
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Fig. 9.47 Interfacial liquid velocity contours for horizontal desorption of aqueous ethanol

(Reg =20, co=05molm?>). a 7 =15x1078,

b 7=30x10",

c U=25x%x107,

d v = 1.2 x 1072 (reprinted from Ref. [35], Copyright 2008, with permission from Elsevier)
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Fig. 9.48 Interfacial solute concentration contours for horizontal desorption of aqueous ethanol
(Reg=20,co=05molm )at =15x108be =30x10"7,¢7 =25%x105,d7 =12 x 102

Fig. 9.49 Enhancement 4

factor at different time for the —=— 1, =0.5

desorption of stagnant —A—w=1.0
o

aqueous ethanol —a— w15

——w,=2.0

Penetration theory
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local Ac is decreased so that the Marangoni convection is depressed and
gradually vanished.

(B) Enhancement factor
The calculated enhancement factor F at different time for the desorption of
stagnant aqueous ethanol in nitrogen stream is shown in Fig. 9.49.
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Fig. 9.50 Experimental observation of interfacial solute concentration gradient for aqueous
acetone desorption at different timea ~0 s, b 30 s,c 60 s,d 90 s, e 120 s, f 150 s (reprinted from
Ref. [35], Copyright 2008, with permission from Elsevier)

At the beginning stage before dimensionless time 7/ = 1 x 1073, the local
surface tension difference Ac is not great enough to create Marangoni con-
vection and therefore F = 1. The critical point is seen to appear around 7" =
1 x 107 and F is increased afterward until reaching the maximum at
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7/ =1 x 1072. Then due to the continuous depletion of ethanol to make the
interfacial ethanol concentration decreasing, which tends to lowering the Ac
and dropping the F factor. Such tendency is in agreement with the works
published in literature [36, 37].

9.10.2 Experimental Observation of Interfacial
Concentration Gradient

Besides mathematical simulation, Liu obtained the interfacial concentration gradi-
ent by analysing the light intensity distribution of the Schlieren image on x-y plane
for the desorption of acetone from its aqueous solution under nitrogen stream as
shown in Fig. 9.50 [35].

As seen from Fig. 9.50, at the beginning period of desorption, the interface
displays instantly some disordered concentration gradients in small scale which are
not great enough to induce Marangoni convection. Following the progress of
desorption, the concentration gradient is increased to form some larger concentra-
tion vortex, although these figures is not so clear.

In brief, both simulation and observation in this section indicate that, for the
Ma > 0 liquid—gas mass transfer process, the velocity and concentration gradients
always occur at the interface to form velocity and concentration eddies in large or
smalls scales; they are developed and vanished in alternation until sufficient surface
tension is established to initiate the interfacial Marangoni convection.

9.11 Marangoni Convection at Deformed Interface Under
Simultaneous Mass and Heat Transfer

In the foregoing sections, the interface is considered as a horizontal or vertical plane
without deformation. Actual observation reveals that in the liquid-gas flowing
process the contacting interface is always in wavy or ripply form. Such condition is
considered in this section.

For simplifying the problem, the simulated object is the liquid-gas contacting
falling film with wavy interface as shown in Fig. 9.51. The simulation is on the two
dimensional x-z plane. Xiao established the model equation and give the simulated
results as follows [12].
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Fig. 9.51 Falling film with
wavy interface

d'=d+& (x,0)

9.11.1 Model Equations

Assumptions

e The mass and heat transfer are taken place simultaneously in the direction
between the wall and the interface (z direction in the figure) in order to avoid the
Rayleigh convection. Thus the gravitational influence (Rayleigh convection) can
be ignored;

e The velocity of both liquid and gas is low so that the drag force between gas and
falling liquid is neglected;

e The mass of liquid phase is substantially constant as the amunt of mass transfer
is small.

(1) Basic equations

Ju
ani—O
Ou ou 1 0p udu

E+ua—xi:;78_xi+;@+s

oT oT O*T

E —&—ua—xi— Otax?
Oc Oc ¢

1

where u = (u,w) and source term S (gravity) is neglected by assumption.
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Since the mass and heat transfer is considered in horizontal (z) direction, the
change of liquid temperature and solute concentration with respect to the
liquid thickness in z direction can be represented by the following equation:

T =T~ frz

c:co—ﬁ/cz

where subscript 0 denotes the condition at z =0, f; and f. represent
respectively the temperature gradient (%—Z) and concentration gradient (g—?)

Disturbance equations
Let ou(ou,0w), 0T, dc, dp are the infinitesimal small disturbance of velocity,
temperature, concentration and pressure, we have after disturbance,

v =u+du
T'=T+6T
d =c+éc
p'=p+dp

Substituting #’, T, ¢’ and p’ to the model equation and neglecting the
non-linear term, the following linear disturbance equations are obtained:

odu
(‘9xi =0
Odu 106p pd*éu

o pox | p on

@_a825T+ﬁ . (9.13)
o Ox? T

0dc 5S¢

D /

o o2 + fow

Eliminating dp from Eq. (9.15) and after rotational transformation, we have in
z direction,

Q O*ow 7&845w
o\ oxz ) p oxt

The effect of interface deformation
Under the condition of interface deformation, the surface tension ¢ can be
represented by:
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1)+ L) (9.16)

Jo
0 =07+ 5+ o

or

where subscript f denotes the condition of no deformation.
Suppose the quantity of interfacial deformation is &(x, ), the thickness of the
liquid layer is changed from d to d', then we have:

d =d+&x, 1)
The temperature and concentration at interface after disturbance become

T'=T+0T =Ty — prd + 0T =Ty — pr(d+ &)+ 0T = Ty — &+ 6T
d =c+dc=c — BL.E+c

Substituting to Eq. (9.15) yields:

do do

aT((ST Bré) + — (6c — BLE) (9.17)

o =07+
/ dc

(4) Boundary conditions

(a) At z =0 (solid wall), the condition of no slip is applied
ow=0

and from continuity equation gives

00w
=0
0z
Take heat balance to yield
00T
,18— =S oT

The left hand side of above equation represents the heat transferred by
conduction to the solid wall surface at z = 0; the right hand side represent
the heat transferred between solid wall surface and the bulk liquid; 1 is
the thermal conductivity; hf is the film coefficient of heat transfer
between solid wall surface and bulk liquid.

As no mass is transferred between solid wall and the liquid, it is obvious

that 2¢ = 0.
oz

(b) At z =1 (liquid-gas interface), since the interface is deformed, the dis-
turbance velocity should satisfy the following relationship:
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(©

_o¢
ot

ow

In normal direction the force causing interfacial deformation is equal to
the force acting by the bulk liquid to the interface [38], that is:

O*¢ oow
g _ _ 9, L%
7 Ox? op+2u 0z

Substituting Eq. (9.15) to eliminate dp, we get

dou 6 3¢ n u (0%u 06w

o poxd  p\ 02 0x0z
Similarly, in tangential direction when interfacial convection is initiated,
the surface tension is equal to shearing force acting to the interface by the

bulk liquid as follows
o0 _ (9ou 0w
ox M 0z Ox

where ¢ can be obtained from Eq. (9.17).
Take heat balance at the interface and consider the deformation &, we yield

~ aiT — (5T — )

where Ay, is the film coefficient of heat transfer.

At interface, according to thermodynamics, the interfacial liquid con-
centration ¢f and the interfacial gas concentration cg are coexisted and in
equilibrium. For the explanation of interfacial behaviors, Gibbs in 1878
proposed the theory of adsorption layer by considering the interface was
an imaginary layer with no thickness.

Take desorption as an example, the quantity of mass transferred from bulk liquid
to the interface is undergoing the following steps in sequence:

6]
(@)
3
C)

Solute diffuse to the interface from bulk liquid;

Accumulation of solute in the adsorption layer;

Diffusion of solute in the adsorption layer.

Diffusion of solute from the interface (adsorption layer) to the gas phase.

Mathematically, the mass balance of foregoing steps can be expressed as
follows:
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—D@ = kL.Ac+

0z

o [our owr  (Pr o
Ot Ox 0z S\oz " o2

)] = kpAc+ Sg

where ki, and Ac are respectively the film coefficient of mass transfer and solute
concentration difference between bulk liquid and interface; I is the excess quantity
in the adsorption layer, that is the accumulated solute per unit interfacial area; Dg is
the solute diffusivity in adsorption layer, which is considered equal to the diffusivity
of solute in bulk liquid D.

The excess quantity (solute) /" can be expressed as the sum of fixed I” and
disturbance quantity 61"

I'=r+6r

Substituting to the mass balance equation and considering the disturbance of
concentration and velocity as well as the interfacial deformation, the following
equation is obtained after neglecting the high order infinitesimal terms:

c oor o*r  o*or
Dy =hloe= 1+ -0+ )

From Gibbs theory, we have the following relationship:

1 (0o
F——RT<aC>C—dGC

If surface tension o is linear with concentration, then dg = —(1/RT)(do/dc)
becomes a constant and having the dimension of length, which is commonly
defined as “adsorption layer thickness”.

Combining the foregoing equations, we have the boundary condition at interface
to be:

p%e_ ki(dc — &) +dg 78(&@: Fed)

()2(50 — /Krf) ()2(56 — ﬂ:f)
+
0z

Ox? 072

—dgD

If the mass transfer process is absorption, similar boundary condition is also
established.

9.11.2 Generalization to Dimensionless

For the generalization of foregoing equations and boundary conditions to dimen-
sionless, let the bulk liquid thickness d be the length scale, d°/D be the time scale,
Brd be the temperature scale, ff.d be the concentration scale, i.e.
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d2
t=—1

D

DU
"7

(f,x,z) :d(flaxlazl)

T — fdT
¢ = p.dC

where 7, U, T, C are dimensionless. Substituting to the foregoing model equations,

we have:
2 Oéw _H O*ow
ot\ ox2 ) pD\ ox

ooU
=0
8)6,‘
oc_zic
ot ox}
T
ot D O
Boundary conditions:
At z = 0 (wall):
oou
8x,~ =0
4
—=0
0z
06C
—— =Bi’sC
0z l
T 4=
5= Bi)oT

where Bi® = ki.d /Dy is the liquid phase Biot number for mass transfer; Biﬁ =
hid [« is the Biot number for heat transfer; superscript 0 denotes the value at z = 0.
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At z = 1(interface):

¢
oW = at
06T 1=
9C G20¢ -9
(%_U B ﬁ% PoU B )4
dt  Crox3 072 0x0z

Oox Ox

(%_U N OOW _ May 617_"_% JrMa(’?(éC— &)
0z ox  Le Ox

where Sc¢ = “ i Le = DL .S = Bi! Zf;,, Ma = g—‘c’/i—%z; May, = gg’iﬁ‘;, G = %G; dg is the
adsorption layer thlckness, c¢* is the interfacial solute concentration; ﬁlc is the
concentration gradient in the bulk liquid, superscript 1 denotes the value at z = 1.
Dimensionless group Cr = uD/(od) represents the influence of surface tension to

the interfacial deformation, and is called crispation number [33].

9.11.3 Stability Analysis

Similar to the stability analysis in Sect. 9.3, let the small disturbance follows the
following form:

OW = ¥(2) exp(ikex + wt)
0T = O(z) exp(ikx + wt)
oc = &(z) exp(ikux + wt)

where ¥, @, @ are respectively the disturbance amplitude of velocity, temperature
and concentration; k, is the wave number in direction x; ® is the increasing rate of
disturbance.

Similar to the Sect. 9.3, let

_ 2 N2 2
_27k7D 7kx
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The dimensionless disturbance equation can be written in the following form:
72 722
(D> —k) Yy =0

(D* — K20 = —Le¥
(D>~ K)o =-7

The boundary conditions are:

At z=0:
Y—=0 D¥Y=0
DO —BO =0
D® — Bi’® =0
Atz=1:

¥ =0
DO +Bil(@—1) =0
DO +Bi'(® —n) — S(D* —k2)(@—n) =0
- M
(D +12) ¥ + L—“ehkz(@ — 1)+ Mak*(® — ) = 0

1 dc,(,‘*

T B is the temperature gradient in bulk

where dimensionless group S =Bi
liquid.

Simulated results

In order to find the instability of foregoing model equations enabling to induce
interfacial convection, no zero solution is necessary. Similar to the method used in

Sect. 9.3.2, by letting the coefficients of the corresponding determinant equal to
zero, the following equation can be established:

f(Ma,May, k,, Cr,Bil, Bi', B, Bi®,§) = 0

If reasonable value of Cr, Bill], Bi', :S’\ Ma,, are given, the relationship between
Ma and k, is obtained, from which the critical Ma number, Ma,,, can be found.

(1) The influence of May on Ma,,
Figure 9.52 shows the Ma-k, curve calculated under designated condition at
different Ma,,. The area underneath the curve represents the system in stable
state, and that above the curve is in the unstable state for the corresponding
condition. The minimum point of the curve represents the smallest Ma which
is the bordering point between the system in stable state and unstable state, in
other words, it represents the critical Ma number, or Ma,,. If Ma,, ploted
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Fig. 9.52 The Ma-k curves at different Ma,. a Cr=20, S =0, B = Bi® = 0, Bi} = Bi' =10,

b Cr=0.001, S = 0.01, Btﬁ =B’ =5, Bil{‘ = Bill =15 (Curve: 1 May, = —50; 2 Ma,, =0; 3
Ma,, = 20; 4 Ma,, = 50; 5 Ma;,, = 100)

Fig. 9.53 Critical Ma,, at 120

different Ma,, for

simultaneous mass and heat

transfer (line a Cr = 0, S= 0,

Bi) = Bi® =0,

Bil = Bi' = 10, line b

Cr=0.001, S =001, &

Bi) =B’ =5, =

Bil = Bil = 15)

0 40 80 120
Magy

agianst Ma,, as seen from Fig. 9.53, the Ma, is decreased with increasing May,;
Fig. 9.53 demonstrates more clearly the effect of Ma;, on Ma,,.

(2) The influence of Cr on Ma,,
The dimensionless crispation number, Cr = uD/(od), represents the influence
of surface tension on interface deformation. Figure 9.54 shows the Ma,, at
different Cr for various systems. The influence of Cr on Ma,, is obvious as
seen at higher Cr.

(3) The influence of interfacial adsorption on Ma,,

The effect of interfacial adsorption can be represented by the dimensionless

group [22] S = Bi! jg;, where dg is the thickness of adsorption layer. The Sis
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Fig. 9.54 The influence of 103
Cr on Ma., (I May, = —20,
BY =20, B} = Bi* =100,

. N 102 =
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Fig. 9.55 The influence of S
on Ma, (I Ma,, = —20,

B =20, B, = Bi* = 10,
Cr=0,2 Ma, =0, Bi' =10, 1
Cr =0, 3 May, = 50, B) = 20,
Bl = Bi' =10, Cr = 0.01)

M, Aer

_] 1 1 | 1
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also reflects the influence of Bi'. Figure 9.55 shows that Ma,, is lowered at

higher S, it means the appearance of Marangoni convection can be promoted
earlier by interfacial adsorption.

Form the simulated results of foregoing sections, the interfacial effect is
influenced by many factors, such as Marangoni convection, Rayleigh con-
vection, heat transfer, interface deformation, physical properties of the process
and others. Each factor may be positive or negative; the overall effect depends
on their coupling result. For the flowing system, it is also in connection with
the behaviors of fluid-dynamics.



376

9 Simulation of Interfacial Effect on Mass Transfer

9.12 Summary

The mass transferred from one phase to the adjacent phase must diffuse through the
interface and subsequently produces interfacial effect. The behaviors of interfacial
effect can be summarized briefly as follows:

6]

(@)

3

“)

From the molecular viewpoint, the transfer of mass at the interface is
stochastic and subsequently produces local concentration difference Ac from
which the surface tension difference Ac is also established so as to induce
interfacial circulation; it is called Marangoni convection. Furthermore, due to
the density at the interface is different from that of the bulk fluid by Ap,
circulation between interface and the bulk fluid is also induced, which is called
Rayleigh convection. Nevertheless, the creation of Ac may be also due to the
interfacial local temperature difference AT and the Ap may be achieved due to
the temperature difference between interface and the bulk. Thus there are AT
based besides Ac based Marangoni convection and Rayleigh convection.
Generally speaking, the Marangoni convection exists at the interface and
slightly underneath, while the Rayleigh convection appears between interface
and the bulk. The coupling effect of these two convections may be positive
(enhance mass transfer) or negative (suppress mass transfer). The enhance-
ment factor may be up to above 5.

The intensity of Marangoni convection and Rayleigh convection can be rep-
resented by the Marangoni number Ma and Rayleigh number Ra. The onset of
convection and orderly interfacial structure only when Ma and Ra reach its
critical value Ma, and Ra... When Ma and Ra number further increase to a
certain extent, the system turns to stable at fully turbulence or chaos state.
The interface in most cases is not flat but deformed. Thus the effect of
crispation number Cr should be considered.
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Chapter 10
Simulation of Interfacial Behaviors
by the Lattice-Boltzmann Method

Abstract In this chapter, the mesoscale computational methodology, lattice-
Boltzmann Method (LBM) is introduced for the simulation of the interfacial
Marangoni and Rayleigh effects as described and discussed in Chap. 8. The fun-
damentals of LBM are briefly introduced and discussed. By the simulation using the
LBM, some mechanisms and phenomena of the interfacial effect are studied,
including the patterns of the interfacial disturbance for inducing the interfacial
convections, conditions of initiating interfacial instability and interfacial convection
as well as the effect on interfacial mass transfer.

Keywords Lattice-Boltzmann method - Simulation of interfacial mass transfer -
Solutal-induced interfacial convection . Marangoni convection - Rayleigh
convection

Nomenclature

A; Interfacial area, m?>

b Number of particle streaming directions; number of discrete particle velocity
c Lattice velocity, m/s

C  Solute concentration, kg/m’

C; Interfacial solute concentration, kg/m’

Cs Saturation concentration, kg/m3

Co Initial concentration of solute, kg/m3

Cs  Sound velocity of simulated object, m/s

¢s  Sound speed of lattice model, m/s

cx  Solute concentration of component k, kg/m®
D, Mass diffusivity of component k, m?/s

E  Internal energy, J

e, Discrete velocity (a =1, 2, 3, ..., b), m/s

F Volumetric external force, kg m/s?

f.  Distribution function

w  Equilibrium distribution function

G, Concentration distribution function

G;! Equilibrium concentration distribution function

© Springer Nature Singapore Pte Ltd. 2017 379
K.-T. Yu and X. Yuan, Introduction to Computational Mass Transfer,
Heat and Mass Transfer, DOI 10.1007/978-981-10-2498-6_10


http://dx.doi.org/10.1007/978-981-10-2498-6_8

380 10 Simulation of Interfacial Behaviors ...

Internal energy density distribution function
Gravitational force, kg m/s?

Thickness of liquid, m

Characteristic length of simulated object, m
Characteristic length of lattice model, m

a Marangoni number

n, Number of particles along direction a, 0 or 1

R Gas constant, J/mol k

Ra Rayleigh number

Reynolds number

Source term

Schmidt number

Temperature, K

Temperature distribution function

Equilibrium temperature distribution function
Time, s

Characteristic velocity of the simulated object, m/s
Macroscopic velocity in equilibrium distribution function, m/s
Macroscopic velocity, m/s

Volume of liquid, m’

Space position

Thermal diffusivity, m>/s

Viscosity, kg/m s

Turbulent viscosity, kg/m s

Kinematic viscosity, m?/s

Kinematic viscosity the simulated object, m?*/s
Macroscopic density, kg/m

Ratio of specific heat between solid wall and fluid
Single relaxation time

7o  Relaxation time, s

7. Single relaxation time in internal energy distribution function
7, Single relaxation time in heat transfer model

7, Single relaxation time in mass transfer model

©Q  Collision operator

o  Weight coefficient

SToRE®

NNpex

~
2

TR TR Q™

= =
* -

NQ"O

In the foregoing chapters, the simulation is based on the macroscopic point of view
that the fluid is continuous medium and its physical properties, such as density,
velocity, and pressure, are function of time and space. Thus the Navier—Stokes
equation can be employed as modeling equation in the mathematical simulation. In
this chapter, we turn to the mesoscopic point of view and use the lattice-Boltzmann
(LB) method for simulating the interfacial phenomena. The LB method is based on
such postulation that the fluid is composed of large number of particles which obey
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the law of mechanics and exhibit the macroscopic behaviors by means of statistical
methodology. This method has been applied to various fields since the eighties of
last century.

In 1986, Frisch simulated the two-dimensional Navier—Stokes equation by using
lattice gas automation, and called it as lattice gas method [1]. At the same time,
Wolfram used this method for simulating the flowing fluid behaviors [2]. Chen [3]
and Qian [4] further developed this method by combining with the work of
Bhatnager [5] to establish a new method called lattice-Boltzmann BGK method
(LBGK), or simply lattice-Boltzmann method (LBM). This method has been
received wide attention by the researchers and applied to multiphase flow, heat
transfer, convection, reaction, and many other fields. The LBM is still developing
and serving as a new method in the computational methodology.

In this chapter, the LBM is used for simulating the interfacial behaviors of mass
transfer. The fundamentals of LBM are briefly introduced in subsequent section as
the basic knowledge for understanding this method.

10.1 Fundamentals of Lattice-Boltzmann Method

10.1.1 From Lattice Gas Method to Lattice-Boltzmann
Method

The lattice gas method was developed from cellular automaton for simulation
purpose. Cellular automaton is a method that automatically repeats the designated
process to approaching the desired goal. The simulation of flow field by lattice gas
method is based on the viewpoint that the fluid is composed of large amount of
microparticles with mass and zero volume. The macroscopic motion of the fluid is
the result of the collective behaviors of the microparticles. The detail of mutual
interaction of particles is not important as it influence only the fluid parameters and
does not affect the mass, momentum, and energy conversation laws of the fluid.
Thus the lattice gas method is employing the model of simple regular particle
motion for simulating the complicated real process.

The basic idea of lattice gas method is to discrete the fluid and its occupied space
into lattices. The microparticle of fluid at the nodes of the lattice is moving syn-
chronously to the neighboring node with velocity e,(ox =1,2,3,...,b) where
b represents the number of possible moving directions, including stationary (no
direction). In each moving direction, either one particle or no particle is allowed.
Since the particles at the neighboring nodes are moving toward the other nodes,
collision of particles is happened. Therefore at the time interval A¢;, the following
events take place:

(1) Streaming of particles: The particles at a node are moving to the neighboring
nodes with velocity e,;
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(2) Collision of particles: When different particles reach to the same node, colli-
sion happened and changed the moving direction; such collision obeys the
conservation laws of mass, momentum, and energy.

Following next time interval At,, the propagation of particle and collision are
repeated; such cyclic evolution goes on again and again for all particles at
increasing time intervals to realize the simulation of the fluid motion.

Let n,(x,t) denotes the number of particles at node x moving along a direction
with velocity e, within time interval A7, the whole process can be expressed
mathematically as follows:

ny(x + e, At t + At) — ny(x,1) = Q,(x,1), o=1,2,3,...,b (10.1)

where Q,(x,?) is the collision term representing the rate of change of the particle
distributions due to collisions. Some researchers, like McNamara, used Fermi—
Dirac distribution function f; to replace n, for simulating the flow pattern [6].

10.1.2 Basic Equations of Lattice-Boltzmann Method

(1) The model equation

The LBM is established on the basis of lattice gas method. The difference
between them is that the LBM is dealing with average character of the particles in
the system instead of single particle.

The Boltzmann equation, derived from molecular motion and collision,
expresses the relationship between distribution function of molecular density f, time
t, molecular velocity e, and space position x. In LBM, the molecule is considered to
be the particle and the molecular velocity is identical with the particle velocity, then
the Boltzmann equation can be written as follows:

%+e-Vf:Qc+<D (10.2a)
where fis the distribution function of particles; e is the particle velocity; Q¢ is the
collision term; @ represents the influence of external force (such as gravitational
force) on f.

According to the H theorem and BGK model, the nonequilibrium system always
tends to approach the state of equilibrium. Thus the collision of particles can be
considered as a process intended to reach the equilibrium state; the rate of the
process approaching equilibrium is proportional to [f,(x, 1) — f£9(x,1)]. The Qc can
be expressed as
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Qc(x,f) = _7;1_0 [fet) — £90)], a=1,2,3,...,b

where f;,(x, #) is the distribution function of single molecule, or the probability of a
particle at node x and time # moving along o direction with velocity e,; f24(x.t) is
the f, when equilibrium is reached; 7 is a proportionality constant with dimension
of time, called relaxation time. In the LBM, Chen [3, 7] and Qian [4] employed
Maxwell-Boltzmann distribution function to replace the Fermi—Dirac distribution
function. Substituting foregoing equation to Eq. (10.2a) under the condition of no
external force (@ = 0), the following equation is obtained:

% +e-Vf= ——[f (x,1) = f5(x,1)] (10.2b)

After discretization at At and distance x, the foregoing equation becomes

Alx + eadtt A1)~ f(w) = = D) — £
or

folx + e At t+ A1) — f,(x,1) = — = [f x,1) — f5(x,1)] (10.3)

where 7 is dimensionless proportional constant, T = 72, called single relaxation time,
which controls the rate of approach to equilibrium. Equation (10.3) is commonly
called LBGK equation.

(2) The lattice model

For the implementation of LBM to the simulation of fluid behavior, the simu-
lated object should be first divided into lattice. The objective fluid is discrete and
represented by the particles at the nodes. The two-dimensional (denoted by 2D) 9
directions (denoted by Q9) square lattice model is shown by Fig. 10.1.

The particle at the node may be moving toward any one of the nine directions as
indicated in the figure including zero direction (stationary). At time interval At, the
particle moves with velocity e,(« = 0,1,2,3,...,8) to the neighboring nodes and

happens collision. Let Ax be the length of the square lattice, the ratio of S =2Cis
called lattice velocity. The ratio ¢ can be letting ¢ = 1 or ¢ = V3RT = \f 3¢, where

R is gas constant, T is the absolute temperature and ¢; = +/RT is customary called
speed of sound (see Appendix 4). The particle velocity in the diagonal directions is

/2 times that in x direction; the nine particle velocity e, is given below
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Fig. 10.1 D2Q9 lattice
model 5
1
7 4 \ 8
(0,0), «a=0
e, = [cos %n)c, sin(%ln)c , a=1,2,34 (10.4)
[V2cos(:52n+ Z)e, V2sin(32n+ %)c], «=5,6,7,8

From statistical mechanics, the Maxwell-Boltzmann distribution function for
single particle in equilibrium state can be expressed as

et ] s

- (anT)D/z exp 2RT

where u is the macroscopic fluid velocity (vector); p is macroscopic density. Using
Taylor expansion and Chapman-Enskog expansion technique, the equilibrium
distribution function of single particle for D2Q9 lattice model is obtained as follows
(see Appendix 4 or Ref. [4]).

2 2
e -u (e -u) u
1= 1 -— 10.6
FH=pos i1+ c? + 2ct 263] (10.6)
where the weight coefficient w, is
%, a=0
Wy = %7 xa=1,2,3,4
L, «=5,678
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The relationship between macroscopic quantities and f; is as follows

8
p= Zfa(xat)
=0
8

pu = Zerxfoc(xvt)

=0

(10.6a)

Besides two-dimensional lattice, there are many three-dimensional lattice models
that can be chosen as shown in Fig. 10.2 [8]. Three-dimensional lattice model has
more discrete velocity to give more accurate simulation, yet the computer load
becomes heavy and requires parallel computation.

The suitability of using LBM to the simulation of fluid flow can be proved by
converting Eq. (10.3) to Navier—Stokes equation under some specified conditions
(see Appendix 5 or Ref. [4, 9]). In other words, any fluid process, which can be
modeled by Navier—Stokes equation, is suitable to use LBM for process simulation.

For D2Q9 lattice model, the following specified condition should be satisfied for
applying LBM (see Appendix 5):

Fig. 10.2 Several
three-dimensional lattice

models 2/9, i=0
w;=411/9, i=1~6
1/72, i=7~14

1/3, i=0

w;=11/18, i=1~6
1/36, i=7~18

D3Q27
8/27, i=0

2/27, i=1~6
w; = .

1/216, i=7~14

1/54, i=15~26




386 10 Simulation of Interfacial Behaviors ...

At 1
=—|1t—= 10.
v 3 (r 2) (10.7)

where v is kinematic viscosity, v :% for lamina flow and v = # z% for tur-

bulent flow; ¢ = v/3RT. If v is known for the fluid concerned, the unknown
parameter 7 can be obtained by Eq. (10.7). Obviously, t cannot be less than %
(3) Boundary conditions
There are several boundary conditions can be chosen for the distribution
function funder different conditions. The details can be found in Refs. [10-13].

(1) Bounce-back boundary condition
This is the simplest condition by considering that the particle impacts the
solid wall and bounce back with the same velocity but opposite in
direction. If f and f” denote, respectively, the distribution function before
and after the impact, then f' = f. This boundary condition is easy to
apply, but the degree of accuracy is low.

(2) No slip boundary condition
Since the slip of particle appears during the impact to the wall, a negative
distribution function f_; is introduced to eliminate the effect of slip. The
accuracy of simulation by this method is better than that by bounce-back.

(3) Extended boundary condition
Refer to Fig. 10.3, if the boundary of simulation is located on the line
391 (denoted as layer 0) and the underneath neighboring nodes of the
fluid are 748 (denoted as layer 1), an virtual (extended) layer with nodes
625 (denoted as layer —1) is imagined, then the boundary nodes 391 are
considered as the nodes of the fluid in the computation. The condition of
the imaginary nodes may bounce back or others. Satisfactory accuracy is
obtained by this method.

6 E ¥ Virtual layer (layer -1)

3« 9 *1 Boundary layer (layer 0)
v Layer 1

7 4 8

Fig. 10.3 Extended boundary layer
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(4) Periodic boundary condition
In case of simulating flowing fluid, the periodic boundary condition is
frequently used by considering the distribution function in the inlet and
outlet is equal.

(4) Procedure of computation

(1) Select lattice model, for instance, D2Q9, and evaluate 7, 4x, At according
to Eq. (10.7);

(2) Give the initial value of distribution function f,, p and u;

(3) Calculate equilibrium distribution function f;4 by Eq. (10.6);

(4) Calculate the distribution function f,(x,r) for all nodes at time ¢ and
direction o;

(5) Calculate the new distribution function f,(x + e,At,t+ At) at 1+ At by
Eq. (10.3);

(6) According to the boundary conditions chosen, calculate the distribution
function at the boundarys;

(7) Renew p and u according to Eq. (10.6a) to be the initial value for next
iteration. Go back to step (3) and repeat the procedure again and again
until the simulation is satisfied.

(5) The lattice-Boltzmann equation with external force

In the presence of external force, its action on the molecules should be con-
sidered, the Boltzmann equation can be expressed by one of the following form:

(1) Retaining the source term @

The @ term in Eq. (10.2a) is retained and written as Sy in more general sense,
that is

%+e~Vf:QC+SF (10.8)

where Sr is the source term representing the action of external force in general.
After discretization, Eq. (10.8) becomes

falx + e At i+ A1) — f(x, 1) = Q,(x,1) + S,(x,1), o=1,2,3,...,b (10.8a)
Substituting the expression for Q(x, ), one yields

1 e
falx +e At 1+ Ar) — f,(x,1) = - [ L (x, 1) —f“‘l(x,t)] +8,(x,1), (10.9)
x=1,2.3,....b
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The source term Sp is evaluated for the specified object of simulation. For
instance, He [14] proposed a lattice-Boltzmann model for simulating the influence
of gravity on the nonideal fluid, the S is given below

_ (e—u)-(F.+gp) .
p = — et et Bl

where F. is the effective intermolecular acting force; g is gravitational force; R is
gas constant.

Another example is the model proposed by Dixit for simulating the high
Reynolds number convection created by heating, where the source term Sr is given
below [15]:

F-(e—u
5 Frle—uw
RT

where F is external force acting on the system per unit mass, which is related to
many factors, such as density, coefficient of thermal expansion, local and average
temperature of the system concerned.
(2) Modifying the particle velocity

The external force per unit volume (ékiim> acting on the particle can be
u'—u u'—u

o . . .
o = P where u* and u are, respectively, the particle

velocity in the equilibrium distribution function after and before modification; p is
the density of the particle. The modified u* is expressed as

expressed by F = p

F
ut=u-+ —TAt
p

(6) The scale-up of lattice-Boltzmann model

The simulated object generally is in large scale, such as the fluid behaviors in
industrial equipment. Nevertheless, the dimension of lattice 4x is very small, the
number of lattice for the full-scale simulation is tremendous to make the computer
load too heavy. In practice, the model equations are established aiming to the
reduced size of the equipment, and then use the principle of similarity to adjust the
parameters in the model so that the simulated results are applicable to the large
dimension equipment.

For example, Let L, U, and v* are, respectively, the characteristic length, velo-
city, and turbulent viscosity of the large simulated object, and I, u, and v are the
corresponding parameters of the small-scale lattice model.

The Reynolds number for the simulated object (large-scale) is then given by
Re = ’j—U By letting the corresponding Reynolds number of the lattice-Boltzmann

model (small-scale) Re’ be equal to Re, or ’;—U = IT“ then we have v = v* % . % in
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which the velocity ratio {; can be considered equal to the ratio of sound speeds &,
and then the viscosity of lattice-Boltzmann simulation model should be modified to

Cs
Cs

v/:v*

1~

where ¢ and Cs are, respectively, the speed of sound at lattice-Boltzmann model
and at the actual object; the ratio Cs/cs can be set equal to 1. By using v/ instead v in
the lattice-Boltzmann model, the simulated results are applicable to the behaviors of
the large object at the Reynolds number Re.

It should be emphasised that the similarity principle is not applicable to more
than one dimensionless group. For instance, under the condition of Re is equal for
both the object and model simulation, the corresponding dimensionless group Eu
may not be equal. Therefore only the dominated dimensionless group is used to
modify the scaling up simulation. Obviously, the application of such method of
scale-up is restricted.

10.1.3 Lattice-Boltzmann Method for Heat Transfer Process

(1) Scalar temperature model

The discrete LBGK equation for heat transfer can be expressed below if the
source term is ignored [16]:

1
T,(x +e, At t + At) — T, (x,t) = — o [T,(x,1) — T(x,1)] (10.10)

where T, is the temperature distribution function; ty, is the single relaxation time for
heat transfer. The equilibrium T, is given below:

ey - u
T =w,T [a—z Jro]
S

where e, and w, for D2Q9 model are referred to Eq. (10.6) with lattice velocity
¢ =% = \/3RT = \/3¢,. The 1}, is calculated by

At
1
o= ocf (rh §>At

where o is thermal diffusivity. The simulated temperature and velocity distributions
of the process can be obtained by solving simultaneously Eq. (10.10) with fluid
dynamic equations (10.9) and (10.6).
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(2) Heat energy model

He proposed a model considering the heat energy and heat flux can be expressed
in terms of internal energy distribution function [17]. On this basis, Dixit suggested
a simplified model [15], in which the internal energy distribution function is given
by

g(x7e7t) = @f

The internal energy is calculated by

E(x,t) = !

M/g(x,e, t)de

Similar to the Boltzmann equation, the equation of internal energy can be
expressed in the form of approaching to the equilibrium as follows:

0g g—8%
= Vv
o +e g

Te

where 7. is the single relaxation time for internal energy distribution function.
The foregoing equation can be discrete as follows:

1
gu(x +e At t+ At) — g (x,1) = - [8s(x,1) — g5%(x,1)] (10.11)
For D2Q9 model, the g5 is given by
—%pEl';—zT, a=0
E [3 3ey- 9(ey )2 3u? _
o e ] 123,
2
B+ 6%+ S 2w], 2=567.8

The macroscopic quantities are calculated by

p:Zfoc
pu = Zeofot

pE = Zgi
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For the calculation of 7., He and Dixit gave the following equation [15] for
D2Q9 lattice model:

where ¢ = v/3RT; ¢, = V/RT.

The simulated temperature and velocity distributions of the heat transfer process
can be obtained by simultaneous solution of Eq. (10.11) and fluid dynamic equa-
tions Egs. (10.9) and (10.6).

10.1.4 Lattice-Boltzmann Method for Mass Transfer
Process

The following mass transfer (species conservation) equation can be derived from
lattice-Boltzmann equation after Chapman—Enskog expansion [18] (also see
Appendix 5).

ack + 8Ck 0 D 8ck

= iu -

or 8x,~ 8xi k Bxi

where c¢; is the concentration of component species k; Dy is the diffusivity of

species k. Thus the LBM is applicable to the simulation of mass transfer process.
The foregoing equation can be discrete as follows:

1
G (x +e,At,t + A1) — Gi(x,1) = - [Gh(x,1) — Gy*9(x,0)] + 85 (10.12)
k

where G is the concentration distribution function of component species ; 7y is the
single relaxation time for the mass transfer; S’; is the source term for component
species k. It is noted that the foregoing equation can be written for each component
species.

For the mass transfer process accompanied with chemical reaction, each mode
can be considered as a complete mixing reactor, the concentration change of
component species k at At can be calculated from the equation of reaction kinetics.
The G*<4 is given below for D2Q9 model
e,-u (e u)l u?

Gkﬁeq: 2 Cn 1 _
o O R T R 2RT
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The concentration of component species k is calculated by
Cr — Z G];
o

The relaxation time 7, which is related with Dy, can be determined by the
relationship

The concentration distributions of component species k and the fluid velocity can
be obtained by the simultaneous solution of Eq. (10.12) and fluid dynamic
Egs. (10.9) and (10.6).

10.2 Simulation of Solute Diffusion from Interface
to the Bulk Liquid

The simulated object is the absorption of CO, through horizontal interface in a
container by the ethanol as shown in Fig. 10.4.

The density difference between interface and the bulk liquid is considered as
external force F. The influence of the external force on the simulation by LBM is
realized by modifying macroscopic velocity u by u” as follows:

(5)—5’;) (cki —c)g

p

F
u*:u—l——TAt:u—f— TAt
p

carbon dioxide du, =0

____illtEfEa_CE____H_} _____ free surface dy

liquid layer

rigid surface

(0 0) RLILILILILTLN L AALRLILILALILILILILILILILILIAICILILRLILILILILILILILILLN
]

X

Fig. 10.4 Simulation domain of Rayleigh convection
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where ¢;; and ¢y are, respectively, the concentration of component species k at the
interface and in the bulk liquid.

The model equations are shown below

The LBGK equation for solvent particles

fa(x+eaAt7t+At) _fx(xvt) = _% [fot(x7t) _f;q<x’t)]7 x = 07 1727 .. '58

* %12 *2
e, -u* (e, -u*) u
eq _ 1 o « _
fit = oap |1 =g 2RT)?  2RT
8
p:Zfot(x7t)
=0

=0

The LBGK equation for solute particles

1
Gh(x +e At t+ At) — Gy(x,1) = —— [Gh(x,1) — Gy*9(x,1)], 2=0,1,2,...,8

n

* *\2 *2
L +(e“~u) u
RT 2(RT)*>  2RT
&= Z G

1
D, = C? <‘Ek —2>Al‘

The profiles of concentration and velocity of the gas—liquid interfacial diffusion
process can be obtained by the simultaneous solution of the model equations.

Boundary conditions

The bounce-back boundary condition is applied to the solid bottom of the
container, the bounce-back or periodic boundary conditions can be employed to the
left and right walls according to the model condition.

In the gas-liquid mass transfer process, such as absorption, the interface can be
considered as composed of numerous number of local solute concentration points.
Due to the fluctuation of solute concentration and stochastic local absorption, the
interfacial solute concentration cannot be remained uniform and inevitably appear
some local points with higher solute concentration. For instance, in the gas
absorption process, some solvent points at the gas—liquid contacting interface may
absorb the solute prior to the others to form higher solute concentration so as to
create solute concentration gradient. The higher solute concentration point diffuses

keq __
G, = wycy
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instantly from interface to the bulk liquid and at the same time the solute con-
centration is being lowered. If the depleted solute is not renewed in time, the
priority of diffusion will shift to the neighboring point with higher solute concen-
tration. The diffusion of interfacial local solute points is thus competitive and
stochastic.

The appearance of solute concentration gradient at interface (as well as the
accompanied surface tension, density and temperature gradients) may produce
interfacial instability or disturbance, by which the Marangoni and Rayleigh con-
vections are induced, the former is acting mainly around the interface and the latter
between the interface and the bulk liquid. Thus the description of concentration
distribution at interface, which may be regarded as interface model, should be
designated, for which the following models are given in subsequent sections.

e Fixed point interfacial disturbance model
¢ Random point interfacial disturbance model
e Self-renewable interface model

10.3 Fixed Point Interfacial Disturbance Model

The gas-liquid mass transfer process of CO, absorbed by quiescent ethanol is
Rayleigh unstable (Ra > 0) and Marangoni stable (Ma < 0). The absorption process
is initiated at some local points to create concentration gradient at the interface and
also establish the density gradient between interface and the bulk liquid. Thus the
condition of specified disturbance points (higher concentration points) at the
interface is necessary as shown in following sections.

10.3.1 Single Local Point of Disturbance at Interface

The study of local single point diffusion is helpful to understand the development of
mass transfer from gas to the liquid phase. Fu employed LBM to investigate the
point diffusion process of solute from interface to the bulk liquid and the influence
by Rayleigh convection [19]. The object of simulation is the absorption of CO,
(solute) by ethanol (solvent) in a container. The physical properties of the solute and
the solvent are given in Table 10.1.

Table 10.1 Physical properties of solute and solvent
vi(m? s ™) D(m? s | plkg m™?) | Codkg m™) | 8p/dC | Sc Ra
152 x107° [342x107° |788.9 5.15 0.214 444,44 |3.19 x 10°

Note v is the kinematic viscosity of ethanol; Dy is the diffusivity of CO, in ethanol; C is the
concentration of CO, in ethanol; Cg, is the saturated concentration of CO, in ethanol; p is the
density of ethanol
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Assumptions

(1) The gas phase resistance of mass transfer is neglected and the diffusion is
liquid film control. The liquid phase is pure ethanol;

(2) The absorption is low, and the heat of absorption can be neglected;

(3) The interface is horizontal and flat without deformation.

The simulated domain is 5 X 5 mm square flow field with 100 X 100 grids.
Extended boundary condition is applied to the upper gas—liquid interface; periodic
and bounce-back boundary conditions are chosen, respectively, for the two side
walls and solid bottom. The simulated scale is Ax=35x 10>m and
At =5 x 107> s. An uniform distributed higher solute concentration is set in the
width of 1 mm at the interface at = 0. During the diffusion process, both
Marangoni and Rayleigh convections are simultaneously coupling; the former is
created at the surface and the latter is formed perpendicular to the interface.
Figure 10.5 give the simulated results at different time:

Figure 10.5 shows at = 1 and 7 = 5 s the solute diffuse freely from the con-
centrated point and no Rayleigh convection is found in the vertical direction. At
t = 10 s, the solute diffusion cell is squeezed by the new born Rayleigh convection
to form cylindrical shape. Later at = 20 s, the further influence by the two sym-
metrical Rayleigh convections (see Fig. 10.6) is obvious, which squeeze the dif-
fusion cell to the shape of inverted mushroom with long rod. Afterward the
circulating Rayleigh convections become stronger and lead the mushroom top to be
in anchor shape. Figure 10.6 displays clearly the symmetrical Rayleigh convection,
it moves gradually downward with stronger circulation.

10.3.2 Influence of Physical Properties on the Solute
Diffusion from Interface

Under the conditions of fixed interfacial local point of disturbance and linear
relationship between concentration and density, the influence of kinematic viscosity
and diffusivity of solute on the interfacial diffusion was studied by Fu [21] as given
below.

The simulated conditions (size of simulated object, grid network and interfacial
concentration) are identical with Sect. 10.3.1 except the physical properties as
given in Table 10.2. The simulated profiles of solute concentration at r = 20 and
t = 30 s for various physical properties of solvent are shown in Figs. 10.7 and 10.8.

Figures 10.7 and 10.8 indicate that at constant v and increasing Dy, the solute
diffusion is intensified by Rayleigh convection. At constant Dy and increasing v, the
Rayleigh convection is depressed. Also, in Fig. 10.8, by comparing Fig. 10.7d
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Table 10.2 Different conditions of simulation
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x{mm)

at different time. a r=5s,br=10s, ct=15s,

Serial marks | v (m?%s) Dy (m*s) | 9pldC | p (kg/m®) | Sc Ra

a 2X10°  |[1x107° |0214 1000 20000 |6.55 x 10°
b 2x10% |2x107° 0214 1000 1000.0 |3.28 X 10°
c 2x10° |3x107° 0214 1000 666.7 |2.18 X 10°
d 2x10° |4x10° 0214 1000 500.0 |1.64 x 10°
e 1x10°% [2x107° 0214 1000 500.0 [6.55 % 10°
f 3x10°% |2x107° 0.214 1000 1500.0 |2.18 X 10°
g 4x10° [2x10° |0214 1000 2000.0 | 1.64 x 10°




10 Simulation of Interfacial Behaviors ...

398

o BERASCRASNEASRRasNEn  © ASLLs PRI P P R e e

]
sl
-+ = b
o L L P
£ E E
e m S
L o o R
" A “ o - = i = L] (] (=] =
wy =+ L] (=]
—~ wiw) 4 —
& ) 2 (ww) £ =) (ww) €
MOWMQ NS nQNDWVO W DN S AoV
- SNRYSYRNSRRIS2R9S2R] o SRRGSKAASKINSLRASHAN
wi - I ) _— <
C (ww) 4
T ) T
£ £ E
= = =
wy
—
=L (i)

x (mm)



10.3  Fixed Point Interfacial Disturbance Model 399

<« Fig. 10.7 The solute concentration profiles under different diffusivities (a—d) and kinematic
1

viscosities (e-g) at r=20s. a v=2Xx10°m?s !, Dy=1x10"°m?s |,
bv=2x10°"m?s, D,=2%X10°m?s !, ¢ v=2%X10°m?>s™, D,=3x10°m?s !,
dv=2x10°m?s, D,=4%x10°m?>s !, ev=1%x10°m?>s™!, D,=2%x10°m?s |,
fr=3x10°m?s ", D;=2%x10"m?>s !, gv=4Xx10°m?s™, Dy =2%x 10" m?s”!

(Sc =500) and Fig. 10.7g (Sc = 2000) at constant Ra, the solute diffusion is
stronger at smaller Sc¢ number. On the other hand, by comparing (a,
Ra = 6.55 X 10°) and (g, Ra = 1.64 X 10°) at constant Sc, the Rayleigh convection
is promoted by greater Ra number.

10.3.3 Uniformly Distributed Multi-points of Disturbance
at Interface

Similar to Sect. 9.3.2, Fu simulated the absorption of CO, by ethanol with 19 points
of disturbance at the interface [20]. The periodic boundary condition is employed
for the left and right sides of the container with Ax=1x 10"*m and
At =1 x 10~*s. Figure 10.9 gives the solute distribution profiles at # = 30 s for
n=1,2,3,4,57,9, 19.

In Fig. 10.9, when the number of concentration point is small (n <5), the
concentration profile is clearly in anchor shape. When the number of concentration
points is larger (n < 5), the diffusion at the center of interface is suppressed and
restricted to a small region by the strong upward symmetrical Rayleigh convection
as seen in Fig. 10.8d. When the concentration point is further increased (n = 19),
the diffusion at the central part of interface is almost stopped by the Rayleigh
convection and only appeared round the region near the wall.

Figure 10.10 displays the velocity vector diagram of n = 5 at different time. At
t = 1 s, small convection is seen at every designated interfacial points. At ¢ = 10 s,
Rayleigh convection structure is appeared. At ¢ = 30 s, strong Rayleigh convection
is clearly seen with the tendency of developing large convection.

If n is very large to approach infinite, that means the solute concentration is
uniformly distributed at the interface, the progress of diffusion is shown in
Fig. 10.11.

As seen in Fig. 10.11a, b, the interfacial disturbance starts firstly around the two
sides of container wall, it may be due to the numerical perturbation in model
computation. However, following the Rayleigh convection, the solute concentration
there is being lowered, and create concentration gradient with the neighboring
points so that to induce more Rayleigh convections as seen in Fig. 10.11c. After
that, four mushroom type convections are formed toward the bottom and soon
combined to large convective flow as shown in Fig. 10.11h-l. It demonstrates that
the large Rayleigh convection is created from the mutual interaction of small
convections; such phenomenon is consistent with the experimental observation.


http://dx.doi.org/10.1007/978-981-10-2498-6_9
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<« Fig. 10.8 The solute concentration profiles under different diffusivities (a—d) and kinematic
viscosities (e-g) at r=30s. a v=2x10°%m?s}, Dp=1x10"°"m?s !,
bv=2x10°m’s !, D;=2X10°m?s™, cv=2x10°m?’s!, D, =3 X 10°m?s™",
dv=2x10°m?s, D,=4%x10°m?>s !, ev=1%x10°m?>s™!, D,=2%x10°m?s |,
fv=3x10°m?s !, Dy=2x10"m?’s ', gv=4X10°m’s™, D;=2%x10"° m*s"
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Fig. 10.9 The transient contours of solute concentration at # = 30 s for different n (P = 1074,
[3:10_8).an=2,bn=3,cn=4,dn=6,en=7,fn=8,gn=13,hn=15,in=19

10.3.4 Nonuniformly Distributed Multi-points
of Disturbance at Interface

In the case that the distribution of local disturbance points is nonuniform,
Figs. 10.12 and 10.13 show separately the concentration and velocity profiles for
n =1 and unevenly distributed n =2 and n = 3 at t = 35 s.

As seen in Fig. 10.12, similar to the previous section, the shape of concentration
profile is significantly influenced by the position of local points as well as Rayleigh
convection and the wall effect. In Fig. 10.12c, d, the position of the three local
points is different, so as to show different concentration profiles. The influence of
Rayleigh convection and wall effect on the concentration profiles is also clearly
seen by the velocity profiles shown in Fig. 10.13. The renewal of interfacial con-
centration is demonstrated in these figures by the convective circulation of the outer
velocity contour of Rayleigh convection.
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10.4 Random Disturbance Interfacial Model

Fu [21] proposed a random disturbance model by using P to represent the proba-
bility of concentration point at the interface with concentration higher than the
average, denoted by Cp, and their suitable values are 0.05 < P < 0.3 and
1075 < Cp < 107° kg m~>. For instance, let P =0.06 and concentration
Cp = 1072 kg m™>. For instance, P = 0.06 means that there are 6 % randomly
distributed concentration points out of every 100 points at the interface with con-
centration higher than the average interfacial concentration by 10~'? kg m . For
the absorption of CO, by ethanol as shown in Sect. 10.3.1, the concentration
contours at P =0 (no high concentration point) and P = 0.06 are given in
Figs. 10.14 and 10.15 for comparison.

As shown in Fig. 10.14, if there is no disturbance at the interface (P = 0), no
Rayleigh convection is found in spite of having concentration (density) difference
between interface and the bulk liquid, and meanwhile only molecular diffusion of
solute from interface occurs. Under the condition of disturbance at the interface
with P = 0.06 and Cp = 10'? kg m>, a slight deformation of the concentration
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contours is found at the left side near the wall at about ¢ = 50-54 s, from where the
Rayleigh convection initiates. The concentration cell is fully developed at 7 = 65 s
and it is squeezed by two symmetrical Rayleigh convective fluid vortexes on both
sides (not shown in the figure) so as forming the invert mushroom shape.

By this model, the simulated results of the transient fields of concentration and
velocity vector under P = 0.06, Cp, = 10™'? are shown in Figs. 10.16 and 10.17.

As seen from Fig. 10.16, the interface display some unstable indication at 52 s
(A) and then develop randomly to nearby local points. At the same time the
developed concentration cells move downward to the bulk liquid. At 62 s, as seen
in Fig. 10.17a, the velocity cell by Rayleigh convection has been formed to squeeze
the concentration cell to become mushroom shape until reaching the bottom turning
to anchor shape. It is noted that the circulating velocity of the velocity cell is about
107°-10~* m s~ which is consistent with the experimental measurement by Chen
[23] and Fu [24]. The foregoing simulation demonstrates the velocity circulation
promotes the renewal of concentration around interface so as to enhance the mass
transfer by Rayleigh convection.

To test the effect of P on mass transfer, the quantity of instantaneous mass
transferred N (kg m 2 s~ ') can be calculated for comparison. During the gas—liquid
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Fig. 10.12 Solute concentration profile for n = 1 and unevenly distributed n =2 and n =3 at
t=35s.an=1,bn=2,¢cn=3,dn=3

contacting time A, the instantaneous simulated N, can be calculated by the
following equation between ¢ and ¢+ At:

C[Cl+ A —C@)] -V [Cle+Ar) — C()] - H
Nins,t - At - Ai = At (1013)

where C is the solute mass concentration; V is the volume of liquid; A; is the area of
the flat gas—liquid contacting interface; H is the thickness of the liquid.

Under the condition of no Rayleigh convection, the unsteady interfacial mass
transferred Npe, can be calculated from penetration theory by the following

equation:
/D
Npen = (Cl - CO) E (1014)
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distributed) at different times. ar=20s,bt=25s,¢t=30s

where C; is the interfacial concentration; C, is the solute concentration in the
solvent.

With consideration of the Rayleigh convection, the simulated concentration
profiles of CO, absorption by ethanol at interfacial solute concentration of 5 kg
m " as shown in Fig. 10.16. From such profile, the values of Ny, during C(r) and
C(t+ At) is obtained by the summation of solute concentration counting in each
lattice (discrete elements in computation) at time ¢ and ¢ + A¢. The calculated Ny ,,
denoted by N, is given in Fig. 10.18, in which the Ny, by penetration theory is
also shown for comparison. In this figure, the onset of Rayleigh convection is found
at about 50-54 s so that the mass flux N is increased sharply. After that, the wavy
fluctuation of Ny, is due to the alternative action of depletion and renewal of solute
at the interface as result of Rayleigh convection. Following the accumulation of
solute in the liquid bulk by absorption, the driving force of mass transfer (C; — Cy)
is gradually lowered to reduce both Ny, and Npe,. When the depletion of solute is
compensated and renewed by Rayleigh convection, the N, goes up again. Such
action is repeated alternatively forming a wavy curve.

The influence of P on the mass flux Ny, is given in Fig. 10.19 in which showing
the onset time of Rayleigh convection is faster for greater P. After 120 s the N, is
almost independent of P.

The influence of Cp on the mass flux Ng;, is also given in Fig. 10.20 where the
onset time of Rayleigh convection is faster for smaller Cp; the difference of sim-
ulations at different Cp are not obvious.
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Fig. 10.14 Concentration profiles of CO, concentration without interfacial disturbance (P = 0,
Cp = 0) at different times for CO, absorption by ethanol. a # = 100 s, b t=200s, ¢ £ =200 s
(Reprinted from Ref. [22], Copyright 2013, with permission from Elsevier)

The instantaneous mass transfer enhancement factor Fj;, can also be calculated
from the N curve by the equation:

Nins,t

Fins,t = N
pen,t

where Npen; is the N by penetration theory.
The instantaneous mass transfer coefficient at time ¢, denoted by kj,s,, can be
computed by the following equation:

(Croar —C)V _ (Crvar — C)H
. _ 10.15
ins,t AiAT(Ci — Co)av AT(C,' — Co)av ( )

where C; is the interfacial solute concentration; (C; — Cy),, is the average of the
driving force of mass transfer during At; At is the time interval which is set to be
0.1 s. The computed enhancement factor Fj,, at different interfacial solute
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Fig. 10.15 CO, concentration profiles under P = 0.06, Cp = 10”'? kg m ™ at different time for
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fr=56sgt=58s, hr=60s,it=65s (Reprinted from Ref. [22], Copyright 2013, with
permission from Elsevier)

concentration for different absorption processes are given in Figs. 10.21 and 10.22.
As indicated in the figures, the onset time (the durations for F = 1) is quite different
for different solvents.

As seen from Fig. 10.23, the variations of k;,s, for different interfacial con-
centration C; have similar trend with those of the enhancement factor.

Fu further proposed more precise random disturbance model [22] by considering
the position, size, and duration of concentration disturbance should be randomly
varying in the real gas—liquid mass transfer process. In this model, a probability
P and a coefficient of disturbance size £ are introduced to express randomness of
concentration disturbance at the liquid surface. The probability P at any point in the
interface represents the probability of the occurrence of concentration disturbance at
that point. The distribution size Cy is proportional to the degree approach (denoted
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Fig. 10.18 Simulated Ny, 20
by random disturbance model o Random model simulation N,
(P = 0.06, 16 F Penetration Theory N,

Cp=10""12 kg m ) and Npen
by penetration theory at
different time (Reprinted from
Ref. [22], Copyright 2013,
with permission from
Elsevier)
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by p) of interfacial concentration C; to the concentration of saturated liquid Cg as
follows:

Cr = B(Cs — Cy)

Figure 10.24 is an example where the solute points with higher concentration are
changing randomly at different time. As seen in the figure the evolution of the
concentration contour is stochastic without definite pattern.
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As seen in Fig. 10.25, velocity of Rayleigh convection and mutual interaction is
increased with time. The random characters of both velocity and concentration are

obvious.
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10.5 Self-renewable Interface Model

For the self-renewable interface model, the simulated domain as shown in
Fig. 10.25 consists of two parts: the quiescent gas and liquid phases. The evolutions
of concentration distributions in both gas and liquid phases are simulated and the
disturbance is maintained by the evolution of the interfacial concentration distri-
bution. For this purpose, a zone of gas phase is imposed between the liquid and gas
phases as shown in Fig. 10.25 where both gas and liquid phases are quiescent and
the mass transfer in gas phase is only by molecular diffusion. This approach was
developed based on the implementations of the gravity/buoyancy and surface
tension forces, and an interfacial perturbation model, namely, the self-renewal
interface model.

Chen [25] implemented this model by considering an instantaneous nonuniform
concentration distribution of gas phase at the interface due to the localizing mass
transfer from the interface to be the source of disturbance. The nonuniform dis-
tribution of concentration in the gas phase at the interface leads to different driving
force of mass transfer and the instantaneous depletion of solute enhance the
nonuniformity of the interfacial concentration so as to promote the Rayleigh
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convection. Moreover, in LBM, the numerical accuracy and stability are strongly
dependent on the relaxation time t see Sect. 10.1.4) which should be greater than
0.5. Nevertheless, as Servan-Camas pointed out [26], the computed accuracy drops
down after T ~ 0.789. In CO, absorption, the liquid phase Sc is in the order of 10°
and therefore the 7, is out of the 0.5-0.789 satisfactory range. To overcome this
difficulty, Chen employed a hybrid model for computation in which the velocity
field is computed according to BGK equation and the concentration field is cal-
culated by using finite different method (FDM).
The governing equation of concentration field C; is as follows:

aC  aCct 3G
o Yoy T D

In order to simply the model, the following assumptions are made:

(a) The mass transfer in the gas phase is only by means of molecular diffusion;
(b) Gas and liquid phases are in equilibrium at the interface;
(c) No mass is accumulated at the interface.

For the boundary conditions, bounce-back is applied for the solid walls.
Constant concentration is implemented at the gap of upper wall as seen in
Fig. 10.26. The sizes of domains A (gas) and B (liquid) in the figure are
100 mm X 5 mm (L X Hg) and 100 mm X 30 mm (L X H;), respectively, and the
gap of the upper wall has a width of 4 mm.

The initial condition for CO, absorption is Cp = 0 kg m_S,C()’L =0kg m >,
Cgap = 1,7 kg m™>, u;, = 0 m s™'. The hybrid LBM-FDM method is used.

The hybrid LBM-FDM method is used for the simulation, the convection term is
discretized by upwind weighted scheme and the diffusion term is discretized by
central difference scheme Runge—Kutta scheme is employed for time stepping.

Gap with a constant
concentration of Cy,,

A (Gas)

o Interface
HL B (Liquid)

T T T T T T T T T T Y

|l ) -
™ “d

Fig. 10.26 Schematic computational domain (Reprinted from Ref. [27], Copyright 2012, with
permission from American Chemical Society)
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Fig. 10.27 Schematic diagram of the experimental setup (/—computer; 2—Ilaser source; 3—
camera; 4—optical cell; 5—presaturator; 6—rotameter; 7—gas cylinder) (Reprinted from Ref.
[27], Copyright 2012, with permission from American Chemical Society)

For testing the accuracy of simulation, Chen also performed the experimental
under the simulated condition. The experimental setup is shown in Fig. 10.27.

The experimental results are shown in Fig. 10.28a. As seen, in the beginning one
pair of vortex is found around the center of the interface, which then further
develops and influences the fluid near the wall. This pattern may be as a result of
faster absorption at the center of interface due to higher concentration at the gap of
the upper wall so that the concentration around the center of interface is higher than
the others by faster absorption. Figure 10.28b shows similar pattern by simulation
as well as in (c) where concentration development from two interfacial points and
penetration to the bulk liquid is seen. In Fig. 10.29, symmetric peaks in average
velocity distributions in X direction are found in both experimental and simulated
results, which are corresponding to the vortex shown in Fig. 10.28. The peaks move
toward the left and right walls with time before 50 s due to the diverging flow
induced by surface concentration gradient.

From Figs. 10.28 and 10.29, it can be found that both the simulated and
experimental results show the following tendency:

(a) The maximum velocity appears at the liquid surface and the average velocity
decreased rapidly in the direction perpendicular to the liquid surface;

(b) The convection was centered in a region of ¥ = 0-0.01 m. The simulated
average velocity at the liquid surface is higher than the experimental mea-
surement. The deviation may be due to the simulation is two-dimensional and
the experiment is under three-dimensional performance.

As seen in Fig. 10.29 the velocity of Rayleigh convection and mutual interaction
is increased with time. The random characters of both velocity and concentration
are obvious.
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10.6 Summary

In short, any disturbance on concentration or temperature at interface may initiate
the Marangoni or Rayleigh convections if the interfacial surface tension gradient or
the density gradient develop near the interface; the former is mainly acting around
interface and the latter is circulated between interface and the bulk fluid.

The influence of Marangoni convection and Rayleigh convection on the mass
transfer is significant as seen by the increase of enhancement factor by simulations
and experimental measurement as described in this chapter and Chap. 9. The
necessary conditions for initiating Rayleigh or Marangoni convection are first the
Ra or Ma number should exceed their critical value, respectively; second the
interfacial should be disturbed at least one point to initiate the interfacial instability.

The location of the disturbed points is stochastic and can be described by
employing different interfacial models. It is noted that, in the course of simulation,
the numerical disturbance may affect the simulated result. For instance, in the
absorption process as shown in Fig. 10.13, since the bounce-back boundary con-
dition is applied, numerical disturbance is arising from the two sides of the con-
tainer wall to make the Rayleigh convection appeared primo near the wall as seen in
Figs. 10.10 and 10.24. Such convection promotes the instability of neighboring
interfacial concentration points and induces subsequent Rayleigh convections.
Nevertheless, by using the LBM-FDM method of computation, the Rayleigh
convection first appear away from the wall as shown in Fig. 10.27. However, in
spite of the location of the initial disturbance, the appearance of both convections
are developing with time and spreading out to the whole fluid body so as to promote
the interface renewal and enhance the mass transfer until the process reaches stable
state.
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