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## Preface

The abstract and papers in this volume were presented at the Eighth Annual International Computing and Combinatorics Conference (COCOON 2002), held on August 15-17 in Singapore. The topics cover various aspects of theoretical computer science and combinatorics related to computing.

Submissions to the conference this year were conducted electronically. The 60 papers were selected for presentation from a total of 106 submitted papers from Australia (6), Canada (3), China (6), Germany (9), India (5), Japan (11), Korea (10), Singapore (5), Taiwan (8), United States (29), and 11 other countries and regions (14). The papers were evaluated by an international program committee consisting of Mikhail Atallah, Jik Chang, Tim Ting Chen, Siu-Wing Cheng, Omer Egecioglu, Fan Chung Graham, Susanne Hambrusch, Sorin Istrail, Sampath Kannan, Ming-Yang Kao, Shlomo Moran, Koji Nakano, Takao Nishizeki, Steve Olariu, Gheorghe Paun, Pandu Rangan, Sartaj Sahni, Arto Salomaa, Igor Shparlinski, Janos Simon, Paul Spirakis, Chung Piaw Teo, Jan van Leeuwen, Paul Vitanyi, Peter Widmayer, and Hsu-Chun Yen. It is expected that most of the accepted papers will appear in a more complete form in scientific journals. In addition to the contributed papers, three invited lectures were presented by Eugene W. Myers, Sartaj Sahni, and Arto Salomaa.

We wish to thank all who have made this meeting possible: the authors for submitting papers, the program committee members and external referees (listed in the proceedings) for their excellent work, and the three invited speakers. Finally, we wish to express our sincere appreciation to the sponsors, local organizers, and our colleagues for their assistance and support.
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# The Assembly of the Human and Mouse Genomes 

Gene Myers, Ph.D<br>VP, Informatics Research<br>Celera Genomics<br>Gene.Myers@celera.com

Paired-read shotgun sequencing of a genome consists of randomly sampling segments of a fixed length, say 10,000 base pairs ( 10 Kbp ), and directly determining a "read" of 500 to 700 bp at the two ends of each segment with an automated DNA sequencing instrument. Reconstructing or "assembling" a very large genome from such a data set was considered impossible at the time Jim Weber and I proposed it for the Human Genome ( 2.9 Gbp ) in 1996. Critics claimed that the computation would involve an impossible amount of computer time, that the size and repetitiveness of the genome would confound all attempts at assembly should sufficient computer efficiency be achieved, and that even if an assembly were produced it would be of an extremely poor quality and partial nature.

In mid-1998 Celera was formed and by the close of 1999 the informatics research team at Celera had assembled the 130 Mbp Drosophila genome after producing a whole genome shotgun data set with enough reads to cover genome 13 times over, a 13X data set. An assembly of the Human genome followed in 2000 from a 5.1X data set and synthetic reads generated from public data. In April 2001, we produced an assembly of the Mouse genome from a 5.3X data set of three different mouse strains in equal proportions.

Our results from these projects prove unequivocally that whole genome shotgun sequencing is effective at delivering highly reliable reconstructions. The fact that assembly is achieved with only 5 X data implies that a relatively complete picture of a large vertebrate genome can be obtained in six to nine months at very competitive cost with current technology. We demonstrate that the 5.3X mouse assembly is a solid substrate for annotation, and together with the human genome, many structural features become apparent through evolutionary conservation.

# Data Structures for One-Dimensional Packet Classification Using Most-Specific-Rule Matching 

Sartaj Sahni<br>CISE Department, University of Florida<br>Gainesville, FL 32611<br>sahni@cise.ufl.edu

We review the data structures that have been proposed for one-dimensional packet classification. Our review is limited to data structures for the case when ties among the rules that match an incoming packet are broken by selecting the matching rule that is most specific. For the case when the rule filters are destination-address prefixes or are nonintersecting ranges, this tie breaker corresponds to longest-prefix or shortest-range matching, respectively. When the rule filters are arbitrary ranges, this tie breaker resolves the tie only when the rule set is conflict free. Data structures for both static and dynamic rule tables are discussed.

# DNA Complementarity and Paradigms of Computing 

Arto Salomaa<br>Turku Centre for Computer Science Lemminkäisenkatu 14, 20520 Turku, Finland asalomaa@cs.utu.fi


#### Abstract

Watson-Crick complementarity is one of the central components of DNA computing, the other central component being the massive parallelism of DNA strands. While the parallelism drastically reduces (provided the laboratory techniques will become adequate) the computational complexity, the complementarity is the actual computational tool "freely" available. It is also the cause behind the Turing universality of models of DNA computing. This paper makes this cause explicit, reducing the matter to some previously known issues in computability theory. We also discuss some specific models.


## 1 Adleman's Experiment

Adleman, [2], demonstrated how standard methods of molecular biology could be used to solve a (small instance of a) computationally hard problem. The interest on "DNA-based computers" has been growing rapidly, both as regards the development of laboratory techniques and the study of theoretical models. This paper deals exclusively with the latter aspect.

There are still considerable obstructions to creating a practical molecular computer, and also very pessimistic views have been expressed. On the other hand, the possibilities in many fields such as cryptography seem quite amazing, see, for instance, [1].

Although the real practical feasibility of molecular computers remains still in doubt, the field has opened new vistas and important research problems both for computer scientists and biologists. The computer scientist and mathematician is looking for new models of computation. I would like to call such models "WatsonCrick machines" because of the Watson-Crick complementarity in DNA: the four bases A (adenine), T (thymine), C (cytosine) and G (guanine) form two complementary pairs ( $\mathrm{A}, \mathrm{T}$ ) and (C,G). In a Watson-Crick machine, Turing's slow diligent clerk is replaced by DNA strands acting in a test tube. In this way the massive parallelism of DNA strands may render tractable some computational problems that were beyond the reach of the diligent clerk; not because the DNA strands are smarter but simply because they can make many tries at once. For the biologist, the unexpected results in DNA computing indicate that models of DNA computers could be significant also for the study of important biological problems
such as evolution. Moreover, the techniques of DNA manipulation developed originally for computational purposes could find relevant applications in genetic engineering. However, because of the rather diverse research traditions, it will not be easy to establish common idioms, let alone common vocabulary, for the researchers in computer science and biology.

In the issue of Science containing Adleman's seminal work, David Gifford wrote, [7: "If we are able to construct a universal machine out of biological macromolecular components, then we could perform any computation by means of biological techniques. There are certainly powerful practical motivations for this approach, including the information-encoding density offered by macromolecules and the high energy efficiency of enzyme systems. At present, there is no known way of creating a synthetic universal system based on macromolecules. Universal systems require the ability to store and retrieve information, and DNA is certainly up to the task if one could design appropriate molecular mechanisms to interpret and update the information in DNA. This ultimate goal remains elusive, but once solved, it will revolutionize the way we think about both computer science and molecular biology."

Although such an ultimate goal still remains elusive, there are by now already many DNA-based universal computational models. (For instance, see [3461011922].) That there are many diverse ways of constructing DNA-based universal computers is due to the following overall observation. Watson-Crick complementarity guarantees universal computations in any model of DNA computers having sufficient capabilities of handling inputs and outputs. This is a consequence of the close similarity between the Watson-Crick complementarity and the twinshuffle language. This observation was first made in 12, and developed further in [310131617]. The twin-shuffle language is a language over four letters, known, [5], to be powerful enough to serve as a basis for arbitrary computations. This state of affairs can be viewed also as a mathematical explanation to the number of nucleotides in DNA being four, rather than three or five.

It seems obvious that theoretical studies about DNA computing must make use of the following two advantages stemming from DNA molecules. (i) WatsonCrick complementarity which can be viewed as the actual computational tool, and (ii) the multitude of DNA molecules which brings massive parallelism to the computing scene. It seems that theoretical studies have so far concentrated on (i). It is still quite an open area to model (ii) mathematically, as well as to combine (i) and (ii) into one model of DNA computing.

The purpose of this paper is an overall discussion of the significance of the Watson-Crick complementarity in an arbitrary theoretical setup of DNA computing. Sections 2 and 3 are devoted to a general discussion. Specific setups, "case studies", are then presented in the following sections.

The paper assumes practically no background on the part of the reader. The necessary prerequisites about formal languages can be found, for instance, in [14] or [15].

## 2 Complementarity

DNA consists of polymer chains, usually referred to as $D N A$ strands. A chain is composed of nucleotides, also referred to as bases. Sometimes the chains are also referred to as oligonucleotides, briefly oligos. The four DNA nucleotides or bases are customarily denoted by $A, C, G$ and $T$.

According to a chemical convention, each strand has a $5^{\prime}$ end and a $3^{\prime}$ end, for instance,

$$
5^{\prime} C A T T A G 3^{\prime} \text { or } 3^{\prime} G T A A T C 5^{\prime}
$$

Thus, the strands are oriented. The familiar double helix of DNA arises by the bondage of two separate strands. Actually, single strands are fragile and, consequently, information is stored in double strands.

The phenomenon known as Watson-Crick complementarity comes into the picture in the formation of double strands. Bonding happens by the pairwise attraction of bases: $A$ bonds with $T$, and $C$ bonds with $G$. Therefore, the two unordered pairs $(A, T)$ and $(C, G)$ are known as complementary pairs of bases. Bonding will only occur if the bases in the two strands are pairwise complementary and, moreover, the strands have opposite orientations: one of them extends from $5^{\prime}$ to $3^{\prime}$, and the other from $3^{\prime}$ to $5^{\prime}$. This is the case with the two strands mentioned above and, consequently, they form the double strand

$$
\begin{aligned}
& 5^{\prime} C A T T A G 3^{\prime} \\
& 3^{\prime} G T A A T C 5^{\prime}
\end{aligned}
$$

Double strands can again be dissolved into single strands by heating the solution. This process is usually referred to as melting. The reverse process, referred to as annealing, is performed by cooling the solution. We do not try to give here any survey about the operations possible or feasible with DNA strands, or about the error-freeness of such operations. We will also ignore the orientation in the sequel. Studies of DNA computing have brought forward many significant new problem areas along these lines. However, for our purposes, the following observation is important. Watson-Crick complementarity gives us something important "for free": whenever bondage happens, we know that the bases at corresponding places must be complementary. If $A$ appears in one of the strands, we know that $T$ appears in the corresponding place in the other strand. If we know one member of a bond, we know also the other member "without looking". Otherwise, bondage would not have taken place. This observation is very basic for DNA computing. As we will see, it means that we have the twin-shuffle language freely available. This leads to universality of models of DNA computing satisfying certain requirements of handling inputs and outputs.

The observation mentioned is relevant also for simple tasks of DNA computing. It is also behind Adleman's fundamental experiment, [2], of solving an instance of the Hamiltonian path problem, HPP.

Given a directed graph, we want to solve its HPP. Each vertex is encoded by an oligonucleotide. (Adleman used strands of length 20.) Edges are encoded by oligonucleotides of the same length such that the first (resp. second) half of
the oligonucleotide encoding an edge equals the (Watson-Crick) complement of the second (resp. first) half of the oligonucleotide encoding the outgoing (resp. incoming) vertex of the edge.

In symbols, let $x$ and $y,|x|=|y|=20$, be the oligonucleotides encoding two vertices such that there is an edge from $x$ to $y$. Write

$$
x=x_{1} x_{2}, y=y_{1} y_{2},\left|x_{1}\right|=\left|x_{2}\right|=\left|y_{1}\right|=\left|y_{2}\right|=10
$$

(As already mentioned, we ignore the orientation markers $5^{\prime}$ and $3^{\prime}$. Consider the alphabet $\Sigma_{D N A}=\{A, G, T, C\}$, referred to as the $D N A$-alphabet in the sequel. Define the letter-to-letter morphism $h_{W}: \Sigma_{D N A}^{*} \rightarrow \Sigma_{D N A}^{*}$ by

$$
h_{W}(A)=T, h_{W}(T)=A, h_{W}(C)=G, h_{W}(G)=C .
$$

(The morphism $h_{W}$ will be called the Watson-Crick morphism.) Then the edge from $x$ to $y$ is encoded by the oligo $h_{W}\left(x_{2} y_{1}\right)$.

The experiment begins by forming a "DNA soup" containing, in large quantities, oligos of the vertices, as well as of the edges of the graph. Now the ligation reaction resulting from the Watson-Crick complementarity will link together compatible edges. This "domino game" continues, identifying longer and longer paths. In this way DNA molecules encoding random paths through the graph are formed. By a filtering procedure consisting of several operations possible for DNA strands one can check whether or not paths satisfying HPP are present.

It will be seen below that any model of DNA computing, where the filtering procedures available can simulate gsm mappings, is capable of Turing machine computations. Opinions may differ as to whether computational universality is of practical relevance. It is quite reasonable to argue that one should not aim to fit DNA models too tightly to Turing models, but should rather try to completely rethink the notion of computation. For some specific classes of hard computational problems, Turing universality might not at all be important. On the other hand, in a specific model of DNA computing, where computational universality is unknown, one could suddenly face a situation that numerous practical efforts of solving a particular problem are proven to have been futile.

## 3 Déjà vu: Complementarity and Universality

So far quite many and diverse theoretical models have been proposed for DNAbased computing. The early ones are discussed in [10], see also [3]. While the models have been based on different ideas and principles, Watson-Crick complementarity is somehow present in a computation or derivation step. This is natural, in view of the central role of complementarity in DNA operations. A typical model of DNA computing consists of augmenting a computational aspect of complementarity with some input-output format.

A property shared by most of the models is that they produce all recursively enumerable sets, that is, are universal in the sense of Turing machines. This property seems to be completely independent, for instance, of a model being
grammatical or a machine model. Complementarity, augmented with adequate input-output facilities, seems to guarantee universality.

Why is this not surprising? Because this is something we have already seen before in theoretical computer science. We will now establish a link with certain fairly old results from computability theory, with the purpose of showing that complementarity is, in fact, a source of universality. Complementarity is such a powerful tool because it brings, in a certain sense, the universal twin-shuffle language to the computing scene. We are now ready for the formal details.

Consider the DNA-alphabet $\Sigma_{D N A}=\{A, G, T, C\}$, as well as the WatsonCrick morphism $h_{W}$. Following chemical terminology, $A$ and $G$ are called purines, and $T$ and $C$ pyrimidines. Clearly, the square of $h_{W}$ is the identity. Words over $\Sigma_{D N A}$ can be viewed as single strands. Two single strands $x$ and $y$ are complementary (and, thus, subject to bondage) if $x=h_{W}(y)$ or, equivalently, $y=h_{W}(x)$. The morphism $h_{W}$ is denoted also by an upper bar: $h_{W}(x)=\bar{x}$. Thus, in this notation, the double bar will be the identity: $\overline{\bar{x}}=x$. Moreover, we will view the DNA-alphabet as an extended binary alphabet $\{0,1, \overline{0}, \overline{1}\}$, with the conventions:

$$
A=0, G=1, T=\overline{0}, C=\overline{1}
$$

(Observe that this agrees with the bar notation for the Watson-Crick morphism.)
A generalization of the DNA-alphabet and our extended binary alphabet is the DNA-like alphabet

$$
V_{n}=\left\{a_{1}, \ldots, a_{n}, \overline{a_{1}}, \ldots, \overline{a_{n}}\right\}, n \geq 2
$$

The letters in the unordered pairs $\left(a_{i}, \overline{a_{i}}\right), 1 \leq i \leq n$, are called complementary. Again, the morphism $h_{W}$ mapping each letter to its complementary one is called the Watson-Crick morphism and also denoted by a bar. Extending the terminology concerning the DNA-alphabet, the non-barred letters are called purines and the barred ones pyrimidines.

We can now define the twin-shuffle language TS. Consider the binary alphabet $\{0,1\}$, as well as its "complement" $\{\overline{0}, \overline{1}\}$. For a word $x$ over $\{0,1\}$, we denote by $\bar{x}$ the word over $\{\overline{0}, \overline{1}\}$, where every letter of $x$ is replaced by its "barred version". (Observe that the bar defines in this fashion a letter-to-letter morphism of $\{0,1\}^{*}$ onto $\{\overline{0}, \overline{1}\}^{*}$.) For instance, if $x=001100$, then $\bar{x}=\overline{0} \overline{0} \overline{1} \overline{1} \overline{0} \overline{0}$.

For two words $x$ and $y$, denote by $x ш y$ the set of words obtained by shuffling $x$ and $y$, without changing the order of letters in $x$ or $y$. For instance, each of the words

$$
0 \overline{0} 0 \overline{0} 1 \overline{1} 1 \overline{1} 0 \overline{0} 0 \overline{0}, \quad \overline{0} \overline{0} \overline{1} \overline{1} \overline{0} \overline{0} 001100, \overline{0} 001 \overline{0} 10 \overline{1} \overline{1} 0 \overline{0}
$$

is in $x \amalg \bar{x}$, where $x=001100$, but $00 \overline{1} \overline{1} \overline{0} \overline{0} 0011 \overline{0} \overline{0}$ is not in $x \amalg \bar{x})$.
Definition 1 The twin-shuffle language TS consists of all words $x \in w ш \bar{w}$ over the alphabet $\{0,1, \overline{0}, \overline{1}\}$, where $w$ over $\{0,1\}$ is arbitrary. The generalized twin-shuffle language $T S_{n}$ over the DNA-like alphabet is defined exactly as $T S$ except that now $w$ ranges over the words over the alphabet $\left\{a_{1}, \ldots, a_{n}\right\}$.

We now come to the universality of the twin-shuffle language TS. The universality is due to the following basic representation result for recursively enumerable languages.

Theorem 1 For every recursively enumerable language L, a gsm-mapping $g$ such that $L=g(T S)$ can be effectively constructed.

Here"gsm" refers to "generalized sequential machine", a device obtained by providing a finite automaton with outputs. The result was established in [5]. For various proofs and the history of this result, the reader is referred to [15].

The basic representation result shows why $T S$ is universal: It remains the same for all languages. Only the mapping $g$ (that can be viewed to constitute the input-output format) has to be specified differently according to each particular $L$, in other words, according to the needs of each particular "task". The result is also highly invariant, which shows its fundamental character. The reader is referred to $\begin{array}{llllll}13 & 15 & 16 & 17\end{array}$.

A further analysis of the mapping $g$ leads to various strengthenings of the basic representation result. Strengthenings are needed for specific needs of particular models of DNA computing. We mention the following modifications.

Theorem 2 An arbitrary recursively enumerable language $L$ over the alphabet $V$ can be represented as

$$
L=p_{V}\left(T S_{n} \cap R\right)
$$

where $T S_{n}$ is the generalized twin-shuffle language, $R$ is a regular language and $p_{V}$ is the projection on the alphabet $V$ (leaving letters of $V$ unchanged and erasing other letters.) The language $L$ can also be represented in the forms

$$
L=p_{V}(E(g, h) \cap R), L=p_{V}(g(E(g, h)) \cap R)
$$

where $g, h$ are morphisms and $E(g, h)$ is their equality set

$$
E(g, h)=\{x \mid g(x)=h(x)\} .
$$

The items $R, p, n, g, h$ are effectively constructable, provided $L$ is effectively given. We refer to [15] for a proof of this modified representation result. The modified version is stronger than the basic one, because it tells us that we may restrict the attention to a particular kind of gsm-mappings. Altogether the modified version fits very well to machine models of DNA computing, 6]. Many examples are given in [10].

The representation results presented above exhibit the universality of the twin-shuffle language $T S$. On the other hand, the interconnection between $T S$ and Watson-Crick complementarity is rather obvious and will be discussed below.

The interconnection between the language $T S$ and Watson-Crick complementarity can be presented in various ways, depending on the method of reading double strands as single strands. We now discuss some such methods. Instead of the DNA-alphabet $\{A, G, T, C\}$, we use the extended binary alphabet $\{0,1, \overline{0}, \overline{1}\}$
in the way described above. Thus (disregarding orientation) the DNA double strands $Z$ are of the form

$$
\frac{x_{1}}{x_{1}} \frac{x_{2} \ldots x_{n}}{x_{2} \ldots \overline{x_{n}}}
$$

where each $x_{i}$ is a letter of the extended binary alphabet, and double bars can be ignored in the way described above. We will first construct a single strand (or a word) from the double strand $Z$ by the up-down method, taking letters alternately from upper and lower strands, beginning from the upper strand. The result is

$$
U D(Z)=x_{1} \overline{x_{1}} x_{2} \overline{x_{2}} \ldots x_{n} \overline{x_{n}} .
$$

The word $U D(Z)$ is always in $T S$. Indeed, words of the form $U D(Z)$ constitute the regular subset $\{0 \overline{0}, \overline{0} 0,1 \overline{1}, \overline{1} 1\}^{*}$ of $T S$.

Consider now the reverse problem of constructing a double strand from a word in $T S$. Let $y$ be a nonempty word in $T S$. Necessarily, $y$ is of even length, $|y|=2 m$. Moreover, the scattered subword $y^{\prime}$ (resp. $y^{\prime \prime}$ ) of $y$ consisting of nonbarred (resp. barred) letters is of length $m$. For $1 \leq i \leq m$, we denote by $y_{i}^{\prime}$ (resp. $y_{i}^{\prime \prime}$ ) the $i$ th letter of $y^{\prime}$ (resp. $y^{\prime \prime}$ ). Because $y$ is in $T S$, the unordered pair $\left(y_{i}^{\prime}, y_{i}^{\prime \prime}\right)$ equals either $(0, \overline{0})$ or $(1, \overline{1})$. When we speak of $y_{i}^{\prime}$ or $y_{i}^{\prime \prime}$, we have these particular occurrences in mind. The occurrences may lie far apart in $y$. However, one of them is always to the left of the other. The left occurrence is referred to as the up-occurrence at position $i$, the right occurrence is similarly referred to as the down-occurrence at position $i$.

Consider now the double strand of length $m$, where for $1 \leq i \leq m$, the $i$ th letter in the upper (resp. lower) strand is the up- (resp. down-) occurrence at position $i$ in $y$. This double strand is called the left parse of $y$ and denoted $L P(y)$. Clearly, $L P(y)$ satisfies the complementarity requirement for DNA double strands. Observe that $L P$ is not injective, for instance,

$$
L P(\overline{10} 10=L P(\overline{1} 1 \overline{0} 0)
$$

On the other hand, for all double strands $Z$, we have $L P(U D(Z))=Z$. The equation $U D(L P(y))=y$ is valid if $y$ belongs to the aforementioned subset $\{0 \overline{0}, \overline{0} 0,1 \overline{1}, \overline{1} 1\}^{*}$ of $T S$.

We have shown how to go from words in $T S$ to DNA double strands, and vice versa. Our observations can be summarized as follows.

Theorem 3 For any nonempty word $y$ in the twin-shuffle language TS, LP (y) is a unique $D N A$ double strand. For any $D N A$ double strand $Z, U D(Z)$ is a unique word in the subset $\{0 \overline{0}, \overline{0} 0,1 \overline{1}, \overline{1} 1\}^{*}$ of $T S$. When restricted to this subset, $L P$ is the inverse of $U D$.

The strength of the representation results (such as the basic and modified result presented above) is shown also by their invariance. For instance, the universality results are not affected if one assumes that one of the strands in the double strands contains only purines (non-barred letters).

Watson-Crick complementarity is a phenomenon provided for us "for free" by nature. When bondage takes place (under ideal conditions) between two single
strands, we know that the bases opposite each other are complementary. This information is "free"; there is no need to check it in any way. At a first glance, it might seem that not much information is obtained: one just reads the same information twice when investigating a double strand. However, conclusions can be made from the history of a double strand, from the knowledge of how it came into being. The conclusions in Adleman's experiment are made in this way. If we know how information was encoded on the DNA strands subjected to bondage, we may learn much from the fact that bondage has actually taken place.

## 4 Watson-Crick Finite Automata

We will now briefly discuss some models of DNA-based computing, emphasizing computational universality. The reader is referred also to 6 1016]. The proofs, omitted here, are based on the representation theorems in the preceding section. Some kind of interplay between complementarity and $T S$ is always essential.

Consider the DNA-like alphabet $V_{n}=\left\{a_{1}, \ldots, a_{n}, \bar{a}_{1}, \ldots, \bar{a}_{n}\right\}, n \geq 1$. Observe that in complementary pairs one member is a purine and the other a pyrimidine - exactly as in case of DNA.

Generalizing the idea of a DNA double strand, we now introduce a data structure called a double strand over $V_{n}$. The set of all double strands over $V_{n}$ will be denoted by $D S\left(V_{n}\right)$. By definition, $D S\left(V_{n}\right)$ is the free monoid generated by all ordered pairs $\left(a_{i}, \bar{a}_{i}\right)$ and $\left(\bar{a}_{i}, a_{i}\right)$, where $i$ runs through the numbers $1, \ldots, n$.

Thus, an element $Z$ of $D S\left(V_{n}\right)$ is a catenation of pairs of the form ( $a_{i}, \bar{a}_{i}$ ) and $\left(\bar{a}_{i}, a_{i}\right)$. The first (resp. second) members in the pairs define a word, referred to as the upper (resp. lower) strand of $Z$. We denote double strands similarly as before. For instance,

$$
\left(a_{2}, \bar{a}_{2}\right)\left(\bar{a}_{1}, a_{1}\right)\left(a_{1}, \bar{a}_{1}\right)\left(a_{1}, \bar{a}_{1}\right)=\begin{aligned}
& a_{2} \bar{a}_{1} a_{1} a_{1} \\
& \bar{a}_{2} a_{1} \bar{a}_{1} \bar{a}_{1}
\end{aligned}
$$

where $a_{2} \bar{a}_{1} a_{1} a_{1}$ (resp. $\bar{a}_{2} a_{1} \bar{a}_{1} \bar{a}_{1}$ ) is the upper (resp. lower) strand.
Definition 2 A Watson-Crick finite automaton is a construct

$$
\mathcal{A}=\left(V_{n}, Q, q_{0}, F, \delta\right)
$$

where $V_{n}$ is a DNA-like alphabet, $Q$ is a finite set (states), $q_{0} \in Q$ (initial state), $F \subseteq Q$ (final states), and $\delta$ is a finite set of ordered quadruples $\left(q, x_{u}, x_{d}, q^{\prime}\right)$, where $q, q^{\prime} \in Q$ and $x_{u}, x_{d} \in V_{n}^{*}$ (transitions).

Intuitively, the automaton $\mathcal{A}$ consists of a control box, being at any moment in one of finitely many possible states, and two read-only heads, moving independently of each other from left to right. The inputs of $\mathcal{A}$ are double strands $Z$ belonging to $D S\left(V_{n}\right)$. The overall behavior of $\mathcal{A}$ is nondeterministic. The reading heads $H_{u}$ and $H_{d}$ read the upper and lower strands of $Z$, respectively. Consider a quadruple $\left(q, x_{u}, x_{d}, q^{\prime}\right)$. Assume that $\mathcal{A}$ is in the state $q$ and that $x_{u}\left(\right.$ resp. $\left.x_{d}\right)$
appears in the upper (resp. lower) strand of $Z$, immediately to the right of the position scanned by $H_{u}$ (resp. $H_{d}$ ). Then it is possible for $\mathcal{A}$ to pass $H_{u}$ (resp. $H_{d}$ ) over $x_{u}$ (resp. $x_{d}$ ) and go to the state $q^{\prime}$. (Observe that $\delta$ might contain also the quadruple $\left(q, x_{u}^{\prime}, x_{d}^{\prime}, q^{\prime \prime}\right)$, where $x_{u}^{\prime}$ and $x_{d}^{\prime}$ are prefixes of $x_{u}$ and $x_{d}$, respectively. Then $\mathcal{A}$ can also go to the state $q^{\prime \prime}$, by reading $x_{u}^{\prime}$ and $x_{d}^{\prime}$.) Note that one or both of the middle elements in the quadruples may be the empty word. Thus, it is possible for the automaton $\mathcal{A}$ to read a portion of one strand only during a step of the computation.

A double strand $Z$ belonging to $D S\left(V_{n}\right)$ is accepted by the automaton $\mathcal{A}$ if the following computation is possible, using the quadruples in $\delta$. Initially, $\mathcal{A}$ is in the state $q_{0}$ and the head $H_{u}$ (resp. $H_{d}$ ) is positioned to the left of the whole upper (resp. lower) strand of $Z$. At the end of the computation, $\mathcal{A}$ is in a state belonging to $F$ and the head $H_{u}$ (resp. $H_{d}$ ) is positioned to the right of the whole upper (resp. lower) strand of $Z$.
(This informal definition can be formalized in the usual way by introducing instantaneous descriptions and a yield relation for computational steps, based on $\delta$. In such a formalization the elements of $D S\left(V_{n}\right)$ have to be decomposed further, because the heads move at different speeds. A similar further decomposition will be needed also below, in connection with matching systems.)

The language $L(\mathcal{A}) \subseteq V_{n}^{*}$ accepted by the Watson-Crick finite automaton $\mathcal{A}$ consists of all upper strands of the double strands $Z$ accepted by $\mathcal{A}$.

We are now ready to state the universality result. Several modifications of it are possible. By a weak coding we mean a morphism mapping every letter either to a letter or to the empty word.

Theorem 4 Every recursively enumerable language is a weak coding of a language accepted by a Watson-Crick finite automaton.

A Watson-Crick finite automaton, as a construct, is essentially the same as a finite automaton with two one-way reading heads. (For such automata, though, we are not aware of any result analogous to the above theorem.) There is no difference if one reads twice the same single strand or once a double strand. However, in considerations involving DNA-based computing, there is a difference: something can be learned from the history of the double strands, how they came into being.

## 5 Matching Systems

As another case study, we consider a grammatical model. We need the set of extended double strands over $V_{n}$, in symbols, $E D S\left(V_{n}\right)$. Intuitively, elements of $E D S\left(V_{n}\right)$ are double strands having a "sticky" single strand at the end.

Define the alphabets

$$
V_{n}^{u}=\left\{(x, \#) \mid x \in V_{n}\right\}, V_{n}^{d}=\left\{(\#, x) \mid x \in V_{n}\right\} .
$$

Intuitively, \# is used to denote blank. The letters of $V_{n}^{u}$ (resp. $V_{n}^{d}$ ) are used to construct "sticky" upper (resp. lower) strands which may become double strands by rules of complementarity.

By definition,

$$
E D S\left(V_{n}\right)=D S\left(V_{n}\right)\left(\left(V_{N}^{u}\right)^{*} \cup\left(V_{n}^{d}\right)^{*}\right)
$$

Definition $3 A$ matching system is a construct

$$
\mathcal{M}=\left(V_{n}, A, S_{u}, S_{d}\right)
$$

where $V_{n}$ is a $D N A$-like alphabet, $A \subseteq E D S\left(V_{n}\right)$ is a finite set (axioms), and $S_{u} \subseteq\left(V_{n}^{u}\right)^{*}, S_{d} \subseteq\left(V_{n}^{d}\right)^{*}$ are finite sets (upper and lower strands, respectively).

A matching system $\mathcal{M}$ generates a set

$$
S(\mathcal{M}) \subseteq E D S\left(V_{n}\right)
$$

as follows. Each element $Z \in S(\mathcal{M})$ possesses a derivation, a finite sequence of elements of $E D S\left(V_{n}\right)$. The derivation begins with an element of $A$ and ends with $Z$. Every element of the derivation is obtained from the preceding element by extending it with some element of $S_{u}$ or $S_{d}$. Elements of $S_{d}$ (resp. $S_{u}$ ) have to be used to extend elements of $D S\left(V_{n}\right)\left(V_{n}^{u}\right)^{*}$ (resp. $\left.D S\left(V_{n}\right)\left(V_{n}^{d}\right)^{*}\right)$. (Thus, elements of $D S\left(V_{n}\right)$ can be extended by elements of both $S_{d}$ and $S_{u}$.) The result of the extension has to be again an element of $\operatorname{EDS}\left(V_{n}\right)$. Each element of $S_{d}$ and $S_{u}$ can be used arbitrarily many times in the same derivation.

The formal definition, based again on a yield relation, should be clear by the above informal remarks. Let us consider an example of a matching system $\mathcal{M}$. The alphabet will be the DNA alphabet $\{A, G, T, C\}$. The only axiom is $C A T$ and the set $S_{u}$ has the strands $\begin{aligned} & G T \\ & \# \#\end{aligned}$ and $\begin{aligned} & A T \\ & \# \#\end{aligned}$ as its elements, whereas $\begin{aligned} & \# \# \# \# \\ & T A C A\end{aligned}$ is the only element of $S_{d}$.

Every derivation necessarily begins with the sequence

$$
\begin{aligned}
& C A T \\
& G \# \#
\end{aligned} \Rightarrow \begin{aligned}
& C A T \# \# \\
& G T A C A
\end{aligned} \Rightarrow \begin{aligned}
& C A T G T \\
& G T A C A
\end{aligned}
$$

After this, any of the three elements of $S_{u} \cup S_{d}$ can be applied. However, the application of $\begin{aligned} & G T \\ & \# \#\end{aligned}$

$$
\begin{aligned}
& C A T G T G T \\
& G T A C A \#
\end{aligned}
$$

after which the derivation necessarily blocks. The other two elements of $S_{u} \cup S_{d}$ lead to an extended double strand from which it is possible to continue. Altogether the possibilities are very limited, and the reader should have no difficulties in characterizing the set $S(\mathcal{M})$.

The elements of $S(\mathcal{M})$ are extended double strands. A language can be "squeezed out" of $S(\mathcal{M})$ in various ways. Only regular languages result in this way in the above setup. This is due to the unrestricted use of elements in $S_{u} \cup S_{d}$. To reach universality, some restrictions must be imposed on the derivations.

Consider a matching system $\mathcal{M}$. Assume that the sets $S_{u}$ and $S_{d}$ are of the same cardinality $k$. Label the elements of $S_{u}$ and $S_{d}$ by the integers $1, \ldots, k$. The upper (resp. lower) control word $C_{u}(D)$ (resp. $C_{d}(D)$ ) of a derivation $D$ is the sequence of labels of elements of $S_{u}$ (resp. $S_{d}$ ) used in the derivation $D$, in their order of application. A derivation $D$ is termed coherent if $C_{u}(D)=C_{d}(D)$ and, moreover, the last element of $D$ is a double strand, that is, an element in $D S\left(V_{n}\right)$. The coherent set $S_{c}(\mathcal{M}) \subseteq D S\left(V_{n}\right)$ generated by a matching system $\mathcal{M}$ (satisfying the assumption about the cardinalities of $S_{u}$ and $S_{d}$ ) consists of the last elements of coherent derivations according to $\mathcal{M}$.

Theorem 5 Every recursively enumerable language $L \subseteq \Sigma^{*}$ can be represented in the form

$$
L=f\left(g^{-1}\left(S_{c}(\mathcal{M})\right)\right)
$$

for some matching system $\mathcal{M}$, morphism $g: \Sigma^{*} \rightarrow D S\left(V_{n}\right)$ and weak coding $f: \Sigma^{*} \rightarrow \Sigma^{*}$.

## 6 Lindenmayer Systems and Complementarity

Complementarity can be viewed also as a language-theoretic operation. As such $h_{W}$ is only a morphism of a special kind. However, the operational complementarity can be considered also as a tool in a developmental model: undesirable conditions in a string trigger a transition to the complementary string. Thus, the class of "bad" strings is somehow specified. Whenever a bad string $x$ is about to be produced by a generative process, the string $h_{W}(x)$ is taken instead of $x$. If the generative process produces a unique sequence of strings (words), the sequence continues from $h_{W}(x)$. The class of bad strings has to satisfy the following soundness condition: whenever $x$ is bad, the complementary string $h_{W}(x)$ is not bad. This condition guarantees that no bad strings are produced.

While the operational complementarity can be investigated in connection with any generative process for words, it seems particularly suitable for Lindenmayer systems, the systems themselves being developmental models. The simplest $L$ system, namely the D0L system, has been thoroughly investigated, [11]. A D0L system generates a sequence of words. When it is augmented with a trigger for complementarity transitions, as described above, the resulting sequences contain no bad words. However, even very simple triggers yield amazing computational possibilities. We will now mention some fundamental results concerning such Watson-Crick D0L systems. Because of their strength, especially in comparison with ordinary D0L systems, they have been quite widely studied, for instance, see 9818192022214 ]. For completeness, we begin with the definition of a D0L system.

Definition $4 A$ D0L system is a triple $G=\left(\Sigma, g, w_{0}\right)$, where $\Sigma$ is an alphabet, $w_{0} \in \Sigma^{*}$ (the axiom) and $g$ is an endomorphism of $\Sigma^{*}$. A D0L system defines the sequence $S(G)$ of words $w_{i}, i \geq 0$, where $w_{i+1}=g\left(w_{i}\right)$, for all $i \geq 0$. It defines also the language $L(G)$, consisting of all words in $S(G)$, the length sequence $\left|w_{i}\right|, i \geq 0$, as well as the growth function $f(i)=\left|w_{i}\right|$.

A Watson-Crick D0L system is simply a D0L system augmented with a trigger. Below we consider just one trigger, namely, the language over the DNAlike alphabet, consisting of words, where the pyrimidines form a majority. Such Watson-Crick D0L systems are customarily referred to as standard in the literature. We will now give the formal definitions.

For a word $x$ over a DNA-like alphabet $V_{n}$, we denote by $\operatorname{pur}(x)$ (resp. $\operatorname{pyr}(x))$ the scattered subword of $x$ consisting of all purines (resp. pyrimidines) in $x$. (Recall that pyrimidines are the barred letters.) Thus, for any $x$,

$$
|x|=|p u r(x)|+|p y r(x)| \text { and }|p u r(x)|=\left|p y r\left(h_{W}(x)\right)\right| .
$$

These equations and the definition of the Watson-Crick morphism $h_{W}$ give rise to the following basic lemma.

Lemma 1 Let $x$ be an arbitrary word over the DNA-like alphabet $V_{n}$. Then either $|\operatorname{pur}(x)|=\frac{|x|}{2}$ or else exactly one of the inequalities

$$
|\operatorname{pur}(x)|>\frac{|x|}{2} \text { and }\left|\operatorname{pur}\left(h_{W}(x)\right)\right|>\frac{|x|}{2}
$$

holds.

Definition $5 A$ Watson-Crick D0L system is a construct $G=\left(V_{n}, g, w_{0}\right)$, where $V_{n}$ is a DNA-like alphabet, $g: V_{n}^{*} \rightarrow V_{n}^{*}$ is a morphism and $w_{0} \in V_{n}^{*}$ (the axiom) satisfies $2\left|\operatorname{pur}\left(w_{0}\right)\right| \geq\left|w_{0}\right|$.

The sequence $S_{W}(G)$ generated by a Watson-Crick D0L system $G$ is the sequence of words $w_{0}, w_{1}, w_{2}, \ldots$, defined by

$$
w_{i+1}=\left\{\begin{array}{l}
g\left(w_{i}\right) \text { if }\left|\operatorname{pur}\left(g\left(w_{i}\right)\right)\right| \geq \frac{\left|g\left(w_{i}\right)\right|}{2} \\
h_{W}\left(g\left(w_{i}\right)\right), \text { otherwise }
\end{array}\right.
$$

where $i \geq 0$. The language, length sequence and growth function of a WatsonCrick DOL system are defined as for DOL systems.

The following result is now immediate.
Lemma 2 Every word $x$ in the sequence $S_{W}(G)$ generated by a Watson-Crick DOL system $G$ satisfies the condition $|\operatorname{pur}(x)| \geq \frac{|x|}{2}$.

A celebrated problem concerning D0L systems, whose solution turned out to be rather involved, [I], is the (sequence) equivalence problem: given D0L systems $G_{1}$ and $G_{2}$, decide whether or not $S\left(G_{1}\right)=S\left(G_{2}\right)$. The same problem can be
posed also when $G_{1}$ and $G_{2}$ are Watson-Crick D0L systems: decide whether or not $S_{W}\left(G_{1}\right)=S_{W}\left(G_{2}\right)$. It is not our purpose to enter the intricacies of this problem. However, it is easy to see that there are D0L systems $G_{1}$ and $G_{2}$ such that $S\left(G_{1}\right)=S\left(G_{2}\right)$ but $S_{W}\left(G_{1}\right) \neq S_{W}\left(G_{2}\right)$, and also D0L systems $G_{3}$ and $G_{4}$ such that $S\left(G_{3}\right) \neq S\left(G_{4}\right)$ but $S_{W}\left(G_{3}\right)=S_{W}\left(G_{4}\right)$.

Growth functions of Watson-Crick D0L systems can exhibit very weird behavior, even in the case of the 4-letter DNA-alphabet, 920.

We now come to the universality results. A Watson-Crick D0L scheme is a Watson-Crick D0L system without the axiom.

Definition 6 Consider a Watson-Crick D0L scheme $G_{W}$. A partial recursive function $f$ mapping a subset of the set of nonnegative integers into nonnegative integers is computed by $G_{W}$ if its alphabet contains the letters $B, b, E$, e with the productions $E \rightarrow E$ and $e \rightarrow e$ and satisfying the following condition. For all $i \geq 0$, the equation $f(i)=j$ holds exactly in case there is a derivation according to $G_{W}$

$$
B b^{i} \Longrightarrow^{*} E e^{j}
$$

and, moreover, the letters $E$ and e appear in this derivation at the last step only. A function $f$ is Watson-Crick computable if it is computed by some WatsonCrick D0L scheme $G_{W}$.
(We have used here the customary terminology involving productions and derivations.) The universality result, due originally to [22], can now be stated as follows.

Theorem 6 Every partial recursive function is Watson-Crick computable.
Language-theoretic counterparts will be expressed in the following theorem, [4]. The definitions of the Lindenmayer systems involved can be found in 11], whereas their Watson-Crick variants are defined analogously to Watson-Crick D0L systems.

Theorem 7 Let $L$ be a recursively enumerable language. Then there exists a Watson-Crick EDTOL system $\Sigma$ such that $L=L(\Sigma)$. Moreover, the number of nonterminals of $\Sigma$ is bounded by a constant not depending on $L$. There exists (effectively) also a Watson-Crick EDT0L system $\Sigma$ with two tables such that $L=L(\Sigma)$, as well as a Watson-Crick $E 0 L$ system $\Sigma$ such that $L=L(\Sigma)$.

## 7 Conclusion

We are still lacking a killer app of DNA-based computing, that is, an application which

- fits the DNA model,
- cannot be solved by the current or even future electronic machines,
- is of value (people are willing to pay for it).

Therefore, we do not want make any predictions about the ultimate fate of DNA-based computing, or its success or failure versus quantum computing.

We conclude by emphasizing some issues discussed above, as well as raising some questions.

- Watson-Crick complementarity amounts to the presence of the twin-shuffle language $T S$.
- The number four of the bases $A, G, T, C$ is ideal: we get exactly the alphabet of $T S$.
- Universality results remain valid under several restrictions of the double strands. For instance, one strand may contain only purines $A, G$. What is the significance (computing, biology) of such restrictions?
- The pair $(G, C)$ bonds stronger than the pair $(A, T)$. What are the implications (computing, biology)?
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#### Abstract

We study higher Arthur-Merlin classes defined via several natural probabilistic operators BP, R and coR. We investigate the complexity classes they define, and a number of interactions between these operators and the standard polynomial time hierarchy. We prove a hierarchy theorem for these higher Arthur-Merlin classes involving interleaving operators, and a theorem giving non-trivial upper bounds to the intersection of the complementary classes in the hierarchy.


## 1 Introduction

Arthur-Merlin Games were introduced by Babai 67] to study the power of randomization in interaction. Goldwasser and Sipser [13] proved soon afterwards that these classes are equivalent in power to Interactive Proof Systems introduced by [12]. In the last 15 years, this study has proved to be exceedingly successful in complexity theory 219221617 . Eventually the study of these proof systems (and multi prover systems) led to perhaps the most spectacular achievement in the Theory of Computing in the last decade 16,17,4,3.

It is well known that some traditional complexity classes can be characterized by operators. For example NP $=\exists \cdot \mathrm{P}, \Sigma_{2}=\exists \cdot \forall \cdot \mathrm{P}$, using the P-time bounded existential and universal operators $\exists$ and $\forall$ respectively (we omit the superscript P in this paper). They have been used fruitfully to prove (or to give simpler proofs of known) relations between complexity classes [22 18 2019]. For example, Toda's Theorem was proved in this framework [18]. In this approach, Zachos and Fürer [22] showed that AM can also be characterized by the operator BP, i.e. $\mathrm{AM}=\mathrm{BP} \cdot \mathrm{NP}$. By successfully employing this operator machinery, they were able to give a simple and natural proof that the one-sided error version of AM coincides with the two-sided error version, and thus $\mathrm{AM} \subseteq \Pi_{2}$.

[^0]In this paper, we define higher Arthur-Merlin classes using several natural probabilistic operators BP, R and co-R. We consider the hierarchy of classes $\mathrm{BP} \cdot \Sigma_{k}$, for $k \geq 1$, and prove some intricate relations among these classes and $\Sigma_{\ell}$ and ZPP. The class BP $\cdot \Sigma_{k}$ can also be thought of as an Arthur-Merlin game where Arthur has access to $\Sigma_{k-1}$ oracle. By investigating the interactions between the BP operators and the polynomial-time hierarchy, we are able to obtain some non-trivial containments; for example, we show that $\Sigma_{k}^{\mathrm{AM}}=\Sigma_{k+1}$ for $k \geq 2$, whereas the naïve argument gives $\Sigma_{k}^{\mathrm{AM}} \subseteq \Sigma_{k+2}$ (a special case of this is noted in [8] p. 253). Similarly, by interleaving $n$ levels of $\Sigma_{k}$ classes and $n$ levels of BP $\cdot \Sigma_{\ell}$ classes, we obtain results that improve trivial containments by $n$ levels.

Recently classes $\mathrm{ZPP}^{\mathrm{NP}}, \mathrm{S}_{2}^{\mathrm{P}}$ and $\mathrm{AM} \cap$ co-AM have received much attention. Arvind and Köbler [1] and Goldreich and Zuckerman [14] proved that MA is contained in $\mathrm{ZPP}^{\mathrm{NP}}$. Köbler and Watanabe [15 and Bshouty et al. [10] proved that the polynomial-time hierarchy is in $\mathrm{ZPP}^{\mathrm{NP}}$, if NP has polynomial-size circuits. More recently Arvind and Köbler [2] proved that $\mathrm{AM} \cap$ co-AM is low for $Z P^{\mathrm{NP}}$, i.e., $\mathrm{ZPP}^{\mathrm{NP}} \mathrm{AMnco-AM} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$. Cai [11] has shown that $\mathrm{S}_{2}^{\mathrm{P}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$, this combined with the observation of Sengupta that if NP has polynomial-size circuits then $\mathrm{PH} \subseteq \mathrm{S}_{2}^{\mathrm{P}}$ gives the strongest version of the Karp-Lipton theorem.

We consider a generalization of the class $\mathrm{AM} \cap \operatorname{co}-\mathrm{AM}$. Let $E_{k}$ be BP $\cdot \Sigma_{k} \cap$ $\mathrm{BP} \cdot \Pi_{k}$. We prove $\mathrm{NP}^{E_{1}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$. We then prove a far reaching extension of this upper bound. Arvind and Köbler's result follows as a corollary, and thereby, we obtain an alternative proof of their lowness theorem. By interleaving $n$ levels of $E_{k}$ and $n$ levels of $\Sigma_{l}$ classes, we obtain an upper bound that improves over the trivial bound by $n$ levels.

Our proofs illustrate the power of the operator machinery, when properly deployed. The apparent ease (even a tautness) with which these theorems on the hierarchy are revealed speaks to its effectiveness. While the formalism of this operator machinery may appear austere and less vivid intuitively, it should also be pointed out that only through such a formalism can we even begin to state some of the delicate relations in this hierarchy. While lacking intuitive appeal, there is also a certain beauty in its succinctness. We also note that a certain amount of care must be exercised in giving the correct definition of these classes by operators. For instance in [8 on page 243, the authors claim that $\mathrm{MA}=\mathrm{NP} \cdot \mathrm{BPP}$, but this is incorrect. The predicate which is used to define the BPP language need not exhibit a BPP type computation, if we have a "Yes" instance but the non-deterministic guess is not the "correct" Merlin proof.

## 2 Preliminaries

We give formal definitions in this section. An Arthur-Merlin game is a combinatorial game, played by Arthur-a probabilistic polynomial-time machine (with public coins), and Merlin-a computationally unbounded Turing machine.

Given a string $x$, Merlin tries to convince Arthur that $x$ belongs to some language $L$. The game consists of a finite number of moves. In the end Arthur
either accepts or rejects $x$. Babai 67] defines a language $L$ to be in AM as follows. For every string $x$ of length $n$, the game consists of a random move by Arthur and a reply by Merlin. If $x \in L$, then the probability that there exists a move by Merlin that leads to acceptance by Arthur is at least $\frac{3}{4}$; on the other hand, if $x \notin L$, then the probability that there exists a move by Merlin that leads to acceptance by Arthur is at most $\frac{1}{4}$.

This definition has error on both sides. One can define the one-sided error version, temporarily denoted as $\mathrm{AM}_{1}$, which is defined the same way as AM , except that when $x$ is in the language then for every random choice by Arthur there exists a move by Merlin that leads to the acceptance of $x$ by Arthur.

Babai [6.7] also defined the class MA. Here Merlin, instead of Arthur, moves first.

Proposition 1. We know the following relationships about AM. i) $\mathrm{AM}=\mathrm{AM}_{1}$ [22], ii) $\mathrm{AM} \subseteq \Pi_{2}$ [7], iii) $\mathrm{AM} \cap \mathrm{co}-\mathrm{AM} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$, and iv) $\mathrm{AM} \subseteq \operatorname{co}^{-\mathrm{RP}^{\mathrm{NP}} \subseteq}$ $B P P^{N P}$.

The following inclusions are known about MA: i) $\mathrm{MA} \subseteq \mathrm{S}_{2}^{\mathrm{P}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$ [114,11], and ii) $\mathrm{NP}^{\mathrm{BPP}} \subseteq \mathrm{MA}$ [22].

The probabilistic operator BP is the following:
Definition 1. Given a class $\mathcal{C}$, a language $L$ is in BP.C if there exists a language $L^{\prime}$ in $\mathcal{C}$ and a polynomial $p(\cdot)$ such that the following holds:

$$
\begin{aligned}
& x \in L \Longrightarrow \operatorname{Pr}_{r \in\{0,1\}^{p(n)}}\left[\langle x, r\rangle \in L^{\prime}\right] \geq \frac{3}{4} \\
& x \notin L \Longrightarrow \operatorname{Pr}_{r \in\{0,1\}^{p(n)}}\left[\langle x, r\rangle \in L^{\prime}\right] \leq \frac{1}{4}
\end{aligned}
$$

Zachos and Fürer [22] showed that $\mathrm{AM}=\mathrm{BP} \cdot \mathrm{NP}$. We can define the onesided error version of BP $\cdot \mathcal{C}$ using the operator co-R. Again, the difference is if $x \in L$ then for every $r \in\{0,1\}^{p(n)}$ the tuple $\langle x, r\rangle$ is in $L^{\prime}$. Then, by using the fact that $\mathrm{AM}=\mathrm{AM}_{1}$ we obtain $\mathrm{BP} \cdot \mathrm{NP}=\mathrm{co}-\mathrm{R} \cdot \mathrm{NP}$. Similarly we can define the operator $R$. Note that for any complexity class $\mathcal{C}$, co- $(\mathrm{R} \cdot \mathcal{C})=\operatorname{co}-\mathrm{R} \cdot \mathrm{co}-\mathcal{C}$.

We define higher Arthur-Merlin classes using these operators. Observe that we do not obtain any new classes by applying the operator $\mathrm{R}(\mathrm{co}-\mathrm{R})$ to $\Sigma_{k}\left(\Pi_{k}\right.$ respectively). Therefore, only co-R $\cdot \Sigma_{k}$ and $\mathrm{R} \cdot \Pi_{k}$ are possibly new classes, and since $\mathrm{AM}=\mathrm{co}-\mathrm{R} \cdot \mathrm{NP}, \operatorname{co}-\mathrm{R} \cdot \Sigma_{k}$ will be a generalization of AM. However, as the following proposition shows, we can equivalently consider BP $\cdot \Sigma_{k}$ as an extension of AM.

Proposition 2. Proposition 1 can be easily extended as follows: i) BP $\cdot \Sigma_{k}=$ $\operatorname{co-R} \cdot \Sigma_{k}$, ii) co-R $\cdot \Sigma_{k} \subseteq \Pi_{k+1}$, iii) co-R $\cdot \Sigma_{k} \cap \mathrm{R} \cdot \Pi_{k} \subseteq \mathrm{ZPP}^{\Sigma_{k}}$, and iv) $\mathrm{BP} \cdot \Sigma_{k} \subseteq \operatorname{co}-\mathrm{RP}^{\Sigma_{k}} \subseteq \mathrm{BPP}^{\Sigma_{k}}$.

Now, we consider the relativizations of the class AM. Given a class $\mathcal{C}, \mathrm{AM}^{\mathcal{C}}$ is defined similar to the class AM where Arthur has access to some $L \in \mathcal{C}$ as the oracle. This generalization coincides with the classes we obtained by operators; namely, we can prove the following, given a class of languages $\mathcal{C}$,

Proposition 3. $\mathrm{AM}^{\mathcal{C}}=\mathrm{co}-\mathrm{R} \cdot \mathrm{NP}^{\mathcal{C}}=\mathrm{BP} \cdot \mathrm{NP}^{\mathcal{C}}$.
Hence, in particular $\mathrm{AM}^{\Sigma_{k}}=\mathrm{BP} \cdot \Sigma_{k+1}$. Similarly, given class $\mathcal{C}$, we can define the class $\mathrm{MA}^{\mathcal{C}}$. Arvind and Köbler [2] proved a non-trivial result about the class $\mathrm{AM} \cap$ co-AM. They showed that $\mathrm{AM} \cap$ co-AM is low for $\mathrm{ZPP}^{\mathrm{NP}}$, which means $\mathrm{ZPP}^{\mathrm{NP}}{ }^{\mathrm{AM} \cap \boldsymbol{c o}^{-A M}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$. Note that a naïve attempt, that just uses the fact $\mathrm{AM} \cap \mathrm{co}-\mathrm{AM} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$, yields $\mathrm{ZPP}^{\mathrm{NP}} \mathrm{AMnco-AM} \subseteq \mathrm{ZPP}^{\Sigma_{2}}$.

The rest of the paper is organized as follows. In section 3, we shall prove results about BP $\cdot \Sigma_{k}$, culminating in Theorem 2 about the hierarchy with interleaving levels of BP $\cdot \Sigma_{l}$ and $\Sigma_{k}$. In section 4 , we concentrate on $\mathrm{BP} \cdot \Sigma_{k} \cap \mathrm{BP} \cdot \Pi_{k}$. We extend the lowness results about $\mathrm{AM} \cap$ co-AM and prove Theorem 5 about interleaving levels of BP $\cdot \Sigma_{l} \cap \mathrm{BP} \cdot \Pi_{l}$ and $\Sigma_{k}$. Finally, in section 5, we give examples of languages in BP $\cdot \Sigma_{k}$, for every $k \geq 2$.

## 3 On BP $\cdot \Sigma_{k}$

We begin with the following result and generalize it later.
Lemma 1. $\mathrm{NP}^{\mathrm{AM}} \subseteq \mathrm{MA}^{\mathrm{NP}}$.
Proof. (Sketch.) Let $L \in \mathrm{NP}^{\mathrm{AM}}$. Then there is a language $A \in \mathrm{AM}$ and a polynomial-time bounded non-deterministic oracle Turing machine $N^{A}$, that accepts the language $L$. We will assume (without loss of generality) that the predicate that we use to decide $A$ has 1-sided error, and our proof will yield a predicate that has 2-sided error. However the 2-sided error version of MA ${ }^{\text {NP }}$ is the same as the 1 -sided error version. Consider the following MA ${ }^{\text {NP }}$ protocol: Merlin provides an accepting computation of $N^{A}$ with query answers filled in. Arthur, here, is a $\mathrm{BPP}^{\mathrm{NP}}$ machine. Since both AM and co-AM are in $\mathrm{BPP}^{\mathrm{NP}}$, Arthur can verify that the path given by Merlin is indeed a correct accepting computation.

The following theorem is a natural extension of the above Lemma.

## Theorem 1.

$$
\mathrm{NP}^{\mathrm{BP} \cdot \Sigma_{l}} \subseteq \mathrm{MA}^{\Sigma_{l}} \subseteq \mathrm{~S}_{2}^{\mathrm{P}^{\Sigma_{l}}} \subseteq \mathrm{ZPP}^{\Sigma_{l+1}}, \text { for } l \geq 0
$$

Proof. Note that when $l=0$, the theorem is saying $\mathrm{NP}^{\mathrm{BPP}} \subseteq \mathrm{MA} \subseteq \mathrm{S}_{2}^{\mathrm{P}} \subseteq$ ZPP ${ }^{\text {NP }}$. All these inclusions are known 1142211]. The proof of the case $l \geq 1$ is similar to the proof of previous lemma. For the first containment, Merlin gives an accepting computation of the NP machine with query answers filled in. Arthur, now a $\mathrm{BPP}^{\Sigma_{l}}$ machine can verify the all the query answers are correct, as BP $\cdot \Sigma_{l}$ and co-BP $\cdot \Sigma_{l}$ are subsets of $\mathrm{BPP}^{\Sigma_{l}}$. The second inclusion follows from relativizing the proof of $\mathrm{MA} \subseteq \mathrm{S}_{2}^{\mathrm{P}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$.

The following two equalities can be easily proved using the fact that $\mathrm{NP}^{\mathrm{ZPP}}=$ NP. Here $k \geq 1$ and $l \geq 0$.
Lemma 2. i) $\Sigma_{k}^{\mathrm{ZPP}^{\Sigma_{l}}}=\Sigma_{k+l}$, ii) BP $\cdot \Sigma_{k}^{\mathrm{ZPP}^{\Sigma_{l}}}=\mathrm{BP} \cdot \Sigma_{k+l}$.

Next, we consider a hierarchy with interleaving levels of BP $\cdot \Sigma_{l}$ and $\Sigma_{k}$. The upper bound in this theorem is an improvement of $n$ levels over the trivial bounds.

Theorem 2. 1. For $k_{1}, \ldots, k_{n} \geq 1$ and $l_{1}, \cdots l_{n} \geq 0$, where $n \geq 1$

$$
\Sigma_{k_{1}}^{\mathrm{BP} \cdot \Sigma_{l_{1}}} \stackrel{\Sigma_{k_{n}}^{\mathrm{BP} \cdot \Sigma_{l_{n}}}}{ } \subseteq \mathrm{ZPP}^{\Sigma_{k_{1}+k_{2}+\cdots+k_{n}+l_{1}+l_{2}+\cdots+l_{n}}}
$$

2. For $k_{1} \geq 2, k_{2}, \ldots, k_{n} \geq 1$, and $l_{1}, \cdots l_{n} \geq 0$, where $n \geq 1$

$$
\Sigma_{k_{1}}^{\mathrm{BP} \cdot \Sigma_{l_{1}}}{\stackrel{\Sigma}{k_{n}}}_{\mathrm{BP} \cdot \Sigma_{l_{n}}}=\Sigma_{k_{1}+k_{2}+\cdots+k_{n}+l_{1}+l_{2}+\cdots+l_{n}}
$$

Proof. We prove the first equality, by induction on $n$, the number of levels. Our base case is

$$
\Sigma_{k}^{\mathrm{BP} \cdot \Sigma_{l}} \subseteq \mathrm{ZPP}^{\Sigma_{k+l}}, \text { for } k \geq 1, l \geq 0
$$

which we shall prove by induction on $k$. We know, by Theorem [1, that $\mathrm{NP}^{\mathrm{BP} \cdot \Sigma_{l}} \subseteq \mathrm{ZPP}^{\Sigma_{l+1}}$. So when $k=1$ the base case is true. Now consider the case $k \geq 2$. Assume $\Sigma_{k-1}^{\mathrm{BP} \cdot \Sigma_{l}} \subseteq \mathrm{ZPP}^{\Sigma_{k+l-1}}$, for $k \geq 2$. Now,

$$
\Sigma_{k}^{\mathrm{BP} \cdot \Sigma_{l}}=\mathrm{NP}^{\Sigma_{k-1}^{\mathrm{BP} \cdot \Sigma_{l}}} \subseteq \mathrm{NP}^{\mathrm{ZPP}^{\Sigma_{k+l-1}}}=\Sigma_{k+l} \subseteq \mathrm{ZPP}^{\Sigma_{k+l}}
$$

The second inclusion is by assumption and the last equality is by Lemma 2 Let us assume that, for $k_{2}, \ldots, k_{n} \geq 1$ and $l_{2}, \ldots l_{n} \geq 0$

$$
\Sigma_{k_{2}}^{\mathrm{BP} \cdot \Sigma_{l_{2}}}{\stackrel{\Sigma}{k_{n}}}_{{\mathrm{BP} \cdot \Sigma_{l_{n}}}} \subseteq \mathrm{ZPP}^{\Sigma_{k_{2}+\cdots+k_{n}+l_{2}+\cdots+l_{n}}}
$$

The following inclusions prove item 1.

$$
\begin{aligned}
\Sigma_{k_{1}}^{\mathrm{BP} \cdot \Sigma_{l_{1}}} \Sigma_{k_{n}}^{\mathrm{BP} \cdot \Sigma_{l_{n}}} & \\
& \subseteq \Sigma_{k_{1}}^{\mathrm{BP} \cdot \Sigma_{l_{1}}^{\mathrm{ZPP}} \Sigma_{k_{2}+\cdots+k_{n}+l_{2}+\cdots+l_{n}}} \quad(\text { by assumption }) \\
& =\Sigma_{k_{1}}^{\mathrm{BP} \cdot \Sigma_{k_{2}+\cdots+k_{n}+l_{1}+l_{2}+\cdots+l_{n}}}(\text { by Lemma Z }) \\
& \subseteq \mathrm{ZPP}^{\Sigma_{k_{1}+k_{2}+\cdots+k_{n}+l_{1}+l_{2}+\cdots+l_{n}}}(\text { By base case })
\end{aligned}
$$

We omit the proof of second item due to space constraints.

## $4 \quad$ On BP $\cdot \Sigma_{k} \cap \mathrm{BP} \cdot \Pi_{k}$

Definition 2. Let $E_{k} \equiv \mathrm{BP} \cdot \Sigma_{k} \cap \mathrm{BP} \cdot \Pi_{k}$, and if $\mathcal{C}$ is a class of languages we define $E_{k}^{\mathcal{C}} \equiv \mathrm{BP} \cdot \Sigma_{k}^{\mathcal{C}} \cap \mathrm{BP} \cdot \Pi_{k}^{\mathcal{C}}$.

Note that $E_{k}^{\Sigma_{l}}=E_{k+l}$. In this section we study the interaction of the class $E_{k}$ with $\Sigma_{l}$ classes. Recall that $\mathrm{AM} \cap \mathrm{co}-\mathrm{AM} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$; in fact Arvind and Köbler [Z] proved that $\mathrm{AM} \cap$ co-AM is low for $\mathrm{ZPP}^{\mathrm{NP}}$. This lowness result is a corollary of the following theorem. Thus we offer a different proof of their result, which we believe is intuitively clearer.

## Theorem 3.

$$
\mathrm{NP}^{\mathrm{E}_{l}} \subseteq \mathrm{ZPP}^{\Sigma_{l}}, \text { for } l \geq 1
$$

The proof is by induction. The base case is the following lemma.

## Lemma 3.

$$
\mathrm{NP}^{\mathrm{AM} \cap \mathrm{co-AM}} \subseteq \mathrm{ZPP}^{\mathrm{NP}}
$$

Proof. Let $L \in E_{1}=\mathrm{AM} \cap$ coAM. By definition there exist two deterministic polynomial-time computable predicates $A(\cdot, \cdot, \cdot)$ and $B(\cdot, \cdot, \cdot)$ and a polynomial $p(\cdot)$ such that the following holds: $\forall x \in\{0,1\}^{*}:$ let $m=p(|x|)$

$$
\begin{align*}
x \in L \quad & \Rightarrow \quad \forall r \in\{0,1\}^{m}: \exists w \in\{0,1\}^{m}: A(x, w, r) \\
& \text { AND } \operatorname{Pr}_{r \in\{0,1\}^{m}}\left[\forall w \in\{0,1\}^{m}: \neg B(x, w, r)\right] \geq \frac{3}{4}  \tag{1}\\
x \notin L \quad & \Rightarrow \quad \operatorname{Pr}_{r \in\{0,1\}^{m}}\left[\forall w \in\{0,1\}^{m}: \neg A(x, w, r)\right] \geq \frac{3}{4} \\
& \text { AND } \forall r \in\{0,1\}^{m}: \exists w \in\{0,1\}^{m}: B(x, w, r)
\end{align*}
$$

We will show that $\mathrm{NP}^{L} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$. Let $S \in \mathrm{NP}^{L}$ and let $N$ be an oracle Turing machine which witnesses this membership.

Let $T(\cdot)$ be the bound on running time of $N$. Hence, $N$ can query strings of length at most $T(n)$ for input size $n$. We first amplify the success probability for $A$ and $B$ such that the following holds for each string $q$, with $|q| \leq T(n)$ :

$$
\begin{aligned}
& q \in L \Rightarrow \operatorname{Pr}_{r \in\{0,1\}^{l(n)}}\left[\forall w \in\{0,1\}^{p(|q|)}: \neg B(q, w, r)\right] \geq 1-\frac{1}{2^{T(n)+n+1}} \\
& q \notin L \Rightarrow \operatorname{Pr}_{r \in\{0,1\}^{l(n)}}\left[\forall w \in\{0,1\}^{p(|q|)}: \neg A(q, w, r)\right] \geq 1-\frac{1}{2^{T(n)+n+1}} .
\end{aligned}
$$

To achieve this amplification it suffices to take $l(n)=n^{d}$ for some large enough constant $d>0$. Thus we have

$$
\begin{aligned}
& \operatorname{Pr}_{r \in\{0,1\}^{\prime(n)}}\left[\forall q,|q| \leq T(n),\left[q \in L \Rightarrow\left(\forall w \in\{0,1\}^{p(|q|)}: \neg B(q, w, r)\right)\right]\right] \geq 1-\frac{1}{2^{n}} \\
& \operatorname{Pr}_{r \in\{0,1\}^{\prime(n)}}\left[\forall q,|q| \leq T(n),\left[q \notin L \Rightarrow\left(\forall w \in\{0,1\}^{p(|q|)}: \neg A(q, w, r)\right)\right]\right] \geq 1-\frac{1}{2^{n}} .
\end{aligned}
$$

Now we define the non-deterministic Turing machine $N^{\prime}$. Let $|x|=n$ and $r$ be a string of length $l(n)$.
$N^{\prime}$ on input $\langle x, r\rangle$ operates as follows. It simulates $N$ on input $x$. Whenever $N$ poses a query $q$ to the oracle $L, N^{\prime}$ non-deterministically guesses an answer $a_{q} \in\{\mathrm{Yes}, \mathrm{No}\}$ and then uses $r$, as random bits and also guesses a "proof" $w$ and verifies that if $a_{q}=$ Yes, then $A(q, w, r)$ holds and if $a_{q}=$ No, then $B(q, w, r)$ holds.

Now we construct a probabilistic oracle Turing machine $M$ with oracle access to SAT that recognizes $S$. Given an $x$ with $|x|=n$, it generates a random string $r$ of length $l(n)$. Then, $M$ poses the query to the SAT oracle asking (using Cook reduction) whether there is an accepting path of $N^{\prime}$ on input $\langle x, r\rangle$ and if so, $M$ finds such a path $C$ using the self-reducibility of SAT. If the answer was "No" then $M$ rejects $x$. If the answer was "Yes" then $M$ checks for contradictions to the query answers on the path $C$. In other words, for every query answered "Yes" we ask the SAT oracle if there is a $w^{\prime}$ such that $B\left(q, w^{\prime}, r\right)$ holds, and similarly for every query answered "No" we ask the SAT oracle if there is a $w^{\prime \prime}$ such that $A\left(q, w^{\prime \prime}, r\right)$ holds. If for every query along $C$ there were no contradictions then we accept $x$, otherwise we output "?".

Clearly $M$ rejects $x$ only if the SAT oracle did not find any accepting path of $N^{\prime}$. If $x \in L$ there always is an accepting path of $N^{\prime}$ regardless of $r$ so we are correct in rejecting the string. Now if $M$ accepts $x$ then we obtained a path $C$ of $N^{\prime}$ where there were no contradictions to the queries. If any of the queries were answered wrongly there always is a contradiction. This is because if for any query $q$ such that $q \in L$, but the SAT-oracle found a $w^{\prime}$ such that $B\left(q, w^{\prime}, r\right)$ then by (II) there is also a $w^{\prime \prime}$ such that $A\left(q, w^{\prime \prime}, r\right)$ regardless of $r$. Similarly for $q \notin L$ if the SAT-oracle found a $w^{\prime \prime}$ such that $A\left(q, w^{\prime \prime}, r\right)$ then again by (11), irrespective of $r$ there is also a $w^{\prime}$ such that $B\left(q, w^{\prime}, r\right)$. Thus $x \in L$ if $M$ accepts $x$. Hence $M$ is always right in accepting or rejecting a string.

The proof is complete if we can argue that we output a "?" with low probability. Now a "?" is reached only if there was a contradiction to some query along the path $C$. By our amplification the probability that there exists a contradiction to any query of length bounded by $T(n)$ is at most $\frac{1}{2^{n}}$. We note that a contradiction happens at a query only if either $q \in L$ and $\exists w^{\prime}: B\left(q, w^{\prime}, r\right)$ or $q \notin L$ and $\exists w^{\prime \prime}: A\left(q, w^{\prime \prime}, r\right)$.
Proof. (of theorem (3) It is clear that the above lemma relativizes. So we have

$$
\mathrm{NP}^{\mathrm{E}_{l}}=\mathrm{NP}_{1}^{\mathrm{E}_{1}^{\Sigma_{l-1}}} \subseteq \mathrm{ZPP}^{\mathrm{NP}^{\Sigma_{l-1}}}=\mathrm{ZPP}^{\Sigma_{l}}
$$

Now $\mathrm{ZPP}^{\mathrm{NP}}{ }^{\mathrm{AMnco-AM}} \subseteq \mathrm{ZPP}^{\mathrm{ZPP}}{ }^{\mathrm{NP}}=\mathrm{ZPP}^{\mathrm{NP}}$. Thus we obtain an alternate proof of Arvind and Köbler's result.
Corollary 1 [2] $\mathrm{AM} \cap \mathrm{co}-\mathrm{AM}$ is low for $\mathrm{ZPP}^{\mathrm{NP}}$.
We will generalize Theorem 3 further culminating in Theorem 6. First we have

## Theorem 4.

$$
\Sigma_{k}^{\mathrm{E}_{l}}=\Sigma_{k+l-1} \text { for } k \geq 1, l \geq 1
$$

Proof. We again prove this by induction. Base case is $\mathrm{NP}^{\mathrm{NP}^{\mathrm{E}_{l}}}=\Sigma_{l+1}$.

$$
\begin{aligned}
& \mathrm{NP}^{\mathrm{NP}^{\mathrm{E}_{l}}} \subseteq \mathrm{NP}^{\mathrm{ZPP}^{\Sigma_{l}}}(\text { by Theorem [3) }) \\
&=\Sigma_{l+1}(\text { by Lemma }
\end{aligned}
$$

Let us assume $\Sigma_{k-1}^{\mathrm{E}_{l}} \subseteq \mathrm{ZPP}^{\Sigma_{k+l-2}}$, for $k \geq 3$. Now,

$$
\begin{aligned}
\Sigma_{k}^{\mathrm{E}_{l}} & =\mathrm{NP}^{\Sigma_{k-1}^{\mathrm{E}_{l}}} \\
& \subseteq \mathrm{NP}^{\mathrm{ZPP}}{ }^{\Sigma_{k+l-2}} \quad(\text { by assumption }) \\
& =\Sigma_{k+l-1} \quad(\text { by Lemma (2) })
\end{aligned}
$$

Since $E_{l}$ clearly contains $\Sigma_{l-1}$ the other inclusion also holds. We obtain the following corollary.

Corollary $2 \mathrm{AM} \cap$ co-AM is low for $\Sigma_{k}, k \geq 2$.

## Theorem 5.

$$
E_{k}^{\mathrm{ZPP}^{\Sigma_{l}}}=E_{k+l} \text { for } k \geq 1, l \geq 1
$$

Proof.

$$
E_{k}^{\mathrm{ZPP}^{\Sigma_{l}}}=\mathrm{BP} \cdot \Sigma_{k}^{\mathrm{ZPP}^{\Sigma_{l}}} \cap \mathrm{BP} \cdot \Pi_{k}^{\mathrm{ZPP}^{\Sigma_{l}}}=\mathrm{BP} \cdot \Sigma_{k+l} \cap \mathrm{BP} \cdot \Pi_{k+l}
$$

The last equality is by Lemma 2
Theorem 6. 1. For $l_{1}, l_{2}, \ldots, l_{n}, k_{1}, k_{2}, \ldots, k_{n} \geq 1, n \geq 1$,

$$
\Sigma_{l_{1}}^{E_{k_{1}}^{\Sigma_{l_{2}}}} \stackrel{\Sigma_{l_{n}}^{E_{k_{n}}}}{ } \subseteq \mathrm{ZPP}^{\Sigma_{l_{1}+l_{2}+\cdots+l_{n}+k_{1}+k_{2}+\cdots+k_{n}-n}} .
$$

2. For $l_{1} \geq 2$ and $l_{2}, \ldots, l_{n}, k_{1}, k_{2}, \ldots, k_{n} \geq 1, n \geq 1$,

$$
\Sigma_{l_{1}}^{E_{k_{1}}^{\Sigma i_{l_{2}}}}{ }^{\Sigma_{l_{n}}^{E_{k_{n}}}}=\Sigma_{l_{1}+l_{2}+\cdots+l_{n}+k_{1}+k_{2}+\cdots+k_{n}-n}
$$

Note the presence of ". $-n$ " appearing on the right hand side. This is a drastic improvement over the naïve bound.

Proof. We prove the first inclusion by induction. Our base case $\Sigma_{l}^{E_{k}} \subseteq \mathrm{ZPP}^{\Sigma_{k+l-1}}$ is due to Theorem 4 and Theorem [3. Now assume

$$
\Sigma_{l_{2}}^{E_{k_{2}}^{\Sigma_{l_{3}}}} \stackrel{\Sigma_{l_{n}}^{E_{k_{n}}}}{E_{i}} \subseteq \mathrm{ZPP}^{\Sigma_{l_{2}+\cdots+l_{n}+k_{2}+\cdots+k_{n}-(n-1)}} .
$$

Now,

$$
\begin{aligned}
\Sigma_{l_{1}}^{E_{k_{1}}^{\Sigma_{i_{2}}}}{ }^{\Sigma_{l_{n}}^{E_{k_{n}}}} & \subseteq \Sigma_{l_{1}}^{E_{k_{1}}^{\mathrm{ZPP}} \Sigma_{l_{2}+\cdots+l_{n}+k_{2}+\cdots+k_{n}-(n-1)}} \quad \text { (by assumption) } \\
& =\Sigma_{l_{1}}^{E_{l_{2}+\cdots+l_{n}+k_{1}+k_{2}+\cdots+k_{n}-(n-1)}} \text { (by Theorem } 5 \text { ) } \\
& \subseteq \mathrm{ZPP}^{\Sigma_{k_{1}+k_{2}+\cdots+k_{n}+l_{1}+\cdots l_{n}-n}} \text { (by Theorem } 4 \text { and Theorem } \text { 3i). } .
\end{aligned}
$$

We omit the proof of second item due to space constraints.

## 5 Examples of Languages in BP $\cdot \boldsymbol{\Sigma}_{\boldsymbol{k}}$

We know that Graph non-isomorphism is in $\mathrm{AM} \cap$ co-NP and is not known to be in NP. Agrawal and Thierauf [5] proved that the complement of boolean isomorphism is in BP . $\Sigma_{2} \cap \Pi_{2}$. We generalize their result (the proof is omitted here) to give examples of languages in BP $\cdot \Sigma_{k} \cap \Pi_{k}$. We consider circuit isomorphism problem with oracle gates which is similar to boolean isomorphism problem. Recall that two circuits $C_{1}$ and $C_{2}$ (with $n$ inputs) are equivalent if for every $x \in\{0,1\}^{n} C_{1}(x)=C_{2}(x)$. The following definition holds for any $k \geq 0$.

Definition 3. Circuit Isomorphism with $\Sigma_{k}$-oracle gates $\left(C I_{k}\right)$ : $\left\{\left\langle C_{1}\right.\right.$, $\left.C_{2}\right\rangle: C_{1}$ and $C_{2}$ are circuits with $n$ inputs and have $\Sigma_{k}$ oracle gates, and there exists permutation $\pi$ of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ such that for all $\hat{x}=\left(x_{1}, x_{2}, \cdots x_{n}\right)$ $C_{1}(\hat{x})=C_{2}(\pi(\hat{x}))$ holds $\}$.
Clearly, $\overline{C I}_{0}$ is same as $\overline{C I}$ and $\overline{C I}_{k} \in \Pi_{k+2}$. We claim that $\overline{C I}_{k} \in \mathrm{BP} \cdot \Sigma_{k+2}$. Given $C$, a circuit with $n$ inputs and $\Sigma_{k}$-oracle gates, and an input $\hat{x} \in\{0,1\}^{n}$, $C(\hat{x})$ can be determined in $\mathrm{P}^{\Sigma_{k}}$. Secondly, given circuits $C_{1}, C_{2}$ (also with $\Sigma_{k^{-}}$ oracle gates), a $\mathrm{P}^{\Sigma_{k}+1}$ machine can determine an $\hat{x}$ such that $C_{1}(\hat{x}) \neq C_{2}(\hat{x})$ (if such an $\hat{x}$ exists). To see this, define $L=\left\{\left\langle C_{1}, C_{2}\right\rangle: \exists \hat{x} \in\{0,1\}^{n} C_{1}(\hat{x}) \neq\right.$ $\left.C_{2}(\hat{x})\right\}$. Clearly $L \in \Sigma_{k+1}$ and by self-reducibility, $\hat{x}$ can be determined in $\mathrm{P}^{\Sigma_{k}+1}$. Again, note that $C_{1}$ and $C_{2}$ are equivalent if and only if $\left\langle C_{1}, C_{2}\right\rangle \notin L$ and so one call to $L$ determines the equivalence. Given these two facts, we can argue as in [5] to get the following theorem.
Theorem 7. $\overline{C I}_{k} \in \mathrm{BP} \cdot \Sigma_{k+2}$, for $k \geq 0$.

## 6 Conclusions

We have considered natural extensions of the class AM using the BP operator. We have established several non-trivial relations involving these classes and the polynomial hierarchy. However, it would be interesting to give more natural examples of languages in BP $\cdot \Sigma_{k} \cap \Pi_{k}$.

Another possible extension is to study the relationship of the class $S_{2}^{\Sigma_{k}}$ and $E_{k+1}$. Even the case $k=0$ is interesting: we know that $\mathrm{AM} \cap \mathrm{co}-\mathrm{AM} \subseteq \mathrm{ZPP}^{\mathrm{NP}}$ and $\mathrm{S}_{2}^{\mathrm{P}} \subseteq \mathrm{ZPP}^{N P}$, but we do not yet know how the classes $\mathrm{AM} \cap$ co-AM and $\mathrm{S}_{2}^{\mathrm{P}}$ are related.
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#### Abstract

Consider a formula which contains $n$ variables and $m$ clauses with the form $\Phi=\Phi_{2} \wedge \Phi_{3}$, where $\Phi_{2}$ is an instance of 2-SAT which contains $m_{2} 2$-clauses and $\Phi_{3}$ is an instance of 3-SAT which contains $m_{3}$ 3 -clauses. $\Phi$ is an instance of $(2+f(n))$-SAT if $\frac{m_{3}}{m_{2}+m_{3}} \leq f(n)$. We prove that $(2+f(n))$-SAT is in $\mathcal{P}$ if $f(n)=O\left(\frac{\log n}{n^{2}}\right)$, and in $\mathcal{N P C}$ if $f(n)=\frac{1}{n^{2-\varepsilon}}(\forall \varepsilon: 0<\varepsilon<2)$. Most interestingly, we give a candidate $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$, for natural problems in $\mathcal{N P}-\mathcal{N P C}-\mathcal{P}$ (denoted as $\mathcal{N} \mathcal{P} \mathcal{I}$ ) with respect to this $(2+f(n))$-SAT model. We prove that the restricted version of it is not in $\mathcal{N} \mathcal{P C}$ under the assumption $\mathcal{P}$ $\neq \mathcal{N} \mathcal{P}$. Actually it is indeed in $\mathcal{N P \mathcal { I }}$ under some stronger but plausible assumption, specifically, the Exponential-Time Hypothesis (ETH) which was introduced by Impagliazzo and Paturi.


## 1 Introduction

In 1975, Lander had shown that there exist some languages in $\mathcal{N P}-\mathcal{N} \mathcal{P C}-\mathcal{P}$ (denoted as $\mathcal{N} \mathcal{P I}$ ) under the assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ [1]. But the language constructed there is not a natural one because the construction needs to run all Turing machines. So far, no natural problems have been proven to be in $\mathcal{N} \mathcal{P} \mathcal{I}$ under $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ and finding such a natural problem is considered an important open problem in complexity theory [2, 3]. The problems of GI (Graph Isomorphism) and Factoring, which were suggested by Karp, are regarded as two most likely candidates $[2,3]$.

The satisfiability problem of Boolean formula (SAT) has played a central role in the field of computational complexity theory. It is the first $\mathcal{N} \mathcal{P}$-Complete problem. And up to now, all known algorithms to find a solution for 3-SAT require exponential time in problem size in the worst case. In practice, the time complexity of the fastest algorithm for 3 -SAT is $\left(\frac{4}{3}\right)^{n}$, where $n$ is the variable number in the formula [4]. It is also an important open question whether subexponential time algorithms exist. The plausibility of such a sub-exponential

[^1]time algorithm for 3-SAT was investigated in [5], using sub-exponential time reduction. It was shown there that linear size 3-SAT is complete for the class $\mathcal{S N} \mathcal{P}($ Strict $-\mathcal{N} \mathcal{P})$ with respect to such reduction. It implies that if there exists a sub-exponential time algorithm for 3-SAT then all the languages in $\mathcal{S N P}$ can be decided in sub-exponential time. Note that some well-studied problems, such as $k$-SAT, $k$-Colorability, for any $k \geq 3$, and so on, have been proven to be $\mathcal{S N} \mathcal{P}$-Complete. In light of both the practical and theoretical supports, Impagliazzo and Paturi introduced the ETH (Exponential-Time Hypothesis) for 3-SAT: 3-SAT does not have a sub-exponential-time algorithm [6]. Although $E T H$ is stronger than $\mathcal{N} \mathcal{P} \neq \mathcal{P}$, it is still quite reasonable. In recent advances of cryptography, many important cryptographic primitives and protocols were constructed under the $E T H$ for the one-way functions: $D L P$ or $R S A$, e.g., verifiable pseudorandom functions [7], verifiable pseudorandom generator [8] and resettable zero-knowledge arguments systems for $\mathcal{N} \mathcal{P}[9,10]$ and so on.

On the other hand, recently there has been a growth of interests to study the link between the hardness of computational complexity of decision problems and the phase boundaries in physical systems [11, 12]. It was observed that, similar to physical systems, across certain phase boundaries dramatic changes occur in the computational difficulty and solution character. $\mathcal{N} \mathcal{P}$-Complete problems become easier to solve away from the boundary and the hardest problems occur at the phase boundary $[11,13]$.

To understand the onset of exponential complexity that occurs when going from a problem in $\mathcal{P}(2$-SAT $)$ to a problem that is $\mathcal{N} \mathcal{P}$-Complete (3-SAT), the $(2+p)$-SAT model was introduced in $[14,11]$, where $p$ is a constant and $0 \leq p \leq 1$. An instance of $2+p$-SAT is a formula with $m$ clauses, of which $(1-p) \cdot m$ contain two variables ( 2 -clauses) and $p m$ contain three variables ( 3 -clause). $2+p$-SAT smoothly interpolates between 2-SAT $(p=0)$ and 3 -SAT $(p=1)$ when the instances are generated randomly. The median computation cost scales linearly with $n$ (the number of variables) when $p<p_{0}$ and exponentially for $p>p_{0}$, where $p_{0}$ lies between 0.4 and $0.416[11]$. However, for the worst case complexity, $(2+p)$-SAT is $\mathcal{N} \mathcal{P}$-Complete for any constant $p, p>0[11,12]$.

In this work, we further explore the worst case complexity boundary of $\mathcal{P}$ and $\mathcal{N} \mathcal{P C}$ when $p$ is further reduced (not a constant but a function of $n$ ). Somewhat surprisingly, such an extension allows us to suggest another candidate for natural problems in $\mathcal{N} \mathcal{P} \mathcal{I}$ under $\mathcal{N} \mathcal{P} \neq \mathcal{P}$. In fact, we present a natural problem in $\mathcal{N} \mathcal{P I}$ under $E T H$. In Section 2, we present the necessary definitions and the related important properties for our study. In Section 3, we present a candidate for natural problems in $\mathcal{N} \mathcal{P} \mathcal{I}$ and prove it not in $\mathcal{N} \mathcal{P C}$ under $\mathcal{N} \mathcal{P} \neq \mathcal{P}$. In Section 4, we prove it is not in $\mathcal{P}$ under ETH. We conclude with discussions in Section 5.

## 2 Properties of $(2+f(n))$-SAT

In this section, we introduce the $(2+f(n))$-SAT model. We are mainly concerned with the boundary of $f(n)$ that separates the problems between $\mathcal{P}$ and $\mathcal{N} \mathcal{P C}$.

Let $\Phi$ is an formula and denoted $|\Phi|$ as the number of clauses in $\Phi$. We introduce the definition of $(2+f(n))$-SAT:

Definition 1. Consider a formula which contains $n$ variables and $m$ clauses with the form $\Phi=\Phi_{2} \wedge \Phi_{3}$, where $\Phi_{2}$ is an instance of 2-SAT which contains $m_{2}$ 2-clauses, and $\Phi_{3}$ is an instance of 3-SAT which contains $m_{3}$ 3-clauses.An instance of $(2+f(n))-S A T$ is one satisfying the condition:

$$
\frac{\left|\Phi_{3}\right|}{|\Phi|}=\frac{m_{3}}{m}=\frac{m_{3}}{m_{2}+m_{3}} \leq f(n) .
$$

Throughout the paper, we restrict our discussion to instances with $f(n)=$ $\frac{\left|\Phi_{3}\right|}{|\Phi|}$. Indeed, all our claims hold if they hold under this restriction. Note that $m_{2} \leq 4 n_{2}^{2}, m_{3} \leq 8 n_{3}^{3}, n_{2} \leq 2 m_{2}, n_{3} \leq 3 m_{3}, n \leq 3 m$, and that the variables which appear in $\Phi_{2}$ may appear in $\Phi_{3}$, and vice versa, i. e., $n \leq n_{2}+n_{3} \leq 2 n$.

Theorem 1. For any constant $k>0,\left(2+\frac{k \log n}{n^{2}}\right)-S A T$ is in $\mathcal{P}$.
Proof. Consider any instance of $\left(2+\frac{k \log n}{n^{2}}\right)$-SAT $(k>0)$, a formula $\Phi=$ $\Phi_{2} \wedge \Phi_{3}$, where $\frac{m_{3}}{m_{2}+m_{3}}=\frac{k \log n}{n^{2}}$. We get

$$
\begin{aligned}
m_{3} & =\frac{k \log n \cdot m_{2}}{n^{2}-k \log n} \leq \frac{k m_{2} \log n+k \log n}{n^{2}} \leq \frac{\left(k \cdot 4 n^{2}+k\right) \cdot \log n}{n^{2}} \\
& =\left(4 k+\frac{k}{n^{2}}\right) \cdot \log n \leq 5 k \cdot \log n .
\end{aligned}
$$

Note that the variables which appear in $\Phi_{2}$ may appear in $\Phi_{3}$, and vice versa. For the $5 k \cdot \log n$ variables which appear in $\Phi_{3}$, we can enumerate all the at most $n^{5 k}$ truth assignments and then for each truth assignment we can determine $\Phi_{2}$ in polynomial time of $n$, and thus the $\left(2+\frac{k \log n}{n^{2}}\right)$-SAT $(k \geq 0)$ is in $\mathcal{P}$.
Claim 1. Given $n$ variables, we can construct a satisfiable formula $\Phi$, where $\Phi$ is an instance of 2-SAT and $|\Phi| \leq \frac{3}{2} n^{2}-\frac{3}{2} n$.
Proof. We construct 2-clauses as follows: $\left(\frac{1}{2} n^{2}-\frac{1}{2} n\right)$ clauses with the form $\left(x_{i} \vee x_{j}\right)(i \neq j, 1 \leq i, j \leq n),\left(n^{2}-n\right)$ clauses with the form $\left(x_{i} \vee \neg x_{j}\right), \quad(i \neq$ $j, 1 \leq i, j \leq n)$. From all these 2 -clauses, we select $k, 1 \leq k \leq \frac{3}{2} n^{2}-\frac{3}{2} n$, clauses to construct the formula $\Phi$ we need, then $\Phi$ is satisfiable when all these $n$ variable are assigned the value "true".

Theorem 2. $\left(2+\frac{1}{n^{2-\varepsilon}}\right)-S A T(\forall \varepsilon, 0<\varepsilon<2)$ is in $\mathcal{N P C}$.
Proof. We show that there is a many-one reduction from 3-SAT to $\left(2+\frac{1}{n^{2-\varepsilon}}\right)$ SAT $(0<\varepsilon<2)$. Let $\Phi_{3}$ be an instance of 3 -SAT that contains $n_{3}$ variables and $m_{3} 3$-clauses. Without loss of generality, we assume that $m_{3} \geq 2$. Then we add $n_{2}=m_{3}^{\frac{8}{\varepsilon}}$ new variables and using these new variables to construct a satisfiable formula $\Phi_{2}$ which contains $m_{2}$ 2-clauses.

Let $\frac{m_{3}}{m_{2}+m_{3}}=\frac{1}{n^{2-\varepsilon}}(0<\varepsilon<2)$ then

$$
\begin{gathered}
\frac{m_{3}}{m_{2}+m_{3}}=\frac{1}{n^{2-\varepsilon}} \geq \frac{1}{\left(n_{2}+n_{3}\right)^{2-\varepsilon}} \\
m_{2} \leq\left(\left(n_{2}+n_{3}\right)^{2-\varepsilon}-1\right) \cdot m_{3} \leq\left(n_{2}+n_{3}\right)^{2-\varepsilon} \cdot m_{3} \leq\left(m_{3}^{\frac{8}{\varepsilon}}+3 m_{3}\right)^{2-\varepsilon} \cdot m_{3} .
\end{gathered}
$$

But note that $m_{3} \geq 2$, we get

$$
\begin{aligned}
\left(m_{3}^{\frac{8}{\varepsilon}}+3 m_{3}\right)^{2} \cdot m_{3} & \leq\left[\frac{3}{2}\left(m_{3}^{\frac{8}{\varepsilon}}\right)^{2}-\frac{3}{2} m_{3}^{\frac{8}{\varepsilon}}\right] \cdot\left(m_{3}\right)^{8} \\
& =\left(\frac{3}{2} n_{2}^{2}-\frac{3}{2} n_{2}\right) \cdot m_{3}^{8} \\
& \leq\left(\frac{3}{2} n_{2}^{2}-\frac{3}{2} n_{2}\right) \cdot\left(m_{3}^{\frac{8}{\varepsilon}}+3 m_{3}\right)^{\varepsilon} .
\end{aligned}
$$

That is,

$$
m_{2} \leq\left(m_{3}^{\frac{8}{\varepsilon}}+3 m_{3}\right)^{2-\varepsilon} \cdot m_{3} \leq \frac{3}{2} n_{2}^{2}-\frac{3}{2} n_{2} \Rightarrow m_{2} \leq \frac{3}{2} n_{2}^{2}-\frac{3}{2} n_{2}
$$

The satisfiable formula $\Phi_{2}$ can be constructed according to Claim 1 .
Let $\Phi=\Phi_{2} \wedge \Phi_{3}$, then $\Phi$ is an instance of $\left(2+\frac{1}{n^{2-\varepsilon}}\right)$-SAT $(0<\varepsilon<2)$ and $\Phi$ is satisfiable if and only if $\Phi_{3}$ is satisfiable.

Note that the above many-one reduction indeed can be constructed in polynomial time of $m_{3}$ (also in polynomial time of $n_{3}$, since $n_{3} \leq 3 m_{3}, m_{3} \leq 8 n_{3}^{3}$ ).

Obviously, $\left(2+\frac{1}{n^{2-\varepsilon}}\right)$-SAT $(0<\varepsilon<2)$ is in $\mathcal{N} \mathcal{P}$, so the theorem does hold.
One open problem related to our $(2+f(n))$-SAT model is:
Open Problem Does there exist some $f(n)$, s.t. $\frac{k \log n}{n^{2}}<f(n)<\frac{1}{n^{2-\varepsilon}}$, where $k \geq 0$ and $0<\varepsilon<2$, so that $(2+f(n))$-SAT is in $(\mathcal{N P}-\mathcal{N P \mathcal { C }})-\mathcal{P}$ (denoted as $\mathcal{N P} \mathcal{I}$ ) under the assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ ?

Note that $\left(2+\frac{k \log n}{n^{2}}\right)$-SAT is in $\mathcal{P}, k \geq 0$ and $\left(2+\frac{1}{n^{2-\varepsilon}}\right)$-SAT $(0<\varepsilon<2)$ is in $\mathcal{N} \mathcal{P}$-Complete according to the above theorems.

Now, we give another candidate and also another open problem with regard to our $(2+f(n))$-SAT for natural problems in $\mathcal{N} \mathcal{P} \mathcal{I}$ under $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ :
Open Problem In the $(2+f(n))$-SAT model, is $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$ in $(\mathcal{N} \mathcal{P}-\mathcal{N} \mathcal{P C})-\mathcal{P}$ under the assumption $\mathcal{N} \mathcal{P} \neq \mathcal{P}$ ?

Note that $\frac{k_{1} \log n}{n^{2}}<\frac{(\log n)^{k}}{n^{2}}(k \geq 2)<\frac{1}{n^{2-\varepsilon}}$, where $k_{1} \geq 0$ and $0<\varepsilon<2$.

## 3 A Candidate for Natual Problems in $\mathcal{N} \mathcal{P} \mathcal{I}$ Under $\mathcal{N} \mathcal{P} \neq \mathcal{P}$

Now, we give another candidate for natural problems in $\mathcal{N} \mathcal{P} \mathcal{I}$ under $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ which is a restricted version of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$. We will prove that
it is not $\mathcal{N} \mathcal{P}$-Complete under the assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$. Actually it is indeed in $\mathcal{N} \mathcal{P I}$ under some stronger but reasonable assumptions.

Theorem 3. In the $(2+f(n))$-SAT model, if the variables which appear in $\Phi_{2}$ do not appear in $\Phi_{3}$, and vice versa, then $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)-S A T$ is not in $\mathcal{N P} \mathcal{C}$ under the assumption $\mathcal{N P} \neq \mathcal{P}, k \geq 2$.

Proof. Clearly this problem is in $\mathcal{N P}$. We prove this theorem by showing that 3 -SAT can not be reduced to $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT by many-one reduction, where $k \geq 2$.

Assume that there exists a many-one reduction(denoted as $F$ ) from 3-SAT to $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$. It means that for any instance of 3 -SAT, a formula $\Phi_{0}$ which contains $n_{0}$ variables and $m_{0} 3$-clauses, we can construct the $F\left(\Phi_{0}\right)$ which is an instance of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$ in polynomial time of $n_{0}$, where $F\left(\Phi_{0}\right)$ contains $n$ variables amd $m$ clauses, and $F\left(\Phi_{0}\right)$ is satisfiable if and only if $\Phi_{0}$ is satisfiable. Let $F\left(\Phi_{0}\right)=\Phi_{2} \wedge \Phi_{3}$, where $\Phi_{2}$ is an instance of 2-SAT which contains $m_{2} 2$-clauses and $n_{2}$ variables and $\Phi_{3}$ is an instance of 3-SAT which contains $m_{3} 3$-clauses and $n_{3}$ variables, then $\frac{(\log n)^{k}}{n^{2}}=\frac{\left|\Phi_{3}\right|}{|\Phi|}=\frac{m_{3}}{m}=\frac{m_{3}}{m_{2}+m_{3}}$, $k \geq 2$.

We consider the relation between $m_{3}$ and $m_{0}$. there are two cases:
Case 1. $m_{3} \geq m_{0}$.

Claim 2. $m=m_{2}+m_{3}$ can not be expressed as a polynomial of $m_{3}$.
Proof. (of Claim 2) Firstly, for sufficiently large $n, \frac{(\log n)^{k}}{n^{2}}=\frac{m_{3}}{m} \leq \frac{1}{2}$ (i.e. $m \geq 2 m_{3}$ ), where $k \geq 2$. Secondly,

$$
m=m_{2}+m_{3} \leq 4 n^{2}+m_{3} \Longrightarrow n^{2} \geq \frac{m-m_{3}}{4}
$$

Then, for sufficiently large $n$, the following holds

$$
\begin{aligned}
\frac{m_{3}}{m} & =\frac{(\log n)^{k}}{n^{2}} \leq \frac{4(\log 3 m)^{k}}{m-m_{3}} \\
\Longrightarrow 4(\log 3 m)^{k} & \geq m_{3} \cdot \frac{m-m_{3}}{m} \geq \frac{1}{2} \cdot m_{3} \\
\Longrightarrow m & \geq \frac{1}{3} \cdot 2^{\left(\frac{m_{3}}{8}\right)^{\frac{1}{k}}}
\end{aligned}
$$

According to Claim 2, in Case 1, we get the fact that $m$ can not be expressed as a polynomial of $m_{3}$, and since $m_{3} \geq m_{0}$, so $m$ also can not be expressed as a polynomial of $m_{0}$ (of course $m$ also can not be expressed as a polynomial of $n_{0}$ since $m_{0} \leq 8 n_{0}^{3}$ ). It's absurd since the many-one reduction $F\left(\Phi_{0}\right)$ must be done in polynomial time of $n_{0}$.

Case $2 \quad m_{3}<m_{0}$.
Since we assume $F\left(\Phi_{0}\right)$ can be constructed in polynomial time of $n_{0}$, then $m_{2}$ must can be expressed as $P\left(n_{0}\right)$, where $P(\cdot)$ is a polynomial. So, if $m_{3}<m_{0}$ it means that we can decrease the 3 -clause number in $\Phi_{0}$ by adding $P\left(n_{0}\right) 2$ clauses (by imposing $F$ on $\Phi_{0}$ ). However, note that we assume the variables which appear in $\Phi_{2}$ do not appear in $\Phi_{3}$, and vice versa, then we can impose $F$ on $\Phi_{3}$, and so on. Repeat the above process at most $m_{0}$ times we can eliminate all 3-clauses in $F\left(\Phi_{0}\right)$ to get a formula $\Phi^{\prime}$ and guarantee that $\Phi^{\prime}$ is satisfiable if and only if $F\left(\Phi_{0}\right)$ is satisfiable if and only if $\Phi_{0}$ is satisfiable, where $\Phi^{\prime}$ contains only 2 -clauses and $\left|\Phi^{\prime}\right|$ is at most $m_{0} P\left(n_{0}\right)$, or at most $8 n_{0}^{3} \cdot P\left(n_{0}\right)$, another polynomial of $n_{0}$. This means that there exists a many-one reduction from 3-SAT to 2 -SAT, which contradicts our assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$.

So, from the arguments above, we can conclude that $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq$ 2) is not in $\mathcal{N} \mathcal{P}$-Complete under the assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$.

## 4 Can the Candidate Be in $\mathcal{P}$ ?

In this section, we further show that the candidate presented in the previous section is indeed in $\mathcal{N P \mathcal { I }}$ under ETH.

Definition 2. ( $S E$ ) A language $L \in S E$ if for any $x \in L$ there exists an algorithm to find a $y$ so that $|y| \leq m(x)$ and $R(x, y)$ in time poly $(|x|) 2^{\varepsilon m(x)}$ for every fixed $\varepsilon, 1>\varepsilon>0$, where $R$ is a polynomial time relation called the constraint, and $m$ is a polynomial-time computable and polynomial bounded complexity parameter.

Definition 3. $(S E R F)$ The sub-exponential reduction family $S E R F$ from $A_{1}$ with parameter $m_{1}$ to $A_{2}$ with parameter $m_{2}$ is defined as a collection of Turing reduction $M_{\varepsilon}^{A_{2}}$, such that for each $\varepsilon, 1>\varepsilon>0$ :

1. $M_{\varepsilon}^{A_{2}}(x)$ runs in time at most poly $(|x|) 2^{\varepsilon m_{1}(x)}$
2. If $M_{\varepsilon}^{A_{2}}(x)$ queries $A_{2}$ with the input $x^{\prime}$, then $m_{2}\left(x^{\prime}\right)=O\left(m_{1}(x)\right)$ and $\left|x^{\prime}\right|=$ $|x|^{O(1)}$.

If such a reduction family exists, $A_{1}$ is $S E R F$-reducible to $A_{2}$. If each problem in $\mathcal{S N} \mathcal{P}$ is $S E R F$-reducible to a problem $A$, then $A$ is $\mathcal{S N} \mathcal{P}$-Hard under $S E R F$-reduction. And if $A$ is also in $\mathcal{S N P}$ then we say $A$ is $\mathcal{S N} \mathcal{P}$-Complete under $S E R F$-reductions. Note that the $S E R F$-reducibility is transitive, and, if $\left(A_{1}, m_{1}\right) S E R F$-reduces to $\left(A_{2}, m_{2}\right)$, and $\left(A_{2}, m_{2}\right) \in S E$, then $\left(A_{1}, m_{1}\right) \in S E$ [5].

Definition 4. (Strong many-one reduction) Let $A_{1}$ be a problem with complexity parameter $m_{1}$ and constraint $R_{1}$ and $A_{2}$ be a problem with complexity parameter $m_{2}$ and constraint $R_{2}$. A many-one reduction $f$ from $A_{1}$ to $A_{2}$ is called a strong many-one reduction if $m_{2}(f(x))=O\left(m_{1}(x)\right)$. Strong many-one reduction is a special case of SERF-reduction [5].

Lemma 1. 3-SAT with complexity parameter n, the number of variables, is SERF-reducible to 3-SAT with complexity parameter m, the number of clauses [5].

Lemma 2. 3-SAT is $\mathcal{S N} \mathcal{P}$-Complete under $\operatorname{SERF}$-reductions, with either clauses or variables as the parameter. [5]

Definition 5. (3-ESAT) 3-ESAT is a variant of 3-SAT, for any instance of 3-ESAT, say a formula $\Phi$, in which the clause number is equal to the number of variables which appear in $\Phi$.

Claim 3. Given $n(n \geq 5)$ variables, we can construct a satisfiable formula $\Phi$ in polynomial time of $n$, where $\Phi$ is an instance of 3-SAT and $|\Phi| \leq 2 n$.

Proof. We construct $2 n 3$-clauses with the form $x_{i} \vee x_{j} \vee x_{k}$, where $1 \leq i, j, k \leq$ $n, i \neq j, i \neq k, j \neq k$. This can be done since there are $C_{n}^{3} \geq 2 n 3$-clauses with such form. Then we select $k, 1 \leq k \leq 2 n, 3$-clauses to construct the formula $\Phi$. $\Phi$ is satisfiable when all these $n$ variables are assigned the value "true".

Theorem 4. 3-ESAT is $\mathcal{S N P}$-Hard under SERF-reductions, with either clauses or variables as the parameter. Consequently, $3-E S A T \in S E$ implies $\mathcal{S N P} \subseteq S E$.

Proof. According to Lemma 1, Lemma 2 and the definition of strong many-one reduction, we only need to show there exists a strong many-one reduction from 3-SAT with $m$ (the clause number) as complexity parameter to 3-ESAT with $m$ as complexity parameter.

For any given instance of 3 -SAT, a formula $\Phi_{0}$ which contains $n_{0}$ variables and $m_{0}$ clauses, we construct the many-one reduction respectively according to whether $m_{0}>n_{0}$ or not.

Firstly, if $m_{0}>n_{0}$, we add $\frac{3}{2}\left(m_{0}-n_{0}\right)$ new variables and use them to construct a formula $\Phi_{1}$ which contains $\frac{1}{2}\left(m_{0}-n_{0}\right)$ clauses, in which each of all those $\frac{3}{2}\left(m_{0}-n_{0}\right)$ new variables appears once and only once. This means that $\Phi_{1}$ is always satisfiable. Let $\Phi=\Phi_{1} \wedge \Phi_{0}$ then we get the instance of 3-ESAT since $m_{0}+\frac{1}{2}\left(m_{0}-n_{0}\right)=n_{0}+\frac{3}{2}\left(m_{0}-n_{0}\right)$, and $\Phi$ is satisfiable if and only if $\Phi_{0}$ is satisfiable, and the reduction can be done in polynomial time of $n_{0}$.

Note that $m_{0}+\frac{1}{2}\left(m_{0}-n_{0}\right)<2 m_{0}$.
In the second case, we add $n_{1}$ new variables, where $n_{1}=\max \left\{n_{0}-m_{0}, 5\right\}$ and construct a satisfiable formula $\Phi_{1}$, with the size $\left(n_{1}+n_{0}-m_{0}\right)$. This can be done according to Claim 3 since $n_{1}+n_{0}-m_{0} \leq 2 n_{1}$. Then similar to the first case, let $\Phi=\Phi_{1} \wedge \Phi_{0}$, we get the instance of 3 -ESAT with parameter $n_{1}+n_{0}$ and $\Phi$ is satisfiable if and only if $\Phi_{0}$ is satisfiable. Thus the reduction is done in polynomial time of $n_{0}$.

Note that

$$
\left(n_{1}+n_{0}-m_{0}\right)+m_{0}=\max \left\{2 n_{0}-m_{0}, 5+n_{0}\right\} \leq \max \left\{5 m_{0}, 3 m_{0}+5\right\}
$$

Then according to the properties of $S E R F$ reduction, the theorem does hold.
From the above proof, it is also easy to see that 3 -ESAT is also $\mathcal{N} \mathcal{P}$-Complete.
Definition 6. Define s to be the infimum of $\left\{\delta\right.$ : there exists an $O\left(2^{\delta n}\right)$ algorithm for solving 3-ESAT\}. Define ETH (Exponential-Time Hypothesis) for 3-ESAT to be that: $s>0$. In other words, 3-ESAT does not have sub-exponential time algorithm.

Note that this hypothesis is stronger than $\mathcal{N} \mathcal{P} \neq \mathcal{P}$ but yet plausible according to both theoretical and practical arguments presented in Section 1. Under this assumption, we have the following result.

Theorem 5. In the $(2+f(n))$-SAT model, if the variables which appear in $\Phi_{2}$ do not appear in $\Phi_{3}$, and vice versa, then the $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT is indeed in $\mathcal{N} \mathcal{P I}$ under ETH for $3-E S A T, k \geq 2$.

Proof. Consider the special case of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT, where $\Phi_{3}$ is an instance of 3 -ESAT and $n_{3}=m_{3}=(\log n)^{k}$ and $\Phi_{2}$ is always satisfiable. That is,

$$
\begin{aligned}
& \frac{m_{3}}{m}=\frac{m_{3}}{m_{2}+m_{3}}=\frac{(\log n)^{k}}{n^{2}}=\frac{m_{3}}{\left(n_{2}+n_{3}\right)^{2}} \\
& m_{2}=\left(n_{2}+n_{3}\right)^{2}-m_{3} \leq\left(n_{2}+n_{3}\right)^{2} .
\end{aligned}
$$

Note that $n_{2}=n-n_{3}=n-(\log n)^{k}, n_{3}=(\log n)^{k}$, for sufficiently large $n$ we get

$$
\left(n_{2}+n_{3}\right)^{2} \leq \frac{3}{2} n_{2}^{2}-\frac{3}{2} n_{2} .
$$

This means the special case of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT indeed exists according to Claim 1.

Then for this special case of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2), \Phi_{3}$ can not be solved in polynomial time of $n$ under ETH for 3-ESAT since there are $(\log n)^{k}$ variables in $\Phi_{3}$, so does $\Phi=\Phi_{2} \wedge \Phi_{3}$ since the variables which appear in $\Phi_{2}$ do not appear in $\Phi_{3}$, and vice versa.

Thus, $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT is indeed not in $\mathcal{P}$ under ETH for 3 -ESAT, $k \geq 2$, and according to theorem 3 the theorem does hold.

The more general case of $\left(2+\frac{(\log n)^{k}}{n^{2}}\right)$-SAT $(k \geq 2)$, where the variables which appear in $\Phi_{2}$ may appear in $\Phi_{3}$, and vice versa, is currently under investigation.

## 5 Remarks and Conclusion

In this work, we study the boundary between $\mathcal{P}$ and $\mathcal{N} \mathcal{P C}$ for the model of $(2+p)$-SAT when $p$ is considered as a function of $n$, the number of variables in
the Boolean formula. The model allows us to obtain a natural problem in $\mathcal{N} \mathcal{P} \mathcal{I}$ under the ETH assumption. It is an interesting open problem whether this can be further shown to be in $\mathcal{N} \mathcal{P} \mathcal{I}$ under the weaker assumption $\mathcal{N} \mathcal{P} \neq \mathcal{P}$.
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#### Abstract

We investigate the complexity of the degree and the constant term of the minimal polynomial of a matrix. We show that the degree of the minimal polynomial behaves as the matrix rank. We compare the constant term of the minimal polynomial with the constant term of the characteristic polynomial. The latter is known to be computable in the logspace counting class GapL. We show that this holds also for the minimal polynomial if and only if the logspace exact counting class $\mathbf{C}=\mathbf{L}$ is closed under complement. The latter condition is one of the main open problems in this area. As an application of our techniques we show that the problem to decide whether a matrix is diagonalizable is complete for $\mathbf{A C} \mathbf{C}^{0}(\mathbf{C}=\mathbf{L})$, the $\mathbf{A C}^{0}{ }^{-}$ closure of $\mathbf{C}=\mathbf{L}$.


## 1 Introduction

A rule of thumb says that Linear Algebra is in $\mathbf{N C}^{2}$. However, if we look more closely, we see that this is a very rough statement. In particular, we are not able to show that the various problems in Linear Algebra are equivalent under, say, logspace many-one reductions.

It seems to be more appropriate to express the complexity of problems in Linear Algebra in terms of logspace counting classes. The initial step in this direction was done by Damm [5], Toda [17], Vinay [19], and Valiant [18]. They showed that the determinant of an integer matrix characterizes the complexity class GapL (see [13] for more details on the history). Toda [17] showed more problems to be complete for GapL, including matrix powering, and the inverse of a matrix. There are also graph theoretic problems related to counting the number $s$ - $t$-paths in a graph.

The verification of GapL functions is captured by the class $\mathbf{C}_{=} \mathbf{L}$. An example of a complete problem is to decide whether an integer matrix $A$ is singular, i.e., whether $\operatorname{det}(A)=0$. More general, the decision problem, whether the rank of $A$ is less than some given number $k$, is complete for $\mathbf{C}_{=} \mathbf{L}$. The problem whether the rank of $A$ equals $k$ can be expressed as the conjunction of problems in $\mathbf{C}_{=} \mathbf{L}$ and in $\mathbf{c o C} \mathbf{C}_{=} \mathbf{L}$, a class that we denote by $\mathbf{C}_{=} \mathbf{L} \wedge \mathbf{c o} \mathbf{C}_{=} \mathbf{L}$. The problem to determine the rank of a matrix is captured by the $\mathbf{A C}{ }^{0}$-closure of $\mathbf{C}_{=} \mathbf{L}$, which we denote

[^2]by $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. Finally, the problem to decide whether two matrices have the same rank is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. The results on the rank were shown by Allender, Beals, and Ogihara [2].

The complexity of the minimal polynomial has been studied before [11](see also 910 ). In this paper, we show that there is a strong relationship between the degree of the minimal polynomial of a matrix and the matrix rank problem. Namely, the problems to decide whether the degree of the minimal polynomial is less than $k$ or equal $k$, for some given $k$, are complete for $\mathbf{C}_{=} \mathbf{L}$ and $\mathbf{C}_{=} \mathbf{L} \wedge \boldsymbol{c o C} \mathbf{C}_{=} \mathbf{L}$, respectively. To decide whether the degrees of the minimal polynomials of two matrices are equal is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

We also investigate the complexity of the constant term of the minimal polynomial. The constant term of the characteristic polynomial is GapL-complete. By analogy, we ask whether the constant term of the minimal polynomial can be computed in GapL, too. We show that this question is strongly connected with another open problem: the constant term of the minimal polynomial can be computed in $\mathbf{G a p L}$ if and only if $\mathbf{C}_{=} \mathbf{L}$ is closed under complement. This connection is a consequence of a hardness result: to decide whether the constant terms of the minimal polynomials of two matrices are equal is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

Whether $\mathbf{C}=\mathbf{L}$ is closed under complement is one of the big open questions in this area. Recall that many related classes have this property: NL 12 16, SL [14, PL (trivially), and nonuniform UL [15]. Thus our results on the constant term of the minimal polynomial might offer some new points to attack this problem.

A final observation is about the diagonalizability of matrices. In [10] it is shown that this decision is hard for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. We show that this class also is an upper bound for this problem. It follows that diagonalizability is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. We extend the result to simultaneous diagonalizability where one has to decide whether all of $k$ given matrices are diagonalizable by the same diagonalizing matrix.

## 2 Preliminaries

We assume familiarity with some basic notions of complexity theory and linear algebra. We refer the readers to the papers [23] for more details and properties of the considered complexity classes, and to the textbooks [677 for more background in linear algebra.

Complexity Classes. For a nondeterministic Turing machine $M$, we denote the number of accepting and rejecting computation paths on input $x$ by $\operatorname{acc}_{M}(x)$ and by $r e j_{M}(x)$, respectively. The difference of these two quantities is $g a p_{M}$, i.e., for all $x: \operatorname{gap}_{M}(x)=\operatorname{acc}_{M}(x)-r e j_{M}(x)$. The function class GapL is defined as the class of all functions $\operatorname{gap}_{M}(x)$ such that $M$ is a nondeterministic logspace bounded Turing machine. GapL has many closure properties: for example it is closed under addition, subtraction, and multiplication (see [3]). In [1] (Corollary 3.3 ) it is shown that GapL is closed under composition in a very strong sense:
if each entry of an $n \times n$ matrix $A$ is GapL-computable, then the determinant of $A$ is still computable in GapL.

A set $S$ is in $\mathbf{C}_{=} \mathbf{L}$, if there exists a function $f \in \mathbf{G a p L}$ such that for all $x$ we have $x \in S \Longleftrightarrow f(x)=0$. Since it is open whether $\mathbf{C}_{=} \mathbf{L}$ is closed under complement, it makes sense to consider the Boolean closure of $\mathbf{C}=\mathbf{L}$, i.e., the class of sets that can be expressed as a Boolean combination of sets in $\mathbf{C}_{=} \mathbf{L}$. For our purposes, it suffices to consider the following two classes: a) $\operatorname{co} \mathbf{C}_{=} \mathbf{L}$ is the class of complement sets $\bar{L}$ where $L \in \mathbf{C}_{=} \mathbf{L}$, b) $\mathbf{C}_{=} \mathbf{L} \wedge \boldsymbol{c o C}_{=} \mathbf{L}[2]$ is defined as the class of intersections of sets in $\mathbf{C}_{=} \mathbf{L}$ with sets in $\boldsymbol{c o C}=\mathbf{L}$, i.e.,

$$
L \in \mathbf{C}=\mathbf{L} \wedge \mathbf{c o} \mathbf{C}_{=} \mathbf{L} \Longleftrightarrow \exists L_{1} \in \mathbf{C}_{=} \mathbf{L}, L_{2} \in \mathbf{c o} \mathbf{C}_{=} \mathbf{L}: \quad L=L_{1} \cap L_{2}
$$

For sets $S_{1}$ and $S_{2}$, we say that $S_{1}$ is $\mathbf{A C}{ }^{0}$-reducible to $S_{2}$, if there is a logspace uniform circuit family of polynomial size and constant depth that computes $S_{1}$ with unbounded fan-in AND- and OR-gates, NOT-gates, and oracle gates for $S_{2}$. In particular, we consider the classes $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$ and $\mathbf{A C} \mathbf{C}^{0}(\mathbf{G a p L})$ : the sets that are $\mathbf{A C} \mathbf{C}^{0}$-reducible to a set in $\mathbf{C}=\mathbf{L}$, respectively a function in $\mathbf{G a p L}$. The known relationships among these classes are as follows:

$$
\mathbf{\mathbf { C } _ { = }} \mathbf{L} \subseteq \mathbf{C}_{=} \mathbf{L} \wedge \mathbf{c o} \mathbf{C}_{=} \mathbf{L} \subseteq \mathbf{A} \mathbf{C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right) \subseteq \mathbf{A} \mathbf{C}^{0}(\mathbf{G a p} \mathbf{L}) \subseteq \mathbf{T} \mathbf{C}^{1} \subseteq \mathbf{N C}^{2}
$$

Furthermore, we say that $S_{1}$ is (logspace many-one) reducible to $S_{2}$, if there is a function $f \in L$ (deterministic logspace) such that for all $x$ we have $x \in S_{1} \Longleftrightarrow f(x) \in S_{2}$. In an analogous way one can define $\mathbf{A C}^{0}$ - or $\mathbf{N C}^{1}$-manyone reductions. Unless otherwise stated, all reductions in this paper are logspace many-one.

Linear Algebra. Let $A \in \boldsymbol{F}^{n \times n}$ be a matrix over the field $\boldsymbol{F}$. The characteristic polynomial of $A$ is the polynomial $\chi_{A}(x)=\operatorname{det}(x I-A)$. A nonzero polynomial $p(x)$ over $\boldsymbol{F}$ is called an annihilating polynomial for $A$ if $p(A)=\mathbf{0}$. The Cayley-Hamilton Theorem states that $\chi_{A}(x)$ is an annihilating polynomial for $A$. The characteristic polynomial is a monic polynomial: its highest coefficient is one. The minimal polynomial of $A$, denoted by $\mu_{A}(x)$, is the unique monic annihilating polynomial for $A$ with minimal degree. Note that if $A$ is an integer matrix, then all coefficients of $\chi_{A}(x)$ and of $\mu_{A}(x)$ are also integer. Let's denote the degree of a polynomial $p$ by $\operatorname{deg}(p)$. Then we have $1 \leq \operatorname{deg}\left(\mu_{A}(x)\right)=m \leq n$.

Two matrices $A, B \in \boldsymbol{F}^{n \times n}$ are called similar if there is a nonsingular matrix $P \in \boldsymbol{F}^{n \times n}$ such that $A=P B P^{-1}$. Furthermore, $A$ is called diagonalizable if $A$ is similar to a diagonal matrix. The matrices $A_{1}, \ldots, A_{k}$ are called simultaneously diagonalizable if there is a nonsingular matrix $P$ such that $P A_{1} P^{-1}, \ldots, P A_{k} P^{-1}$ are diagonal.

Problems. Unless otherwise stated the domain for the algebraic problems are the integers. By Determinant we denote the problem to compute the determinant of a given $n \times n$ matrix $A$. In PowerElement there is additionally given an integer $m$ and have to compute $\left(A^{m}\right)_{1, n}$, the element of $A^{m}$ at position $(1, n)$. Both PowerElement and Determinant are complete for GapL [4 5 1718 19].

Various decision problems are based on GapL-functions. The verification of a GapL-function is captured by the class $\mathbf{C}_{=} \mathbf{L}$. A GapL-complete function yields a $\mathbf{C}_{=} \mathbf{L}$-complete verification problem. For example, to verify whether the determinant is zero, i.e., testing singularity, is complete for $\mathbf{C}_{=} \mathbf{L}$. Similarly, to verify whether $A^{m}$ at position $(1, n)$ is zero, is complete for $\mathbf{C}_{=} \mathbf{L}$. The latter problem we denote by PowerElement $=$.

With respect to the minimal polynomial, MinPolynomial is the problem to compute the $i$-th coefficient $d_{i}$ of $\mu_{A}(x)$ for given $A$ and $i$. MinPolynomial is computable in $\mathbf{A C} \mathbf{C}^{0}(\mathbf{G a p L})$ and is hard for GapL [1011]. With respect to the degree of the minimal polynomial, DegMinPol is the set of all triple $(A, k, b)$, where $b$ is the $k$-th bit of $\operatorname{deg}\left(\mu_{A}(x)\right)$.

There is a bunch of decision problems related to MinPolynomial and DegMinPol: Given two matrices $A$ and $B$, and $k \geq 1$,

- EqMinPolynomial is to decide whether $\mu_{A}(x)=\mu_{B}(x)$,
- EqCTMinPol is to decide whether the minimal polynomials of $A$ and $B$ have the same constant term,
- EqDegMinPol is to decide whether the minimal polynomials of $A$ and $B$ have the same degree,
- DegMinPol $=$ is to decide whether $\operatorname{deg}\left(\mu_{A}(x)\right)=k$,
- DegMinPoL $\leq$ is to decide whether $\operatorname{deg}\left(\mu_{A}(x)\right) \leq k$.

Finally, the set of all diagonalizable matrices is denoted by Diagonalizable. The set of all simultaneously diagonalizable matrices is denoted by SimDiagonalizable.

## 3 The Minimal Polynomial

In this section we investigate the complexity of the degree and the constant term of the minimal polynomial of a matrix. The upper bounds on the complexity of these problems follow easily from the predecessor paper [1011]. The main contributions here are the lower bounds for these problems. In particular, we want to point out that the degree of the minimal polynomial has essentially the same complexity as the matrix rank.

### 3.1 Upper Bounds

In [10] it is shown that the minimal polynomial of a matrix $A$ can be computed in $\mathbf{A C} \mathbf{C}^{0}(\mathbf{G a p L})$. The algorithm was based on the following observation. Define $\boldsymbol{a}_{i}=\operatorname{vec}\left(A^{i}\right)$, where $\operatorname{vec}\left(A^{i}\right)$ is the vector of length $n^{2}$ that is obtained by putting the columns of $A^{i}$ below each other, for $i=0,1,2, \ldots, n$. Then the minimal polynomial $\mu_{A}(x)$ with degree $m$ is characterized by the following two properties:
(i) $\mu_{A}(A)=\mathbf{0}$. Equivalently we can say that $\boldsymbol{a}_{0}, \boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}$ are linearly dependent, and
(ii) for every monic polynomial $p(x)$ with degree $m-1$, we have $p(A) \neq \mathbf{0}$. Equivalently we can say that $\boldsymbol{a}_{0}, \boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m-1}$ are linearly independent.

Note that $\boldsymbol{a}_{m}, \ldots, \boldsymbol{a}_{n}$ linearly depend on $\boldsymbol{a}_{0}, \boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m-1}$ in this case. Define the $n^{2} \times j$ matrices $C_{j}$ and the symmetric $j \times j$ matrices $D_{j}$ as

$$
C_{j}=\left(\begin{array}{llll}
\boldsymbol{a}_{0} & \boldsymbol{a}_{1} & \cdots & \boldsymbol{a}_{j-1}
\end{array}\right), D_{j}=C_{j}^{T} C_{j}, \text { for } j=1, \ldots, n .
$$

Then $C_{m}, \ldots, C_{n}$ and $D_{m}, \ldots, D_{n}$ all have the same rank $m$, which is precisely the degree of $\mu_{A}(x)$. Hence we have $\operatorname{deg}\left(\mu_{A}(x)\right)=\operatorname{rank}\left(D_{n}\right)$.

Let $\chi_{D_{n}}(x)=x^{n}+c_{n-1} x^{n-1}+\cdots+c_{1} x+c_{0}$. Since $D_{n}$ is symmetric, we have $\operatorname{rank}\left(D_{n}\right)=n-l$, where $l$ is the smallest index such that $c_{l} \neq 0$. Because GapL is closed under composition [1] , each of the coefficients $c_{n-1}, \ldots, c_{0}$ is computable in $\mathbf{G a p L}$. Therefore, in $\mathbf{C}_{=} \mathbf{L}$ we can test whether one or several of the $c_{i}$ 's are zero (note that $\mathbf{C}_{=} \mathbf{L}$ is closed under conjunction). In particular, we get a method to verify the degree of the minimal polynomial.

Proposition 1. 1. DegMinPol $\leq$ is in $\mathbf{C}_{=} \mathbf{L}$.
2. DegMinPol $=$ is in $\mathbf{C}_{=} \mathbf{L} \wedge \mathbf{c o} \bar{C}_{=} \mathbf{L}$,
3. DegMinPol, EqDegMinPol are in $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$,

Part 1 and 2 of the proposition follow directly from the discussion above. The problems in part 3 can be solved with some extra $\mathbf{A C} \mathbf{C}^{0}$-circuitry.

Next, we consider the coefficients of $\mu_{A}(x)=x^{m}+d_{m-1} x^{m-1}+\cdots+d_{0}$. The vector $\left(d_{0}, d_{1}, \ldots, d_{m-1}\right)^{T}$ is the unique solution of the system of linear equations $C_{m} \boldsymbol{x}=-\boldsymbol{a}_{m}$. Hence we get

$$
\begin{equation*}
\left(d_{0}, d_{1}, \ldots, d_{m-1}\right)^{T}=-D_{m}^{-1} C_{m}^{T} \boldsymbol{a}_{m} \tag{1}
\end{equation*}
$$

Notice that $D_{m}$ nonsingular for $m=\operatorname{deg}\left(\mu_{A}(x)\right)$, and each element of $D_{m}^{-1}$ can be computed in GapL [1].

Let $B$ be another matrix and we want to know whether $A$ and $B$ have the same minimal polynomial, or, whether their minimal polynomials have the same constant term. We can express the coefficients of $\mu_{B}(x)$ analogously as for $A$ in equation (1). It follows that we can compare the coefficients in $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

Proposition 2. EqMinPolynomial and EqCTMinPol are in $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

### 3.2 Lower Bounds

Allender, Beals, and Ogihara [2] showed that the decision problem Feasible Systems of Linear Equations, FSLE for short, is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. More precisely, an input for FSLE are an $m \times n$ matrix $A$ and a vector $\boldsymbol{b}$ of length $m$ over the integers. One has to decide whether the system of linear equations $A \boldsymbol{x}=\boldsymbol{b}$ has a rational solution. We use FSLE as reference problem to show the hardness results.

Theorem 1. EqDegMinPol, EqMinPolynomial, and EqCTMinPol are hard for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

Proof. Let $A$ and $\boldsymbol{b}$ be an input for FSLE. Define the symmetric matrix $B=$ $\left(\begin{array}{cc}\mathbf{0} & A \\ A^{T} & \mathbf{0}\end{array}\right)$ and vector $\boldsymbol{c}=\left(\boldsymbol{b}^{T}, \mathbf{0}\right)^{T}$ of length $m+n$. We prove that

$$
\begin{align*}
(A, \boldsymbol{b}) \in \mathrm{FSLE} & \Longleftrightarrow(B, \boldsymbol{c}) \in \mathrm{FSLE}  \tag{2}\\
& \Longleftrightarrow C=\left(\begin{array}{rr}
B & \mathbf{0} \\
0 \cdots & 0
\end{array}\right) \text { is similar to } D=\left(\begin{array}{cc}
B & \boldsymbol{c} \\
0 \cdots & \cdots
\end{array}\right)  \tag{3}\\
& \Longleftrightarrow D \in \operatorname{DIAGONALIZABLE}  \tag{4}\\
& \Longleftrightarrow \mu_{C}(x)=\mu_{D}(x)  \tag{5}\\
& \Longleftrightarrow \operatorname{deg}\left(\mu_{C}(x)\right)=\operatorname{deg}\left(\mu_{D}(x)\right)  \tag{6}\\
& \Longleftrightarrow \operatorname{ct}\left(\mu_{C_{\alpha}}(x)\right)=\operatorname{ct}\left(\mu_{D_{\alpha}}(x)\right) \tag{7}
\end{align*}
$$

where $\operatorname{ct}\left(\mu_{M}(x)\right)$ denotes the constant term of $\mu_{M}(x)$, and $C_{\alpha}=C+\alpha I$ and $D_{\alpha}=D+\alpha I$ for an appropriate positive integer $\alpha$ to be chosen later.

Equivalences (2), (3), and (4) were shown in (10). For completeness, we include a proof.

Equivalence (圆). Note that the system $A^{T} x=\mathbf{0}$ is always feasible.
Equivalence (3). Let $x_{0}$ be a solution of the system $B \boldsymbol{x}=\boldsymbol{c}$. Define the nonsingular matrix $T=\left(\begin{array}{ll}I & x_{0} \\ \mathbf{0} & -1\end{array}\right)$. It is easy to check that $C T=T D$, therefore $C$ is similar to $D$. Conversely, if the above system is not feasible, then $C$ and $D$ have different ranks and can therefore not be similar.

Equivalence (4). Observe that matrix $C$ is symmetric. Therefore, $C$ is always diagonalizable, i.e., $C$ is similar to a diagonal matrix, say $C^{\prime}$. Now, if $C$ is similar to $D$, then $D$ is similar to $C^{\prime}$ as well, because the similarity relation is transitive. Hence $D$ is diagonalizable as well. Conversely, if $D$ is diagonalizable, then $D$ has only elementary divisors of the form $\left(x-\gamma_{i}\right)$ where $\gamma_{i}$ is any of its eigenvalues. Since $C$ is diagonalizable, its elementary divisors are also linear. Note furthermore that $C$ and $D$ have the same characteristic polynomial. Therefore, they must have the same system of elementary divisors, i.e., they are similar.

Equivalence (5). If $C$ is similar to $D$, then it is clearly that $\mu_{C}(x)=\mu_{D}(x)$. Conversely, if $\mu_{C}(x)=\mu_{D}(x)$, then $\mu_{D}(x)$ contains only linear irreducible factors, because $\mu_{C}(x)$ has this property (since $C$ is symmetric matrix). Therefore $D$ is diagonalizable.

Equivalence (6). Recall that $\operatorname{deg}\left(\mu_{C}(x)\right)$ is exactly the number of all distinct eigenvalues of $C$. Since $C$ and $D$ have the same characteristic polynomial, they have the same eigenvalues, and therefore $\operatorname{deg}\left(\mu_{C}(x)\right) \leq \operatorname{deg}\left(\mu_{D}(x)\right)$. These degrees are equal iff every root of $\mu_{D}(x)$ has multiplicity 1 . The latter holds iff $D$ is diagonalizable.

Equivalence (7). Observe that equivalences (2) to (6) still hold when we replace $C_{\alpha}$ and $D_{\alpha}$ for $C$ and $D$, respectively, for any $\alpha$. For an appropriate choice of $\alpha$ we show: if the constant terms of $\mu_{C_{\alpha}}(x)$ and $\mu_{D_{\alpha}}(x)$ are equal, then these polynomials are equal.

Fix any $\alpha$. Let $\lambda_{1}, \ldots, \lambda_{k}$ be the distinct eigenvalues of $C$. Then the distinct eigenvalues of $C_{\alpha}$ are $\lambda_{1}+\alpha, \ldots, \lambda_{k}+\alpha$. Since $C_{\alpha}$ is symmetric and since $C_{\alpha}$ and $D_{\alpha}$ have the same eigenvalues, we can write

$$
\mu_{C_{\alpha}}(x)=\prod_{i=1}^{k}\left(x-\left(\lambda_{i}+\alpha\right)\right) \text { and } \mu_{D_{\alpha}}(x)=\prod_{i=1}^{k}\left(x-\left(\lambda_{i}+\alpha\right)\right)^{t_{i}}
$$

where $t_{i} \geq 1$ for $i=1,2, \ldots, k$. In order to prove that $\mu_{C_{\alpha}}(x)=\mu_{D_{\alpha}}(x)$, we have to show that all $t_{i}=1$, for an appropriate $\alpha$.

Note that the constant terms of these polynomials are the product of the eigenvalues (in the case of $D_{\alpha}$, with multiplicities $t_{i}$ each). Hence it suffices to choose $\alpha$ such that all eigenvalues of $C_{\alpha}$ are greater than 1 . This is done as follows. By $\rho(C)$ we denote the spectral radius of $C$, i.e. $\rho(C)=\max _{1 \leq i \leq k}\left|\lambda_{i}\right|$. The maximum column sum matrix norm of $C=\left(c_{i, j}\right)$ is defined as

$$
\|C\|=\max _{1 \leq j \leq 2 n+1} \sum_{i=1}^{2 n+1}\left|c_{i, j}\right|
$$

It is well known that $\rho(C) \leq\|C\|$. Therefore, if we choose (in logspace) $\alpha=\|C\|+2$, then we have $\lambda_{i}+\alpha>1$, for $i=1,2, \ldots, k$.

Corollary 1. EqDegMinPol, EqMinPolynomial, and EqCTMinPol are complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

Recall that the constant term of the characteristic polynomial can be computed in GapL. Now assume for a moment, that the constant term of the minimal polynomial is in GapL as well. It follows that EqCTMinPol is in $\mathbf{C}_{=} \mathbf{L}$, because this is asking whether the difference of two constant terms (a GapL-function) is zero. By Corollary (1) follows that $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)=\mathbf{C}_{=} \mathbf{L}$. This argument is a proof of the following corollary:

Corollary 2. If the constant term of the minimal polynomial of a matrix is computable in $\mathbf{G a p L}$, then $\mathbf{C}=\mathbf{L}$ is closed under complement.

Theorem 2. 1. $\mathrm{DegMinPoL}_{\leq}$is hard for $\mathbf{C}_{=} \mathbf{L}$, and
2. DegMinPol $=$ is hard for $\overline{\mathbf{C}}_{=} \mathbf{L} \wedge \mathbf{c o C}_{=} \mathbf{L}$.

Proof. 1) To show the first claim, we reduce PowErElement $=$ to DegMinPoL $_{\leq}$. Let $A$ be a $n \times n$ matrix and $m \geq 1$ be an input for PowerElement $=$. One has to decide whether $\left(A^{m}\right)_{1, n}=0$. In [11] (see also [10]) it is shown how to construct a matrix $B$ in logspace such that

$$
\mu_{B}(x)=x^{2 m+2}-a x^{m+1}, \text { where } a=\left(A^{m}\right)_{1, n} .
$$

Let $C$ be the companion matrix of the polynomial $x^{2 m+2}$, that is, a $(2 m+2) \times$ $(2 m+2)$ matrix, where all the elements on the first sub-diagonal are 1 and all the other elements are 0 . Then we have $\chi_{C}(x)=\mu_{C}(x)=x^{2 m+2}$.

Define $D=\left(\begin{array}{cc}B & \mathbf{0} \\ \mathbf{0} & C\end{array}\right)$. It is known that the minimal polynomial of $D$ is the least common multiple (for short: lcm) of the polynomials $\mu_{B}(x)$ and $\mu_{C}(x)$. Therefore we have

$$
\begin{aligned}
\mu_{D}(x) & =\operatorname{lcm}\left\{x^{m+1}\left(x^{m+1}-a\right), x^{2 m+2}\right\} \\
& = \begin{cases}x^{2 m+2}, & \text { if } a=0, \\
x^{2 m+2}\left(x^{m+1}-a\right), & \text { if } a \neq 0 .\end{cases}
\end{aligned}
$$

It follows that $\left(A^{m}\right)_{1, n}=0 \Longleftrightarrow \operatorname{deg}\left(\mu_{D}(x)\right)=2 m+2$.
2) To show the second claim, we reduce an arbitrary language $L \in \mathbf{C}_{=} \mathbf{L} \wedge$ $\mathbf{c o C}=\mathbf{L}$ to DegMinPol $_{=}$. Namely, we compute (in logspace) matrices $A_{1}$ and $A_{2}$ of order $n_{1}$ and $n_{2}$, respectively, and integers $1 \leq m, l \leq n$ such that for all $w$

$$
w \in L \Longleftrightarrow\left(A_{1}^{m}\right)_{1, n_{1}}=0 \text { and }\left(A_{2}^{l}\right)_{1, n_{2}} \neq 0
$$

We show in Lemma below that we may assume w.l.o.g. that $m>l$. Let $a_{1}=\left(A_{1}^{m}\right)_{1, n_{1}}$ and $a_{2}=\left(A_{2}^{l}\right)_{1, n_{2}}$. As explained in the first part of the proof, we can compute matrices $B_{1}$ and $B_{2}$ such that

$$
\begin{aligned}
& \mu_{B_{1}}(x)=x^{2 m+2}-a_{1} x^{m+1} \\
& \mu_{B_{2}}(x)=x^{2 l+2}-a_{2} x^{l+1}
\end{aligned}
$$

By $C$ we denote again the companion matrix of $x^{2 m+2}$. For the diagonal block matrix $D=\left(\begin{array}{lll}B_{1} & & \\ & & B_{2} \\ & & \\ & & \\ & \end{array}\right)$, we get (for $m>l$ )

$$
\begin{aligned}
\mu_{D}(x) & =\operatorname{lcm}\left\{\mu_{B_{1}}(x), \mu_{B_{2}}(x), \mu_{C}(x)\right\} \\
& =\operatorname{lcm}\left\{x^{m+1}\left(x^{m+1}-a_{1}\right), x^{l+1}\left(x^{l+1}-a_{2}\right), x^{2 m+2}\right\} \\
& = \begin{cases}2 m+l+3, & \text { for } a_{1}=0, a_{2} \neq 0, \\
3 m+3, & \text { for } a_{1} \neq 0, a_{2}=0, \\
2 m+2, & \text { for } a_{1}=0, a_{2}=0, \\
3 m+3+r, & \text { for } a_{1} \neq 0, a_{2} \neq 0, \text { where } r>0 .\end{cases}
\end{aligned}
$$

In summary, we have

$$
w \in L \Longleftrightarrow a_{1}=0 \text { and } a_{2} \neq 0 \Longleftrightarrow \operatorname{deg}\left(\mu_{D}(x)\right)=2 m+l+3
$$

The following lemma completes the proof of Theorem 2
Lemma 1. Let $A$ be an $n \times n$ matrix and $m \geq 1$. For any $k \geq 1$ there is a matrix $\widetilde{A}$ of order $p=n(m k+1)$ such that $\left(A^{m}\right)_{1, n}=\left(\widetilde{A}^{k m}\right)_{1, p}$.
Proof. Define the following $(m k+1) \times(m k+1)$ block matrix $\widetilde{A}$


Each block of $\widetilde{A}$ is a matrix of order $n$. All blocks are zero except for the ones on the first block superdiagonal. Here we start with $A$ followed by $(k-1)$-times $I$. This pattern occurs $m$-times in total.

An elementary calculation shows that $\widetilde{A}^{m k}$ has $A^{m}$ as its upper right block at position $(1, m k+1)$. All other blocks are $\mathbf{0}$. This proves the lemma.

## 4 Diagonalizability

In [9] it is shown that the decision whether two matrices are similar is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. It is well known that Diagonalizable is hard for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$ (see Theorem (1) and is contained in $\mathbf{A C}^{0}(\mathbf{G a p L})$ [10]. In this section we show that Diagonalizable and SimDiagonalizable are complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

Theorem 3. Diagonalizable is complete for $\mathbf{A C}^{0}(\mathbf{C}=\mathbf{L})$.
Proof. It remains to prove that Diagonalizable is in $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$. Given matrix $A$. In Section [.] we shown how to construct a matrix $C_{n}$ such that $\operatorname{deg}\left(\mu_{A}(x)\right)=\operatorname{rank}\left(C_{n}\right)$.

Matrix $A$ is diagonalizable iff its minimal polynomial contains only linear irreducible factors. This is the case iff $\operatorname{deg}\left(\mu_{A}(x)\right)$ equals the number of distinct eigenvalues of $A$. The latter number can be determined as the rank of the Hankel matrix $H_{A}$ associated with $A$ (see Chapter XV. in [6]). Therefore, we have

$$
\begin{align*}
A \text { is diagonalizable } & \Longleftrightarrow \operatorname{deg}\left(\mu_{A}(x)\right)=\# \text { of distinct eigenvalues of } A \\
& \Longleftrightarrow \operatorname{rank}\left(C_{n}\right)=\operatorname{rank}\left(H_{A}\right) . \tag{8}
\end{align*}
$$

Since each element of $C_{n}$ and $H_{A}$ can be computed in GapL, equation ( $\overline{\mathbb{1}}$ ) can be checked in $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.

We consider the problem SimDiagonalizable. Given matrices $A_{1}, \ldots, A_{k}$ of order $n$ and $k \geq 1$. We have to test whether there is a nonsingular matrix $S$ such that $S A_{i} S^{-1}$ are diagonal, for all $1 \leq i \leq k$. If all matrices $A_{i}$ are diagonalizable then they are simultaneously diagonalizable iff they are pairwise commutable, i.e. $A_{i} A_{j}=A_{j} A_{i}$ for all $i, j$. The latter test can be done in $\mathbf{N C}^{1}$. Therefore the main part is to test whether $A_{i} \in$ Diagonalizable, for all $i$. By Theorem 园 we get the following:

Corollary 3. SimDiagonalizable is complete for $\mathbf{A C}^{0}\left(\mathbf{C}_{=} \mathbf{L}\right)$.
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#### Abstract

In this paper we discuss some basic properties of computable real functions of bounded variation (CBV-functions for short). Especially, it is shown that the image set of semi-computable real numbers under CBV-functions is a proper subset of the class of weakly computable real numbers; Two applications of CBV-functions to semi-computable real numbers produce the whole closure of semi-computable real numbers under total computable real functions, and the image sets of semicomputable real numbers under monotone computable functions and CBV-functions are different.


## 1 Introduction

Continuity of a real function is one of the most important property in analysis. The effective counterpart of a continuous real function is the computable real function which can be computed by some algorithm with the respect to the effectively convergent Cauchy representation of real numbers. Computable real functions are widely discussed in literature, e.g., 45 11. There are many problems, especially in applications to physical science, where more precise information about a function than continuity or computability are required. For example, it is very useful to be able to measure how rapidly a real function $f$ oscillates on some interval $[a ; b]$. However, the oscillatory character of a function is not easily determined from its continuity or even its computability. For this reason, the notion of the variation of a function was introduced in mathematics by Camille Jordan (1838-1922). Concretely, the variation $V_{a}^{b}(f)$ of $f$ on the interval $[a ; b]$ is defined as the supremum $\sup \left(\sum_{i<k}\left|f\left(x_{i}\right)-f\left(x_{i+1}\right)\right|\right)$ which is taken over all possible subdivision $a=x_{0}<x_{1}<x_{2}<\cdots<x_{k}=b$ of the interval (cf. [7]). This quantity turns out to be very useful for problems in physics, engineering, probability theory, Fourier series, and so forth.

A function $f$ is called of bounded variation (BV for short) on an interval $[a ; b]$, if the variation $V_{a}^{b}(f)$ of $f$ on this interval is finite. Denote by $\mathbb{B V}[a ; b](\mathbb{C B V}[a ; b])$ the class of all (computable) real functions $f:[a ; b] \rightarrow[a ; b]$ which are of bounded

[^3]variation on $[a ; b]$. Especially, $\mathbb{B} \mathbb{V}[0 ; 1]$ and $\mathbb{C B V}[0 ; 1]$ are denoted simply by $\mathbb{B V}$ and $\mathbb{C B V}$, respectively. The class $\mathbb{B V}$ is widely discussed in classical mathematics. In this paper, we are more interested in the class $\mathbb{C B V}$. For example, we will discuss which classes of real numbers are closed under $\mathbb{C B V}$ and clarify the relationships among the image sets of $\mathbb{C B V}$ for different classes of real numbers.

Let's remind the definition of several interesting classes of real numbers discussed in effective analysis. A real number $x$ is called computable if there is a computable sequence $\left(x_{s}\right)$ of rational numbers which converges effectively to $x$ in the sense that $\left|x-x_{s}\right| \leq 2^{-s}$ for any $s \in \mathbb{N} ; x$ is left (right) computable if there is an increasing (decreasing) computable sequence of rational numbers which converges to $x$; Left and right computable real numbers are called semi-computable; $x$ is weakly computable if there are two left computable real numbers $y$ and $z$ such that $x=y-z$, and $x$ is recursively approximable if there exists a computable sequence of rational numbers which converges to $x$. We denote by $\mathbf{E C}, \mathbf{L C}, \mathbf{R C}, \mathbf{S C}, \mathbf{W C}$ and RA the classes of computable, left computable, right computable, semi-computable, weakly computable and recursively approximable real numbers, respectively. These classes have been widely discussed in literature ( 11381214 ). Their relationship can be summarized as follows: $\mathbf{E C}=\mathbf{L C} \cap \mathbf{R C} \subsetneq \mathbf{S C}=\mathbf{L C} \cup \mathbf{R C} \subsetneq \mathbf{W C} \subsetneq \mathbf{R A}$. Besides, the classes $\mathbf{E C}, \mathbf{W C}$ and RA are algebraic fields, i.e., they are closed under the arithmetical operations,,$+- \times$ and $\div$. For WC, another characterization is shown in [12] that, $x \in \mathbf{W C}$ iff there is a computable sequence $\left(x_{s}\right)$ of rational numbers which converges weakly effectively to $x$ in the sense that $\sum_{s \in \mathbb{N}}\left|x_{s}-x_{s+1}\right|$ is finite.

Obviously, the classes EC and RA are closed under the CBV-functions. Furthermore, the function $f$ defined by $f(x):=1-x$ is a CBV-function which maps left computable real numbers to right computable ones and vice versa. Moreover, $g \circ f \in \mathbb{C} \mathbb{B} \mathbb{V}$ iff $g \in \mathbb{C B V}$ for any $g$. This observation implies that $\mathbb{C B V}(\mathbf{L C})=\mathbb{C B V}(\mathbf{R C})=\mathbb{C B V}(\mathbf{S C})$, where $\mathbb{C B V}(\mathbf{C}):=\{g(x): x \in \mathbf{C} \& g \in$ $\mathbb{C B V}\}$ denotes the image set of $\mathbf{C}$ under functions of $\mathbb{C B V}$. In [6], it is shown that both the classes SC and WC are not closed under $\mathbb{C B V}$ and that the image of a semi-computable real number under a CBV-function is weakly computable. In other words, $\mathbf{S C} \subsetneq \mathbb{C B V}(\mathbf{S C}) \subseteq \mathbf{W C}$ and $\mathbf{W C} \subsetneq \mathbb{C B V}(\mathbf{W C})$ hold. On the other hand, it is also shown in [6] that $\mathbf{W C} \subsetneq \mathbb{C T F}(\mathbf{S C})=\mathbb{C T F}(\mathbf{W C}) \subsetneq \mathbf{R A}$, where $\mathbb{C T F}$ is the set of all computable total real functions $f:[0 ; 1] \rightarrow[0 ; 1]$. Namely, the image sets of semi-computable and weakly computable real numbers under total computable real functions are the same and they locate strictly between the classes WC and RA. Two interesting questions remain open. That is, whether $\mathbb{C B} \mathbb{V}(\mathbf{S C})=\mathbf{W C}$ ? and $\mathbb{C B V}(\mathbf{W C})=\mathbb{C} \mathbb{T}(\mathbf{W C})$ ? For the first question, we will show a negative answer. A positive answer to the second question follows from the stronger result $\mathbb{C B V}^{2}(\mathbf{S C})=\mathbb{C T F}(\mathbf{S C})$. This result shows that any application of a total computable real function to a semi-computable real number can be realized by two consecutive applications of the CBV-functions to some (possibly different) semi-computable real number. Finally, we will show that the image sets of weakly computable real numbers under computable monotone functions and under usual total computable real functions are different.

## 2 Preliminaries

In this section we will recall some known results, notions and notations which will be used later.

Let $\Sigma$ be any alphabet. $\Sigma^{*}$ and $\Sigma^{\omega}$ are the sets of all finite strings and infinite sequences of $\Sigma$, respectively. For $u, v \in \Sigma^{*}$, denote by $u v$ the concatenation of $v$ after $u . u$ is an initial segment of $w$ (denoted by $u \sqsubseteq w$ ) if $w=u v$ for some $v$ and $u \sqsubset w$ means $u \sqsubseteq w \& w \neq w$. If $w \in \Sigma^{*} \cup \Sigma^{\omega}$, then $w[n]$ denotes its $n$-th element. Thus, $w=w[0] w[1] \cdots w[n-1]$, if $|w|$, the length of $w$, is $n$, and $w=w[0] w[1] w[2] \cdots$, if $|w|=\infty$. The unique string of length 0 is denoted by $\lambda$ (so-called empty string). For any finite string $w \in\{0 ; 1\}^{*}$, and number $n \leq|w|$, the restriction $w \upharpoonright n$ is defined by $(w \upharpoonright n)[i]:=w[i]$ if $i<n$ and $(w \upharpoonright n)[i]:=\uparrow$, otherwise. Then the length $|w \upharpoonright n|=n$.

We denote by $\mathbb{N}, \mathbb{Q}$ and $\mathbb{R}$ the sets of all natural, rational and real numbers, respectively. $[0 ; 1]_{\mathbb{Q}}$ is the set of all rational numbers $x \in[0 ; 1]$. For any sets $A$ and $B, f: \subseteq A \rightarrow B$ is a partial function such that $\operatorname{dom}(f) \subseteq A$ and range $(f) \subseteq B$, while $f: A \rightarrow B$ denotes a total function from $A$ to $B$, i.e., $\operatorname{dom}(f)=A$. If $I \subset \mathbb{R}$ is an interval, then its length is denoted by $l(I)$.

The computability notions on subsets $A \subseteq \mathbb{N}$ and functions $f: \subseteq \mathbb{N}^{k} \rightarrow \mathbb{N}$ are well defined and developed in classical computability theory (cf. 9]10]). For other countable set, say, $\mathbb{Q}$, the corresponding notions of computability can be defined accordingly by means of some coding. For example, if $\langle\cdot, \cdot\rangle: \mathbb{N}^{2} \rightarrow \mathbb{N}$ is a computable pairing function, then we can define a coding $\sigma: \mathbb{N} \rightarrow \mathbb{Q}$ by $\sigma(\langle\langle n, m\rangle, k\rangle):=(n-m) /(k+1))$ for any $n, m, k \in \mathbb{N}$ and call a set $A \subseteq \mathbb{Q}$ recursive or recursively enumerable if the set $\sigma^{-1}(A):=\{n \in \mathbb{N}: \sigma(n) \in A\}$ is recursive or recursively enumerable, respectively. A function $f: \subseteq \mathbb{N} \rightarrow \mathbb{Q}$ is computable if there is a computable function $g: \subseteq \mathbb{N} \rightarrow \mathbb{N}$ such that $f(n)=$ $\sigma \circ g(n)$ for any $n \in \operatorname{dom}(\sigma \circ g)$, and so forth. Especially, we call a sequence $\left(x_{s}\right)$ of rational numbers computable if there is a computable function $f: \mathbb{N} \rightarrow \mathbb{Q}$ such that $x_{s}=f(s)$ for any $s$.

The computability of real functions can be defined by type- 2 Turing machines (Weihrauch [1011]). A type-2 Turing machine $M$ extends the classical Turing machine in such a way that it accepts infinite sequences as well as finite strings as inputs and outputs. For any input $p, M(p)$ outputs a finite string $q$ if $M(p)$ halts after finite steps with $q$ in its write-only output tape, while $M(p)$ outputs an infinite sequence $q$ means that $M(p)$ will never halt and keep writing the sequence $q$ on its output tape. A real function $f: \subseteq \mathbb{R} \rightarrow \mathbb{R}$ is computable, if there is a type- 2 Turing machine $M$ which computes $f$ in the sense that, for any $x \in \operatorname{dom}(f)$ and any sequence $p$ (of rational numbers) which converges effectively to $x, M(p)$ outputs a sequence $q$ (of rational numbers) which converges effectively to $f(x)$. Therefore, any computable function is continuous on its domain.

The closure properties of the real number classes mentioned in the last section under the class $\mathbb{C P F}$ of computable partial real functions are first discussed in [13]. These discussions are extended to the case of $\mathbb{C T F}$ in [6], where the divergence bounded computability is also introduced. For any sequence ( $x_{s}$ ) and $n \in \mathbb{N}$. The $n$-divergence of $\left(x_{s}\right)$ is defined as the maximal $m$ such that,
for some chain $i_{0}<j_{0} \leq i_{1}<j_{1} \leq \cdots \leq i_{m}<j_{m}$ of natural numbers, $\left|x_{i_{s}}-x_{j_{s}}\right| \geq 2^{-n}$ holds for any $s \leq m$. A real number $x$ is called divergence bounded computable if there is a recursive function $h$ and a computable sequence $\left(x_{s}\right)$ of rational numbers converging to $x$ such that the $n$-divergence of $\left(x_{s}\right)$ is bounded by $h(n)$ for any $n$. The class of all divergence bounded computable real numbers is denoted by DBC. We can summarize some of the main results of [136 as follows.

Theorem 2.1 (Zheng [13] and Rettinger et al. [6]).

1. $\mathbb{C P P F}(\mathbf{L C})=\mathbb{C P P}(\mathbf{R C})=\mathbb{C P F}(\mathbf{R A})=\mathbf{R A}$.
2. $\mathbb{C T F}(\mathbf{L C})=\mathbb{C T F}(\mathbf{R C})=\mathbb{C T F}(\mathbf{W C})=\mathbf{D B C}$.
3. $\mathbf{W C} \subsetneq \mathbb{C B V}(\mathbf{W C}) \subseteq \mathbb{C} \mathbb{T}(\mathbf{W C}) \subsetneq \mathbf{R A}$.
4. $\mathbf{S C} \subsetneq \mathbb{C B} \mathbb{V}(\mathbf{L C})=\mathbb{C B} \mathbb{C}(\mathbf{R C})=\mathbb{C B} \mathbb{B}(\mathbf{S C}) \subseteq \mathbf{W C}$.

Let $\delta: \mathbb{N} \rightarrow \mathbb{N}^{+}$and $\mathbb{N}_{\delta}^{*}:=\left\{w \in \mathbb{N}^{*}: \forall n<|w|(w[n]<\delta(n))\right\}$. We define a $\delta$-interval tree ( $\delta$-i.t., for short) on $[0 ; 1]$ as a function $I: \mathbb{N}_{\delta}^{*} \rightarrow \mathbb{I}$, where $\mathbb{I}$ is the set of all rational intervals on $[0 ; 1]$, such that $I(\lambda)=[0 ; 1] ; \bigcup_{i<\delta(|w|)} I(w i)=$ $I(w)$, for any $w \in \mathbb{N}_{\delta}^{*}$ and $\lim _{s \rightarrow \infty} l\left(I\left(w_{s}\right)\right)=0$ for any sequence $\left(w_{s}\right)$ of $\mathbb{N}_{\delta}^{*}$ with $w_{s} \sqsubset w_{s+1}$. For any $\delta$-i.t. $I$ and $w \in \mathbb{N}_{\delta}^{*}$, the interval $I(w)$ is denoted by $I(w):=\left[a_{w}^{\delta} ; b_{w}^{\delta}\right]$. A $\delta$-i.t. $I$ is called computable if the functions $a, b: \mathbb{N}_{\delta}^{*} \rightarrow$ $[0 ; 1]_{\mathbb{Q}}$ defined by $a(w):=a_{w}^{\delta}$ and $b(w):=b_{w}^{\delta}$, respectively, are computable. A $\delta$-i.t. $I$ is called canonical if, for any $w \in \mathbb{N}_{\delta}^{*}$, the interval $I(w)$ is divided into subintervals $I(w 0), I(w 1), \cdots, I(w(\delta(|w|)-1))$ disjunctively and equally, in other words, $a_{w}^{\delta}:=\sum_{i<|w|}\left(w[i] \cdot \prod_{j \leq i} \delta(j)^{-1}\right)$ and $b_{w}^{\delta}:=a_{w}^{\delta}+\prod_{j<|w|} \delta(j)^{-1}$.

Furthermore, for any $\delta_{1}, \delta_{2}: \mathbb{N} \rightarrow \mathbb{N}^{+}$, a function $\iota: \subseteq \mathbb{N}_{\delta_{1}}^{*} \rightarrow \mathbb{N}_{\delta_{2}}^{*}$ is called $\left(\delta_{1}, \delta_{2}\right)$-compatible if the domain $\operatorname{dom}(\iota)$ of $\iota$ is infinite and alternate in the sense that, $w(i-1), w(i+1) \notin \operatorname{dom}(\iota) \& i \neq 0, \delta_{1}$ for any $w \in \mathbb{N}_{\delta_{1}}^{*}$ and $i<\delta_{1}(|w|)$ such that $w i \in \operatorname{dom}(\iota) ; \forall w, v \in \mathbb{N}_{\delta_{1}}^{*}(w \in \operatorname{dom}(\iota) \& v \sqsubseteq w \Longrightarrow v \in \operatorname{dom}(\iota) \& \iota(v) \sqsubseteq$ $\iota(w)))$ and $\forall u, v \in \operatorname{dom}(\iota)(|u|=|v| \Longrightarrow|\iota(u)|=|\iota(v)|)$.

The most important application of this notion is the following technical lemma which is very useful to construct some computable real functions.

Lemma 2.2 (Rettinger et al. [6]). Let $\delta_{1}, \delta_{2}, e: \mathbb{N} \rightarrow \mathbb{N}^{+}$be computable functions, $I_{1}$ a canonical $\delta_{1}-i . t$., and $I_{2}$ a computable $\delta_{2}-i . t$. with $l(I(w)) \leq 2^{-e(|w|)}$ for all $w \in \mathbb{N}_{\delta_{2}}^{*}$. If $\iota: \subseteq \mathbb{N}_{\delta_{1}}^{*} \rightarrow \mathbb{N}_{\delta_{2}}^{*}$ is a $\left(\delta_{1}, \delta_{2}\right)$-compatible computable function, then there is a computable function $f:[0 ; 1] \rightarrow[0 ; 1]$ such that $f\left(I_{1}(w)\right) \subseteq$ $I_{2}(\iota(w))$ and $f\left(a_{w}^{\delta_{1}}\right)=a_{\iota(w)}^{\delta_{2}}$ for all $w \in \operatorname{dom}(\iota)$.

## 3 Computable Functions of Bounded Variation

In this section, we will discuss some basic properties of $\mathbb{C B V}$. Especially, we investigate which properties of continuous functions of bounded variation can be extended to that of $\mathbb{C B V}$ accordingly. For the BV-functions, we have at first the following simple properties which hold obviously for the CBV-functions too.

Proposition 3.1. 1. If $f, g \in \mathbb{B V}$, then $f+g, f-g, f \cdot g \in \mathbb{B V}$. If, in addition, $(\exists c>0)(\forall x \in[0 ; 1])(|g(x)| \geq c)$ holds, then $f / g \in \mathbb{B V}$;
2. Let $L_{a}^{b}(f)$ denote the length of the graph of function $f$ on the interval $[a ; b]$, then $V_{a}^{b}(f)+(b-a) \geq L_{a}^{b}(f) \geq\left[\left(V_{a}^{b}(f)\right)^{2}+(b-a)^{2}\right]^{1 / 2}$. Therefore, $f \in \mathbb{B V}[a ; b]$ iff the graph of $f$ on $[a ; b]$ has finite length.
3. There are $f, g \in \mathbb{B V}$ such that $f \circ g \notin \mathbb{B V}$, i.e., $\mathbb{B V}$ is not closed under composition.

Some other properties of $\mathbb{C B V}$ are summarized in the following lemma.
Lemma 3.2. 1. If $f \in \mathbb{C B V}$, then $V_{0}^{1}(f)=\sup _{\mathbb{Q}}\left(\sum_{i<m}\left|f\left(r_{i}\right)-f\left(r_{i+1}\right)\right|\right)$, where the supremum $\sup _{\mathbb{Q}}$ is taken over all rational subdivision $0=r_{0}<r_{1}<r_{2}<$ $\cdots<r_{m}=1$ for $r_{i} \in \mathbb{Q}$.
2. If both $f:[0 ; 1] \rightarrow[0 ; 1]$ and its first order derivative $f^{\prime}$ are computable, then $f \in \mathbb{C B V}$ and $v_{f}$ is a computable function, where $v_{f}(x):=V_{0}^{x}(f)$.
3. For $f \in \mathbb{C} \mathbb{B V}$, the variation $V_{0}^{1}(f)$ is a left computable real number. And for any $y \in \mathbf{L C}$, there is a function $f \in \mathbb{C B V}$ such that $V_{0}^{1}(f)=y$.

Classically, for any $f \in \mathbb{B} \mathbb{V}$, there are nondecreasing functions $g, h$ such that $f(x)=g(x)-h(x)$ for all $x \in[0 ; 1]$. Moreover, if $f$ is continuous, then $g, h$ can also be chosen to be continuous. Unfortunately, the result cannot be extended immediately to $\mathbb{C B V}$ as shown in [15. However this claim can still be true if we require that $V_{0}^{1}(f)$ is computable as well. This observation belongs essentially to Douglas Bridges [2].
Theorem 3.3 (Bridges [2]). Let $f \in \mathbb{C B V}$. If $V_{0}^{1}(f)$ is computable, then there are two computable nondecreasing function $g, h:[0 ; 1] \rightarrow[0 ; 1]$ such that $f(x)=$ $g(x)-h(x)$ for any $x \in[0 ; 1]$.

## $4 \quad \mathbb{C} \mathbb{B} \mathbb{V}(\mathrm{SC})$ and WC

By Theorem [2.1]4, the image of a semi-computable real number under a CBVfunction is weakly computable. In this section we will show that not every weakly computable real number is such an image. To this end, let's look at an important property of CBV-functions.

Given an interval $J \subseteq[0 ; 1]$ of length $\delta$ and a continuous function $f:[0 ; 1] \rightarrow$ [ $0 ; 1$ ], a pair $\left(x_{1}, x_{2}\right)$ of real numbers is called a crossing of $f$ over $J$ if $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ locate on different sides of the interval $J$. Denoted by $z(f, J)$ the number of crossings of $f$ over $J$, namely

$$
\begin{aligned}
z(f, J):=\max \{n \in \mathbb{N}: & \left(\exists\left(x_{i}\right)_{i \leq n}\right)\left(0 \leq x_{0}<x_{1}<\cdots<x_{n} \leq 1 \&\right. \\
& \left.\left.(\forall i<n)\left(\left(x_{i}, x_{i+1}\right) \text { is a crossing of } f \text { over } J\right)\right)\right\}
\end{aligned}
$$

If $f \in \mathbb{C} \mathbb{B V}$ and $[0 ; 1]$ is divided equally into $n$-subintervals $J_{i}$ of length $1 / n$ for $i<n$. Then $\sum_{i<n} z\left(f, J_{i}\right) / n \leq V_{a}^{b}(f)$ holds for any $n \in \mathbb{N}$. This implies that, $(\forall e \in \mathbb{N})(\exists n \in \mathbb{N})(\exists i<n)\left(z\left(f, J_{i}\right) / n \leq 2^{-e}\right)$. Because this observation is very essential for the proof of the following Theorem 4.2, we state it as a separate lemma.

Lemma 4.1. Let $f \in \mathbb{C B V}$ and $I \subseteq[0 ; 1]$. For any $e \in \mathbb{N}$, there are $\delta>0$ and $a_{0}, a_{1}, a_{2}, a_{3} \in I$ such that the intervals $I_{i}:=\left(a_{i} ; a_{i+1}\right)$ have the same length $\delta$ for $i<3$ and $z\left(f, I_{1}\right) \cdot 3 \cdot \delta \leq 2^{-e}$.

Theorem 4.2. $\mathbb{C B V}(\mathbf{L C}) \subsetneq \mathbf{W C}$.
Proof. (sketch) The inclusion part is quite straightforward. Here we prove only the inequality part. Namely we show that there is a weakly computable real number $y$ such that $y \neq f(x)$ for any $x \in \mathbf{L C}$ and any $f \in \mathbb{C B V}$.

Let $\left(\varphi_{s}\right)$ and $\left(\gamma_{s}\right)$ be effective enumerations of computable functions $\varphi_{s}: \subseteq$ $\mathbb{R} \rightarrow \mathbb{R}$, and $\gamma_{s}: \subseteq \mathbb{N} \rightarrow \mathbb{Q}$, respectively. It suffices to construct effectively a computable sequence $\left(y_{s}\right)$ of rational numbers which converges weakly effectively to some $y$ and $y$ satisfies, for any $i, j \in \mathbb{N}$, the requirement

$$
\left.R_{\langle i, j\rangle}: \quad \varphi_{i} \in \mathbb{C} \mathbb{B} \mathbb{V} \& \forall s\left(\gamma_{j}(s) \leq \gamma_{j}(s+1)\right) \Longrightarrow y \neq \lim _{s \rightarrow \infty} \varphi_{i}\left(\gamma_{j}(s)\right)\right)
$$

The strategy to satisfy a single requirement $R_{e}(e=\langle i, j\rangle)$ is simple. For example, we can fix a rational interval $I \subseteq[0 ; 1]$ as a base interval and choose arbitrarily two open subintervals $I_{1}$ and $I_{2}$ of $I$ such that they have at least a positive distance. Then, one of these subintervals is a witness interval of $R_{e}$ in the sense that each element of this interval satisfies $R_{e}$. Actually, this witness interval can be determined in finite steps, if $\varphi_{i} \in \mathbb{C B V} \& \forall s\left(\gamma_{j}(s) \leq \gamma_{j}(s+1)\right)$ holds. Namely, we choose at first $I_{1}$, then change to $I_{2}$ if some $\varphi_{i}\left(\gamma_{j}(s)\right)$ enters $I_{1}$, and change to $I_{1}$ again whenever $\varphi_{i}\left(\gamma_{j}(s)\right)$ enters $I_{2}$ for a larger $s$, and so on. If the limit $\lim _{s \rightarrow \infty} \varphi_{i}\left(\gamma_{j}(s)\right)$ exists, we can change the interval only finitely often and the last interval we have chosen is the witness interval of $R_{e}$. Otherwise, if the limit does not exist, then both $I_{1}$ and $I_{2}$ are witness intervals of $R_{e}$.

To satisfy all requirements $R_{e}$ simultaneously, we will try to find a sequence $\left(I_{s}\right)$ of nested open intervals such that $I_{s+1} \subsetneq I_{s}$. For each $s, I_{s}$ and $I_{s+1}$ are base and witness interval of $R_{s}$, respectively. If we require in addition that $\lim _{s \rightarrow \infty} l\left(I_{s}\right)=0$, and define $y_{s}:=\operatorname{mid}\left(I_{s}\right)$ (the middle point of $I_{s}$ ), then the sequence $\left(y_{s}\right)$ converges to a limit $y$ which belongs to all intervals $I_{e}$ and hence satisfies all requirements $R_{e}$. To ensure that the sequence $\left(y_{s}\right)$ converges weakly effectively, we choose the witness intervals in such a way that $l\left(I_{s}\right) \leq 2^{-s}$ for any $s \in \mathbb{N}$. This implies that $\left|y_{s}-y_{s+1}\right| \leq 2^{-s}$ and hence $\sum_{s \in \mathbb{N}}\left|y_{s}-y_{s+1}\right| \leq 2$.

Unfortunately, the sequence $\left(y_{s}\right)$ mentioned above is not computable, because the sequence $\left(I_{s}\right)$ of witness intervals is not computable. However we can construct one of its effective approximation $\left(I_{e, s}\right)_{e<d_{s}, s \in \mathbb{N}}$ such that $\lim _{s \rightarrow \infty} d_{s}=\infty$, $I_{e, s}$ and $I_{e+1, s}$ are current base and witness intervals at stage $s$, respectively, of the requirement $R_{\langle i, j\rangle}$ for $\left(\varphi_{i, s}, \gamma_{j, s}\right)$ instead of $\left(\varphi_{i}, \gamma_{j}\right)$. At the same time, define $y_{s}:=\operatorname{mid}\left(I_{d_{s}, s}\right)$. Of course, the "injury" phenomenon could appear in this construction. For example, given $\left(I_{e, s}\right)_{e \leq d_{s}}$, we might define a new witness interval $I_{e_{1}, s+1}$ for some $e_{1}<d_{s}$ at stage $s+1$. In this case, all $I_{e, s}$ for $e_{1}<e \leq d_{s}$ are destroyed and have to be redefined later again. We say that the corresponding requirements $R_{e}$ is injured (by $R_{e_{1}}$ ). Fortunately, any requirement $R_{e}$ can be injured finitely often and its witness interval $I_{e}:=\lim _{s \rightarrow \infty} I_{e, s}$ exists.

Nevertheless, the injury in the above construction introduces also extra jumps of the sequence $\left(y_{s}\right)$. To guarantee that the sum $\sum_{s \in \mathbb{N}}\left|y_{s}-y_{s+1}\right|$ is still finite, more efforts are needed. Concretely, given a current base interval $I_{e, s}$ of $R_{e}$, we choose at stage $s+1$, according to Lemma 4.1. three subintervals $I_{0}, I_{1}$ and $I_{2}$ of length $\delta$ such that $z\left(f, I_{1}\right) \cdot 3 \delta \leq 2^{-\left(e+b_{e, s}\right)}$ where $b_{e, s}$ is the number of injuries that $R_{e}$ received up to stage $s$ and let $I_{0}$ or $I_{2}$ be the witness interval of $R_{e}$. This implies that, $R_{e}$ contributes to the jumps of $\left(y_{s}\right)$ hereafter at most $2^{-\left(e+b_{e, s}\right)}$ whenever it is not injured again. Generally, let $S_{e}$ be the set of all e-stages $s$ at which $y_{s}$ is defined according to $R_{e}$. Then, we have $\sum_{s+1 \in S_{e}}\left|y_{s}-y_{s+1}\right| \leq 2^{-e}$. In other words, the $e$-stages contribute at most $2^{-e}$ to the sum $\sum_{s+1 \in \mathbb{N}}\left|y_{s}-y_{s+1}\right|$. Therefore, $\sum_{s \in \mathbb{N}}\left|y_{s}-y_{s+1}\right|=\sum_{e \in \mathbb{N}} \sum_{s+1 \in S_{e}}\left|y_{s}-y_{s+1}\right| \leq \sum_{e \in \mathbb{N}} 2^{-e} \leq 2$. That is $y:=\lim _{s \rightarrow \infty} y_{s}$ is a weakly computable real number which satisfies all requirements $R_{e}$. Thus, $x \in \mathbf{W C} / \mathbb{C B V}(\mathbf{L C})$.

Corollary 4.3. $\mathbb{C B V}(\mathbf{L C}) \subsetneq \mathbb{C T F}(\mathbf{L C})$.

## $5 \quad \mathbb{C B V}^{2}(\mathrm{LC})$ and $\mathbb{C T F}(\mathrm{LC})$

In the last section we have shown that one application of CBV-functions to SC produces a proper subset of WC. However, we will show in this section that two applications of CBV-functions suffice to produce the set $\mathbb{C T F}(\mathbf{L C})$. In the following, let $\mathbb{C B} \mathbb{V}^{2}:=\{f \circ g: f, g \in \mathbb{C B V}\}$.
Theorem 5.1. $\mathbb{C B} \mathbb{V}^{2}(\mathbf{L C})=\mathbb{C T F}(\mathbf{L C})=\mathbf{D B C}$
Proof. (sketch) The inclusion $\mathbb{C B} \mathbb{V}^{2}(\mathbf{L C}) \subseteq \mathbb{C} \mathbb{T}(\mathbf{L C})$ is trivial because $\mathbb{C B V}^{2} \subseteq$ $\mathbb{C T I F}$. We prove now that $\mathbf{D B C} \subseteq \mathbb{C B V}^{2}(\mathbf{L C})$.

Given a $y \in \mathbf{D B C}$, there is a recursive function $b: \mathbb{N} \rightarrow \mathbb{N}$ and a computable sequence $\left(y_{s}\right)$ of rational numbers converging to $y$ such that, for any $n \in \mathbb{N}$, the $n$-divergence of $\left(y_{s}\right)$ is bounded by $b(n)$. Assume w.l.o.g. that $b(n) \geq 1$. We will construct two computable functions $g, h \in \mathbb{C} \mathbb{B} V$ and an increasing computable sequence $\left(x_{s}\right)$ of rational numbers converging to $x$ such that $g \circ h(x)=y$.

By definition, for any $f \in \mathbb{C B V}, f$ can only have few big jumps or many small jumps. Since $\mathbb{C B V}(\mathbf{L C}) \neq \mathbb{C} \mathbb{T}(\mathbf{L C})$, the composition $g \circ h$ cannot be of bounded variation. That is, to satisfy $g h(x)=y$, the function $g \circ h$ should have a lot of big jumps but $g$ and $h$ should not. The essential idea is that, we let $h$ have a lot of small jumps and then let $g$ amplify them to the big ones.

Let $\delta_{1}(n):=2 b(3 n)+1, \delta_{2}(n):=2^{n+1} \cdot \prod_{i \leq n}(b(3 i)+1)+1$ and $\delta_{3}(n):=$ 2 be computable functions. $I_{1}$ and $I_{2}$ are canonical $\delta_{1}$ - and $\delta_{2}$-interval trees, respectively. We define $I_{3}$ as a $\delta_{3}$-interval tree in such a way that, for any $w \in$ $\{0,1\}^{*}$ and $i \in\{0,1\}$, the interval $I_{3}(w)$ is covered by intervals $I_{3}(w 0)$ and $I_{3}(w 1)$ which are overlapped in the middle of the interval $I_{3}(w)$ for a length of $2^{-3|w|+1}$. More precisely, the interval $I_{3}(w):=\left[a_{w}^{\delta_{3}} ; b_{w}^{\delta_{3}}\right]$ has the length of $l_{w}^{\delta_{3}}:=\prod_{i<|w|}\left(2^{-1}+2^{-3 i}\right)$ for $a_{w}^{\delta_{3}}, b_{w}^{\delta_{3}}$ defined by

$$
a_{w}^{\delta_{3}}:=\sum_{i<|w|} w[i] \cdot\left(2^{-1}+2^{-3(i+1)}\right) \cdot \prod_{j<i}\left(2^{-1}+2^{-3 j}\right) \quad \text { and }
$$

$$
b_{w}^{\delta_{3}}:=\sum_{i<|w|} w[i] \cdot\left(2^{-1}+2^{-3(i+1)}\right) \cdot \prod_{j<i}\left(2^{-1}+2^{-3 j}\right)+\prod_{i<|w|}\left(2^{-1}+2^{-3 i}\right) .
$$

Furthermore, we define two functions $\iota_{1}: \mathbb{N}_{\delta_{1}}^{*} \rightarrow \mathbb{N}_{\delta_{2}}^{*}$ and $\iota_{2}: \mathbb{N}_{\delta_{2}}^{*} \rightarrow \mathbb{N}_{\delta_{3}}^{*}$ inductively by $\iota_{1}(\lambda):=\lambda, \iota_{2}(\lambda):=\lambda$ and

$$
\begin{aligned}
& \iota_{1}(w i):=\left(\iota_{1}(w) 1 \text { if } \exists j(i=4 j+1) ; \iota_{1}(w) 3 \text { if } \exists j(i=4 j+3) ; \uparrow \text { otherwise }\right) \\
& \iota_{2}(w i):=\left(\iota_{2}(w) 0, \text { if } i=1 ; \iota_{2}(w) 1 \text { if } i=3 ; \uparrow \text { otherwise }\right)
\end{aligned}
$$

for any $w \in \mathbb{N}^{*}$. Obviously, both $\iota_{1}$ and $\iota_{2}$ are computable functions. They are also $\left(\delta_{1}, \delta_{2}\right)$ - and $\left(\delta_{2}, \delta_{3}\right)$-compatible, respectively. By Lemma 2.2 , there are computable real functions $g, h:[0 ; 1] \rightarrow[0 ; 1]$ such that

$$
\begin{equation*}
h\left(I_{1}(w)\right) \subseteq I_{2}\left(\iota_{1}(w)\right) \& g\left(I_{2}(u)\right) \subseteq I_{3}\left(\iota_{2}(u)\right) \tag{1}
\end{equation*}
$$

for any $w \in \operatorname{dom}\left(\iota_{1}\right)$ and $u \in \operatorname{dom}\left(\iota_{2}\right)$. It is not difficult to see that both $g$ and $h$ are of finite variations. It remains to construct an increasing computable sequence $\left(x_{s}\right)$ of rational numbers. Notice that, for any $w \in \operatorname{dom}\left(\iota_{1}\right), \iota_{1}(w) \in \operatorname{dom}\left(\iota_{2}\right)$ and hence $g h\left(a_{w}^{\delta_{1}}\right)=g\left(a_{\iota_{1}(w)}^{\delta_{2}}\right)=a_{\iota_{1} \iota_{2}(w)}^{\delta_{3}}$. We define $x_{s}:=a_{w_{s}}^{\delta_{1}}$ where $\left(w_{s}\right)$ is a computable sequence in $\mathbb{N}_{\delta_{1}}^{*}$ which is defined as follows.

Stage $s=0$. Define simply $w_{0}=\lambda$ and hence $x_{0}:=0$.
Stage $s+1$. Given $w_{s} \in \operatorname{dom}\left(\iota_{1}\right)$. If $y_{s} \in I_{3}\left(\iota_{2} \iota_{1}\left(w_{s}\right)\right)$, then define $w_{s+1}:=w_{s} 1$ if $y_{s} \in I_{3}\left(\iota_{2} \iota_{1}\left(w_{s} 1\right)\right)$ and $w_{s+1}:=w_{s} 3$ otherwise.

Suppose now that $y_{s} \notin I_{3}\left(\iota_{1} \iota_{2}\left(w_{s}\right)\right)$. Then choose an $n \leq\left|w_{s}\right|$ such that $y_{s} \in$ $I_{3}\left(\iota_{1} \iota_{2}\left(w_{s}\right) \upharpoonright n\right), y_{s} \notin I_{3}\left(\iota_{1} \iota_{2}\left(w_{s}\right) \upharpoonright(n+1)\right)$ and let $w_{s+1}=\left(w_{s} \upharpoonright n\right)\left(w_{s}[n]+2\right)$. Notice that, $\iota_{1}\left(w_{s+1}\right)[n]=1$ if $\iota_{1}\left(w_{s}\right)[n]=3$ and $\iota_{1}\left(w_{s+1}\right)[n]=3$ otherwise. This implies that $\iota_{2} \iota_{1}\left(w_{s+1}\right)[n]=1 \doteq \iota_{2} \iota_{1}\left(w_{s}\right)[n]$, and hence $y_{s} \in I_{3}\left(\iota_{2} \iota_{1}\left(w_{s+1}\right)[n]\right)$.

We can show that $\left(x_{s}\right)$ constructed above is an increasing computable sequence and $\lim _{s \rightarrow \infty} g h\left(x_{s}\right)=\lim _{s \rightarrow \infty} y_{s}=y$.

## Corollary 5.2. $\mathbb{C B V}(\mathbf{W C})=\mathbb{C T F}(\mathbf{W C})$

Proof. This follows immediately from Theorem 2.1] and Theorem 5.1.

## $6 \mathbb{C M F}(\mathbf{W C})$ and $\mathbb{C T F}(\mathbf{W C})$

In this section we will show that the image sets of WC under $\mathbb{C T F}$ and $\mathbb{C M F}$ are different, where $\mathbb{C M F}$ is the class of computable monotone functions $f:[0 ; 1] \rightarrow$ $[0 ; 1]$. Notice first that, $y \in \mathbb{C M F}(\mathbf{W C})$ iff there is an $x \in \mathbf{W C}$ and a strictly monotone and computable function $f$ such that $y=f(x)$. For strictly monotone functions, we have the following useful lemma.

Lemma 6.1. Let $f:[0 ; 1] \rightarrow[0 ; 1]$ be a strictly monotone function, $J \subseteq[0 ; 1] a$ non-empty rational interval. There is a $t_{0} \in \mathbb{N}$ such that, for any $r \geq t_{0}$, there are rational numbers $a_{1}<a_{2}<a_{3}<a_{4}$ which belong to the interval $J$ and satisfy the following condition:

$$
\begin{equation*}
a_{3}-a_{2} \geq 2^{-(2 r+2)} \&\left|f\left(a_{1}\right)-f\left(a_{4}\right)\right| \leq 2^{-(r+1)} \tag{2}
\end{equation*}
$$

Theorem 6.2. $\mathbb{C M I F}(\mathbf{W C}) \subsetneq \mathbb{C B} \mathbb{C}(\mathbf{W C})=\mathrm{DBC}$
Proof. It suffices to prove the inequality part. We will construct a recursive function $h$ and a computable sequence $\left(y_{s}\right)$ of rational numbers converging to $y$ so that the $n$-divergence of $\left(y_{s}\right)$ is bounded by $h(n)$ for any $n$. Thus $y \in \mathbf{D B C}=$ $\mathbb{C T F}(\mathbf{W C})$. Furthermore, $y$ satisfies, for all $i, j \in \mathbb{N}$, the requirement

$$
\begin{array}{ll}
R_{\langle i, j\rangle}: & \text { If } \varphi_{i} \text { is a strictly monotone total function and } \gamma_{j} \text { is total such } \\
\text { that } \sum_{s \in \mathbb{N}}\left|\gamma_{j}(s)-\gamma_{j}(s+1)\right| \leq 1, \text { then } \lim _{s \rightarrow \infty} \varphi_{i}\left(\gamma_{j}(s)\right) \neq y,
\end{array}
$$

where $\left(\varphi_{e}\right)$ and $\left(\gamma_{e}\right)$ are effective enumerations of all computable functions $\varphi_{e}: \subseteq$ $[0 ; 1] \rightarrow[0 ; 1]$ and $\gamma_{e}: \subseteq \mathbb{N} \rightarrow[0 ; 1]_{\mathbb{Q}}$. Thus, $y \notin \mathbb{C M F}(\mathbf{W C})$.

Given a strictly monotone function $\varphi_{i}$ and a weakly convergent sequence $\left(\gamma_{j}(s)\right)$ with $\sum_{s \in \mathbb{N}}\left|\gamma_{j}(s)-\gamma_{j}(s+1)\right| \leq 1$, we consider a base interval $J \subseteq[0 ; 1]$. Let $r$ and $a_{1}, a_{2}, a_{3}, a_{4}$ satisfy Lemma 6.] and define $I^{1}:=\left[a_{1} ; a_{2}\right], I^{2}:=\left[a_{3} ; a_{4}\right]$, $J^{1}:=\varphi_{i}\left(I^{1}\right)$ and $J^{2}:=\varphi_{i}\left(I^{2}\right)$. Now, if $\varphi_{i}\left(\gamma_{j}(s)\right)$ enters $J^{1}$ (hence $\gamma_{j}(s)$ enters $I^{1}$ ), then we define $y_{s+1}$ as the middle point of $J^{2}$. Similarly, if $\varphi_{i}\left(\gamma_{j}(s)\right)$ enters $J^{2}$ (hence $\gamma_{j}(s)$ enters $I^{2}$ ), then we define $y_{s+1}$ to be the middle point of $J^{1}$. This guarantees that the limits $y:=\lim _{s \rightarrow \infty} y_{s}$ and $\lim _{s \rightarrow \infty} \varphi_{i}\left(\gamma_{j}(s)\right)$ have at least a distance of $\left|\varphi_{i}\left(a_{2}\right)-\varphi_{i}\left(a_{3}\right)\right|$, hence $y$ satisfies the requirement $R_{\langle i, j\rangle}$. Notice that the $y_{s}$ 's can be redefined according to this strategy at most $2^{2 r+2}$ times because $a_{3}-a_{2} \geq 2^{-(2 r+2)}$ and $\sum_{s \in \mathbb{N}}\left|\gamma_{j}(s)-\gamma_{j}(s+1)\right| \leq 1$. On the other hand, every redefinition of $y_{s}$ contributes only a jump which is bounded by $2^{-(r+1)}$ because of (2).

To satisfy all requirements $R_{e}$ simultaneously, let's begin with the base interval $I_{0}:=[0 ; 1]$ and search for the minimal $e:=\langle i, j\rangle$ such that we can apply Lemma 6 . 1 for the function $\varphi_{i}$. Choose $r_{1}$ and $a_{1}, a_{2}, a_{3}, a_{4}$ which satisfy Lemma 6.1 and let $I_{e}^{1}:=\left[a_{1} ; a_{2}\right], I_{e}^{2}:=\left[a_{3} ; a_{4}\right]$ and $J_{e}^{u}:=\varphi_{i}\left(I_{e}^{u}\right)$ for $u:=1,2$. By default, let $I_{1}:=I_{e}^{1}$ be a new base interval, define $y_{s_{1}}$ to be the middle point of $J_{e}^{1}$. If at a later stage $s_{2}>s_{1}, \varphi_{i}\left(\gamma_{j}\left(s_{2}\right)\right)$ enters the interval $J_{e}^{1}$, then set $I_{1}:=I_{e}^{2}$. If there is another $s_{3}>s_{2}$ such that $\varphi_{i}\left(\gamma_{j}\left(s_{2}\right)\right)$ enters the interval $J_{e}^{2}$, then redefine $I_{1}:=I_{e}^{1}$, and so on. In each case, we will define a new value of $\left(y_{s}\right)$ as the middle point of $I_{1}$. Of course, this redefinition can appear at most $2^{\left(2 r_{1}+1\right)}$ times if $\sum_{s \in \mathbb{N}}\left|\gamma_{j}(s)-\gamma_{j}(s+1)\right| \leq 1$.

Now on the base interval $I_{1}$ we will look for another minimal $e_{1}:=\left\langle i_{1}, j_{1}\right\rangle>e$ such that Lemma 6.1 can be applied to $\varphi_{i_{1}}$. Define $r_{2}, I_{e_{1}}^{u}, J_{e_{1}}^{u}(u:=1,2)$, $I_{2}$ and new $y_{s}$ similarly. This procedure can be carried out further. By the above strategy, we can see that, first, the limit $y:=\lim _{s \rightarrow \infty} y_{s}$ exists. In fact it is the unique common point of a nested interval sequence $\left(I_{e}\right)_{e \in \mathbb{N}}$; Second, every requirement $R_{\langle i, j\rangle}$ is satisfied, because $\lim _{s \rightarrow \infty} \varphi_{i}\left(\gamma_{j}(s)\right)$ and $y$ have at least the distance $\left|\varphi_{i}\left(a_{2}\right)-\varphi_{i}\left(a_{3}\right)\right|$ (for some $\left.a_{2}<a_{3}\right)$, if $\varphi_{i}$ and $\gamma_{j}$ satisfy the premise of $R_{\langle i, j\rangle}$; Third, the $n$-divergence of $\left(y_{s}\right)$ is bounded by a recursive function $h$ defined by $h(n):=\sum_{m<n} 2^{2 m+2}$. Here the third claim follows from the observation that we define new $y_{s}$ only according to some requirement and some natural number $r$ which satisfies Lemma 6.1] and any jump which is related to this $r$ is not greater than $2^{-(r+1)}$. Different requirements relate to different such $r$ and, for any fixed $r$, there are at most $2^{2 r+2}$ jumps related to this $r$.

Unfortunately, the construction above is not effective, because, first, we cannot decide whether $\varphi_{i}$ is a monotone total function and, second, we can't calculate the value $\varphi_{i}\left(\gamma_{j}(s)\right)$ in finite steps, even if it is defined. To solve this problem, let $\beta_{i}: \subseteq[0 ; 1]_{\mathbb{Q}} \times \mathbb{N} \rightarrow[0 ; 1]_{\mathbb{Q}}$ be an approximation of $\varphi_{i}$ such that $\left|\varphi_{i}(x)-\beta_{i}(x, n)\right| \leq 2^{-n}$ and use the function pair $\left(\beta_{i, s}, \gamma_{j, s}\right)$ in the construction instead of $\left(\varphi_{i}, \gamma_{j}\right)$. In this case, the finite injury priority method should be applied.
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#### Abstract

We address the problem of designing compact routing tables for an unlabeled connected $n$-node planar network $G$. For each node $r$ of $G$, the designer is given a routing spanning tree $T_{r}$ of $G$ rooted at $r$, which specifies the routes for sending packets from $r$ to the rest of $G$. Each node $r$ of $G$ is equipped with ports $1,2, \ldots, d_{r}$, where $d_{r}$ is the degree of $r$ in $T_{r}$. Each port of $r$ is supposed to be assigned to a neighbor of $r$ in $T_{r}$ in a one-to-one manner. For each node $v$ of $G$ with $v \neq r$, let port $_{r}(v)$ be the port to which $r$ should forward packets with destination $v$. Under the assumption that the designer has the freedom to determine the label and the port assignment of each node in $G$, the routing table design problem is to design a compact routing table $R_{r}$ for $r$ such that $\operatorname{port}_{r}(v)$ can be determined only from $R_{r}$ and the label of $v$. Compact routing tables for various network topologies have been extensively studied in the literature. Planar networks are particularly important for routing with geometric metrics. Based upon four-page decompositions of $G$, Gavoille and Hanusse gave the best previously known result for this problem: Each port ${ }_{r}(v)$ is computable in $O\left(\log ^{2+\epsilon} n\right)$ bit operations for any positive constant $\epsilon$; and the number of bits required to encode their $R_{r}$ is at most $8 n+o(n)$. We give a new design that improves the code length of $R_{r}$ to at most $7.181 n+o(n)$ bits without increasing the time required to compute $\operatorname{port}_{r}(v)$.


## 1 Introduction

We address the problem of designing compact routing tables for an unlabeled connected planar network $G$ over an $n$-node set $V$. For each node $r$ of $G$, we are given a routing spanning tree $T_{r}$ of $G$ rooted at $r$, which specifies the routes for sending packets from $r$ to the rest of $G$. For example, $T_{r}$ could be a precomputed shortest-path tree rooted at $r$ for some weighted version of $G$. It is reasonable to assume that those $n$ routing spanning trees are consistent, i.e., if $s$ and $v$ are two nodes such that $s$ is on the path of $T_{r}$ between $r$ and $v$, then the path of $T_{s}$ between $s$ and $v$ is identical to the path of $T_{r}$ between $s$ and $v$. Each node $r$ of $G$ is equipped with ports $1,2, \ldots, d_{r}$, where $d_{r}$ is the degree of $r$ in $T_{r}$. Each port

[^4]of $r$ is supposed to be assigned to a neighbor of $r$ in $T_{r}$ in a one-to-one manner. We assume the freedom to determine the label and the port assignment of each node in $G$. For each neighbor $s$ of $r$ in $T_{r}$, let port $_{r}(s)$ denote the port of $r$ that is assigned to $s$. For each node $v$ of $G$ with $v \neq r$, $\operatorname{define~}_{\operatorname{port}_{r}(v)}\left(\operatorname{port}_{r}(s)\right.$, where $s$ is the neighbor of $r$ in $T_{r}$ whose removal disconnects $v$ and $r$ in $T_{r}$. That is, if $r$ receives a packet whose destination is $v$, then $r$ should pass the packet to its port with index $\operatorname{port}_{r}(v)$. The routing table design problem is to come up with a compact routing table $R_{r}$ for each node $r$ of $G$ such that $\operatorname{port}_{r}(v)$ can be determined only from $R_{r}$ and the label of $v$. Natural objectives of this problem include

- minimizing the number $\lambda_{r}(n)$ of bits to encode the label of node $r$;
- minimizing the number $\beta_{r}(n)$ of bits to encode $R_{r}$ for node $r$; and
- minimizing the time $\tau_{r}(n)$ to obtain $\operatorname{port}_{r}(v)$ from $R_{r}$ and the label of $v$.

Based upon four-page decompositions of $G$ [39], Gavoille and Hanusse [20] gave the best formerly known result for this problem, which outperformed several previous trade-offs among the above objectives. Specifically, their design achieves $\lambda_{r}(n)=\left\lceil\log _{2} n\right\rceil, \beta_{r}(n) \leq 8 n+o(n), \sum_{r \in V} \beta_{r}(n) \leq 8 n^{2}+o\left(n^{2}\right)$, and $\tau_{r}(n)=$ $O\left(\log ^{2+\epsilon} n\right)$ for any positive constant $\epsilon$, where $\tau_{r}(n)$ is measured in terms bit operations ${ }^{1}$. In [20], they also mentioned a lower bound $\beta_{r}(n) \geq n-O(\log n)$ for the routing table design problem on $G$. In the present paper, we improve the code length to $\beta_{r}(n)<7.181 n+o(n)$ while maintain the same bounds on $\lambda_{r}(n)$ and $\tau_{r}(n)$. Moreover, our design has the feature that $T_{r}$ can be recovered from $R_{r}$.

Planar networks are important in routing with geometric metrics [3, 23, 27]. For example, some of the best network topology maps used by ISPs and Internet Backbone Networks can be modeled as planar or almost planar graphs [17, 26, 28]. The near-shortest routes in wireless ad hoc networks are obtained through various types of planar subnetworks with low stretch factors $[4,5,28,32]$. Other results related to routing in planar networks can be found in $[2,15,30]$.

Compactness of routing tables has been extensively studied in the literature $[1,8,9,12-14,18,19,21,22,33,34,37]$. Our improved compact routing tables are based upon succinct encodings for planar graphs with efficient query support $[6,7,24,31]$. The best of such results for an $n$-node $m$-edge planar graph without multiple edges and self-loops, due to Chiang, Lin, and Lu [6], takes $2 m+2 n+o(m+n)$ bits, is obtainable in $O(m+n)$ time, and supports $O(1)$-time adjacency and degree queries. Chiang et al.'s encoding is based on an algorithmic tool called orderly spanning tree, which generalizes the concept of realizers [36] and canonical orderings $[10,25]$ for planar graphs. Besides graph encoding, orderly spanning tree also finds applications in graph drawing [6] and VLSI floor planning [29]. Our improved routing tables rely heavily on Chiang et al.'s techniques for encoding planar graphs via orderly spanning trees. Therefore, our results can be regarded as an application of orderly spanning tree in computer networks.

[^5]

Fig. 1. A plane graph $G$ with it orderly spanning tree $T$ rooted at node 1 drawn in dark. The node labels show the counterclockwise preodering of the nodes in $T$.

The rest of the paper is organized as follows. Section 2 gives the preliminaries. Section 3 describes our design of routing tables. Section 4 explains how to efficiently obtain the correct port from the routing table and the label of the destination. Section 5 concludes the paper with a couple of open questions.

## 2 Preliminaries

All graphs in this paper do not contain multiple edges and self-loops. Let $|X|$ denote the number of bits in a binary string $X$. Let $|S|$ denote the number of elements in a set $S$. Unless explicitly stated otherwise, the rest of the paper sticks with the $\log n$-bit word model of computation $[16,38]$ that assumes operations read, write, and add on $O(\log n)$ consecutive bits take $O(1)$ time. Clearly, $O(t)$ time in $\log n$-bit word model implies $O(t \log n)$ time in terms of bit operations. For brevity of notation, let $\tilde{O}(t)$ denote $O(t) \cdot O\left((\log \log n)^{O(1)}\right)$. Clearly, $\tau_{r}(n)=$ $\tilde{O}(t)$ implies $\tau_{r}(n)=O\left(t \log ^{\epsilon} n\right)$ for any positive constant $\epsilon$.

Let $T$ be a rooted spanning tree of a plane graph $G$. Two nodes are unrelated in $T$ if they are distinct and neither of them is an ancestor of the other in $T$. Let $v_{1}, v_{2}, \ldots, v_{n}$ be the counterclockwise preordering of the nodes in $T$. A node $v_{i}$ is orderly in $G$ with respect to $T$ if the neighbors of $v_{i}$ in $G$ form the following four blocks in counterclockwise order around $v_{i}$, where each block could be empty: the parent $p\left(v_{i}\right)$ of $v_{i}$ in $T ; V_{1}\left(v_{i}\right)$ consisting of the unrelated neighbors $v_{j}$ of $v_{i}$ with $j<i$; $V_{2}\left(v_{i}\right)$ consisting of the children of $v_{i}$ in $T$; and $V_{3}\left(v_{i}\right)$ consisting of the unrelated neighbors $v_{j}$ of $v_{i}$ with $j>i . T$ is an orderly spanning tree of $G$ if $v_{1}$ is on the boundary of $G$ 's exterior face, and each $v_{i}, 1 \leq i \leq n$, is orderly in $G$ with respect to $T$. An example of orderly spanning tree is shown in Figure 1. For any connected planar graph $G$, Chiang et al. [6] gave a linear-time algorithm that computes a plane embedding $H$ of $G$, and an orderly spanning tree of $H$.

Let us review the technical details of Chiang et al.'s encoding [6] that are relevant to our improved routing tables. A key step of their encoding algorithm is to find an orderly spanning tree $T$ for a plane embedding of the input $n$-node $m$-edge planar graph $G$. For each $i=1,2, \ldots, n$, let $v_{i}$ be the $i$-th node in the counterclockwise preordering of the nodes in $T$. Chiang et al.'s encoding for $G$
has $2 n+2 m+o(m+n)$ bits and contains (i) a compact representation $X$ for a string $S$ consisting of $2 n$ parentheses and $2 m-2 n+2$ brackets, and (ii) an auxiliary string $\chi$ that supports efficient queries on $X$ and $S$. The parentheses (respectively, brackets) are balanced in $S$, i.e., each of them has a matching parenthesis (respectively, bracket) in $S$. Each matching parenthesis pair in $S$ corresponds to a node in $G$. For each $i=1,2, \ldots, n$, let ( ${ }_{i}$ denote the $i$-th open parenthesis in $S$; and let $)_{i}$ denote the parenthesis that matches ( ${ }_{i}$ in $S$. The matching ( $i_{i}$ and $)_{i}$ is the pair corresponds to $v_{i}$. Moreover, $v_{i}$ is an ancestor of $v_{j}$ in $T$ if and only ( $i_{i}$ and $)_{i}$ enclose ( ${ }_{j}$ and $)_{j}$ in $S$. Also, each matching bracket pair in $S$ corresponds to an edge in $G-T$. For each $k=1,2, \ldots, m-n+1$, let [ ${ }_{k}$ be the $k$-th open bracket in $S$, and $]_{k}$ its matching close bracket in $S$. The matching pair $[k \text { and }]_{k}$ corresponds the edge $e_{k}=\left(v_{i}, v_{j}\right)$, where ) ${ }_{i}$ (respectively, $\left({ }_{i}\right)$ is the rightmost parenthesis that precedes $[k \text { (respectively, }]_{k}$ ) in $S$. We call $k$ the rank of edge $\left(v_{i}, v_{j}\right)$. A naive representation of $S$ requires $4 m+O(1)$ bits, since $S$ has length $2 m+O(1)$ and contains four distinct symbols. However, due to some property of orderly spanning tree, $S$ can be encoded into a string $X$ with $2 m+2 n+O(1)$ bits. Moreover, the first $2 n$ bits of $X$ is the above string of balanced parentheses. The auxiliary string $\chi$ has $o(m+n)$ bits, supporting several efficient queries of $T$ and $G$ as summarized in the following lemma.

Lemma 1 (See [6]). There is an $O(n)$-time computable $2 m+2 n+o(n)$-bit encoding for $G$ and $T$ from which each of the following queries can be answered in $O(1)$ time:

- p( $\left.v_{i}\right),\left|V_{1}\left(v_{i}\right)\right|,\left|V_{2}\left(v_{i}\right)\right|$, and $\left|V_{3}\left(v_{i}\right)\right|$;
- the $j$-th neighbor $\operatorname{nbr}\left(v_{i}, j\right)$ of $v_{i}$ in $G-T$;
- the rank $\operatorname{rank}\left(v_{i}, v_{j}\right)$ of each edge $\left(v_{i}, v_{j}\right) \in G-T$; and
- the endpoints of the edge with rank $k$.

The result stated in Lemma 1 takes advantage of auxiliary strings for strings of parentheses, as summarized in the next two lemmas, which are also needed by our routing tables.

Lemma 2 (see [11]). Let $Z_{1}, \ldots, Z_{k}$ be binary strings. If $\sum_{i=1}^{k}\left|Z_{i}\right| \leq n^{O(1)}$ and $k=O(1)$, then there exists an $o(n)$-bit string $\zeta$, obtainable in $O(n)$ time, such that given the concatenation of $\zeta, Z_{1}, Z_{2}, \ldots, Z_{k}$, the position of the first bit of each $Z_{i}$ in the concatenation can be computed in $O(1)$ time.

Let $Z_{1} \oplus Z_{2} \oplus \cdots \oplus Z_{k}$ denote the concatenation of $\zeta, Z_{1}, Z_{2}, \ldots, Z_{k}$ as in Lemma 2.
Lemma 3 (See [31]). Let $P$ be a string of $n$ balanced parentheses. There is an o(n)-bit string $\mu(P)$, computable in $O(n)$ time from $P$, such that each of the following queries can be answered in $O(1)$ time from $P$ and $\mu(P)$ for each $i=1,2, \ldots, n$ :

- the position of the parenthesis that matches the parenthesis $P[i]$ in $P$;
- the position of the $i$-th open parenthesis in $P$; and
- the number of open parentheses in $P[1], P[2], \ldots, P[i]$.

For any binary string $B$, let $\operatorname{rank}(B, i)$ denote the number of one bits in $B[1], B[2], \ldots, B[i]$; and $\operatorname{select}(B, i)$ denote the position $j$ such that $B[j]$ is the $i$-th one bit in $B$. Let $e$ denote the base of the natural logarithm. Our routing tables also need the following information-theoretically optimal representation of a binary string with efficient query support.

Lemma 4 (See [35]). Let $B$ be an n-bit string with $k$ one bits. Then $B$ can be encoded in expected $O(k)$ time into a compressed string $Z(B)$ with $\log \binom{n}{k}+$ $o(n)=k \log \frac{e n}{k}+o(n)$ bits such that each $B[i]$ and $\operatorname{select}(B, i)$ can be determined directly from $Z(B)$ in $O(1)$ time. Moreover, if $B[i]=1$, then $\operatorname{rank}(B, i)$ can also be obtained from $Z(B)$ in $O(1)$ time.

## 3 The Improved Design of Routing Tables

In this section, we present a design of routing table satisfying $\lambda_{r}(n)=\lceil\log n\rceil$ and $\beta_{r}(n)<7.181 n+o(n)$. We first compute in $O(n)$ time a plane embedding $G$ of the input $n$-node planar graph and an orderly spanning spanning $T$ for $G$ [6]. Let $v_{1}, v_{2}, \ldots, v_{n}$ be the counterclockwise preordering of the nodes in $T$. For each $i=1,2, \ldots, n$, let $i-1$ be the label of $v_{i}$, which can be encoded into $\lceil\log n\rceil$ bits. As for the port assignment, for each $j=1,2, \ldots, d_{r}$, we simply assign port $j$ of $r$ to the neighbor of $r$ in $T_{r}$ with the $j$-th smallest label. It remains to describe the content of $R_{r}$.

It is not difficult to see that the edges of $G$ not in $T \cup T_{r}$ are irrelevant to the information to be stored in $R_{r}$. The rest of the section focuses on the $m_{r}$ edge planar graph $G_{r}=T \cup T_{r}$. Clearly, both $T$ and $T_{r}$ are spanning trees of $G_{r}$. Moreover, $T$ remains an orderly spanning tree of $G_{r}$. Let $p_{r}\left(v_{i}\right)$ denote the parent of $v_{i}$ in $T_{r}$. An edge $\left(v_{i}, v_{j}\right)$ of $T_{r}$ with $i<j$ is forward (respectively, backward) in $G_{r}$ if $v_{i}=p_{r}\left(v_{j}\right)$ (respectively, $\left.v_{j}=p_{r}\left(v_{i}\right)\right)$. Clearly, each edge in $G_{r}-T$ is either forward or backward. However, an edge of $T$ may be neither forward nor backward, since some edge of $T$ might not be in $T_{r}$. Define

$$
\begin{aligned}
& L_{1}=\lceil(\log n)(\log \log n)\rceil ; \\
& L_{2}=\left\lceil(\log \log n)^{2}\right\rceil .
\end{aligned}
$$

Clearly, $L_{1}=\tilde{O}(\log n)$ and $L_{2}=\tilde{O}(1)$. A node is popular if it has at least $L_{1}$ neighbors in $G_{r}$. A node is lonely if it is has at most $L_{2}$ neighbors in $G_{r}$. Since $G_{r}$ is planar, the number of popular nodes is $O\left(n / L_{1}\right)$. Similarly, $G_{r}$ contains $O\left(n / L_{2}\right)$ nodes that are not lonely. To define $R_{r}$, we still have to choose $O\left(n / L_{1}\right)$ special nodes from $T_{r}$ as follows. Choose an arbitrary leaf $u$ with maximum depth in $T_{r}$. Let $w$ be the highest ancestor of $u$ in $T_{r}$ whose distance from $u$ in $T_{r}$ is no more than $L_{1}$. (Observe that if $w \neq r$, then $w$ is the ancestor of $u$ whose distance from $u$ in $T_{r}$ is exactly $L_{1}$.) We then choose $w$ as a special node, delete the subtree of $T_{r}$ rooted at $w$ from $T_{r}$, and then repeat the above steps until all nodes are deleted from $T_{r}$. By the above choice of special nodes, each node in $T_{r}$ either has depth less than $L_{1}$ or has a special ancestor whose distance from $u$ is at most $L_{1}$. Define

$$
R_{r}=S_{1} \oplus S_{2} \oplus S_{3} \oplus S_{4} \oplus S_{5} \oplus S_{6} \oplus S_{7} \oplus S_{8}
$$

where $S_{1}, \ldots, S_{8}$ are defined as follows.

1. The encoding $S_{1}$ for $G_{r}$ and $T$ with $2 m_{r}+2 n+o(n)$ bits as stated in Lemma 1.
2. An $\left(m_{r}-n+1\right)$-bit string $S_{2}$ that encodes the direction of each edge in $G_{r}-T$. Specifically, $S_{2}[k]=1$ if and only if the edge of $G_{r}-T$ with rank $k$ is forward.
3. A string $S_{3}=Z\left(S_{3}^{\prime}\right)$, where $S_{3}^{\prime}$ encodes whether each edge in $T \cap T_{r}$ is backward or not. Specifically, for each $i=2, \ldots, n, S_{3}^{\prime}[i]=1$ if only if the edge $\left(v_{i}, p\left(v_{i}\right)\right)$ is in $T_{r}$ and is backward.
4. A string $S_{4}=Z\left(S_{4}^{\prime}\right) \oplus S_{4}^{\prime \prime}$, where $S_{4}^{\prime}$ encodes whether each node is popular, and $S_{4}^{\prime \prime}$ stores the parent of each popular node in $T_{r}$. Specifically, for each $i=1,2, \ldots, n, S_{4}^{\prime}[i]=1$ if and only if $v_{i}$ is popular. $S_{4}^{\prime \prime}[i]$ stores the $O(\log n)$ bit index of the parent of the $i$-th popular node in $T_{r}$.
5. A string $S_{5}=Z\left(S_{5}^{\prime}\right) \oplus S_{5}^{\prime \prime}$, where $S_{5}^{\prime}$ encodes whether each node is lonely, and $S_{5}^{\prime \prime}$ is a table storing the rank of $p_{r}(v)$ among the neighbors of $v$ in $G_{r}$ for each node $v$ that is not lonely. Specifically, for each $i=1,2, \ldots, n$, $S_{5}^{\prime}[i]=0$ if and only if $v_{i}$ is lonely. If $S_{5}^{\prime}[i]$ is the $j$-th one bit in $S_{5}^{\prime}$ (i.e., $\left.\operatorname{select}\left(S_{5}^{\prime}, j\right)=i\right)$, then $S_{5}^{\prime \prime}[j]$ keeps the number $k_{j}$ such that $p_{r}\left(v_{i}\right)$ is the neighbor of $v_{i}$ in $G_{r}$ with the $k_{j}$-th smallest label.
6. A string $S_{6}=Z\left(S_{6}^{\prime}\right) \oplus S_{6}^{\prime \prime} \oplus \mu\left(S_{6}^{\prime \prime}\right)$, where $S_{6}^{\prime}$ is a string consisting of three kinds of distinct characters (, ), and 0 defined as follows, and $S_{6}^{\prime \prime}$ is the string obtained from $S_{6}^{\prime}$ by deleting its 0 characters. Recall that the first $2 n$ bits of $S_{1}$ keeps a string of $2 n$ balanced parentheses. For each $v_{i}$ with $p_{r}\left(v_{i}\right) \neq p\left(v_{i}\right)$ that is not lonely, let $S_{6}^{\prime}\left[j_{1}\right]=\left(\right.$ and $S_{6}^{\prime}\left[j_{2}\right]=$ ), where
$-j_{1}$ is the index with $S_{1}\left[j_{1}-1\right]=(i$, and
$-j_{2}$ is the index with $\left.S_{1}\left[j_{2}\right]=\right)_{\ell}$ and $v_{\ell}=p_{r}\left(v_{i}\right)$.
Let the remaining characters of $S_{6}^{\prime}$ be 0 . Clearly, the parentheses in $S_{6}^{\prime}$ are balanced. Moreover, the parentheses at $S_{6}^{\prime}\left[j_{1}\right]$ and $S_{6}^{\prime}\left[j_{2}\right]$ as defined above match each other in $S_{6}^{\prime}$.
7. A string $S_{7}=Z\left(S_{7}^{\prime}\right) \oplus S_{7}^{\prime \prime}$, where $S_{7}^{\prime}$ encodes whether a node is special, and $S_{7}^{\prime \prime}$ stores $\operatorname{port}_{r}(v)$ for each special node $v$. Specifically, for each $i=1,2, \ldots, n$, let $S_{7}^{\prime}[i]=1$ if and only if $v_{i}$ is special. The $i$-th $\lceil\log n\rceil$-bit word of $S_{7}^{\prime \prime}$ keeps $\operatorname{port}_{r}\left(v_{j}\right)$, where $v_{j}$ is the $i$-th special node, i.e., $\operatorname{select}\left(S_{7}^{\prime}, i\right)=j$.
8. A string $S_{8}=S_{8}^{\prime} \oplus S_{8}^{\prime \prime}$. For each $j_{1}=1,2, \ldots,\left\lceil n / L_{1}\right\rceil$, the $j_{1}$-th $\lceil\log n\rceil$-bit word of $S_{8}^{\prime}$ stores the number of $r$ 's neighbors in $T_{r}$ from $v_{1}$ to $v_{j_{1} L_{1}}$. For each $j_{2}=1,2, \ldots,\left\lceil n / L_{2}\right\rceil$, the $j_{2}$-th $\left\lceil\log L_{1}\right\rceil$-bit word of $S_{8}^{\prime \prime}$ stores the number of $r$ 's neighbors in $T_{r}$ from $v_{j}$ to $v_{j_{2} L_{2}}$, where $j=1+j_{2} L_{2}-\left\lfloor j_{2} L_{2} / L_{1}\right\rfloor L_{1}$.

Lemma 5. $R_{r}$ is computable in expected $O(n)$ time and $\left|R_{r}\right|<7.181 n+o(n)$.
Proof. (Sketch) One can verify that $\left|S_{4}\right|+\left|S_{5}\right|+\left|S_{6}\right|+\left|S_{7}\right|+\left|S_{8}\right|=o(n)$ and $R_{r}$ is computable in expected $O(n)$ time. Therefore, $\beta_{r}(n)=\left|S_{1}\right|+\left|S_{2}\right|+\left|S_{3}\right|+o(n)=$ $3 m_{r}+n+\left(2 n-m_{r}\right) \log \frac{e n}{2 n-m_{r}}+o(n)=\beta_{r}(n)=7 n+t\left(\log \frac{e n}{t}-3\right)+o(n)$, where $t=2 n-m_{r}$. By verifying that the maximum of $\beta_{r}(n)$ occurs at $t=\frac{1}{8} n$, we have $\beta_{r}(n) \leq\left(7+\frac{1}{8} \log e\right) n+o(n)<7.181 n+o(n)$.

## 4 Determining the Correct Port Efficiently

In this section, we demonstrate how to determine $\operatorname{port}_{r}\left(v_{i}\right)$ from the routing table $R_{r}$ and the number $i$ in $\tilde{O}(\log n)$ time.

Lemma 6. It takes $\tilde{O}(\log n)$ time to determine $\operatorname{port}_{r}(v)$ from $R_{r}$ and $v$ 's label.
Proof. (Sketch) The task of determining $\operatorname{port}_{r}(v)$ in $\tilde{O}(\log n)$ time can be reduced to the task of determining each $p_{r}(v)$ from $R_{r}$ and the label of $v$ in $\tilde{O}(1)$ time as follows. If $p_{r}(v)$ is obtainable from $R_{r}$ and the label of $v$ in $\tilde{O}(1)$ time, then we can traverse $T_{r}$ from $v_{i}$ toward $r$ in $\tilde{O}(1)$ time per step. Clearly, the traversal always reaches a node $v_{j}$ that is either special or a neighbor of $r$ in $O\left(L_{1}\right)=$ $\tilde{O}(\log n)$ steps, i.e., $\tilde{O}(\log n) \cdot \tilde{O}(1)=\tilde{O}(\log n)$ time. Observe that whether $v_{j}$ is special can be determined from $S_{7}$ in $O(1)$. Also, by Lemma 1, whether $v_{j}$ is a neighbor of $r$ can be determined in $O(1)$ time from $S_{1}$. If $v_{j}$ is special, then $\operatorname{port}_{r}\left(v_{i}\right)=\operatorname{port}_{r}\left(v_{j}\right)=S_{7}^{\prime \prime}\left[\operatorname{rank}\left(S_{7}^{\prime}, j\right)\right]$, which, by Lemma 4, is obtainable from $S_{7}$ in $\tilde{O}(1)$ time. If $v_{j}$ is a neighbor of $r$, then let $j_{1}=\left\lfloor j / L_{1}\right\rfloor$ and $j_{2}=\left\lfloor j / L_{2}\right\rfloor$. By the definition of $S_{8}$, $\operatorname{port}_{r}\left(v_{j}\right)$ equals $S_{8}^{\prime}\left[j_{1}\right]+S_{8}^{\prime \prime}\left[j_{2}\right]$ plus the number of $r$ 's neighbors in $T_{r}$ from $v_{j_{2} L_{2}+1}$ to $v_{j}$. By Lemmas 1 and $4, \operatorname{port}_{r}\left(v_{i}\right)=\operatorname{port}_{r}\left(v_{j}\right)$ is obtainable from $S_{1}$ and $S_{8}$ in $\tilde{O}(1)$ time.

It remains to show how to determine $p_{r}\left(v_{i}\right)$ in $\tilde{O}(1)$ time from $R_{r}$ and the number $i$. First of all, we look up $S_{4}$ to determine if $v_{i}$ is popular. If $v_{i}$ is popular, then we can obtain $p_{r}\left(v_{i}\right)$ from $S_{4}^{\prime \prime}$ in $O(1)$ time. Therefore, the rest of the proof assumes that $v_{i}$ is not popular.

Clearly, $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in either one of the edge sets $G_{r}-T$ and $T$. Before looking for $p_{r}\left(v_{i}\right)$ among the neighbors of $v_{i}$ in $G_{r}$, we look up $S_{5}$ in $O(1)$ time (by Lemma 4) to see whether $v_{i}$ is lonely.
Case 1: $v_{i}$ is not lonely. By Lemma 4, we can compute $k_{i}=S_{5}^{\prime \prime}\left[\operatorname{rank}\left(S_{5}^{\prime}, i\right)\right]$ from $S_{5}$ in $\tilde{O}(1)$ time. Since $T$ is an orderly spanning tree of $G_{r}$, we know which edge set to look for $p_{r}\left(v_{i}\right)$ by $k_{i},\left|V_{1}\left(v_{i}\right)\right|,\left|V_{2}\left(v_{i}\right)\right|$, and $\left|V_{3}\left(v_{i}\right)\right|$, which, by Lemma 1, are obtainable in $O(1)$ time from $S_{1}$.
Case 2: $v_{i}$ is lonely. Observe that $p_{r}\left(v_{i}\right) \in V_{1}\left(v_{i}\right)$ if and only if exactly one of the edges between $v_{i}$ and $V_{1}\left(v_{i}\right)$ is forward. Also, $p_{r}\left(v_{i}\right) \in V_{3}\left(v_{i}\right)$ if and only if exactly one of the edges between $v_{i}$ and $V_{3}\left(v_{i}\right)$ is backward. Since $v_{i}$ is lonely, we can afford checking the direction of each incident edges of $v_{i}$ in $G_{r}-T$ : By Lemma 1, the direction of each edge in $G_{r}-T$ can be determined from $S_{1}$ and $S_{2}$ in $O(1)$ time, and, thus, we know whether $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in $G_{r}-T$ in $\tilde{O}(1)$ time. Moreover, if we find out that $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in $G_{r}-T$, $p_{r}\left(v_{i}\right)$ can also be computed from $S_{1}$ in $O(1)$ time.

After figuring out whether $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in $G_{r}-T$ or $T$, we can compute $p_{r}\left(v_{i}\right)$ in $\tilde{O}(1)$ time as follows. We first consider the case that $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in $G_{r}-T$. If $v_{i}$ is not lonely, then $p_{r}\left(v_{i}\right)$ is either $\operatorname{nbr}\left(v_{i}, k_{i}\right)$ or $\operatorname{nbr}\left(v_{i}, k_{i}-\left|V_{2}\left(v_{i}\right)\right|\right)$; otherwise, $p_{r}\left(v_{i}\right)$ can be computed from $S_{1}$ as stated above.

It remains to consider the case that $p_{r}\left(v_{i}\right)$ is a neighbor of $v_{i}$ in $T$. Clearly, $p_{r}\left(v_{i}\right)$ is either $p\left(v_{i}\right)$ or a child of $v_{i}$ in $T$. We first determine whether $v_{i}$ is a leaf of $T$ by the value of $\left|V_{2}\left(v_{i}\right)\right|$, which, by Lemma 1 , is computable in $O(1)$
time. It suffices to consider the case $\left|V_{2}\left(v_{i}\right)\right|>0$, since otherwise $p_{r}\left(v_{i}\right)=p\left(v_{i}\right)$. If $v_{i}$ is lonely, then we can afford checking the direction of the edge between $v_{i}$ and each child of $v_{i}$ in $T$. Since the direction of each edge can be determined from $S_{1}$ and $S_{3}$ in $O(1)$ time, one can figure out whether $p_{r}\left(v_{i}\right)$ is a child of $v_{i}$ in $T$ in $O\left(L_{2}\right)=\tilde{O}(1)$ time. If $p_{r}\left(v_{i}\right)$ turns out to be a child of $v_{i}$ in $T$, then $p_{r}\left(v_{i}\right)$ can also be determined from $S_{1}$ and $S_{3}$ in $O(1)$ time. Otherwise, we know $p_{r}\left(v_{i}\right)=p\left(v_{i}\right)$, which can be obtained from $S_{1}$ in $O(1)$ time. As for the case that $v_{i}$ is not lonely, one can compute $p_{r}\left(v_{i}\right)$ in $\tilde{O}(1)$ time from $S_{6}$ as follows. Let $j$ be the index such that $S_{1}[j-1]=\left(_{i}\right.$ in $S_{1}$. Let $j^{\prime}$ be the rank of (in $S_{6}^{\prime}$. Let $S_{6}^{\prime \prime}\left[j^{\prime \prime}\right]$ be the close parenthesis that matches the $j^{\prime}$-th open parenthesis in $S_{6}^{\prime \prime}$. Suppose $j^{*}$ is the rank of ) in $S_{6}^{\prime}$. Let $\ell$ be the index such that $)_{\ell}=S_{1}\left[\ell^{\prime}\right]$, where $S_{6}^{\prime}\left[\ell^{\prime}\right]$ is the $j^{*}$-th close parenthesis in $S_{6}^{\prime}$. One can verify $v_{\ell}=p_{r}\left(v_{i}\right)$.
The main theorem of the paper follows immediately from Lemmas 5 and 6 .
Theorem 1. Given an n-node planar network $G$, there is a design of routing tables for $G$ such that $\lambda_{r}(n)=\lceil\log n\rceil, \beta_{r}(n)<7.181 n+o(n), \tau_{r}(n)=\tilde{O}(\log n)$, and $R_{r}$ is computable in expected $O(n)$ time for each node $r$ of $G$.

## 5 Concluding Remarks

Some questions might worth further investigation. For example, closing the gap between the lower and upper bounds on $\beta_{r}(n)$ is an interesting one. Also, if $\lambda_{r}(n)>\lceil\log n\rceil$, e.g., $10\lceil\log n\rceil$ or $O\left((\log n)^{O(1)}\right)$, can one significantly reduce the upper bound on $\beta_{r}(n)$ ? If $\lambda_{r}(n)>\lceil\log n\rceil$, is there still an $\Omega(n)$-bit lower bound on $\beta_{r}(n)$ ?

## Acknowledgments

We thank several anonymous referees for their helpful comments which significantly improve the presentation of the paper. We thank Cyril Gavoille for bringing [20] to our attention at SODA 2001. We thank Kunihiko Sadakane, Rasmus Pagh, Rajeev Raman, and Venkatesh Raman for helping with Lemma 4. We also thank Kuan-Ling Chen for discussion and Nen-Fu Huang and Jia-Shung Wang for interesting comments.

## References

1. B. Awerbuch, A. Bar-Noy, N. Linial, and D. Peleg. Improved routing strategies with succinct tables. Journal of Algorithms, 11(3):307-341, 1990.
2. M. Becker and K. Mehlhorn. Algorithms for routing in planar graphs. Acta Informatica, 23(2):163-176, 1986.
3. P. Bose and P. Morin. Competitive online routing in geometric graphs. In Proceedings of the 8th International Colloquium on Structural Information and Communication Complexity, pages 35-44, 2001.
4. P. Bose, P. Morin, I. Stojmenovic, and J. Urrutia. Routing with guaranteed delivery in ad hoc wireless networks. Wireless Networks, 7(6):609-616, 2001.
5. L. P. Chew. There are planar graphs almost as good as the complete graph. Journal of Computer and System Sciences, 39:205-219, 1989.
6. Y.-T. Chiang, C.-C. Lin, and H.-I. Lu. Orderly spanning trees with applications to graph drawing and graph encoding. In Proceedings of the 12th Annual ACM-SIAM Symposium on Discrete Algorithms, pages 506-515, Washington, DC, 7-9 Jan. 2001. A revised and extended version can be found at http://xxx.lanl.gov/abs/cs.DS/0102006.
7. R. C.-N. Chuang, A. Garg, X. He, M.-Y. Kao, and H.-I. Lu. Compact encodings of planar graphs via canonical ordering and multiple parentheses. In K. G. Larsen, S. Skyum, and G. Winskel, editors, Proceedings of the 25th International Colloquium on Automata, Languages, and Programming, Lecture Notes in Computer Science 1443, pages 118-129, Aalborg, Denmark, 1998. Springer-Verlag.
8. L. Cowen and C. G. Wagner. Compact roundtrip routing in directed networks. In Prooceedings of the 19th Annual ACM Symposium on Principles of Distributed Computing, pages 51-59. ACM PRESS, 2000.
9. L. J. Cowen. Compact routing with minimum stretch. Journal of Algorithms, 38(1):170-183, 2001.
10. H. de Fraysseix, J. Pach, and R. Pollack. How to draw a planar graph on a grid. Combinatorica, 10:41-51, 1990.
11. P. Elias. Universal codeword sets and representations of the integers. IEEE Transactions on Information Theory, IT-21:194-203, 1975.
12. P. Fraigniaud and C. Gavoille. Routing in trees. In F. Orejas, P. G. Spirakis, and J. v. Leeuwen, editors, Proceedings of the 28th International Colloquium on Automata, Languages and Programming, Lecture Notes in Computer Science 2076, pages 757-772. Springer, July 2001.
13. P. Fraigniaud and C. Gavoille. A space lower bound for routing in trees. In Proceedings of the 19th Annual Symposium on Theoretical Aspects of Computer Science, Lecture Notes in Computer Science 2285, pages 65-75. Springer, Mar. 2002.
14. G. N. Frederickson and R. Janardan. Designing networks with compact routing tables. Algorithmica, 3(1):171-190, 1988.
15. G. N. Frederickson and R. Janardan. Efficient message routing in planar networks. SIAM Journal on Computing, 18:843-857, 1989.
16. M. L. Fredman and D. E. Willard. Trans-dichotomous algorithms for minimum spanning trees and shortest paths. Jouranl of Computer and System Sciences, 48(3):533-551, June 1994.
17. J. Gao, L. J. Guibas, J. Hershburger, L. Zhang, and A. Zhu. Geometric spanner for routing in mobile networks. In Proceedings of the ACM Symposium on Mobile Ad Hoc Networking ${ }^{8}$ Computing (MobiHoc), 2001.
18. C. Gavoille. A survey on interval routing. Theoretical Computer Science, 245(2):217-253, 2000.
19. C. Gavoille and M. Gengler. Space-efficiency of routing schemes of stretch factor three. Journal of Parallel and Distributed Computing, 61:679-687, 2001.
20. C. Gavoille and N. Hanusse. Compact routing tables for graphs of bounded genus. In J. Wiedermann, P. van Emde Boas, and M. Nielsen, editors, 26th International Colloquium on Automata, Languages and Programming, Lecture Notes in Computer Science 1644, pages 351-360. Springer, July 1999. A full version is available at http://dept-info.labri.fr/~gavoille/article/ GH99_up.ps.gz.
21. C. Gavoille and D. Peleg. The compactness of interval routing. SIAM Journal on Discrete Mathematics, 12(4):459-473, Oct. 1999.
22. C. Gavoille and D. Peleg. The compactness of interval routing for almost all graphs. SIAM Journal on Computing, 31(3):706-721, 2001.
23. Y. Hassin and D. Peleg. Sparse communication networks and efficient routing in the plane. Distributed Computing, 14(4):205-215, 2001.
24. G. Jacobson. Space-efficient static trees and graphs. In Proceedings of the 30th Annual Symposium on Foundations of Computer Science, pages 549-554, Research Triangle Park, North Carolina, 30 Oct.-1 Nov. 1989. IEEE.
25. G. Kant. Drawing planar graphs using the canonical ordering. Algorithmica, 16(1):4-32, 1996.
26. B. N. Karp. Geographic Routing for Wireless Networks. PhD thesis, Harvard University, Cambridge, MA, Oct 2000.
27. B. N. Karp and H. T. Kung. GPSR: Greedy perimeter stateless rouring for wireless networks. In Proceedings of the Sixth Annual ACM/IEEE International Conference on Mobile Computing and Networking (MobiCom), pages 243-254, Boston, 2000.
28. X.-Y. Li, G. Calinescu, and P.-J. Wan. Distributed construction of a planar spanner and routing for ad hoc wireless networks. In Proceedings of the 21st Annual Joint Conference of the IEEE Computer and Communications Societies (InfoCom), New York City, 2002. To appear.
29. C.-C. Liao, H.-I. Lu, and H.-C. Yen. Floor-planning via orderly spanning trees. In Proceedings of the 9th International Symposium on Graph Drawing, Lecture Notes in Computer Science 2265, pages 367-377, Vienna, Austria, 2001. Springer.
30. G. Lin. Fault tolerant planar communication networks. In Proceedings of the 24 th Annual ACM Symposium on the Theory of Computing, pages 133-139, 1992.
31. J. I. Munro and V. Raman. Succinct representation of balanced parentheses, static trees and planar graphs. SIAM Journal on Computing, 31(3):762-776, 2001.
32. G. Narasimhan and M. Smid. Approximating the stretch factor of euclidean graphs. SIAM Journal on Computing, 30(3):978-989, 2000.
33. D. Peleg. Distributed Computing: A Locality-Sensitive Approach. Monographs on Discrete Mathematics and Applications. SIAM, 2000.
34. D. Peleg and E. Upfal. A trade-off between space and efficiency for routing tables. Journal of the ACM, 36(3):510-530, 1989.
35. R. Raman, V. Raman, and S. S. Rao. Succinct indexable dictionaries with applications to representations of $k$-ary trees and multisets. In Proceedings of the 13th Annual ACM-SIAM Symposium on Discrete Algorithms, pages 233-242, San Francisco, 6-8 Jan. 2002.
36. W. Schnyder. Embedding planar graphs on the grid. In Proceedings of the First Annual ACM-SIAM Symposium on Discrete Algorithms, pages 138-148, 1990.
37. M. Thorup and U. Zwick. Compact routing schemes. In Proceedings of the 13th Annual ACM Symposium on Parallel Algorithms and Architectures, pages 1-10. ACM PRESS, 2001.
38. P. van Emde Boas. Machine models and simulations. In J. van Leeuwen, editor, Handbook of Theoretical Computer Science, volume A, chapter 1, pages 1-60. Elsevier, Amsterdam, 1990.
39. M. Yannakakis. Embedding planar graphs in four pages. Jouranl of Computer and System Sciences, 38(1):36-67, Feb. 1989.

# Coloring Algorithms on Subcubic Graphs 

Harold N. Gabow and San Skulrattanakulchai<br>Department of Computer Science, University of Colorado at Boulder, Boulder CO 80309 USA<br>\{hal, skulratt\}@cs.colorado.edu


#### Abstract

We present efficient algorithms for three coloring problems on subcubic graphs (ones with maximum degree 3). These algorithms are based on a simple decomposition principle for subcubic graphs. The first algorithm is for 4 -edge coloring, or more generally, 4 -list-edge coloring. Our algorithm runs in linear time, and appears to be simpler than previous ones. As evidence we give the first randomized EREW PRAM algorithm that uses $O(n / \log n)$ processors and runs in $O(\log n)$ time with high probability, where $n$ is the number of vertices of the input graph. The second algorithm is the first linear-time algorithm to 5 -totalcolor subcubic graphs. The third algorithm generalizes this to the first linear-time algorithm to 5 -list-total-color subcubic graphs.


## 1 Introduction

We present efficient algorithms for three coloring problems on subcubic graphs. (A subcubic graph has maximum degree 3.) The algorithms are based on a simple decomposition principle for subcubic graphs. The problems we attack are by now well-studied generalizations of standard vertex and edge coloring. Our first algorithm is for 4-edge coloring, or more generally, 4-list-edge coloring. Our algorithm runs in linear time, and appears to be simpler than previous ones. As evidence we give the first randomized EREW PRAM algorithm that uses $O(n / \log n)$ processors and runs in $O(\log n)$ time with high probability. The second algorithm is the first linear-time algorithm to 5 -total-color subcubic graphs. The third algorithm generalizes this to the first linear-time algorithm to 5 -list-total-color subcubic graphs. We now give relevant definitions and discuss the problems and previous work in detail.

We follow the terminology of [1]. Let $G=(V, E)$ be a (multi)graph having $n$ vertices and $m$ edges. A total coloring is a map $\varphi: V \cup E \rightarrow \mathbb{N}$ satisfying (i) no adjacent vertices or edges have the same image, and (ii) the image of each vertex is distinct from the images of edges incident with it. To $k$-total-color $G$ is to find a total coloring map whose image is included in $[k]=\{1,2, \ldots, k\}$. The graph is $k$-total-colorable when such a map exists. The total chromatic number $\chi^{\prime \prime}$ is the least $k$ for which $G$ is $k$-total-colorable.

Let $X \in\{V, E, V \cup E\}$ and let $\lambda: X \rightarrow 2^{\mathbb{N}}$ be an assignment of lists of colors to elements of $X$. A $\lambda$-coloring on $X$ is a map $\varphi: X \rightarrow \mathbb{N}$ such that $\varphi(x) \in \lambda(x)$ for all $x \in X$, and $\varphi\left(x_{1}\right)=\varphi\left(x_{2}\right)$ implies $x_{1}$ is neither adjacent nor incident
to $x_{2}$. A $\lambda$-vertex-coloring is a $\lambda$-coloring on $V$. A $\lambda$-edge-coloring is a $\lambda$-coloring on $E$. A $\lambda$-total-coloring is a $\lambda$-coloring on $V \cup E$.

A graph is $k$-choosable if there exists a $\lambda$-vertex-coloring for any $\lambda$ satisfying $|\lambda(v)|=k$ for all $v \in V$. The notions of $k$-edge-choosability and $k$-totalchoosability are defined similarly. The choice number $\operatorname{ch}(G)$ is the least $k$ for which $G$ is $k$-choosable. The list chromatic index $\chi_{\ell}^{\prime}$ is the least $k$ for which $G$ is $k$-edge-choosable. The total choosability $\chi_{\ell}^{\prime \prime}$ is the least $k$ for which $G$ is $k$-total-choosable.

By Vizing's Theorem [2] the chromatic index $\chi^{\prime}$ of any simple graph with maximum degree $\Delta$ is either $\Delta$ or $\Delta+1$. A simple graph can be edge-colored using $\Delta+1$ colors in $O(m \sqrt{n \log n})$ time [3]. However, Holyer [4] shows that deciding whether the chromatic index of a given simple cubic graph equals 3 or 4 is NP-complete [5]. Reference [6] gives an algorithm to 4 -edge-color any (not necessarily simple) subcubic graph in $O(n)$ time. The List Coloring Conjecture (LCC) states that the list chromatic index $\chi_{\ell}^{\prime}$ of a graph equals its chromatic index $\chi^{\prime}$. (See [7].) Only a handful of special families of graphs are known to satisfy the LCC. (See [9.) Clearly $\chi_{\ell}^{\prime} \geq \chi^{\prime}$. A simple graph would satisfy $\chi_{\ell}^{\prime} \leq \Delta+1$ if the LCC were true. Even this upper bound has not been established. Independently, Vizing [10] and Erdős et al. [11] prove the following list version of Brooks' theorem [12]: the choice number of any connected simple graph that is not complete or an odd cycle does not exceed its maximum degree. Reference [13] gives an $O(m+n)$-time algorithm to $\Delta$-list-vertex-color any graph satisfying the hypotheses of the above theorem. Suppose $G$ is a subcubic graph. By reducing the problem of list-edge-coloring $G$ to that of list-vertex-coloring its line graph and using the above theorem we see that $G$ is 4-edge-choosable. Thus $G$ can be 4-list-edge-colored in $O(n)$ time by executing the algorithm of 13 ] on the line graph of $G$. The authors of reference [14] introduce the term subcubic graphs and show that they are 4 -edge-choosable. They examine subcubic graphs with halfedges, i.e., edges with only one endpoint. They obtain their result through complicated case-by-case analysis of 4-edge-coloring of paths and cycles with halfedges and of some special types of graphs; reduction of the input graph to a specific form; and coloring procedures that avoid known obstruction. Even though the algorithm derived from their proof has a linear time bound, it appears to be too complicated for practical use. We will present a direct and simple $O(n)$-time sequential algorithm, and a work-optimal, $O(\log n)$-time with high probability, randomized EREW PRAM algorithm to 4-list-edge-color subcubic graphs.

The Total Coloring Conjecture (TCC) states that the total chromatic number $\chi^{\prime \prime}$ of a simple graph is at most $\Delta+2$. Clearly $\chi^{\prime \prime} \geq \Delta+1$. However, deciding whether or not a given simple graph satisfies $\chi^{\prime \prime}=\Delta+1$ is NP-complete [1516. The TCC has been shown to hold for some families of graphs [17]. Rosenfeld [18] shows that the TCC holds for subcubic graphs. Vijayaditya [19] shows that the TCC holds for simple subcubic graphs. The proof of [18] yields a super-linear time algorithm because it has to find a shortest cycle in each recursive step. The algorithm in [19] requires a routine to find a perfect
matching in a bridgeless, cubic graph. The current best known algorithm 20 to find such a matching runs in $O\left(n \log ^{4} n\right)$ time. We will present the first-known $O(n)$-time algorithm to 5 -total-color subcubic graphs.

The authors of reference 21] (and also those of reference 22) conjecture that the total choosability $\chi_{\ell}^{\prime \prime}$ of any graph equals its total chromatic number $\chi^{\prime \prime}$. They also show that subcubic graphs are 5-total-choosable. They claim that their proof gives a polynomial-time algorithm, without specifying the degree of the polynomial. Their algorithm has a super-linear running time because it has to find a shortest cycle in each recursive step. We will present the first-known $O(n)$-time algorithm to 5 -list-total-color subcubic graphs.
Definitions. A cycle is a connected graph every vertex of which has degree 2. It is even if it has an even number of vertices, and odd otherwise. A vertex of a tree is pendant if its degree is one. A tree edge is pendant if it is incident with a pendant vertex. Let $C$ be a cycle in $G$. A chord is an edge of $G$ joining two vertices of $C$ but is itself not an edge of $C$. A triple bond is a graph consisting of 2 vertices and 3 parallel edges. We use the term available color at several places in this paper. Let $x$ be either a vertex or an edge and let $\lambda(x)$ be its list of colors. By a neighbor of $x$ we mean any vertex/edge adjacent/incident to $x$. During the execution of an algorithm, a color $\alpha \in \lambda(x)$ is available for $x$ if no neighbor of $x$ has yet been assigned color $\alpha$ by the algorithm; it is unavailable otherwise.

## 2 Decomposition Theorem \& List Coloring Lemmas

This decomposition theorem (see also [6]) is at the heart of our coloring method.
Theorem 1. A subcubic graph $G$ can be decomposed in linear time into edgedisjoint subgraphs $\mathcal{C}$ and $\mathcal{T}$, where $\mathcal{C}$ is a collection of vertex-disjoint cycles, and $\mathcal{T}$ is a forest of maximum degree at most 3. Furthermore, $G$ admits a decomposition without chords unless it contains a triple bond.

Proof. Let $\mathcal{C}$ be a maximal collection of edge-disjoint cycles in $G$. Any two cycles of $\mathcal{C}$ are vertex-disjoint since $G$ is subcubic. The forest $\mathcal{T}=G-E(\mathcal{C})$ obviously has maximum degree at most 3 . If $G$ contains no triple bond then we can choose the cycles of $\mathcal{C}$ to be chordless.
We can classify the edges as cycle edges or tree edges for a given decomposition.
Lemma 1. Let $C$ be a cycle with color lists $L(\cdot)$ assigned to its vertices. If every list has at least 2 colors, then $C$ is L-vertex-colorable in linear time unless $C$ is odd and all lists are the same list of size 2.

Proof. The following procedure produces an $L$-vertex-coloring of $C$ if it runs to completion. Its input consists of a labeled cycle $C=\left\langle v_{1}, v_{2}, \ldots, v_{k}, v_{1}\right\rangle$, color lists $L(\cdot)$, and a color $\alpha \in L\left(v_{1}\right)$.

1. assign color $\alpha$ to $v_{1}$
2. for $i \leftarrow 2$ to $k-1$ do
3. assign to $v_{i}$ any color in $L\left(v_{i}\right)$ distinct from that of $v_{i-1}$
4. assign to $v_{k}$ any color in $L\left(v_{k}\right)$ distinct from that of $v_{k-1}$ or $v_{1}$

Statements $1 \& 3$ can always be carried out since all $v_{i}$ have $\left|L\left(v_{i}\right)\right| \geq 2$. We show Statement 4 too can always be carried out by judiciously labeling $C$ and picking the color $\alpha$. First suppose some adjacent vertices $x, y$ satisfy $L(x) \neq$ $L(y)$; say that $L(y) \backslash L(x) \neq \emptyset$. Label $C$ so that $x=v_{k}$ and $y=v_{1}$ and pick $\alpha \in L\left(v_{1}\right) \backslash L\left(v_{k}\right)$. Next suppose $|L(x)|>2$ for some $x$. Label $C$ so that $x=v_{k}$ and pick any $\alpha \in L\left(v_{1}\right)$. The remaining possibility is for every vertices $x, y$ to satisfy $L(x)=L(y)$ and $|L(x)|=2$. Assume $C$ is even or else there is nothing to prove. Choose any valid labeling of $C$ and pick any $\alpha \in L\left(v_{1}\right)$.

Lemma 2. Let $C=\left\langle v_{1}, v_{2}, \ldots, v_{k}, v_{1}\right\rangle$ be an odd cycle. For each $i$ let $L\left(v_{i}\right)$ be a list of colors for vertex $v_{i}$ such that $\left|L\left(v_{1}\right)\right|=1,\left|L\left(v_{2}\right)\right|=\left|L\left(v_{k}\right)\right|=2$, $L\left(v_{i}\right) \supseteq L\left(v_{2}\right)$ for $3 \leq i<k, L\left(v_{1}\right) \subset L\left(v_{2}\right)$, and $L\left(v_{k}\right) \neq L\left(v_{2}\right)$. Then $C$ is L-vertex-colorable in linear time.

Proof. By throwing away all excess colors, we may assume $L\left(v_{i}\right)=L\left(v_{2}\right)$ for all $3 \leq i<k$. Color $v_{1}, v_{2}, \ldots, v_{k}$ in that order, using any color available for each vertex. It is easy to see that this coloring procedure never fails.

To edge-color a graph is the same as to vertex-color its line graph. Since a cycle is isomorphic to its line graph, these corollaries follow from the above Lemmas.

Corollary 1. Let $C$ be a cycle with color lists $L(\cdot)$ assigned to its edges. If every list has at least 2 colors, then $C$ is L-edge-colorable in linear time unless $C$ is odd and all lists are the same list of size 2.

Corollary 2. Let $C=\left\langle v_{1}, e_{1}, \ldots, v_{k}, e_{k}, v_{1}\right\rangle$ be an odd cycle. For each $i$ let $L\left(e_{i}\right)$ be a list of colors for edge $e_{i}$ such that $\left|L\left(e_{1}\right)\right|=1,\left|L\left(e_{2}\right)\right|=\left|L\left(e_{k}\right)\right|=2$, $L\left(e_{i}\right) \supseteq L\left(e_{2}\right)$ for $3 \leq i<k, L\left(e_{1}\right) \subset L\left(e_{2}\right)$, and $L\left(e_{k}\right) \neq L\left(e_{2}\right)$. Then $C$ is L-edge-colorable in linear time.

## 3 List Edge Coloring Algorithms

### 3.1 Sequential Algorithm

Let $G$ be a subcubic graph every edge $e$ of which has a list $\lambda(e)$ of 4 colors. The algorithm has two stages. The first stage obtains, by Theorem $\mathbb{1}$ a decomposition of $G$ into a forest $\mathcal{T}$ and a collection $\mathcal{C}$ of cycles. The second stage does the coloring. The trees are colored first; the cycles are colored later. For each tree $T$ in $\mathcal{T}$, start a depth-first search [23] from some arbitrary vertex in $T$. Assign some available color to each tree edge when it is first discovered by the search. Since $\Delta(\mathcal{T}) \leq 3$ and $|\lambda(e)|=4$ for every edge $e$, when a tree edge $e$ is discovered by the search no more than two colors in $\lambda(e)$ are unavailable for $e$. So coloring of $\mathcal{T}$ can be carried out to completion.

Each cycle $C \in \mathcal{C}$ is colored by invoking Corollary For each $e \in E(C)$, let $L(e)$ be the set of colors available for $e$. Any edge of $C$ has at least 2 available colors. So Corollary $]_{\text {applies unless } C}$ is odd and every edge in it has the same 2 colors available. Take any vertex in $C$. It has degree 3 , so we can change the color of its pendant edge. This changes the available colors for some but not all edges of $C$ (since $C$ has $\geq 3$ edges). So again Corollary 凹applies.

### 3.2 Parallel Algorithm

We now describe how to implement the 2 stages of the sequential algorithm to obtain a randomized EREW PRAM algorithm that uses $O(n / \log n)$ processors and runs in time $O(\log n)$ with high probability.

To decompose $G$ into cycles and trees, take a spanning tree $T$ of $G$. Each nontree edge $e$ has an associated fundamental cycle $C(e)$. Let $\mathcal{C}$ be the direct sum, i.e., the mod-2 sum, of all fundamental cycles $C\left(e_{1}\right), C\left(e_{2}\right), \ldots, C\left(e_{m-n+1}\right)$. Then $\mathcal{C}$ is a collection of edge-disjoint cycles. In fact, $\mathcal{C}$ is a collection of vertexdisjoint cycles since $G$ is subcubic. Also, $\mathcal{C}$ contains all the nontree edges $e_{i}$. So we need only compute $\mathcal{C}$ and output the decomposition consisting of cycles $\mathcal{C}$ and forest $\mathcal{T}=T-\{$ edges of $\mathcal{C}\}$.

To find $\mathcal{C}$, we have to compute, for each tree edge $f$, the parity of the number of fundamental cycles $C\left(e_{i}\right)$ containing $f$. Edge $f$ is in $\mathcal{C}$ if and only if this number is odd. This can be done as follows. First make $T$ into a rooted out-tree. Take any tree edge $f=w v$, where $w$ is the parent of $v$. Then compute the parity of the sum, over all descendants $u$ of $v$, of the vertex degrees $d_{G-T}(u)$ in the graph $G-T$. To find a spanning tree $T$ of $G$, use the randomized $O(\log n)$-time, $O(m+n)$-work, EREW PRAM algorithm of [24]. Computing the desired parity of the sum can be done on an EREW PRAM in $O(\log n)$ time using $O(m+n)$ work by parallel prefix computation on the Euler tour of $T$ [2526].

To color a tree, number every vertex by its depth. Each vertex $r$ of even depth will color the subtree of $\leq 6$ edges that descend from it and no other even-depth vertex. Let the subtree consist of edges $r a_{i}$ for $i=1,2$, and $a_{i} a_{i j}$ for $i=1,2$ and $j=1,2$. Some of these edges may not exist. The coloring is in 2 parallel steps.

Step 1 There are two substeps.

1. Assign each edge $r a_{i} 2$ colors from its list, such that the 4 colors assigned to these 2 edges are distinct. This can be done since all lists have length 4.
2. For $i=1,2$ do
(a) Let $c_{1}, c_{2}$ be the colors on $r a_{i}$.
(b) Assign color $d_{j}$ to $a_{i} a_{i j}$ for $j=1,2$, where $d_{j}$ is in the edge's list and $c_{1}, c_{2}, d_{1}, d_{2}$ are 4 distinct colors. This can be done since all lists have length 4.
Step 2 Color $r a_{i}$ with $c_{1}$ or $c_{2}$, whichever is distinct from the color of $r$ 's parent edge.

Clearly this tree coloring is an EREW algorithm that can be made work-optimal by counting the number of vertices on even levels, which can be done.

To color a cycle, first determine the first edge $e_{1}$ and its appropriate color as in the proof of Corollary $\square$ The remaining edges can then be colored by pointer jumping.

## 4 Total Coloring Lemmas

Lemma 3. A tree of maximum degree $\leq 3$ is 4-list-total-colorable in linear time.

Proof. Let us be given a tree of maximum degree at most 3, every vertex/edge of which has its own list of 4 colors. Start a depth-first search from some arbitrary vertex. Assign an available color for each vertex/edge when it is discovered by the search. (While scanning an edge $e=\{v, w\}$ out of a vertex $v$, if both $e$ and $w$ are discovered for the first time, then we'll say edge $e$ is discovered before vertex $w$.) It is easy to check that this greedy procedure gives a list-total coloring.

Lemma 4. A cycle $C=\left\langle v_{1}, e_{1}, \ldots, v_{k}, e_{k}, v_{1}\right\rangle$ is L-total-colorable in linear time if the sizes of the lists $L\left(v_{i}\right)$ of vertices $v_{i}$ and lists $L\left(e_{i}\right)$ of edges $e_{i}$ satisfy

$$
\left|L\left(v_{i}\right)\right| \geq\left\{\begin{array}{ll}
5, & \text { if } i=1, \\
2, & \text { if } i=2, \\
3, & \text { if } 3 \leq i \leq k,
\end{array} \quad \text { and } \quad\left|L\left(e_{i}\right)\right| \geq \begin{cases}1, & \text { if } i=1, \\
3, & \text { if } 2 \leq i<k \\
4, & \text { if } i=k\end{cases}\right.
$$

Proof. Color vertices/edges $e_{1}, v_{2}, e_{2}, v_{3}, \ldots, e_{k-1}, v_{k}, e_{k}, v_{1}$ in that order, using any color available for each. It's easy to check that when a vertex/edge $x$ is about to be colored, some color is available for it because fewer than $|L(x)|$ of its neighbors are already colored.

## 5 Total Coloring Algorithms

Let $G$ be a connected subcubic graph every vertex/edge $x$ of which has its own list $\lambda(x)$ of 5 colors. We have to find a $\lambda$-total-coloring. To specialize the following description to the 5 -total-coloring problem, simply set $\lambda(x)=[5]$ for all $x$. The only difference between the general $\lambda$-total-coloring algorithm and the 5 -total-coloring algorithm is in Case 2 of the ensuing description.

A triple bond is clearly $\lambda$-total-colorable; so assume $G$ is not a triple bond. By Theorem $\mathbb{\square}$ let $G$ be decomposed into trees $\mathcal{T}$ and chordless cycles $\mathcal{C}$. For each $T \in \mathcal{T}$, let $T^{\prime}$ be the vertex-deleted tree $T-\{v: v$ is a pendant vertex of $T$ on some cycle in $\mathcal{C}\}$. The coloring algorithm has two steps.

Step 1 for each $T \in \mathcal{T}$, total-color $T^{\prime}$ using Lemma 3
Step 2 for each $C \in \mathcal{C}$, color those pendant edges incident with $C$ whose nonincident endpoints are already colored, and then total-color $C$.

The algorithm maintains the invariant that no two neighbors receive the same color. How Step 2 performs its task depends on each cycle $C$. Let us adopt the following naming convention. Let $C=\left\langle v_{1}, e_{1}, \ldots, v_{k}, e_{k}, v_{1}\right\rangle$ be a labeled cycle. If $v_{i}$ is incident with a pendant tree edge, name that edge $f_{i}$, and name $f_{i}$ 's other endpoint $w_{i}$. Note that no $w_{i}$ is the same as any $v_{i}$ since the decomposition is chordless. However, it is possible that $w_{i}=w_{j}$ for some distinct $i, j$. For each vertex/edge $x$ of $G$, write $L(x)$ for the set of colors still available for $x$. If $x$ is colored, let $\varphi(x)$ denote its color. When $i=1$ (resp. $i=k$ ), vertex $v_{i-1}$ (resp. $v_{i+1}$ ) refers to $v_{k}$ (resp. $v_{1}$ ); similarly for vertex $w_{i-1}$ (resp. $w_{i+1}$ ) and edge $f_{i-1}$ (resp. $f_{i+1}$ ). There are two possibilities for each cycle $C$.

Case 1. Some vertex $x$ on $C$ is incident with no pendant tree edge, or its pendant edge $\{x, y\}$ has $y$ still uncolored. First label $C$ so that $x=v_{1}$. Then, maintaining the invariant, color all existing $f_{i}$ whose $w_{i}$ are already colored. All the hypotheses of Lemma 4 are satisfied; so $C$ can be total-colored.
Case 2. Every vertex $x$ on $C$ is incident with a pendant edge $\{x, y\}$ with $y$ already colored. Choose any valid labeling of $C$. Observe that each $f_{i}$ has at most 3 colored neighbors; and thus $\left|L\left(f_{i}\right)\right| \geq 2$ in the current coloring $\varphi$.

### 5.1 Case 2 of the 5-Total-Coloring Algorithm

Subcase 2.1 Some index $i$ satisfies $\varphi\left(w_{i}\right) \neq \varphi\left(w_{i+1}\right)$. By relabeling if necessary, we may assume $\varphi\left(w_{k}\right) \neq \varphi\left(w_{1}\right)$. We will color all the $f_{i}$ and $e_{i}$ so that, for all $i$, either $\varphi\left(e_{i}\right)=\varphi\left(w_{i}\right)$ or $\varphi\left(e_{i-1}\right)=\varphi\left(w_{i}\right)$. We do this as follows.

```
for \(i \leftarrow 1\) to \(k\) do \(\{\)
    \(\varphi\left(f_{i}\right) \leftarrow\) any color in \(L\left(f_{i}\right) \backslash\left\{\varphi\left(w_{i-1}\right)\right\} ;\)
    if \(\varphi\left(w_{i}\right) \in L\left(e_{i}\right)\) then \(\left.\varphi\left(e_{i}\right) \leftarrow \varphi\left(w_{i}\right)\right\}\)
for \(i \leftarrow 1\) to \(k\) do if \(e_{i}\) is still uncolored then \(\varphi\left(e_{i}\right) \leftarrow\) any color in \(L\left(e_{i}\right)\)
```

It is easy to see the above procedure never gets stuck and it extends $\varphi$ to cover all $f_{i}$ and $e_{i}$ while maintaining the invariant. It also results in $\left|L\left(v_{i}\right)\right|=2$ for every $i$. The last statement follows from the fact that 4 neighbors of $v_{i}$, viz. $w_{i}$, $f_{i}, e_{i-1}$, and $e_{i}$, are colored, with exactly 2 of them colored the same. If all the hypotheses of Lemma $\square$ are satisfied, then $\varphi$ can be extended to a total-coloring of $C$ and we are done. So suppose $C$ is odd and every $L\left(v_{i}\right)$ contains the same 2 colors. Consider edge $e_{k}$. Since $L\left(v_{k}\right)=L\left(v_{1}\right)$, we have $\left\{\varphi\left(e_{k-1}\right), \varphi\left(f_{k}\right)\right\}=$ $\left\{\varphi\left(e_{1}\right), \varphi\left(f_{1}\right)\right\}$. Hence there exists some color $\alpha \in L\left(e_{k}\right)$ different from the current color $\varphi\left(e_{k}\right)$ of $e_{k}$. Change the color of $e_{k}$ to $\alpha$. This affects $L\left(v_{k}\right)$ and $L\left(v_{1}\right)$ but leaves the remaining $L\left(v_{i}\right)$ intact. Following this color change (and relabeling of $C$ if necessary), either all the hypotheses of Lemma or all the hypotheses of Lemma are satisfied. Therefore, $\varphi$ can be extended to a total-coloring of $C$.
Subcase 2.2 All $w_{i}$ receive the same color. Color all the $f_{i}$ and $v_{i}$ as follows.

## Procedure A

$\varphi\left(f_{1}\right) \leftarrow$ any color in $L\left(f_{1}\right)$;
for $i \leftarrow 2$ to $k$ do $\{$

$$
\left.\varphi\left(f_{i}\right) \leftarrow \text { any color in } L\left(f_{i}\right) \backslash\left\{\varphi\left(f_{i-1}\right)\right\} ; \quad \varphi\left(v_{i}\right) \leftarrow \varphi\left(f_{i-1}\right)\right\}
$$

if $\varphi\left(f_{k}\right) \neq \varphi\left(f_{1}\right)$ then $\varphi\left(v_{1}\right) \leftarrow \varphi\left(f_{k}\right)$ else $\varphi\left(v_{1}\right) \leftarrow$ any color in $L\left(v_{1}\right)$
It is easy to see that the above procedure never gets stuck and it extends $\varphi$ to cover all $f_{i}$ and $v_{i}$ while maintaining the invariant. It results in either
(i) $\varphi\left(f_{i}\right)=\varphi\left(v_{i+1}\right)$ and $\varphi\left(f_{i}\right) \neq \varphi\left(f_{i+1}\right)$ for all $1 \leq i \leq k$, or
(ii) $\varphi\left(f_{k}\right)=\varphi\left(f_{1}\right)$, but $\varphi\left(f_{i}\right)=\varphi\left(v_{i+1}\right)$ and $\varphi\left(f_{i}\right) \neq \varphi\left(f_{i+1}\right)$ for all $1 \leq i<k$. In both cases we have $\left|L\left(e_{i}\right)\right| \geq 2$ for all $i$. If all the hypotheses of Corollary [ I are satisfied, then $\varphi$ can be extended to a total-coloring of $C$ and we are done. So suppose $C$ is odd and every $L\left(e_{i}\right)$ contains the same 2 colors, say $\alpha$ and $\beta$. Letting $\gamma, \delta$, and $\epsilon$ be the colors of $f_{1}, f_{2}$, and $v_{1}$ respectively, we see that $3 \mid k$ and for all $1 \leq i \leq k$ we have

$$
\varphi\left(f_{i}\right)=\varphi\left(v_{i+1}\right)=\left\{\begin{array}{lll}
\gamma, & \text { if } i \equiv 1 & (\bmod 3)  \tag{1}\\
\delta, & \text { if } i \equiv 2 & (\bmod 3) \\
\epsilon, & \text { if } i \equiv 0 & (\bmod 3)
\end{array}\right.
$$

Change the color of $v_{2}$ to the only remaining color in [5] $\backslash\left\{\gamma, \delta, \epsilon, \varphi\left(w_{2}\right)\right\}$. This changes $L\left(e_{1}\right)$ and $L\left(e_{2}\right)$ but leaves the remaining $L\left(e_{i}\right)$ intact. Following this color change and appropriate relabeling of $C$, all the hypotheses of Corollary 2 are satisfied. Therefore, $\varphi$ can be extended to a 5 -total-coloring of $C$.

### 5.2 Case 2 of the $\lambda$-Total-Coloring Algorithm

First some definitions. An edge $e_{i}$ is safe if $\left|L\left(e_{i}\right)\right| \geq 2$. A vertex $v_{i}$ is safe if any of the following holds (and unsafe otherwise): (i) $\varphi\left(w_{i}\right) \notin \lambda\left(v_{i}\right)$ (ii) $f_{i}$ is colored and $\varphi\left(f_{i}\right) \notin \lambda\left(v_{i}\right)$ (iii) for $j=i-1$ or $j=i, e_{j}$ is colored and $\left(\varphi\left(e_{j}\right) \notin \lambda\left(v_{i}\right)\right.$ or $\left.\varphi\left(e_{j}\right)=\varphi\left(w_{i}\right)\right)$ Let $\sigma(i)=\left(\lambda\left(e_{i}\right) \backslash \lambda\left(v_{i}\right)\right) \cup\left(\lambda\left(e_{i}\right) \cap\left\{\varphi\left(w_{i}\right)\right\}\right)$ for all $1 \leq i \leq k$. (A color in $\sigma(i)$ makes $v_{i}$ safe.) These 3 facts easily follow from the definitions.
Fact 1. Suppose that for all $1 \leq i \leq k$ no $e_{i}$ is colored but all $f_{i}, v_{i}$ are colored. Then edge $e_{i}$ is safe if and only if $\left\{\varphi\left(f_{i}\right), \varphi\left(v_{i}\right), \varphi\left(f_{i+1}\right), \varphi\left(v_{i+1}\right)\right\} \backslash \lambda\left(e_{i}\right) \neq \emptyset$ or $\varphi\left(f_{i}\right)=\varphi\left(f_{i+1}\right)$ or $\varphi\left(f_{i}\right)=\varphi\left(v_{i+1}\right)$ or $\varphi\left(v_{i}\right)=\varphi\left(f_{i+1}\right)$.
Fact 2. Suppose none of $v_{1}, \ldots, v_{k}$ is colored. Then vertex $v_{i}$ is safe if and only if $\left|L\left(v_{i}\right)\right| \geq 2$, with equality holding only when $f_{i}, e_{i-1}, e_{i}$ are colored and exactly one of the conditions in (i)-(iii) holds.
Fact 3. If $\varphi\left(w_{i}\right) \in \lambda\left(v_{i}\right)$ then $\sigma(i)$ is nonempty. In particular, $\sigma(i)$ is nonempty if $v_{i}$ is unsafe. Furthermore, $\sigma(i) \subseteq \lambda\left(e_{i}\right)$ and assigning any color in $\sigma(i)$ to $e_{i}$ makes $v_{i}$ safe.

There are 3 subcases to consider. In subcases $2.1 \& 2.2$, we'll first color all the $f_{i}$ and $e_{i}$ so as to make all $v_{i}$ safe, and then extend $\varphi$ to cover all the $v_{i}$ as well, after making any necessary color changes on some edges. In subcase 2.3, we'll first color all the $f_{i}$ and $v_{i}$ so as to make all $e_{i}$ safe, and then extend $\varphi$ to cover all the $e_{i}$ as well, after making any necessary color change on a vertex.
Subcase 2.1 Some index $i$ satisfies $\varphi\left(w_{i}\right) \notin \lambda\left(v_{i}\right)$ or $L\left(f_{i}\right) \backslash \lambda\left(v_{i}\right) \neq \emptyset$. By relabeling if necessary, we may assume $i=k$ satisfies the condition. Color all the $f_{i}$ and $e_{i}$ as follows.

```
for \(i \leftarrow 1\) to \(k\) do \(\{\)
    if \(L\left(f_{i}\right) \backslash \lambda\left(v_{i}\right) \neq \emptyset\) then \(\varphi\left(f_{i}\right) \leftarrow\) any color in \(L\left(f_{i}\right) \backslash \lambda\left(v_{i}\right)\)
    else \(\varphi\left(f_{i}\right) \leftarrow\) any color in \(L\left(f_{i}\right)\);
    if \(v_{i}\) is unsafe \(/ *\) always false if \(i=k * /\) then
        \(\varphi\left(e_{i}\right) \leftarrow\) any color in \(\left.\sigma(i)\right\}\)
for \(i \leftarrow 1\) to \(k\) do if \(e_{i}\) is still uncolored then \(\varphi\left(e_{i}\right) \leftarrow\) any color in \(L\left(e_{i}\right)\)
```

Subcase 2.2 Subcase 2.1 does not apply, and some valid labeling of $C$ has some index $i$ satisfying $\sigma(i) \neq \sigma(i-1)$ or $|\sigma(i)|>1$. By relabeling if necessary, we may assume $i=1$ satisfies the condition. Let $\alpha \in \sigma(1)$ and $\beta \in \sigma(k)$ be distinct colors. Define a function $c$ by setting $c(1)=\alpha, c(k)=\beta$, and setting $c(i)$ to be any color in $\sigma(i)$ for each $1<i<k$. Color all the $f_{i}$ and $e_{i}$ as follows.

```
\(\varphi\left(f_{1}\right) \leftarrow\) any color in \(L\left(f_{1}\right) \backslash\{c(k)\} ; \quad \varphi\left(e_{1}\right) \leftarrow c(1) ;\)
for \(i \leftarrow 2\) to \(k\) do \(\{\)
    \(\varphi\left(f_{i}\right) \leftarrow\) any color in \(L\left(f_{i}\right) \backslash\{c(i-1)\} ;\)
    if \(c(i) \in L\left(e_{i}\right)\) then \(\left.\varphi\left(e_{i}\right) \leftarrow c(i)\right\}\)
for \(i \leftarrow 2\) to \(k\) do if \(e_{i}\) is still uncolored then \(\varphi\left(e_{i}\right) \leftarrow\) any color in \(L\left(e_{i}\right)\)
```

It is easy to see that the coloring procedures in subcases $2.1 \& 2.2$ extend $\varphi$ to cover all $f_{i}$ and $e_{i}$ while maintaining the invariant. They also result in safe $v_{i}$ for all $i$. If all the hypotheses of Lemma पare satisfied, then $\varphi$ can be extended to a $\lambda$-total-coloring of $C$ and we are done. So suppose $C$ is odd and every $L\left(v_{i}\right)$ consists of the same 2 colors, say $\alpha$ and $\beta$. Consider edge $e_{i}$ such that either $\left(\varphi\left(e_{i}\right) \in \lambda\left(v_{i}\right)\right.$ and $\left.\varphi\left(e_{i}\right) \neq \varphi\left(w_{i}\right)\right)$ or $\left(\varphi\left(e_{i}\right) \in \lambda\left(v_{i+1}\right)\right.$ and $\left.\varphi\left(e_{i}\right) \neq \varphi\left(w_{i+1}\right)\right)$. Existence of such an edge is guaranteed because $k \geq 3$ and $\left|L\left(v_{i}\right)\right|=2$ for all $i$. By relabeling if necessary, we may assume $\varphi\left(e_{i}\right) \in \lambda\left(v_{i}\right)$ and $\varphi\left(e_{i}\right) \neq \varphi\left(w_{i}\right)$.

First suppose $L\left(e_{i}\right) \supset\left\{\varphi\left(e_{i}\right)\right\}$. Say that the current color of $e_{i}$ is $\gamma \notin\{\alpha, \beta\}$. Change the color of $e_{i}$ to some other color in $L\left(e_{i}\right)$. This color change affects only lists $L\left(v_{i}\right)$ and $L\left(v_{i+1}\right)$ in the following manner. Suppose the new color is either $\alpha$ or $\beta$, say wlog that it is $\alpha$. Then $L\left(v_{i}\right)$ becomes $\{\gamma, \beta\}$; and $L\left(v_{i+1}\right)$ becomes either $\{\gamma, \beta\}$ or $\{\beta\}$. Thus either Lemma or Lemma applies. Now suppose the new color is $\delta \notin\{\alpha, \beta\}$. Then $L\left(v_{i}\right)$ becomes $\{\gamma, \alpha, \beta\}$; and $L\left(v_{i+1}\right)$ becomes either $\{\gamma, \alpha, \beta\}$ or stays $\{\alpha, \beta\}$ like before. Thus Lemma applies.

Next suppose $L\left(e_{i}\right)=\left\{\varphi\left(e_{i}\right)\right\}$, but $L\left(e_{i+1}\right) \supset\left\{\varphi\left(e_{i+1}\right)\right\}$. Say $\gamma$ is the current color of $e_{i+1}$ and $\delta$ is some other color in $L\left(e_{i+1}\right)$. Recolor $e_{i+1}$ by $\delta$. If either Lemma $\square$ or Lemma [ 2 applies, then we are done. Otherwise we have $\left(\gamma \notin \lambda\left(v_{i+1}\right) \cup \lambda\left(v_{i+2}\right)\right)$ or $\left(\gamma=\varphi\left(w_{i+1}\right) \notin \lambda\left(v_{i+2}\right)\right)$ or $\left(\gamma=\varphi\left(w_{i+2}\right) \notin \lambda\left(v_{i+1}\right)\right)$ or $\left(\gamma=\varphi\left(w_{i+1}\right)=\varphi\left(w_{i+2}\right)\right)$. In that case, also recolor $e_{i}$ by $\gamma$. Now Lemma 2 applies.

Lastly suppose $L\left(e_{i}\right)=\left\{\varphi\left(e_{i}\right)\right\}$ and $L\left(e_{i+1}\right)=\left\{\varphi\left(e_{i+1}\right)\right\}$. Then we can switch the colors of $e_{i}$ and $e_{i+1}$ and still maintain the invariant! Lemma applies after the color switch.
Subcase 2.3 Subcase 2.1 does not apply, and every valid labeling of $C$ has all $\sigma(i)$ as the same one-color set, say $\{\alpha\}$. This can happen only when there exist distinct colors $\beta, \gamma, \delta, \epsilon$ all different from $\alpha$ such that for each $i$ we have $\lambda\left(e_{i}\right)=\{\alpha, \beta, \gamma, \delta, \epsilon\}$ and either $\lambda\left(v_{i}\right)=\lambda\left(e_{i}\right)$ or $\left(\{\alpha\}=\lambda\left(e_{i}\right) \backslash \lambda\left(v_{i}\right)\right.$ and $\left.\left\{\varphi\left(w_{i}\right)\right\}=\lambda\left(v_{i}\right) \backslash \lambda\left(e_{i}\right)\right)$. Color all the $f_{i}$ and $v_{i}$ using Procedure A. It is easy to see that Procedure A extends $\varphi$ to cover all $f_{i}$ and $v_{i}$ while maintaining the invariant. It also results in safe $e_{i}$ for all $i$. If all the hypotheses of Corollary $\square$ are satisfied, then $\varphi$ can be extended to a $\lambda$-total-coloring of $C$ and we are done. So suppose $C$ is odd and every $L\left(e_{i}\right)$ consists of the same 2 colors, say $\alpha$ and $\beta$. By the way Procedure A works, this can happen only when $3 \mid k$ and there exist distinct colors $\gamma, \delta, \epsilon$ all different from $\alpha, \beta$ such that Equation (II) holds for all $i$. Change the color of $v_{2}$ to the only color in $\lambda\left(v_{2}\right) \backslash\left\{\gamma, \delta, \epsilon, \varphi\left(w_{2}\right)\right\}$. This changes $L\left(e_{1}\right)$ and $L\left(e_{2}\right)$ but leaves the remaining $L\left(e_{i}\right)$ intact. After the color change and appropriate relabeling of $C$, all the hypotheses of Corollary 2 are satisfied. So $\varphi$ can be extended to a $\lambda$-total-coloring of $C$.
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#### Abstract

In this paper, we first present an $O(|V|+|E|)$-time sequential algorithm to solve the Hamiltonian problem on a distance-hereditary graph $G=(V, E)$. This algorithm is faster than the previous best result which takes $O\left(|V|^{2}\right)$ time. Let $T_{d}(|V|,|E|)$ and $P_{d}(|V|,|E|)$ denote the parallel time and processor complexities, respectively, required to construct a decomposition tree of a distance-hereditary graph on a PRAM model $M_{d}$. We also show that this problem can be solved in $O\left(T_{d}(|V|,|E|)\right.$ $+\log |V|)$ time using $O\left(P_{d}(|V|,|E|)+(|V|+|E|) / \log |V|\right)$ processors on $M_{d}$. Moreover, if $G$ is represented by its decomposition tree form, the problem can be solved optimally in $O(\log |V|)$ time using $O((|V|+$ $|E|) / \log |V|)$ processors on an EREW PRAM.


## 1 Introduction

A graph is distance-hereditary [211] if the distance stays the same between any of two vertices in every connected induced subgraph containing both (where the distance between two vertices is the length of a shortest path connecting them). Distance-hereditary graphs form a subclass of perfect graphs [61011] that are graphs $G$ in which the maximum clique size equals the chromatic number for every induced subgraph of $G$ [8]. Two well-known classes of graphs, trees and cographs, both belong to the class of distance-hereditary graphs. Properties of distance-hereditary graphs are studied by many researchers
[23, 4, 6, 7910111213,1415,161718] which resulted in sequential or parallel algorithms to solve several interesting graph-theoretical problems on this special class of graphs.

A cycle in a graph $G$ is called a Hamiltonian cycle if it contains every vertex of $G$ exactly once. A graph is said to be Hamiltonian if it contains a Hamiltonian cycle. The Hamiltonian problem is to determine whether there exists a Hamiltonian cycle in a given graph and find one if such a cycle does exist. Previous
related works on distance-hereditary graphs are summarized below. By investigating the neighborhood of the last pendant vertex in a one-vertex extensionsequence, Müller and Nicolai developed an $O(|V|(|V|+|E|))$-time sequential algorithm to solve the Hamiltonian problem on bipartite distance-hereditary graphs, where $|V|$ (respectively, $|E|$ ) is the number of vertices (respectively, edges) of the given graph [17]. In 18, Nicolai presented an $O\left(|V|^{3}\right)$-time sequential algorithm to solve the Hamiltonian problem on distance-hereditary graphs. Hung et al. [16] further reduced the above sequential complexity to $O\left(|V|^{2}\right)$. To the best of our knowledge, there is no parallel algorithm to solve the problem on distance-hereditary graphs in the literature.

In this paper, we first present an $O(|V|+|E|)$-linear-time algorithm to solve the Hamiltonian problem on distance-hereditary graphs. Let $T_{d}(|V|,|E|)$ and $P_{d}(|V|,|E|)$ denote the parallel time and processor complexities, respectively, required to construct a decomposition tree representation of a distance-hereditary graph on a PRAM model $M_{d}$. We show that the Hamiltonian problem can be solved in $O\left(T_{d}(|V|,|E|)+\log |V|\right)$ time using $O\left(P_{d}(|V|,|E|)+(|V|+|E|) / \log |V|\right)$ processors on $M_{d}$. The best known result to construct a decomposition tree needs $O\left(\log ^{2}|V|\right)$ time using $O(|V|+|E|)$ processors on a CREW PRAM 15. If $G$ is given in its decomposition tree form, the problem can be solved in $O(\log |V|)$ time using $O((|V|+|E|) / \log |V|)$ processors on an EREW PRAM. This timeprocessor complexity matches the best sequential algorithm.

## 2 Preliminaries

This paper considers finite, simple and undirected graphs $G=(V, E)$, where $V$ and $E$ are the vertex and edge sets of $G$, respectively. Let $n=|V|$ and $m=|E|$. For two graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, the union of $G_{1}$ and $G_{2}$, denoted by $G_{1} \cup G_{2}$, is the graph $\left(V_{1} \cup V_{2}, E_{1} \cup E_{2}\right)$. Let $G[X]$ denote the subgraph of $G$ induced by $X \subseteq V$. For graph-theoretic terminologies and notations not mentioned here, see [ $]$.
Definition 1 4] A graph consisting of a single vertex $v$ is a primitive distancehereditary graph with the twin set $\{v\}$. Let $G_{1}$ and $G_{2}$ be distance-hereditary graphs with the twin sets $S_{1}$ and $S_{2}$, respectively. Then, (1) The graph obtained from $G_{1}$ and $G_{2}$ by connecting every vertex of $S_{1}$ to all vertices of $S_{2}$ is a distancehereditary graph with the twin set $S_{1} \cup S_{2}$; (2) The graph obtained from $G_{1}$ and $G_{2}$ by connecting every vertex of $S_{1}$ to all vertices of $S_{2}$ is a distance-hereditary graph with the twin set $S_{1} ;(3)$ The union of $G_{1}$ and $G_{2}$ is a distance-hereditary graph with the twin set $S_{1} \cup S_{2}$.

A distance-hereditary graph $G$ is said to be formed from $G_{1}$ and $G_{2}$ by the true twin (respectively, attachment) operation if $G$ is obtained through (1) (respectively, (2)) of Definition and by the false twin operation if $G$ is obtained through (3) of Definition

For a rooted tree $T$, we use $\operatorname{root}(T)$ to denote the root of $T$. A distancehereditary graph can be represented by a binary tree form, called a decomposition tree $D_{G}$, which is defined as follows.

Definition 2 [4] (1) The tree consisting of a single vertex $v$ is a decomposition tree of a primitive distance-hereditary graph $G=(\{v\}, \emptyset)$.
(2) Let $D_{G_{1}}$ and $D_{G_{2}}$ be decomposition trees of distance-hereditary graphs $G_{1}$ and $G_{2}$, respectively. (a) If $G$ is formed from $G_{1}$ and $G_{2}$ by the true twin operation, then a tree $D_{G}$ with $\operatorname{root}\left(D_{G}\right)$ being represented by $\otimes$ and with $\operatorname{root}\left(D_{G_{1}}\right)$ and $\operatorname{root}\left(D_{G_{2}}\right)$ being the two children of $\operatorname{root}\left(D_{G}\right)$ is a decomposition tree of $G$. (b) If $G$ is formed from $G_{1}$ and $G_{2}$ by the attachment operation, then a tree $D_{G}$ with $\operatorname{root}\left(D_{G}\right)$ being represented by $\oplus$ and with the roots of $D_{G_{1}}$ and $D_{G_{2}}$ being the left and right children of $\operatorname{root}\left(D_{G}\right)$, respectively, is a decomposition tree of $G$. (c) If $G$ is formed from $G_{1}$ and $G_{2}$ by the false twin operation, then a tree $D_{G}$ with $\operatorname{root}\left(D_{G}\right)$ being represented by $\odot$ and with the roots of $D_{G_{1}}$ and $D_{G_{2}}$ being the two children of $\operatorname{root}\left(D_{G}\right)$ is a decomposition tree of $G$.

For a node $v$ in $D_{G}$, let $D_{G}(v)$ be the subtree of $D_{G}$ rooted at $v$, and let $G_{v}$ be a subgraph of $G$ induced by the leaves of $D_{G}(v)$. Also let $S_{v}$ be the twin set of $G_{v}$.

Note that a decomposition tree of a distance-hereditary graph can be constructed in $O(n+m)$ sequential time [4], and constructed in parallel in $O\left(\log ^{2} n\right)$ time using $O(n+m)$ processors on a CREW PRAM.

A closed integer interval is an ordered pair of integers $\left[t_{1}, t_{2}\right]$, with $t_{1} \leq t_{2}$. The interval $\left[t_{1}, t_{2}\right]$ represents the set $\left\{t \in \mathbf{Z} \mid t_{1} \leq t \leq t_{2}\right\}$. A path partition of a graph $G=(V, E)$ is a set of pairwise vertex disjoint paths such that the union of the vertices of these paths equals $V$. Given a distance-hereditary graph $G$ with the twin set $S$, a path partition of $G$ is said to be crucial if the endvertices of each path are in $S$. Let $\mathcal{P}_{S}(G)$ denote a crucial path partition of $G$. Furthermore, a crucial $k$-path partition of $G, \mathcal{P}_{S}^{k}(G)=\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$ is a crucial path partition of $G$ composed of exactly $k$ paths $P_{1}, P_{2}, \ldots, P_{k}$. Since all path partitions under consideration throughout this paper are crucial, the subscripts $S$ in the notations $\mathcal{P}_{S}(G)$ and $\mathcal{P}_{S}^{k}(G)$ are omitted if no ambiguity arises. Let $N(G)=\left(l_{1}, l_{2}, \ldots, l_{t}\right)$ denote the set of integers in the increasing order, i.e., $l_{1}<l_{2}<\cdots<l_{t}$, such that $G$ has a crucial $l_{i}$-path partition. As we will show later, the elements of $N(G)$ form a segment of consecutive integers, that is, $l_{i+1}=l_{i}+1$ for all $1 \leq i \leq t-1$. Thus $N(G)$ can be represented by a closed integer interval $\left[l_{1}, l_{t}\right]$. In particular, let $l_{1}$ (respectively, $l_{t}$ ) be the left (respectively, right) end-point of $N(G)$, denoted by $l(N(G))$ (respectively, $r(N(G)))$. We also define $N(G)=[0,0]$ if $G$ does not contain any crucial path partition.

## 3 A Sequential Algorithm

In the following sections, let $G$ be a distance-hereditary graph with the twin set $S$, which is formed from two distance-hereditary graphs $G_{1}$ and $G_{2}$ with the twin sets $S_{1}$ and $S_{2}$, respectively.

Lemma 1 Let $G=G_{1} \otimes G_{2}$. A crucial $q$-path partition $\mathcal{P}^{q}(G)$ can be constructed from a crucial $i$-path partition $\mathcal{P}^{i}\left(G_{1}\right)$ and a crucial $j$-path partition $\mathcal{P}^{j}\left(G_{2}\right)$, where $\operatorname{Max}\{1, \operatorname{Max}\{i, j\}-\operatorname{Min}\{i, j\}\} \leq q \leq i+j$.

Lemma 2 Let $G=G_{1} \oplus G_{2}$. A crucial path partition $\mathcal{P}^{i-j}(G)$ can be constructed from $\mathcal{P}^{i}\left(G_{1}\right)$ and $\mathcal{P}^{j}\left(G_{2}\right)$ if $i>j$.

According to the above lemmas, we can further obtain the following results.
Lemma 3 Assume that $G=G_{1} \otimes G_{2}$. Let $a_{i}$ and $b_{i}$ be positive integers for $i \in$ $\{1,2\}$. If $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, then $N(G)$ equals (1) $\left[1, b_{1}+b_{2}\right]$ when $\left[a_{1}, b_{1}\right] \cap\left[a_{2}, b_{2}\right] \neq \emptyset$; (2) $\left[a_{2}-b_{1}, b_{1}+b_{2}\right]$ when $\left[a_{1}, b_{1}\right] \cap\left[a_{2}, b_{2}\right]=\emptyset$ and $a_{2}>b_{1}$; (3) $\left[a_{1}-b_{2}, b_{1}+b_{2}\right]$ when $\left[a_{1}, b_{1}\right] \cap\left[a_{2}, b_{2}\right]=\emptyset$ and $a_{1}>b_{2}$.

Corollary 1 Assume that $G=G_{1} \otimes G_{2}$. Let $a_{i}$ and $b_{i}$ be positive integers for $i \in\{1,2\}$. If $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, then $N(G)=\left[\operatorname{MAx}\left\{1, a_{2}-\right.\right.$ $\left.\left.b_{1}, a_{1}-b_{2}\right\}, b_{1}+b_{2}\right]$.

Lemma 4 Assume that $G=G_{1} \oplus G_{2}$. Let $a_{i}$ and $b_{i}$ be positive integers for $i \in$ $\{1,2\}$. If $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, then $N(G)$ equals (1) $[0,0]$ when $a_{2} \geq b_{1}$; (2) $\left[1, b_{1}-a_{2}\right]$ when $\left[a_{1}, b_{1}\right] \cap\left[a_{2}, b_{2}\right] \neq \emptyset$ and $a_{2}<b_{1}$; (3) $\left[a_{1}-b_{2}, b_{1}-a_{2}\right]$ when $\left[a_{1}, b_{1}\right] \cap\left[a_{2}, b_{2}\right]=\emptyset$ and $a_{2}<b_{1}$.

Corollary 2 Assume that $G=G_{1} \oplus G_{2}$. Let $a_{i}$ and $b_{i}$ be positive integers for $i \in$ $\{1,2\}$. If $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, then $N(G)=\left[\operatorname{Min}\left\{\operatorname{Max}\left\{0, b_{1}-\right.\right.\right.$ $\left.\left.\left.a_{2}\right\}, \operatorname{Max}\left\{1, a_{1}-b_{2}\right\}\right\}, \operatorname{Max}\left\{0, b_{1}-a_{2}\right\}\right]$.

By the structure characterization that each vertex of $G_{1}$ is not adjacent to any vertex of $G_{2}$, we have the following result.

Lemma 5 Assume that $G=G_{1} \odot G_{2}$. Let $a_{i}$ and $b_{i}$ be positive integers for $i \in$ $\{1,2\}$. If $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, then $N(G)=\left[a_{1}+a_{2}, b_{1}+b_{2}\right]$.

Theorem 1 Let $D_{G}$ be a decomposition tree of a distance-hereditary graph $G$. If $N(G) \neq[0,0]$, then $N\left(G_{v}\right)=\left[a_{v}, b_{v}\right]$ for all nodes $v$ in $D_{G}$, where $a_{v} \leq b_{v} \in \mathbf{Z}^{+}$.

Theorem 2 Let $G=G_{1} \otimes G_{2}$ or $G=G_{1} \oplus G_{2}$ and let $|V(G)| \geq 3$. Then, $G$ has a Hamiltonian cycle if and only if $N\left(G_{1}\right) \cap N\left(G_{2}\right) \neq \emptyset$ and $N\left(G_{i}\right) \neq[0,0]$, $i \in\{1,2\}$.

In the remaining of this section, we develop an $O(n+m)$-linear-time sequential algorithm to solve the Hamiltonian problem on distance-hereditary graphs. Consider a Hamiltonian distance-hereditary graph $G$. Let $x$ be an arbitrary nonroot node of $D_{G}$. Given a Hamiltonian cycle $C$ of $G$, it is clear that this cycle in $G_{x}$ forms a crucial $k$-path partition of $G_{x}$ for some $1 \leq k \leq\left|V\left(G_{x}\right)\right|$. In particular, we refer such a $k$ to be the target number $\operatorname{tar}_{C}(x)$ of $G_{x}$ (the subscript $C$ can be omitted from the notation if no ambiguity aries). Note that $\operatorname{tar}(l)=1$ if $l$ is a leaf of $D_{G}$. For a non-root internal node $v \in V\left(D_{G}\right)$ with the two children $u$ and
$w, \mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)$ can be constructed from $\mathcal{P}^{\operatorname{tar}(u)}\left(G_{u}\right)$ and $\mathcal{P}^{\operatorname{tar}(w)}\left(G_{w}\right)$ by augmenting some specified edges in $S_{u} \times S_{w}$. These edges are called marked edges of $\mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)$, denoted by $M\left(\mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)\right)$. Clearly, $\mathcal{P}^{\operatorname{tar}(u)}\left(G_{u}\right)$ and $\mathcal{P}^{\operatorname{tar}(w)}\left(G_{w}\right)$ interleaved with $M\left(\mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)\right)$ form $\mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)$.

Assume that $N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$. Given $N(G)$ and a fixed non-zero number $q \in N(G)$, we can summarize the values of $q_{1}$ and $q_{2}$ in $O(1)$ time such that $\mathcal{P}^{q}(G)$ can be constructed from $\mathcal{P}^{q_{1}}\left(G_{1}\right)$ and $\mathcal{P}^{q_{2}}\left(G_{2}\right)$. We now describes our algorithm in details.

Phase 1: Compute $N\left(G_{x}\right)$ for each non-root node $x$ of $D_{G}$. Initially, let $N\left(G_{l}\right)=$ [ 1,1 ] for each leaf $l$. By Lemmas 38, the desired values can be computed by a bottom-up evaluation process. During the progress of computation, if $N\left(G_{v}\right)=[0,0]$ for some node $v$, we terminate the algorithm and exit. Otherwise, all nodes of $D_{G}$ are associated with the desired values. Clearly, this phase takes $O(n)$ time.
Phase 2: Compute the target number $\operatorname{tar}(x)$ for each non-root node $x$. Assume that $y$ and $z$ are the left and right children of $\operatorname{root}\left(D_{G}\right)$, respectively. Select an arbitrary number $k \in N\left(G_{y}\right) \cap N\left(G_{z}\right)$ and let $\operatorname{tar}(y)=\operatorname{tar}(z)=k$. For each non-root internal node $v$ with the two children $u$ and $w$, select $\operatorname{tar}(u)$ and $\operatorname{tar}(w)$ such that $\mathcal{P}^{\operatorname{tar}(v)}\left(G_{v}\right)$ can be constructed from $\mathcal{P}^{\operatorname{tar}(u)}\left(G_{u}\right)$ and $\mathcal{P}^{\operatorname{tar}(w)}\left(G_{w}\right)$. This phase takes $O(n)$ time.
Phase 3: Find a set of edges to form a Hamiltonian cycle of $G$ in $O(n+m)$ time using the information obtained in the previous two phases.

## 4 A Parallel Algorithm

### 4.1 Computing $N\left(G_{v}\right)$

Let $u$ and $w$ be the left and right children, respectively, of an internal node $v$ in $D_{G}$. Also let $N\left(G_{u}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{w}\right)=\left[a_{2}, b_{2}\right]$. If $v$ is $\otimes($ respectively, $\odot)$, then the formulas in Corollary 1 (respectively, Lemma (5) are used to compute $N\left(G_{v}\right)$, after relaxing the original constraint of requiring two numbers $a_{i}$ and $b_{i}$, $i \in\{1,2\}$, being positive integers to integers. For ease of parallel implementation, we adopt the following formula to compute $N\left(G_{v}\right)$ instead of that in Corollary 2

$$
\begin{equation*}
N\left(G_{v}\right)=\left[\operatorname{Max}\left\{1, a_{1}-b_{2}\right\}, b_{1}-a_{2}\right] . \tag{1}
\end{equation*}
$$

Recall that the input graph $G$ considered in this paper is connected with $n>2$. In fact, the type of $\operatorname{root}\left(D_{G}\right)$ (that is, $\otimes$-node or $\oplus$-node) does not effect the correctness of our algorithms. From now on, we further assume that $\operatorname{root}\left(D_{G}\right)$ is a $\otimes$-node for convenience. By a bottom-up evaluation process, the following result can be obtained.

Lemma 6 Assume that $N\left(G_{u}\right)$ is computed for each non-leaf node u using Equation 四 and the formulas described in Corollary $\square$ and Lemma 廌 Let $y$ and $z$ be the two children of $\operatorname{root}\left(D_{G}\right)$. Then, $G$ is Hamiltonian if and only if $r\left(N\left(G_{v}\right)\right)>0$ for all nodes $v$, and $N\left(G_{y}\right) \cap N\left(G_{z}\right) \neq \emptyset$.

In the rest of this section, we apply the binary tree contraction technique described in [1] to compute $N\left(G_{v}\right)$ using Equation 1 and the formulas described in Corollary 1 and Lemma 5 . This technique recursively applies the two operations, prune and bypass, to a given binary tree. $\operatorname{Prune}(u)$ is the operation which removes a leaf node $u$ from the current tree, and $\operatorname{bypass}(v)$ is the operation that removes a node $v$ with exactly one child $w$ and then let the parent of $v$ become the new parent of $w$.

Lemma 7 [1] If the prune operation and the bypass operation can be performed by one processor in a constant time, then the binary tree contraction algorithm can be implemented in $O(\log n)$ time using $O(n / \log n)$ processors on an EREW PRAM, where $n$ is the number of nodes in the input binary tree.

Definition 3 A pair of binary functions $F(x, y)=[f(x, y), g(x, y)]$, where $f, g$ : $\mathbf{Z}^{2} \mapsto \mathbf{Z}$, possess the closed form if the following two conditions hold. (1) $f(x, y)=$ $\operatorname{Max}\left\{x+c_{1},-y+c_{2}, d\right\}$, where $c_{i}, d \in \mathbf{Z} \cup\{-\infty\}$ and $c_{1}, c_{2}, d$ cannot be $-\infty$ at the same time; (2) $g(x, y)=e-\operatorname{Max}\left\{x+h_{1},-y+h_{2}, j\right\}$, where $h_{i}, j \in \mathbf{Z} \cup\{-\infty\}$, $e \in \mathbf{Z}$, and $h_{1}, h_{2}, j$ cannot be $-\infty$ at the same time.

For a pair of binary functions $F(x, y)=[f(x, y), g(x, y)]$, let $l(F)$ and $r(F)$ be $f(x, y)$ and $g(x, y)$, respectively.

Lemma 8 Let $F_{1}$ and $F_{2}$ be two arbitrary function pairs possessing the closed form. Then, $F_{1} \circ\left(l\left(F_{2}\right), r\left(F_{2}\right)\right)$ also possess the closed form.

Given a decomposition tree $D_{G}$, we next develop a parallel algorithm to compute $N\left(G_{v}\right)$ for each node $v$ in $D_{G}$. For a node $u$ in the current tree $H$, let $\operatorname{par}_{H}(u)$ (respectively, $\operatorname{child}_{H}(u)$ ) denote the parent (respectively, children) of $u$, and let $\operatorname{sib}_{H}(u)$ denote the sibling of $u$. The subscript $H$ can be omitted if no ambiguity arises. Recall that $l\left(N\left(G_{u}\right)\right)$ (respectively, $r\left(N\left(G_{u}\right)\right)$ ) is the left (respectively, right) end-point of the $N\left(G_{u}\right)$.

During the process of executing the tree contraction, we aim at constructing a pair of binary functions $\left[f_{v}(x, y), g_{v}(x, y)\right]$ associated with each node $v$ of the current tree such that both functions possess the closed form and satisfies the invariant described below. Let $v$ be an internal node in the current tree whose left and right children are $u$ and $w$, respectively. Also let $\delta(u, v)$ and $\delta(w, v)$ be the left and right children of $v$ in the original tree, respectively. Note that $\delta(u, v)$ and $\delta(w, v)$ are ancestors of $u$ and $w$ in the original tree, respectively. From now on, we call $\delta(u, v)$ (respectively, $\delta(w, v)$ ) replacing ancestors of $u$ (respectively, $w)$ with respect to $v$, and abbreviate it to $\delta(u)$ (respectively, $\delta(w)$ ) if no ambiguity arises.

Invariant: Once $l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right), l\left(N\left(G_{w}\right)\right)$, and $r\left(N\left(G_{w}\right)\right)$ are computed and provided as the inputs of $\left[f_{u}(x, y), g_{u}(x, y)\right]$ and $\left[f_{w}(x, y), g_{w}(x, y)\right]$, the following three statements hold:
S1: $N\left(G_{\delta(u)}\right)=\left[f_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right), g_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right)\right]$;

S2: $N\left(G_{\delta(w)}\right)=\left[f_{w}\left(l\left(N\left(G_{w}\right)\right), r\left(N\left(G_{w}\right)\right)\right), g_{w}\left(l\left(N\left(G_{w}\right)\right), r\left(N\left(G_{w}\right)\right)\right)\right]$;
S3: $N\left(G_{v}\right)$ can be computed using $N\left(G_{\delta(u)}\right)$ and $N\left(G_{\delta(w)}\right)$.
For a node $v$ in the current tree, we call the above functions $f_{v}(x, y)$ and $g_{v}(x, y)$ the crucial functions of $v$. We next describe the details of our algorithm. Initially, for each node $v$ in the given tree we construct $f_{v}(x, y)=\operatorname{Max}\{x+$ $0,-y+(-\infty),-\infty\}$ and $g_{v}(x, y)=0-\operatorname{Max}\{x+(-\infty),-y+0,-\infty\}$. Moreover, if $v$ is a leaf, then let $l\left(N\left(G_{v}\right)\right)=r\left(N\left(G_{v}\right)\right)=1$. In the execution of the tree contraction, assume that prune( $u$ ) and bypass(par(u)) are performed consecutively. Let $\operatorname{par}(u)=v$ and $\operatorname{sib}(u)=w$ in the current tree. Assume that $\left[f_{u}(x, y), g_{u}(x, y)\right]$ and $\left[f_{w}(x, y), g_{w}(x, y)\right]$ are crucial functions of $u$ and $w$ in the current tree, respectively. Thus we have $N\left(G_{\delta(u)}\right)=\left[f_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right)\right.$, $\left.g_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right)\right] ; N\left(G_{\delta(w)}\right)=\left[f_{w}\left(l\left(N\left(G_{w}\right)\right), r\left(N\left(G_{w}\right)\right)\right), g_{w}\left(l\left(N\left(G_{w}\right)\right)\right.\right.$, $\left.\left.r\left(N\left(G_{w}\right)\right)\right)\right]$. Since $u$ is a leaf, $l\left(N\left(G_{u}\right)\right)=r\left(N\left(G_{u}\right)\right)=1$. Therefore, $N\left(G_{\delta(u)}\right)$ can be obtained through the function evaluation. On the other hand, since $w$ may not be a leaf in the current tree, $l\left(N\left(G_{w}\right)\right)$ and $r\left(N\left(G_{w}\right)\right)$ are indeterminate values represented by the variables $x$ and $y$, respectively. Hence, $N\left(G_{\delta(w)}\right)$ can be represented by the interval $\left[f_{w}(x, y), g_{w}(x, y)\right]$. Let $s=f_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right)$ $=f_{u}(1,1) ; t=g_{u}\left(l\left(N\left(G_{u}\right)\right), r\left(N\left(G_{u}\right)\right)\right)=g_{u}(1,1) ; l\left(N\left(G_{\delta(w)}\right)\right)=f_{w}\left(l\left(N\left(G_{w}\right)\right)\right.$, $\left.r\left(N\left(G_{w}\right)\right)\right)=f_{w}(x, y)=\operatorname{MAx}\left\{x+c_{1},-y+c_{2}, d\right\} ; r\left(N\left(G_{\delta(w)}\right)\right)=g_{w}\left(l\left(N\left(G_{w}\right)\right)\right.$, $\left.r\left(N\left(G_{w}\right)\right)\right)=g_{w}(x, y)=e-\operatorname{Max}\left\{x+h_{1},-y+h_{2}, j\right\}$. We then construct the following two intermediate functions in order to form $N\left(G_{v}\right)$ from those of $\delta(u)$ and $\delta(w)$ :

CASE A: $v$ is a $\otimes$-node. According to Corollary (ll we construct the following functions.

Case A1: $w$ is the left child of $v$. Then, $N\left(G_{v}\right)=\left[\operatorname{Max}\left\{1, l\left(N\left(G_{\delta(u)}\right)\right)-\right.\right.$ $\left.\left.r\left(N\left(G_{\delta(w)}\right)\right), l\left(N\left(G_{\delta(w)}\right)\right)-r\left(N\left(G_{\delta(u)}\right)\right)\right\}, r\left(N\left(G_{\delta(w)}\right)\right)+r\left(N\left(G_{\delta(u)}\right)\right)\right]$
$=\left[\operatorname{Max}\left\{x+\operatorname{Max}\left\{s-e+h_{1}, c_{1}-t\right\},-y+\operatorname{Max}\left\{s-e+h_{2}, c_{2}-t\right\}, \operatorname{Max}\{1, s-\right.\right.$ $\left.e+j, d-t\}\},(e+t)-\operatorname{Max}\left\{x+h_{1},-y+h_{2}, j\right\}\right]$
CASE A2: $w$ is the right child of $v_{i}$. The construction is similar to that of Case A1.

Case B: $v$ is a $\oplus$-node. According to Equation we construct the following functions.

CASE B1: $w$ is the left child of $v$. Then, $N\left(G_{v}\right)=\left[\operatorname{Max}\left\{1, l\left(N\left(G_{\delta(w)}\right)\right)-\right.\right.$ $\left.\left.r\left(N\left(G_{\delta(u)}\right)\right)\right\}, r\left(N\left(G_{\delta(w)}\right)\right)-l\left(N\left(G_{\delta(u)}\right)\right)\right]=\left[\operatorname{Max}\left\{x+\left(c_{1}-t\right),-y+\left(c_{2}-\right.\right.\right.$ $\left.t), \operatorname{Max}\{1, d-t\}\},(e-s)-\operatorname{Max}\left\{x+h_{1},-y+h_{2}, j\right\}\right]$.
Case B2: $w$ is the right child of $v_{i}$. The construction is similar to Case B1.
Case C: $v$ is a $\odot$-node. According to Lemma $N\left(G_{v}\right)=\left[l\left(N\left(G_{\delta(w)}\right)\right)+\right.$ $\left.l\left(N\left(G_{\delta(u)}\right)\right), r\left(N\left(G_{\delta(w)}\right)\right)+r\left(N\left(G_{\delta(u)}\right)\right)\right]=\left[\operatorname{Max}\left\{x+\left(c_{1}+s\right),-y+\left(c_{2}+s\right), d+\right.\right.$ $\left.s\},(e+t)-\operatorname{Max}\left\{x+h_{1},-y+h_{2}, j\right\}\right]$.

Therefore, the functions representing $N\left(G_{v}\right)$ in Cases A-C all possess the closed form. Let $H$ denote the current tree. We construct the above functions after executing prune $(u)$. Given the two functions $l\left(N\left(G_{v}\right)\right)$ and $r\left(N\left(G_{v}\right)\right)$ constructed above, the contribution to the left and right end-points of $N\left(G_{p a r_{H}(v)}\right)$
can be obtained using $f_{v}\left(l\left(N\left(G_{v}\right)\right), r\left(N\left(G_{v}\right)\right)\right)$ and $g_{v}\left(l\left(N\left(G_{v}\right)\right), r\left(N\left(G_{v}\right)\right)\right)$. The functions are constructed for $w$ after executing $\operatorname{bypass}\left(\operatorname{par}_{H}(u)\right)=\operatorname{bypass}(v)$. By Lemma 8 , the above functions possess the closed form. Therefore, during the process of executing the binary tree contraction, the crucial functions constructed after executing prune(u) and bypass(par(u)) can be implemented in $O(1)$ time using one processor. This implies that the interval $N\left(G_{v}\right)$ for each node $v \in V\left(D_{G}\right)$, can be computed in $O(\log n)$ time using $O(n / \log n)$ processors on an EREW PRAM.

After computing $N\left(G_{v}\right)$, we check whether $G$ is Hamiltonian by Lemma 6 This can be implemented in $O(1)$ time using $O(n)$ processors on an EREW PRAM. If $G$ is Hamiltonian, then a Hamiltonian cycle of $G$ can be generated using the method described in Section 4.2

### 4.2 Computing $\operatorname{tar}(x)$

Given a decomposition tree $D_{G}$ associated with $N\left(G_{x}\right), x \in V\left(D_{G}\right)$, we present an algorithm to compute $\operatorname{tar}(x)$ in $O(\log n)$ time using $O(n / \log n)$ processors on an EREW PRAM based on the binary tree contraction technique.

For an internal node $v$ with the two children $u$ and $w$ in $D_{G}$, recall that $G_{v}$ is constructed from $G_{u}$ and $G_{w}$ using one of the three operations defined in Definition For a positive integer $q_{v} \in N\left(G_{v}\right)$, we call $q_{u} \in N\left(G_{u}\right)$ and $q_{w} \in N\left(G_{w}\right)$ contributing numbers of $q_{v}$ if a crucial $q_{v}$-path partition $\mathcal{P}^{q_{v}}\left(G_{v}\right)$ can be constructed from crucial path partitions $\mathcal{P}^{q_{u}}\left(G_{u}\right)$ and $\mathcal{P}^{q_{w}}\left(G_{w}\right)$. Two functions $f_{u}: N\left(G_{v}\right) \mapsto N\left(G_{u}\right)$ and $f_{w}: N\left(G_{v}\right) \mapsto N\left(G_{w}\right)$ are said to be contributing functions of $v$ if $f_{u}\left(q_{v}\right)=q_{u}$ and $f_{w}\left(q_{v}\right)=q_{w}$.

On the other hand, consider a distance-hereditary graph $G$ obtained from the two distance-hereditary graphs $G_{1}$ and $G_{2}$. Recall that, for a fixed $q \in N(G)$, we can return the contributing numbers $q_{1} \in N\left(G_{1}\right)$ and $q_{2} \in N\left(G_{2}\right)$ of $q$ in $O(1)$ time. For ease of parallel implementation, we further observe that given $q \in N(G), N\left(G_{1}\right)=\left[a_{1}, b_{1}\right]$ and $N\left(G_{2}\right)=\left[a_{2}, b_{2}\right]$, two values of $q_{1}$ (respectively, $q_{2}$ ) can be obtained using the closed formula.

Observation 1 For each non-root internal node $v \in D_{G}$ with the two children $u$ and $w$, we can construct contributing functions of $v$ having the unique form $\operatorname{Min}\{\operatorname{Max}\{ \pm x+c, a\}, b\}$, where $x$ is a variable drawn from $\mathbf{Z}^{+}, a \in \mathbf{Z} \cup\{-\infty\}$, $b \in \mathbf{Z} \cup\{\infty\}$, and $c \in \mathbf{Z}$.

We call the form min-max form and call the function with the min-max form min-max function.
Lemma 9 The class of min-max functions is closed under composition.
In the rest of this section, we assume that the input of our algorithm is a decomposition tree $D_{G}$ satisfying the following condition. For each non-root internal node $v$ with the two children $u$ and $w$, the edges $(u, v)$ and $(w, v)$ are associated with the contributing functions $f_{u}$ and $f_{w}$ of $v$, respectively. In particular, two edges incident with $\operatorname{root}\left(D_{G}\right)$ are associated with two identity functions. Note that the identity functions clearly possess the min-max form. Our parallel algorithm consists of two stages, called the tree contraction stage and
the unwrapping stage. In the tree contraction stage, we use the binary tree contraction technique to contract the given tree into a tree-node tree $T_{3}$. During the contraction, we also construct min-max functions (described latter) associated with the remaining edges of the current tree. In the unwrapping stage, we restore $T_{3}$ into the original tree to compute the target values progressively.
The Tree Contraction Stage. In the execution of the tree contraction, assume that prune ( $u$ ) and bypass (par $(u)$ ) are performed consecutively. Without loss of generality, assume that $u$ is the left child of $\operatorname{par}(u)=v$ (the case of $u$ being the right child can be handled similarly). Let $\operatorname{sib}(u)=w$ and $v^{\prime}$ be the parent of $v$ in the current tree. Also assume that $f_{v}, f_{u}$ and $f_{w}$ are three contributing min-max functions associated with $\left(v, v^{\prime}\right),(u, v)$ and $(w, v)$, respectively. After executing prune $(u)$ and then bypass $(v)$, the edge $\left(w, v^{\prime}\right)$ is associated with the function $f_{w} \circ f_{v}$. Note that $f_{w} \circ f_{v}$ also possesses the min-max form by Lemma 9

After executing the binary tree contraction, a three-node tree $T_{3}$ is obtained. Note that the two functions associated with two edges of $T_{3}$ are both constant functions 1. Assume that $y$ and $z$ be the left and right children of $D_{G}$. Let $N\left(G_{y}\right)=\left[a_{y}, b_{y}\right]$ and $N\left(G_{z}\right)=\left[a_{z}, b_{z}\right]$. We first set $\operatorname{tar}\left(\operatorname{root}\left(D_{G}\right)\right)=$ $\operatorname{tar}\left(\operatorname{root}\left(T_{3}\right)\right)=q \in\left[a_{y}, b_{y}\right] \cap\left[a_{z}, b_{z}\right]$ and then go on the next stage.
The Unwrapping Stage. This stage is to restore $T_{3}$ into $D_{G}$ together with some function evaluations. Define two operations arcprune and arcbypass, denoted by prune ${ }^{-1}$ and bypass ${ }^{-1}$, respectively. Prune ${ }^{-1}$ (respectively, bypass ${ }^{-1}$ ) is the operation that restores the node deleted by prune (respectively, bypass), that is, $\operatorname{prune}^{-1}(\operatorname{prune}(u))=u\left(\right.$ respectively, bypass $\left.^{-1}(\operatorname{bypass}(v))=v\right)$. Consider an internal node $w$ of the current tree from which two nodes $u$ and $v$ will be restored as the two children of $w$ in the next step. Let $T(w)$ be the subtree rooted at $w$ in the current tree $T$ and $\operatorname{par}_{T}(w)=t$. Without loss of generality, assume that $\operatorname{bypass}^{-1}(\operatorname{bypass}(v))=v$ and prune ${ }^{-1}($ prune $(u))=u$ are restored consecutively such that in the current tree $T^{\prime}, u$ is the leaf-child of $v$ and $w$ is the other child of $v$ in $T^{\prime}$. Also assume that $g_{v}$ and $g_{u}$ are two min-max functions associated with $(v, t)$ and $(u, v)$, respectively. Note that $\operatorname{tar}(t)$ is obtained in the previous step. We evaluate $\operatorname{tar}(v)=g_{v}(\operatorname{tar}(t))$ and let $\operatorname{tar}(u)=1$ because $g_{u}$ must be the constant function 1.
Lemma 10 Given a decomposition tree $D_{G}$, the target values for all nodes can be computed in $O(\log n)$ time using $O(n / \log n)$ processors on an EREW PRAM.

Given a decomposition tree $D_{G}$ with $\operatorname{tar}(x)$ being associated with each node $x \in V\left(D_{G}\right)$, we can find those edges to form a Hamiltonian cycle in $O(\log n)$ time using $O(m / \log n)$ processors on an EREW PRAM. The details are omitted due to limited space. Let $T_{d}(n, m)$ and $P_{d}(n, m)$ denote the parallel time and processor complexities, respectively, required to construct a decomposition tree of a distance-hereditary graph $G=(V, E)$ on a PRAM model $M_{d}$.

Theorem 3 The Hamiltonian problem on distance-hereditary graphs can be solved in $O\left(T_{d}(n, m)+\log n\right)$ time using $O\left(P_{d}(n, m)+(n+m) / \log n\right)$ processors on $M_{d}$. Moreover, if a decomposition tree is given, the problem can be solved in $O(\log n)$ time using $O((n+m) / \log n)$ processors on an EREW PRAM.
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#### Abstract

The applicability of the accommodating function, a relatively new measure for the quality of on-line algorithms, is extended. If a limited amount $n$ of some resource is available, the accommodating function $\mathcal{A}(\alpha)$ is the competitive ratio when input sequences are restricted to those for which the amount $\alpha n$ of resources suffices for an optimal off-line algorithm. The accommodating function was originally used only for $\alpha \geq 1$. We focus on $\alpha<1$, observe that the function now appears interesting for a greater variety of problems, and use it to make new distinctions between known algorithms and to find new ones.


## 1 Introduction

The Accommodating Function. The accommodating function $\mathcal{A}$ is a new performance measure for on-line optimization problems with a limited amount $n$ of some resource. Informally, $\mathcal{A}(\alpha)$ is the competitive ratio when input sequences are restricted to those for which an optimal off-line algorithm does not benefit from having more than the amount $\alpha n$ of resources. The accommodating function was recently defined in [6], and it was applied to various problems in [6] and [I], but only for $\alpha \geq 1$. In this paper, values of $\alpha<1$ are considered for the first time. The accommodating function is formally defined in Section 2

Background and Motivation. The original motivation for considering this type of restriction of request sequences is from the Seat Reservation Problem [5], the problem of assigning seats to passengers in a train on-line, in a "fair" manner, to maximize earnings. For the unit price version, the competitive ratio for this problem is $\Theta\left(\frac{1}{k}\right)$, where $k$ is the number of stations where the train stops. This very discouraging performance cannot occur, however, for realistic request sequences. Since the management is often able to judge approximately how many cars are necessary to accommodate all requests, it is more realistic to consider only request sequences that can be fully accommodated by an optimal off-line algorithm. Such sequences, corresponding to $\alpha=1$, are called accommodating sequences. For the unit price problem, $\mathcal{A}(1) \geq \frac{1}{2}$ [5].

[^6]The idea of restricting the adversary to only giving accommodating sequences carries over to any optimization problem with some limited resource, such as the seats in a train. Thus, for instance, it can be used on the $k$-Server Problem, where the servers constitute a limited resource since there are only $k$ of them, or scheduling problems, where there is only a fixed number of machines.

In addition to giving rise to new interesting algorithmic and analytical problems, the accommodating function, compared to just one ratio, contains more information about the on-line algorithms. This information can be exploited in several ways. The shape of the function, for instance, can be used to warn against critical scenarios, where the performance of the on-line algorithm compared to the off-line can suddenly drop rapidly when fewer resources are available.

In [6] a variant of bin packing is investigated, for which the number of bins is fixed and the goal is to maximize the number of items packed. The bins have height $k$ and the items are integer sized. It is shown that, in general, Worst-Fit has a strictly better competitive ratio than First-Fit, while, in the special case of accommodating sequences, First-Fit has a strictly better competitive ratio than Worst-Fit. In this case, the competitive ratio on accommodating sequences seems the more appropriate measure, since it is constant while, in the general case, the competitive ratio is $\Theta\left(\frac{1}{k}\right)$, basically due to some sequences which seem very contrived. This shows that in addition to giving more realistic performance measures for some problems, the competitive ratio on accommodating sequences can be used to distinguish between algorithms, showing, not surprisingly, that the decision as to which algorithm should be used depends on what sort of request sequence is expected. The obvious question at this point was: Where is the cross-over point? When does First-Fit become better than Worst-Fit? This is another motivation for considering the accommodating function.

Main Contribution. In [6], the accommodating function was investigated for $\alpha \geq 1$. In this paper we extend the definition of the accommodating function to include $\alpha<1$. As example problems, we first consider two maximization problems. For Unrestricted Bin Packing, we show upper and lower bounds for First-Fit and investigate a new variant of Unfair-First-Fit [1], called Unfair-First-Fit ${ }_{\alpha}$, which turns out to be better than First-Fit for $\alpha$ close to 1. For Seat Reservation, we consider three deterministic algorithms, which asymptotically have the same competitive ratio on accommodating sequences, and show that these algorithms can be distinguished using the proposed extension of the accommodating function. Finally, we consider well known on-line minimization problems to emphasize the broad scope of the accommodating function for $\alpha<1$.

The Accommodating Function for Two Maximization Problems. For the Seat Reservation Problem, considering the accommodating function for $\alpha<$ 1 corresponds to the situation where the management has provided more cars than needed by an optimal off-line algorithm to accommodate all passenger requests. This seems to be a desirable situation, since the only way the train company can hope to accommodate all requests on-line is by having more resources than would be necessary if the problem was solved optimally off-line.

In this paper, we obtain positive and negative results on the accommodating function for the problem in general and for First-Fit and Worst-Fit in particular. The results for FirstFit and Worst-Fit are depicted in Figure 1 to the left of the line $\alpha=1$. To the right of this line, general results from [6] are shown.

The competitive ratio on accommodating sequences fails to distinguish between fair algorithms for the Seat Reservation Problem (they all have ratio $\frac{1}{2}$ in the limit). In contrast, we investigate the accommodating


Fig. 1. Bounds on $\mathcal{A}(\alpha)$ for the Seat Reservation Problem. function at $\alpha=\frac{1}{3}$ for three different algorithms and discover that Worst-Fit is the worst there, First-Fit is better, and Kierstead-Trotter has competitive ratio 1 at $\alpha=\frac{1}{3}$.

We also consider another maximization problem, a variant of bin packing called Unrestricted Bin Packing. We obtain positive and negative results on the accommodating function for the problem in general and for First-Fit in particular. The results for First-Fit are depicted in Figure 2 to the left of the line $\alpha=1$. The results to the right of the line are from [6]. Moreover, we show how positive results for accommodating sequences can be extended in a fairly general manner to better bounds on the competitive ratio for more restricted sets of input


Fig. 2. Bounds on $\mathcal{A}_{\text {FF }}(\alpha)$ for Unrestricted Bin Packing. sequences. Thus, accommodating sequences play a more important role than originally anticipated. One can also see from the graphs in Figures $\square$ and that accommodating sequences have unique properties; the shape of the curve seems to often change significantly at $\alpha=1$. In addition, for Unrestricted Bin Packing, we investigate a new algorithm, Unfair-First-Fit ${ }_{\alpha}$, showing that knowledge of $\alpha$ can be exploited to obtain a better performance ratio.

The Connection to Resource Augmentation. Resource augmentation is another technique which is used to give more realistic results when the standard competitive ratio seems too negative [12]. With resource augmentation analysis, the on-line algorithm is given more resources than the off-line algorithm, but the performance ratio is still the worst case over all request sequences. There is clearly a similarity between resource augmentation and the accommodating
function with $\alpha<1$. The similarities and differences are discussed in section [5 which includes examples showing that the accommodating function can give more optimistic results.

Due to space limitations, the proofs below have been eliminated. See the full paper [4].

## 2 The Accommodating Function

If $\mathbb{A}$ is an on-line algorithm for a maximization (minimization) problem, then, for any input sequence $I$ for the problem, $\mathbb{A}(I)$ denotes the value (cost) of running $\mathbb{A}$ on $I$. For any maximization (minimization) problem, OPT denotes an optimal off-line algorithm for the problem, and OPT $(I)$ denotes the value (cost) of OPT when run on $I$. For a problem with some limited resource, $\mathrm{OPT}_{n}$ denotes the value (cost) of OPT when the amount $n$ of the limited resource is available.

Definition 1. Let $P$ be an on-line problem with a fixed amount $n$ of resources. For any $\alpha>0$, an input sequence $I$ is said to be an $\alpha$-sequence, if $O P T_{\alpha n}(I)=$ $O P T_{n^{\prime}}(I)$, for all $n^{\prime} \geq \alpha n$. 1-sequences are also called accommodating sequences.

If an input sequence is an $\alpha$-sequence, then OPT does not benefit from having more than the amount $\alpha n$ of resources. Thus, if an input sequence is an accommodating sequence, then OPT does not benefit from having more resources than the amount already available. For many problems, the amount $n$ of the resource is always a natural number. In that case, one should only consider values of $\alpha$ such that $\alpha n \in \mathbb{N}$. If not, we define $\mathcal{A}(\alpha)$ to have the same value as $\mathcal{A}\left(\frac{\lfloor\alpha n\rfloor}{n}\right)$. Thus, $\mathcal{A}$ becomes a step function.

Definition 2. Let $\mathbb{A}$ be an on-line algorithm for a maximization (minimization) problem. Then $\mathbb{A}$ is $c$-competitive on $\alpha$-sequences, if there exists a constant $b$, such that $\mathbb{A}(I) \geq c \cdot O P T(I)-b(\mathbb{A}(I) \leq c \cdot O P T(I)+b)$, for any $\alpha$-sequence $I$. The accommodating function is defined as $\mathcal{A}_{\mathbb{A}}(\alpha)=\sup \{c \mid$ $\mathbb{A}$ is $c$-competitive on $\alpha$-sequences $\}(\inf \{c \mid \mathbb{A}$ is $c$-competitive on $\alpha$-sequences $\})$.

## 3 Unrestricted Bin Packing

In this section we consider a maximization variant of Bin Packing, called Unrestricted Bin Packing, in which the objective is to maximize the number of items accepted within $n$ bins all of the same size $k \in \mathbb{N}$. An input sequence consists of integer-sized items, and an $\alpha$-sequence can be packed (by an optimal off-line algorithm) within $\alpha n$ bins.

We use the following notation for a given $\alpha \leq 1$. Assume that we have a numbering of the bins from 1 to $n$. The first $\alpha n$ bins, denoted $B_{A}$, are called internal bins, and the remaining $n-\alpha n$ bins, denoted $B_{X}$, are called external bins. Whenever we consider a fixed request sequence, we let $A$ denote the set of items accepted within internal bins, and let $X$ denote the set of items accepted within the external bins. The set $R$ contains the remaining (rejected) items. The bounds on First-Fit found in this section are depicted in Figure [2]

Definition 3. An algorithm for Unrestricted Bin Packing is called fair if it never rejects an item that it is able to pack.

Theorem 1. Any fair algorithm $\mathbb{A}$ for Unrestricted Bin Packing has $\mathcal{A}_{\mathbb{A}}(\alpha) \geq$ $\frac{1}{1+\alpha-\frac{1}{k}}$, when $\alpha \leq 1$.

This performance guarantee is asymptotically tight due to Worst-Fit's behavior.

The proof of Theorem $\mathbb{1}$ shows that fair algorithms will reject less than $\alpha n$ items. When considering First-Fit, a stronger fact can be shown, namely that $\alpha n$ is an upper bound on the number of items not packed in the internal bins, i.e., $|R|+|X|<\alpha n$. Similar results can be shown for a broader class of algorithms.

Definition 4. Consider any $\alpha$-sequence $I$ with $\alpha \leq 1$ and an algorithm $\mathbb{A}$. Let $X^{\prime}$ be the set of items in I which $\mathbb{A}$ places as the first in some external bin, so $X^{\prime} \subset X$. Define $f(I)$ to be the subsequence of $I$ consisting of those requests in $A \cup X^{\prime} \cup R$. An algorithm $\mathbb{A}$ is said to be uniform if, for any sequence $I$, when $\mathbb{A}$ processes $f(I)$ using $\alpha$ n bins (and any $\alpha$ the algorithm may use internally set to 1), it accepts exactly those items in $A$.

Lemma 1. For any fair, uniform algorithm $\mathbb{A}$ and any $\alpha$-sequence, with $\alpha \leq 1$, $|R|+\left|X^{\prime}\right|<\alpha n$ and whenever $|R|>0,\left|X^{\prime}\right|=n-\alpha n$.

Note that, by Lemma any fair, uniform algorithm is optimal when $\alpha \leq \frac{1}{2}$. This can be seen in the following way. For $\alpha \leq \frac{1}{2},|R|+\left|X^{\prime}\right|<\alpha n$ and $\left|X^{\prime}\right|=$ $n-\alpha n$ cannot both be fulfilled. Thus, for any fair, uniform algorithm, $|R|=0$ when $\alpha \leq \frac{1}{2}$.

First-Fit is a fair, uniform algorithm, as are other algorithms, such as BestFit. For such algorithms, the theorem below extends good performance guarantees obtained on accommodating sequences to results for the accommodating function for $\alpha<1$. The theorem can also be applied to some algorithms which are not fair.

Theorem 2. Suppose the following four conditions hold for an on-line algorithm $\mathbb{A}:$ (1) $\mathcal{A}_{\mathbb{A}}(1) \geq \beta$, (2) $\mathbb{A}$ is uniform, (3) $|R|+\left|X^{\prime}\right| \leq \alpha n$, (4) whenever $|R|>0$, $\left|X^{\prime}\right|=n-\alpha n$. Then for $\alpha \leq 1$, we have $\mathcal{A}_{\mathbb{A}}(\alpha) \geq \min \left(\frac{1-\alpha-\beta+2 \alpha \beta}{\alpha}, 1\right)$.

The first corollary to this theorem concerns the fair algorithms First-Fit and Best-Fit.

Corollary 1. For $\alpha \leq 1, \mathcal{A}_{F F}(\alpha) \geq \min \left(\frac{3+2 \alpha}{8 \alpha}, 1\right)$ and $\mathcal{A}_{B F}(\alpha) \geq \min \left(\frac{3+2 \alpha}{8 \alpha}, 1\right)$.
The second corollary to the theorem above concerns a slight variation of the algorithm Unfair-First-Fit [1]. Unfair-First-Fit behaves just like First-Fit
unless the given item has size larger than $\frac{k}{2}$. In this case, the item is rejected on purpose, if the number of currently accepted items is at least $\frac{2}{3}$ of the number of items in the entire sequence seen so far. The new algorithm given in Figure 3 called Unfair-First-Fit ${ }_{\alpha}\left(\mathrm{UFF}_{\alpha}\right)$, assumes that $\alpha$ is known in advance. Using this knowledge, the algorithm divides the bins into $B_{A}$ and $B_{X}$. Note that the ratio considered in the if-

```
Input: \(S=\left\langle o_{1}, o_{2}, \ldots, o_{n}\right\rangle\)
while \(S \neq\langle \rangle\)
    \(o:=\operatorname{hd}(S) ; S:=\operatorname{tail}(S)\)
    if \(\operatorname{size}(o) \leq \frac{k}{2}\) or \(\frac{|A|}{|A|+|X|+|R|+1}<\frac{2}{3}\)
        Try to pack o using First-Fit
    else
```

Try to pack o in $B_{X}$ using First-Fit Update $A, X, R$ accordingly

Fig. 3. The algorithm Unfair-First-Fit ${ }_{\alpha}$. statement of the algorithm is the number of items in the internal bins, compared to all items given. If this ratio is at least $\frac{2}{3}$, the item is rejected if it does not fit in an external bin.
Corollary 2. $\mathcal{A}_{U F F_{\alpha}}(\alpha) \geq \min \left(\frac{1+\alpha}{3 \alpha}-\epsilon, 1\right)$, for $\alpha \leq 1$ and $\alpha n \geq 9$, where $\epsilon=\frac{4 \alpha-2}{(4 n+1) \alpha}<\frac{1}{n}$.

The theorem below extends a result in [6] and it shows that any (even randomized) on-line algorithm $\mathbb{A}$ for Unrestricted Bin Packing has $\mathcal{A}_{\mathbb{A}}(\alpha)<1$, for $\alpha>\frac{4}{5}$.
Theorem 3. Any on-line algorithm $\mathbb{A}$ for Unrestricted Bin Packing has $\mathcal{A}_{\mathbb{A}}(\alpha)$ $\leq \frac{2 \alpha+4}{7 \alpha}+O\left(\frac{1}{n}\right)$, when $\frac{4}{5} \leq \alpha \leq 1$ and $k \geq 5$.

The following theorem extends a hardness result for First-Fit on accommodating sequences in [1] and shows that, when $n$ is sufficiently large, $\mathcal{A}_{\text {UFF }}(\alpha) \geq$ $\mathcal{A}_{\mathrm{FF}}(\alpha)$, for $\frac{7+\sqrt{85}}{18}<\alpha \leq 1$.
Theorem 4. For Unrestricted Bin Packing, the accommodating function for First-Fit is at most $\mathcal{A}_{F F}(\alpha) \leq \frac{5}{9 \alpha-1}+O\left(\frac{1}{\sqrt{n}}\right)$, when $\frac{2}{3}+\frac{1}{3 n} \leq \alpha \leq 1$.

## 4 Unit Price Seat Reservation

A train with $n$ seats travels from a start station to an end station, stopping at $k \geq 2$ stations, including the first and last. Reservations can be made for any trip from a station $s$ to a station $t$. The passenger is given a single seat number when the ticket is purchased, which can be any time before departure. For political reasons, the problem must be solved in a fair manner, i.e., the ticket agent may not refuse a passenger if it is possible to accommodate him when he attempts to make his reservation. For this problem an $\alpha$-sequence can be packed by an optimal off-line algorithm using $\alpha n$ seats. The algorithms (ticket agents) attempt to maximize income, i.e., the sum of the prices of the tickets sold. In this paper, we consider only the pricing policy in which all tickets have the same price, the unit price problem.

The performance guarantee for fair algorithms on accommodating sequences found in [5] can be extended to a general performance guarantee for $\alpha \leq 1$.

Theorem 5. For $\alpha \leq 1$, any fair algorithm for Unit Price Seat Reservation is $\frac{1}{1+\alpha}$-competitive on $\alpha$-sequences.

This result is asymptotically tight due to Worst-Fit's behavior:
Theorem 6. $\mathcal{A}_{W F}(\alpha) \leq \frac{1}{1+\alpha-\frac{1}{k-1}-\frac{1}{n}}$, for $\alpha \leq 1$.
It was shown in [5] that First-Fit's competitive ratio on accommodating sequences is not strictly better than $\frac{1}{2}$, the performance guarantee for any fair algorithm. In contrast, for $\alpha \leq \frac{1}{2}$, it is possible to prove that First-Fit's performance is better than Worst-Fit's.
Theorem 7. $\mathcal{A}_{F F}(\alpha) \geq \frac{2^{l-1}(1-l \alpha)+\left(2^{l}-1\right) \alpha}{2^{l-1}(1-l \alpha)+\left(2^{l}\right) \alpha} \geq 1-\frac{1}{2^{t}}$, where $l=\left\lfloor\frac{1}{\alpha}\right\rfloor$ and $\alpha \leq 1$.
This performance guarantee is not tight. Kierstead and Qin [13] have shown that First-Fit colors every interval graph using at most 25.72 times as many colors as necessary, so the competitive ratio on $\alpha$-sequences is 1 when $\alpha \leq$ $\frac{1}{25.72} \approx 0.039$.

The following theorem shows that for any fair algorithm $\mathbb{A}$, for $k$ sufficiently large, $\mathcal{A}_{\mathbb{A}}(\alpha)<1$, for $\alpha>\frac{4}{5}$. The proof is based on Theorem 3.1 in [3], which is based on a proof from [5].

Theorem 8. For $\alpha \leq 1$ and $k \geq 9$, no fair on-line algorithm for Unit Price Seat Reservation is more than $\left(\frac{8-\alpha}{9 \alpha}+O\left(\frac{1}{k}\right)\right)$-competitive, even on $\alpha$-sequences.

We consider a class of fair algorithms called Any-Fit which will use an empty seat, only if there is not enough space on partially used seats. Any-Fit includes both First-Fit and Best-Fit.

Theorem 9. For an Any-Fit algorithm $\mathbb{A}$, $\mathcal{A}_{\mathbb{A}}(\alpha) \leq \frac{1}{3 \alpha-1}+O\left(\frac{1}{k}\right)$ for $\frac{1}{3}<\alpha \leq 1$.
Kierstead and Trotter's algorithm [14] has a competitive ratio of 1 on $\frac{1}{3}$ sequences. Their algorithm solves the problem of minimizing the number of seats (colors) used; it is undefined for values of $\alpha>\frac{1}{3}$ when applied to the maximization problem where the number of seats is limited. However, their algorithm can obviously be extended in many ways so that it solves this maximization problem.

Chrobak and Ślusarek [8 have shown that there exists a sequence where First-Fit uses more than 4.4 times as many seats (colors) as OPT, and thus is not 1-competitive on $\frac{1}{3}$-sequences. Thus, Kierstead and Trotter's algorithm has a better competitive ratio on $\frac{1}{3}$-sequences than First-Fit.

Kierstead and Trotter's algorithm is not, however, better than First-Fit on 1-sequences, since it has been shown [5] that no fair algorithm has a competitive ratio on accommodating sequences which is strictly better than $\frac{1}{2}$ asymptotically.

In conclusion, we have that the competitive ratio on $\alpha$-sequences, where $\alpha<1$, can be useful in distinguishing between algorithms.

Theorem 10. Kierstead and Trotter's algorithm, First-Fit, and Worst-Fit, all have asymptotic competitive ratio $\frac{1}{2}$ on accommodating sequences, but have different competitive ratios on $\frac{1}{3}$-sequences.

## 5 Comparison with Resource Augmentation

The concept of the accommodating function should not be confused with resource augmentation introduced in [12]. Resource augmentation analysis gives the on-line algorithm more resources than the optimal off-line algorithm that it is compared to, but there is no restriction on the input sequences.

Note 1. In the resource augmentation setting, the on-line algorithm has the amount $m$ of resources and the optimal off-line algorithm has the amount $n \leq m$ of resources. Positive results (upper bounds for minimization problems and lower bounds for maximization problems) obtained in this setting are also valid for the case where all input sequences are $\frac{n}{m}$-sequences. This is because, even though the optimal off-line algorithm in our setting has the same amount of resources as the on-line algorithm, the result it obtains cannot be improved with extra resources beyond $n$ when considering $\frac{n}{m}$-sequences.

The contrapositive of the observation above gives that when considering negative results, it is the other way around: negative results for the accommodating function carry over to the resource augmentation setting.

Resource augmentation does not always give as realistic or optimistic results as the accommodating function for $\alpha<1$. In order to obtain the same results, one needs to restrict to accommodating sequences while also doing resource augmentation. To see that resource augmentation alone can be insufficient, consider the algorithm First-Fit for the Seat Reservation Problem. Theorem 7 gives a lower bound on First-Fit's accommodating function for $\alpha \leq 1$ : $\mathcal{A}_{\mathrm{FF}}(\alpha) \geq 1-\frac{1}{2^{t}}$, where $l=\left\lfloor\frac{1}{\alpha}\right\rfloor$. In contrast, resource augmentation cannot give a constant lower bound on First-Fit's accommodating function.

Theorem 11. For $\alpha>\frac{2}{n}$, the competitive ratio of First-Fit for the Seat Reservation Problem is at most $\frac{1+\alpha}{\left(\alpha-\frac{2}{n}\right)(k-1)}$, when First-Fit has at most $\frac{1}{\alpha}$ times as many seats as OPT.

For Unrestricted Bin Packing, one can also show that resource augmentation analysis alone gives results which are much more pessimistic than the corresponding accommodating function results. Recall that the performance guarantee from Corollary $\rrbracket$ for First-Fit for $\alpha \leq 1$ is $\mathcal{A}_{\mathrm{FF}}(\alpha) \geq \frac{3+2 \alpha}{8 \alpha}$.

Theorem 12. For Unrestricted Bin Packing, the competitive ratio of First-Fit is at most $\frac{1}{\alpha k}$, when First-Fit has at most $\frac{1}{\alpha}$ times as many bins as OPT.

### 5.1 Paging

We consider the Paging Problem in the page fault model, i.e., the algorithm maintains a fast memory (cache) consisting of $k$ pages of memory and the input is a sequence of page requests. If a page in cache is requested, no cost is incurred; otherwise the requested page must be transferred from the slow memory at a cost of 1 and another page must be evicted from the cache. The goal is to choose
an eviction strategy which minimizes cost. Before the first page request is served, the cache is empty. In this problem, the limited resource is the cache.

When an optimal off-line algorithm serves an $\alpha$-sequence, it will have the same cost for every cache size $k^{\prime} \geq \alpha k$. To see why such a sequence can consist of more than $\alpha k$ different pages, consider the following example: For $k=6$, the following sequence is a $\frac{1}{2}$-sequence, $S=\langle 1,2,3,4,5,6,7,1,2,8,9,10,1,2,11,12\rangle$. Keeping the two pages 1 and 2 in the cache will give a cost of 12 with a cache of size $k^{\prime}$ for all $k^{\prime} \geq 3$.

Using Note 1 and a result from [16], we find that FIFO (First-In/First-Out) and LRU (Least-Recently-Used) are $\frac{k}{(1-\alpha) k+1}$-competitive. Sleator and Tarjan [16] have shown that their performance guarantee is tight, and a very similar proof shows that it is also tight for $\alpha$-sequences.

Theorem 13. Any deterministic Paging algorithm $\mathbb{A}$ has $\mathcal{A}_{\mathbb{A}}(\alpha) \geq \frac{k}{(1-\alpha) k+1}$, when $\alpha \leq 1$.

Using Note 1 and a result from [17], we find that when $\alpha<1$, the randomized algorithm MARK is 2 -competitive when $\frac{1}{1-\alpha}<e$ and $2\left(\ln \frac{1}{1-\alpha}-\ln \ln \frac{1}{1-\alpha}+\frac{1}{e-1}\right)$ competitive when $\frac{1}{1-\alpha} \geq e$. Young's hardness result [17] for any randomized algorithm can be used directly for the competitive ratio on $\alpha$-sequences for $\alpha<$ 1 , since his sequences are $\alpha$-sequences. Thus, any randomized algorithm has a competitive ratio of at least $\ln \frac{1}{1-\alpha}-\ln \ln \frac{1}{1-\alpha}-\frac{3}{k(1-\alpha)}$ when $\frac{1}{1-\alpha} \geq e$, so MARK is within a factor of approximately 2 of optimal.

### 5.2 Other Problems

The $k$-server problem and machine scheduling minimizing makespan are considered in the full paper [4. Resource augmentation results for these problems are used to give accommodating function results.

## 6 Conclusion

The accommodating function for $\alpha \leq 1$ seems to be interesting for a variety of on-line problems, possibly for a greater variety than when $\alpha>1$. For example, the accommodating function for deterministic algorithms for the Paging Problem has a very uninteresting shape for $\alpha>1$; the value is constant at $k$, while for $\alpha \leq 1, \mathcal{A}(\alpha)=\frac{k}{(1-\alpha) k+1}$.

The study of the accommodating function in general and in particular for $\alpha \leq 1$ has given rise to new algorithms, Unfair-First-Fit and Unfair-First-Fit ${ }_{\alpha}$.

In addition, the Seat Reservation Problem demonstrates the utility of the accommodating function with $\alpha<1$ in distinguishing between different algorithms. Three algorithms, which all have competitive ratio close to $\frac{1}{2}$ on accommodating sequences, have different competitive ratios on $\frac{1}{3}$-sequences.

The proofs of positive results seem, in general, to be more interesting than the proofs of negative results. This appears less true for those problems where
positive results concerning resource augmentation can be used directly, giving positive results for the accommodating function with $\alpha \leq 1$. However, the original proofs in the resource augmentation setting tend to be interesting, and those results become even more interesting given their application to this setting where the set of request sequences is limited. On the other hand, the accommodating function with $\alpha \leq 1$ sometimes gives much more useful information than resource augmentation. Examples of this were given for the Seat Reservation Problem and Unrestricted Bin Packing, using First-Fit.
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#### Abstract

We consider the inverse parametric sequence alignment problem, where a sequence alignment is given and the task is to determine parameter values such that the given alignment is optimal at that parameter setting. We describe a $O(m n \log n)$-time algorithm for inverse global alignment without gap penalty and a $O(m n \log m)$ time algorithm for global alignment with gap penalty, where $m, n(n \leq m)$ are the lengths of input strings. We then discuss algorithms for local alignment.


## 1 Introduction

Finding the best alignment of two DNA, RNA or amino acid sequences has become a standard technique for determining similarity between biological sequences. There are hundreds of papers written on this topic and its applications to biology. The review [1] gives relevant references.

Given two sequences $S$ and $T$ of lengths $n$ and $m, n \leq m$, an alignment is obtained by inserting special space characters into the two sequences in such a way as to build sequences $S^{\prime}$ and $T^{\prime}$ of equal length, denoted by $\mathcal{A}=\left(S^{\prime}, T^{\prime}\right)$. A match is a position where $S^{\prime}$ and $T^{\prime}$ have the same characters. A mismatch is a position in which $S^{\prime}$ and $T^{\prime}$ have different characters, neither of which is a space. An indel is a position in which one of $S^{\prime}$ and $T^{\prime}$ has a space. A gap is a sequence of one or more consecutive spaces in $S^{\prime}$ and $T^{\prime}$.

An alignment $\mathcal{A}$ can be characterized by its number of matches, mismatches, indels and gaps, denoted $w, x, y, z$, respectively. In scoring an alignment matches are rewarded, while mismatches, indels and gaps are penalized. Let $\alpha, \beta$ and $\gamma$ denote the mismatch, indel and gap penalties. Then the score of $\mathcal{A}$ is

$$
\operatorname{score}_{\mathcal{A}}=w-\alpha x-\beta y-\gamma z
$$

The case where the weight of the matches is a parameter is ignored since we can divide all the parameters by this value and reduce it to the above case. The optimal alignment problem is to find a maximum-score alignment $\mathcal{A}$ between two strings. For fixed weights, this problem can be solved in $O(m n)$ time [11]. The problem we have just defined is often referred to as global alignment, so as to distinguish it from its local version, which is defined later (see Section 4).

[^7]The parametric sequence alignment problem is to compute optimal alignments for two fixed sequences as a function of varying penalties. The value of an alignment is a linear function of the parameters; thus the parameter space can be partitioned into optimal regions such that in every region one alignment is optimal throughout and the regions are maximal for this property. This approach was proposed by Fitch and Smith [4] at first. Later, both mathematical formulations and algorithms for parametric sequence alignment were obtained by Gusfield et al. 788. Additional work is found in 312 1314.

In inverse parametric optimization [2] one is given a parametric optimization problem and a desired optimal solution and the task is to determine parameter settings such that the given solution is optimal for those values. The inverse parametric sequence alignment problem is to find parameter values such that reference alignment is optimal for those values or, if no such settings exist, find a parameter setting minimizing the numerical difference between the score of the optimal alignment and the score of the reference alignment. These parameter values define an inverse optimal point on the parameter space. Inverse parametric computation is useful for deducing parameter settings where the optimal alignment is likely to reconstruct correct alignments that have been determined by other methods.

One way to locate the "correct" parameter settings is to first construct the entire decomposition of the parameter space and then choose the correct values. Alternatively, one can try to find the parameter settings directly. This can be done by gradient descent [ $\mathbb{Z}$, although it is not clear how to obtain bounds on the worst-case performance of this method. Megiddo's method of parametric search 910 can be used instead, leading to a $O\left(m^{2} n^{2}\right)$ method for the case where only one parameter is varied. While powerful, Megiddo's method has the drawback that it leads to complex algorithms. Improvements in the running time are possible by relying on the existence of a parallel algorithm for the problem, but this only complicates the results further. Here we give an approach that is much simpler than Megiddo's method and exploits the integer nature of the scoring of sequence alignments.

Since the optimal regions are bounded by the intersection of hyperplanes, all regions are convex polygons [4, 7, 8,3]. Hence, the inverse optimal parameter setting(s) must occur at a single vertex (intersection point of three or more optimal regions), at a single edge (intersection line between two optimal regions), or at a single complete polygon of the polygonal decomposition of the parameter space. The main idea of our algorithms is to find the inverse-optimal point in the parameter space using binary search. Our main contribution is a proof that this simple algorithm converges quickly.

The rest of this paper is organized as follows. Section gives a $O(m n \log n)$ algorithm for global alignment without gap penalty. A $O(m n \log m)$ algorithm for global alignment with gap penalty is described in Section 3 Further results are discussed in Section 4 .

## 2 Global Alignment without Gap Penalty

In this section we consider global alignment where the gap penalties are ignored $(\gamma=0)$. Then, the score function is score $=w-\alpha x-\beta y$. Given a reference alignment $\mathcal{A}_{0}$ with $w_{0}$ matches, $x_{0}$ mismatches and $y_{0}$ indels, we must find an inverse-optimal point for $\mathcal{A}_{0}$ in the $\alpha, \beta$ plane. We need some preliminary results.
Theorem 1 (Gusfield et al. [7]). Any line forming a boundary between two regions is of the form $\beta=c+(c+0.5) \alpha$, for some $c>-1 / 2$.

Corollary 1. Suppose $\left(\alpha_{0}, \beta_{0}\right)$ is an inverse-optimal point for reference alignment $\mathcal{A}_{0}$ in the $\alpha, \beta$ space. Then all points on the line that goes through $(-1$, $-1 / 2)$ and $\left(\alpha_{0}, \beta_{0}\right)$ are inverse-optimal for $\mathcal{A}_{0}$.

Lemma 1 ([7]). The positive $\beta$-axis intersects all the region boundaries. Let $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{k}$ be the optimal alignments encountered by $\beta$ axis in order of increasing $\beta$-value. Then $y_{i+1}<y_{i}$ for all $\mathcal{A}_{i}(i<k)$.

Let $\mathcal{A}_{i}, \mathcal{A}_{j}$ be the optimal alignments in two neighboring optimal regions encountered by $\beta$ axis, with score $w_{i}-\alpha x_{i}-\beta y_{i}$ and $w_{j}-\alpha x_{j}-\beta y_{j}$. Then the equation of the boundary line between the regions is:

$$
\begin{equation*}
\beta=\frac{w_{i}-w_{j}}{y_{i}-y_{j}}+\frac{x_{j}-x_{i}}{y_{i}-y_{j}} \alpha \tag{1}
\end{equation*}
$$

A breakpoint along any given line is the point where the line moves between two adjacent optimal regions.

Lemma 2. The length of the interval between any two successive breakpoints along the $\beta$-axis is greater than $1 / n^{2}$.

Proof. According to Equation (11), the boundary line of two neighboring optimal regions where $\mathcal{A}_{i}, \mathcal{A}_{j}$ are optimal respectively intersects the $\beta$ axis at $\left(0, \frac{w_{i}-w_{j}}{y_{i}-y_{j}}\right)$.

Let $\mathcal{A}_{i}, \mathcal{A}_{j}, \mathcal{A}_{k}(i<j<k)$ be the optimal alignments in three consecutive optimal regions when going along the $\beta$ axis and let $\Delta w_{1}=w_{j}-w_{k}, \Delta w_{2}=$ $w_{i}-w_{j}, \Delta y_{1}=y_{j}-y_{k}, \Delta y_{2}=y_{i}-y_{j}$. Then the interval between two breakpoints on the $\beta$ axis is:

$$
\Delta \beta=\frac{w_{j}-w_{k}}{y_{j}-y_{k}}-\frac{w_{i}-w_{j}}{y_{i}-y_{j}}=\frac{\Delta w_{1} \Delta y_{2}-\Delta w_{2} \Delta y_{1}}{\Delta y_{1} \Delta y_{2}}
$$

Since $\Delta w_{1}, \Delta w_{2}, \Delta y_{1}, \Delta y_{2}$ are all integers and $\Delta \beta>0$, then $\Delta w_{1} \Delta y_{2}-$ $\Delta w_{2} \Delta y_{1} \geq 1$. Notice that $m-n \leq y \leq m+n$, then $\Delta y_{1}+\Delta y_{2}=y_{i}-y_{k} \leq(m+$ $n)-(m-n) \leq 2 n$. Therefore $\Delta y_{1} \Delta y_{2} \leq\left(\left(\Delta y_{1}+\Delta y_{2}\right) / 2\right)^{2} \leq n^{2}$. It follows that $\Delta \beta>1 / n^{2}$.

The main idea of our algorithm is to use binary search on the $\beta$ axis. The details are given below:

## Algorithm 1

. $h i g h=n ;$ low $=0$;
while $\left((\right.$ high - low $\left.)>1 / n^{2}\right)$
3. $\quad$ mid $=l o w+($ high - low $) / 2$;
4. compute the optimal global alignment $\mathcal{A}(w, x, y)$ at point $(0$, mid $)$;
5. if $\left(y==y_{0}\right)$ then
6. return the line passing through $\left(-1,-\frac{1}{2}\right)$ and ( 0 , mid);
7. else
8. $\quad$ if $\left(y>y_{0}\right)$ then low $=m i d$ else $h i g h=m i d$ end if;
9. end if
10. end while
11. compute optimal global alignments $\mathcal{A}_{\text {high }}, \mathcal{A}_{\text {low }}$ for points ( 0, high ), ( 0, low);
12. mid $=$ low $+($ high - low $) / 2$;
13. if $\left(\mathcal{A}_{\text {high }}\right.$ is the same as $\left.\mathcal{A}_{\text {low }}\right)$ then
14. return the line passing through $\left(-1,-\frac{1}{2}\right)$ and $(0$, mid $)$;
15. else
16. $\quad$ compute $\beta_{0}$ such that $w_{\text {high }}-\beta_{0} y_{\text {high }}=w_{\text {low }}-\beta_{0} y_{\text {low }}$;
17. compute optimal alignment $\mathcal{A}$ for point $\left(0, \beta_{0}\right)$;
18. if $\left(w_{0}-\beta_{0} y_{0}==w-\beta_{0} y\right)$ then
return the line passing through $\left(-1,-\frac{1}{2}\right)$ and $\left(0, \beta_{0}\right)$;
else
return the line passing through $\left(-1,-\frac{1}{2}\right)$ and ( 0 , mid);
22. end if

23 . end if
Theorem 2. Algorithm 1 correctly solves the inverse parametric alignment problem for global alignment without gaps in $O(m n \log n)$ time.

Proof. From equation (III), all breakpoints on the $\beta$ axis lie below $(0, n)$, so it is correct to restrict the search space to the portion on the $\beta$-axis between $(0,0)$ to $(0, n)$. Lemma guarantees that binary search works for this problem, since the algorithm can decide to go up or down along the $\beta$ axis according to the number of indels.

If the algorithm finds a point $\left(0, \beta_{0}\right)$ such that the optimal alignment $\mathcal{A}$ for that point has the same number of indels as the reference alignment, then ( $0, \beta_{0}$ ) is either inverse-optimal $\left(w=w_{0}\right)$ or it is approximately inverse-optimal $\left(w \neq w_{0}\right)$. Following Corollary $\prod^{1}$ the algorithm returns a line.

Lemma 2 shows that when the length of the search interval is smaller than $1 / n^{2}$, it cannot contain a complete optimal region. It includes either part of one optimal region $\left(\mathcal{A}_{\text {high }}\right.$ equals $\left.\mathcal{A}_{\text {low }}\right)$ or one breakpoint. In the first case, all points in the remaining search space are approximately inverse-optimal. In the second case, the breakpoint is inverse-optimal or all points in the remaining search space are approximately inverse-optimal. Thus Algorithm 1 gives the correct answer.

Steps 1, 3, 5-9, 12 need $O(1)$ time; step 11 and 13-22 need $O(m n)$ time; step 4 needs $O(m n)$ time, and the while statement can loop at most $3 \log n$ times. Therefore, the total time is $3 \log n \cdot O(m n)=O(m n \log n)$.

## 3 Global Alignment with Gap Penalty

In this section we solve the inverse global alignment problem with gap penalty. There are now three parameters to consider, $\alpha, \beta$ and $\gamma$. Given a reference alignment $\mathcal{A}_{0}$ with $w_{0}$ matches, $x_{0}$ mismatches, $y_{0}$ indels and $z_{0}$ gaps, we need to find a point on the $\alpha, \beta, \gamma$ space where $\mathcal{A}_{0}$ is optimal or approximately optimal.

First, let us describe the boundary lines of the optimal regions in the $\alpha, \beta, \gamma$ and an important property about the centroid of the convex polyhedra.

Theorem 3 (Gusfield et al. [7]). Any line forming a boundary between three or more regions is of the form $\beta=c+(c+1 / 2) \alpha, \gamma=d+d \alpha$.

Corollary 2. All region boundaries intersect with either the positive $\beta, \gamma$ coordinate plane or with the positive $\alpha, \gamma$ coordinate plane.

Theorem 4 (Grunbaum [5]). Let $S$ be a convex body of volume 1 in $R^{d}$. Let $v_{1}$ be the larger of the two volumes in a division of $S$ by a hyperplane through its centroid. Then $v_{1} \leq 1-\left(\frac{d}{d+1}\right)^{d}$.

Finally, as in Equation (II), the boundary line between optimal regions on the $\beta, \gamma$ plane associated with alignments $\mathcal{A}_{i}$ and $\mathcal{A}_{j}$ has the form

$$
\begin{equation*}
\beta=\frac{w_{i}-w_{j}}{y_{i}-y_{j}}-\frac{z_{i}-z_{j}}{y_{i}-y_{j}} \gamma \tag{2}
\end{equation*}
$$

A vertex is the intersection point of three or more optimal regions. Suppose vertex $v$ is intersection point of optimal regions whose optimal alignments are $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}$. Let $\Delta w_{1}=w_{1}-w_{2}, \Delta w_{2}=w_{2}-w_{3}$, etc. Then $v=\left(\beta_{v}, \gamma_{v}\right)$, where

$$
\begin{equation*}
\beta_{v}=\frac{\Delta w_{1} \Delta z_{2}-\Delta w_{2} \Delta z_{1}}{\Delta y_{1} \Delta z_{2}-\Delta y_{2} \Delta z_{1}} \quad \text { and } \quad \gamma_{v}=\frac{\Delta w_{1} \Delta y_{2}-\Delta w_{2} \Delta y_{1}}{\Delta z_{1} \Delta y_{2}-\Delta z_{2} \Delta y_{1}} \tag{3}
\end{equation*}
$$

According to Corollary 2 if there exists inverse-optimal point(s) in the search space, then there exists inverse-optimal point(s) on either the positive $\beta, \gamma$ or positive $\alpha, \gamma$ coordinate plane. Thus we can search on the $\beta, \gamma(\alpha=0)$ coordinate plane first. If an inverse-optimal point is found on the $\beta, \gamma$ coordinate plane, algorithm terminates; otherwise, continue to search on the $\alpha, \gamma$ coordinate plane. If an inverse-optimal point is found on the $\alpha, \gamma$ coordinate plane, then return it. If there is no inverse-optimal point on the $\alpha, \gamma$ coordinate plane either, then return an approximate inverse-optimal point.

The algorithm uses the following idea to reduce the search space. Let $v=$ $\left(0, \beta_{v}, \gamma_{v}\right)$ be a point in the current search space on the $\beta, \gamma$ plane and let $\mathcal{A}_{v}$ be the optimal alignment at $v$, with $w_{v}$ matches, $x_{v}$ mismatches, $y_{v}$ indels and $z_{v}$ gaps. If reference alignment $\mathcal{A}_{0}$ is optimal at $v$, then $v$ is an inverse-optimal point. Otherwise, suppose $\mathcal{A}_{0}$ is optimal at point $(0, \beta, \gamma)$. By the optimality of $\mathcal{A}_{0}$ and $\mathcal{A}_{v}$, it follows that:
$w_{0}-\beta y_{0}-\gamma z_{0} \geq w_{v}-\beta y_{v}-\gamma z_{v} \quad$ and $\quad w_{v}-\beta_{v} y_{v}-\gamma_{v} z_{v}>w_{0}-\beta_{v} y_{0}-\gamma_{v} z_{0}$.

Therefore,

$$
\begin{equation*}
\left(y_{v}-y_{0}\right) \beta+\left(z_{v}-z_{0}\right) \gamma>\left(y_{v}-y_{0}\right) \beta_{v}+\left(z_{v}-z_{0}\right) \gamma_{v} \tag{4}
\end{equation*}
$$

The boundary line $l$ of the halfplane defined by inequality (4) passes through $v$ and divides the remaining search space into two regions. The region whose points do not satisfy inequality (4) can be discarded, thereby reducing the search space. Line $l$ becomes a new boundary line for the remaining search space; we say that this boundary line is defined by point $v$ and alignment $\mathcal{A}_{v}$. According to Theorem 4, if the centroid of the present search space is selected as point $v$, the search space will reduce by a factor of at least $4 / 9$.

If $\mathcal{A}_{0}$ is not an optimal alignment at any point on the $\beta, \gamma$ plane, then suppose $(0, \beta, \gamma)$ is an approximately inverse-optimal point that minimizes the numerical difference between the score of the optimal alignment and the score of $\mathcal{A}_{0}$, and that $\hat{\mathcal{A}}$ is optimal at that point. Thus, we have: $\left(w_{v}-\beta_{v} y_{v}-\gamma_{v} z_{v}\right)-\left(w_{0}-\beta_{v} y_{0}-\right.$ $\left.\gamma_{v} z_{0}\right) \geq(\hat{w}-\beta \hat{y}-\gamma \hat{z})-\left(w_{0}-\beta y_{0}-\gamma z_{0}\right)$ and $(\hat{w}-\beta \hat{y}-\gamma \hat{z}) \geq\left(w_{v}-\beta y_{v}-\gamma z_{v}\right)$. Therefore $\left(y_{v}-y_{0}\right) \beta+\left(z_{v}-z_{0}\right) \gamma \geq\left(y_{v}-y_{0}\right) \beta_{v}+\left(z_{v}-z_{0}\right) \gamma_{v}$, which is the same boundary line as inequality (4).

Using the centroid as described above, we repeatedly reduce the search region until its area is smaller than $\frac{1}{2 m^{7}}$. By Lemma 33, which is proved later, when the region is smaller than this size, it cannot include a complete optimal region.

After the binary search terminates, if there exists an inverse-optimal point, there must exist an inverse-optimal vertex in the remaining search space. From Lemma 5 proved later, if there exists inverse-optimal vertex $\left(\beta^{*}, \gamma^{*}\right)$ in the remaining search space, there exist two distinct boundary lines $l_{1}$ and $l_{2}$, defined by $\mathcal{A}_{1}$ and by $\mathcal{A}_{2}$, such that $\mathcal{A}_{1}, \mathcal{A}_{2}$ are optimal at $\left(\beta^{*}, \gamma^{*}\right)$; that is, $\left(\beta^{*}, \gamma^{*}\right)$ is the intersection of the scores of $\mathcal{A}_{0}, \mathcal{A}_{1}$, and $\mathcal{A}_{2}$, and we say $\left(\beta^{*}, \gamma^{*}\right)$ is located (determined) by $l_{1}$ and $l_{2}$ or by $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. From Lemma 6, if there exists inverse-optimal vertex, when $m$ is big, we can use the two longest boundary lines to locate that vertex; when $m$ is small enough, we need check different pairs of boundary lines to locate the inverse-optimal vertex.

We now describe the algorithm:

## Algorithm 2

1. set the search space $R=\left\{(0, \beta, \gamma) \mid 0 \leq \beta \leq m^{2}, 0 \leq \gamma \leq m^{2}\right\}$;
2. while $\left(\operatorname{Area}(R)>1 / 2 m^{7}\right)$
3. $\quad$ compute the centroid $v\left(\beta_{v}, \gamma_{v}\right)$ of search space $R$;
4. compute the optimal global alignment $\mathcal{A}_{v}$ at point $v$ on $\beta, \gamma$ space;
5. if $\left(\mathcal{A}_{v}\right.$ is the same as $\left.\mathcal{A}_{0}\right)$ then
6. return the line passing through $\left(-1,-\frac{1}{2}, 0\right)$ and $\left(0, \beta_{v}, \gamma_{v}\right)$;
7. else
8. $\quad R \leftarrow R \cap$ the halfplane defined by Equation (4);
9. end if
10. end while
11. $d=\max \{|u v| \mid \mathrm{u}, \mathrm{v}$ are points on the boundary of R$\}$;
12. if $\left(d<1 / m^{3}\right.$ or $\left.m>80\right)$ then
13. select the two longest boundary lines defined by alignments $\mathcal{A}_{1}, \mathcal{A}_{2}$;
14. compute $(\hat{\beta}, \hat{\gamma})$ so that $\mathcal{A}_{0}, \mathcal{A}_{1}, \mathcal{A}_{2}$ have same score at $(\hat{\beta}, \hat{\gamma})$;
15. if $((\hat{\beta}, \hat{\gamma})$ is in $R)$ then
compute the optimal global alignment $\hat{\mathcal{A}}$ at point $(\hat{\beta}, \hat{\gamma})$;
if $\left(\hat{\mathcal{A}}\right.$ and $\mathcal{A}_{0}$ have same score at $\left.(\hat{\beta}, \hat{\gamma})\right)$ then return the line passing through $\left(-1,-\frac{1}{2}, 0\right)$ and $(0, \hat{\beta}, \hat{\gamma})$
end if
end if
else
16. store all pairs of different boundary lines of $R$ into stack $S$;
17. while ( $S$ is not empty)
18. pop a pair of boundary lines defined by alignments $\mathcal{A}_{1}, \mathcal{A}_{2}$ from $S$;
19. compute $(\hat{\beta}, \hat{\gamma})$ so $\mathcal{A}_{0}, \mathcal{A}_{1}, \mathcal{A}_{2}$ have same score at $(\hat{\beta}, \hat{\gamma})$;
20. if $((\hat{\beta}, \hat{\gamma})$ is in $R)$ then
21. compute the optimal global alignment $\hat{A}$ at point $(\hat{\beta}, \hat{\gamma})$;
22. 
23. 
24. 

if $\left(\hat{\mathcal{A}}\right.$ and $\mathcal{A}_{0}$ have same score at $\left.(\hat{\beta}, \hat{\gamma})\right)$ then return the line passing through $\left(-1,-\frac{1}{2}, 0\right)$ and $(0, \hat{\beta}, \hat{\gamma})$ end if
end if
end while
33. end if
34. continue to search on $\alpha, \gamma$ plane;

To show that Algorithm 2 is correct, we first need to prove some results.
Lemma 3. The area of any complete optimal region on the $\beta, \gamma$ plane is greater than $\frac{1}{2 m^{6}}$.

Proof. According to Equation (21) and (3), select a boundary line $l$ of optimal regions and a vertex $v=\left(\beta_{v}, \gamma_{v}\right)$ as:

$$
\begin{gathered}
l: \beta=\frac{\Delta w_{i}}{\Delta y_{i}}-\frac{\Delta z_{i}}{\Delta y_{i}} \gamma \text { and } \\
\beta_{v}=\frac{\Delta w_{1} \Delta z_{2}-\Delta w_{2} \Delta z_{1}}{\Delta y_{1} \Delta z_{2}-\Delta y_{2} \Delta z_{1}}, \gamma_{v}=\frac{\Delta w_{1} \Delta y_{2}-\Delta w_{2} \Delta y_{1}}{\Delta z_{1} \Delta y_{2}-\Delta z_{2} \Delta y_{1}}
\end{gathered}
$$

Then the distance between $v$ and $l$ is:

$$
d=\left|\beta_{v}+\frac{\Delta z_{i}}{\Delta y_{i}} \gamma_{v}-\frac{\Delta w_{i}}{\Delta y_{i}}\right| \cdot \frac{\left|\Delta y_{i}\right|}{\sqrt{\Delta y_{i}^{2}+\Delta z_{i}^{2}}}
$$

Since $-m<\Delta w_{i}, \Delta y_{i}, \Delta z_{i}<m$, when $d>0, d>1 / m^{3}$
Since the distance between any two vertices should be greater than the distance between a vertex and a boundary line of an optimal region, the distance between any two vertices is greater than $1 / m^{3}$.

A complete optimal region is composed of at least three vertices. Suppose the minimal complete optimal region is made with 3 vertices, then the base and
the height of this triangle are both greater than $1 / m^{3}$. Therefore, the area is greater than $\frac{1}{2 m^{6}}$.

The precondition for the following results is that the area of the remaining search space is smaller than $\frac{1}{2 m^{7}}$.

Lemma 4. Suppose reference alignment $\mathcal{A}_{0}\left(w_{0}, y_{0}, z_{0}\right)$ is optimal at vertex ( $\beta^{*}$, $\gamma^{*}$ ) in the remaining search space. Let $l$ be a boundary line of the remaining search space defined by $\left(\beta_{v}, \gamma_{v}\right)$ and alignment $\mathcal{A}_{v}$. If $\mathcal{A}_{v}$ is not optimal at $\left(\beta^{*}, \gamma^{*}\right)$, then the distance between $\left(\beta^{*}, \gamma^{*}\right)$ and $l$ is greater than $\frac{1}{m^{3}}$.
Proof. According to inequality (4), the boundary line $l$ is

$$
\begin{equation*}
\left(y_{v}-y_{0}\right) \beta+\left(z_{v}-z_{0}\right) \gamma=\left(y_{v}-y_{0}\right) \beta_{v}+\left(z_{v}-z_{0}\right) \gamma_{v} \tag{*}
\end{equation*}
$$

Suppose $\mathcal{A}_{v}$ is not optimal at $\left(\beta^{*}, \gamma^{*}\right)$. From the optimality of $\mathcal{A}_{0}, \mathcal{A}_{v}$, we have:

$$
\begin{aligned}
& \qquad w_{0}-\beta^{*} y_{0}-\gamma^{*} z_{0}=w_{v}-\beta^{*} y_{v}-\gamma^{*} z_{v}+\Delta c_{1}, \quad \Delta c_{1}>0 \\
& w_{v}-\beta_{v} y_{v}-\gamma_{v} z_{v}=w_{0}-\beta_{v} y_{0}-\gamma_{v} z_{0}+\Delta c_{2}, \Delta c_{2}>0 \\
& \text { Adding }(* *) \text { and }(* * *) \text { we obtain } \\
& \left(y_{v}-y_{0}\right) \beta^{*}+\left(z_{v}-z_{0}\right) \gamma^{*}=\left(y_{v}-y_{0}\right) \beta_{v}+\left(z_{v}-z_{0}\right) \gamma_{v}+\Delta c_{1}+\Delta c_{2} \\
& (* * * *)
\end{aligned}
$$

Equations $\left(^{*}\right)$ and ( ${ }^{* * * *}$ ) define two parallel lines, and ( ${ }^{* * * *)}$ passes through $\left(\beta^{*}, \gamma^{*}\right)$. Thus the distance between $\left(\beta^{*}, \gamma^{*}\right)$ and line $l$ equals the distance between line $\left({ }^{* * * *}\right)$ and line $l$. Hence the distance is:

$$
d=\left|\frac{\Delta c_{1}+\Delta c_{2}}{y_{v}-y_{0}} \cdot \frac{y_{v}-y_{0}}{\sqrt{\left(y_{0}-y_{v}\right)^{2}+\left(z_{0}-z_{v}\right)^{2}}}\right|=\left|\frac{\Delta c_{1}+\Delta c_{2}}{\sqrt{\left(y_{0}-y_{v}\right)^{2}+\left(z_{0}-z_{v}\right)^{2}}}\right|
$$

According to $\left.{ }^{* *}\right), \Delta c_{1}=w_{0}-w_{v}-\left(y_{0}-y_{v}\right) \beta^{*}-\left(z_{0}-z_{v}\right) \gamma^{*}>0$. Since $\left(\beta^{*}, \gamma^{*}\right)$ is a vertex, according to Equation (3), it is clear that $\Delta c_{1}>1 / m^{2}$, then $d>\left|\frac{1}{m^{2}} \frac{1}{\sqrt{\left(y_{0}-y_{v}\right)^{2}+\left(z_{0}-z_{v}\right)^{2}}}\right|>\frac{1}{m^{3}}$.

Lemma 5. If there exists an inverse-optimal vertex ( $\beta^{*}, \gamma^{*}$ ) in the remaining search space, then there exist two boundary lines that are defined by $\left(\beta_{1}, \gamma_{1}\right), \mathcal{A}_{1}$, and $\left(\beta_{2}, \gamma_{2}\right), \mathcal{A}_{2}$ such that alignments $\mathcal{A}_{1}, \mathcal{A}_{2}$ are optimal at $\left(\beta^{*}, \gamma^{*}\right)$.

Proof. Suppose reference alignment $\mathcal{A}_{0}$ is optimal at vertex $\left(\beta^{*}, \gamma^{*}\right)$ in the remaining search space. Assume that no boundary line that is defined by $\left(\beta_{i}, \gamma_{i}\right)$, alignment $\mathcal{A}_{i}$ such that $\mathcal{A}_{i}$ is optimal at $\left(\beta^{*}, \gamma^{*}\right)$. Then from Lemma the distance between $\left(\beta^{*}, \gamma^{*}\right)$ and any point on the boundary of the remaining search space is greater than $\frac{1}{m^{3}}$. Hence the area of the remaining search space is greater than $\frac{1}{m^{6}}$. But the area of the remaining search space is smaller than $\frac{1}{2 m^{7}}$, a contradiction. So there exists at least one boundary line that is defined by $\left(\beta_{1}, \gamma_{1}\right)$, alignment $\mathcal{A}_{1}$ and $\mathcal{A}_{1}$ is optimal at $\left(\beta^{*}, \gamma^{*}\right)$.

If there is only one boundary line that satisfies the above requirements, we can find a contradiction from similar reasoning. Thus there exist at least two boundary lines that satisfy above requirements.

Lemma 6. If there exists an inverse-optimal vertex in the remaining search space, then when $m>80$, it can be located using the two longest boundary lines.

Proof. Suppose that there exists an inverse-optimal vertex in the remaining search space. Notice that if the distance of the two farthest points on the boundary is smaller than $1 / m^{3}$, then any two boundary lines can be used to locate the inverse-optimal vertex (according to Lemma (4).

Since the search space can be initially restricted to $0 \leq \beta \leq m^{2}, 0 \leq \gamma \leq m^{2}$, the area of remaining search space is smaller than $1 / 2 m^{7}$, and every iteration reduces the search by at least $4 / 9$ and increases the number of boundary lines by at most one, there are at most $\log _{\frac{9}{5}} 2+11 \log _{\frac{9}{5}} m$ boundary lines of the remaining search space.

If the length of a boundary line $l$ is more than $1 / m^{4}$, then $l$ can be used to locate that inverse-optimal vertex. Thus if the lengths of the two longest boundary lines are greater than $1 / m^{4}$, then the inverse-optimal vertex can be located by them. If there are no two boundary lines whose lengths are greater than $1 / m^{4}$, then the distance of two farthest points on the boundary is smaller than $d=\left(\log _{\frac{9}{5}} 2+11 \log _{\frac{9}{5}} m\right) \cdot \frac{1}{m^{4}}$. When $m>80, d<\frac{1}{m^{3}}$. Thus if $m>80$, the two longest boundary lines can be used to locate the inverse-optimal vertex.

Now we prove the correctness of Algorithm 2 and analyze its running time.
Theorem 5. If there exists an inverse-optimal point on the $\beta, \gamma$ coordinate plane, then Algorithm 2 can find it in $O(m n \log m)$ time.

Proof. According to Equation [3] the maximum coordinate for a vertex is $\left(m^{2}\right.$, $\left.m^{2}\right)$. Thus, we can restrict the search space to $0 \leq \beta \leq m^{2}, 0 \leq \gamma \leq m^{2}$. If the algorithm finds an inverse-optimal point $\left(\beta_{v}, \gamma_{v}\right)$ during the binary search, it returns a line. Lemma 3 shows when the area of the remaining search space is smaller than $1 / 2 m^{7}$, it cannot include a complete optimal region. So binary search terminates and the algorithm begins to check the vertices in the remaining region. If there exists an inverse-optimal vertex in the remaining search space, from Lemma 5 and Lemma 6 step 11-33 can find it. So if there exists inverseoptimal point on $\beta, \gamma$ coordinate plane, Algorithm 2 can find that point.

The initial area of search space is $m^{4}$; the binary search terminates when the area is less than $1 / 2 m^{7}$. Every iteration reduces the area of search space by at least $4 / 9$ and increases the number of boundary lines by at most 1 , so there are $O(\log m)$ iterations and $O(\log m)$ boundary lines. In every iteration, the algorithm computes one optimal alignment which takes $O(m n)$ time. Thus steps 1-10 need $O(m n \log m)$ time. Step 11 needs $O(\log m)$ time, since there are $O(\log m)$ intersection points on the boundary and the two farthest points must both be intersection points. Step 12-20 need $O(m n)$ time. In step 22-32, since $m<80$, we can consider the number of different pairs of boundary lines as constant, then the time that step 22-32 need is $O(m n)$. Thus the total time need by Algorithm 2 is $O(m n \log m)$.

The above algorithm also works for searching on the $\alpha, \gamma$ plane, only that, in step 34 , when we have found that the reference alignment cannot be optimal
on the $\alpha, \gamma$ coordinate plane, we need to return the centroid of the remaining search space as an approximately inverse-optimal point.

## 4 Further Results and Open Problems

Given two sequences $S$ and $T$, a local alignment is obtained by finding substrings $S^{\prime}$ and $T^{\prime}$ of $S$ and $T$, respectively, whose optimal global alignment score is maximum over all pairs of substrings from $S$ and $T$ [6]. This problem can be solved in $O(m n)$ time [6], where $m, n$ are the lengths of $S$ and $T$.

The inverse local alignment problem without gap penalty $(\gamma=0)$ asks to find an inverse-optimal or approximately inverse-optimal point on the $\alpha, \beta$ coordinate plane. This problem can be solved by slightly modifying Algorithm 2 of Section 3 in $O(m n \log m)$ time.

An open problem is to extend our binary search strategy into fixed-dimensional space. For example, this could lead to an efficient algorithm for inverse local alignment with gap penalty, which is a search problem in the $\alpha, \beta, \gamma$ space.
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#### Abstract

Motivated by the reconstruction of phylogenetic tree in biology, we study the full Steiner tree problem in this paper. Given a complete graph $G=(V, E)$ with a length function on $E$ and a proper subset $R \subset V$, the problem is to find a full Steiner tree of minimum length in $G$, which is a kind of Steiner tree with all the vertices of $R$ as its leaves. In this paper, we show that this problem is NP-complete and MAX SNPhard, even when the lengths of the edges are restricted to either 1 or 2. For the instances with lengths either 1 or 2 , we give a $\frac{5}{3}$-approximation algorithm to find an approximate solution for the problem.


## 1 Introduction

Given a graph $G=(V, E)$, a subset $R \subseteq V$ of vertices, and a length (or distance) function $d: E \rightarrow \mathbb{R}^{+}$on the edges, a Steiner tree is a connected and acyclic subgraph of $G$ which spans all vertices in $R$. The vertices in $R$ are usually referred to as terminals and the vertices in $V \backslash R$ as Steiner (or optional) vertices. Note that a Steiner tree might contain the Steiner vertices. The length of a Steiner tree is defined to be the sum of the lengths of all its edges. The so-called Steiner tree problem is to find a Steiner minimum tree (i.e., a Steiner tree of minimum length) in $G$. The Steiner tree problem has been extensively studied in the past years because it has many important applications in VLSI design, network routing, wireless communications, computational biology and so on 1234 . This problem is well known to be NP-complete [5], even in the Euclidean metric 6] or rectilinear metric [7]. However, it has many approximation algorithms with constant performance ratios [4]8].

Motivated by the reconstruction of phylogenetic (or evolutionary) tree in biology, we study a variant of the Steiner tree problem, called the full Steiner tree problem, in this paper. A Steiner tree is full if all terminals are the leaves of the tree [4]. The full Steiner tree problem is to find a full Steiner tree with minimum length. If we restrict the lengths of edges to be either 1 or 2 , then the problem is called the (1,2)-full Steiner tree problem. From the viewpoints of biologists, the terminals of a full Steiner tree $\mathcal{T}$ can be regarded as the extant taxa (or species, morphological features, biomolecular sequences), the internal
vertices of $\mathcal{T}$ as the extinct ancestral taxa, and the length of each edge in $\mathcal{T}$ as the evolutionary time along it. Then $\mathcal{T}$ might correspond to an evolutionary tree of the extant species, which trends to minimize the tree length according to the principle of parsimony (i.e., nature always finds the paths that require a minimum evolution) [9]. Hence, the problem of reconstruction of such kind of phylogenetic tree can be considered as the full Steiner tree problem. We refer the readers to 1011 for other models of evolutionary trees and time-complexities of their constructions.

To our knowledge, little work has been done on the full Steiner tree problem. In [12, Hwang gave a linear-time algorithm for constructing a relatively minimal full Steiner tree $\mathcal{T}$ with respect to $\mathcal{G}$ in the Euclidean metric, where $\mathcal{G}$ is the given topology of $\mathcal{T}$. In this paper, we show that the full Steiner tree problem is NPcomplete and MAX SNP-hard, even when the lengths of edges are restricted to be either 1 or 2 . However, we give a $\frac{5}{3}$-approximation algorithm for the ( 1,2 )-full Steiner tree problem.

## 2 Preliminaries

To make sure that a full Steiner tree exists, we restrict the given graph $G=(V, E)$ to be complete and $R$ to be a proper subset of $V$ (i.e., $R \subset V$ ) in the full Steiner tree problem (FSTP for short).
FSTP (Full Steiner Tree Problem)
Instance: A complete graph $G=(V, E)$, a length function $d: E \rightarrow \mathbb{R}^{+}$on the edges, a proper subset $R \subset V$, and a positive integer bound $B$.
Question: Is there a full Steiner tree $\mathcal{T}$ in $G$ such that the length of $\mathcal{T}$ is less than or equal to $B$ ?

The length function $d$ is called a metric if it satisfies the following three conditions: (1) $d(x, y) \geq 0$ for any $x, y$ in $V$, where equality holds if and only if $x=y$, (2) $d(x, y)=d(y, x)$ for any $x, y \in V$, and (3) $d(x, y) \leq d(x, z)+d(z, y)$ for any $x, y, z$ in $V$ (triangle inequality). If we restrict that all edge lengths are either 1 or 2 (i.e., $d: E \rightarrow\{1,2\}$ ), then we call this restricted FSTP as (1,2)full Steiner tree problem ( $\operatorname{FSTP}(1,2)$ for short), where such length function is a metric. For convenience, we use MIN-FSTP and MIN-FSTP $(1,2)$ to be referred as the optimization problems of FSTP and $\operatorname{FSTP}(1,2)$, respectively.

Given two optimization problems $\Pi_{1}$ and $\Pi_{2}$, we say that $\Pi_{1}$ L-reduces to $\Pi_{2}$ if there are polynomial-time algorithms $f$ and $g$ and positive constants $\alpha$ and $\beta$ such that for any instance $I$ of $\Pi_{1}$, the following conditions are satisfied. (1) Algorithm $f$ produces an instance $f(I)$ of $\Pi_{2}$ such that $\mathrm{OPT}(f(I)) \leq \alpha \cdot \mathrm{OPT}(I)$, where $\mathrm{OPT}(I)$ and $\operatorname{OPT}(f(I))$ stand for the optimal solutions of $I$ and $f(I)$, respectively. (2) Given any solution of $f(I)$ with cost $c_{2}$, algorithm $g$ produces a solution of $I$ with cost $c_{1}$ in polynomial time such that $\left|c_{1}-\mathrm{OPT}(I)\right| \leq$ $\beta \cdot\left|c_{2}-\operatorname{OPT}(f(I))\right|$. A problem is said to be MAX SNP-hard if a MAX SNPhard problem can be $L$-reduced to it. In [13], Arora et al. showed that if any MAX SNP-hard problem has a PTAS (Polynomial Time Approximation Scheme), then $\mathrm{P}=\mathrm{NP}$, where a problem has a PTAS if for any fixed $\epsilon>0$, the
problem can be approximated within a factor of $1+\epsilon$ in polynomial time [14]. In other words, it is very unlikely for a MAX SNP-hard problem to have a PTAS. On the other hand, if $\Pi_{1} L$-reduces to $\Pi_{2}$ and $\Pi_{2}$ has a PTAS, then $\Pi_{1}$ has a PTAS [15].

## 3 NP-Completeness Result

In this section, we will show that $\operatorname{FSTP}(1,2)$ is an NP-complete problem by a reduction from the exact cover by 3 -sets problem (X3C for short), which is well known to be NP-complete [16].
X3C (Exact Cover by 3 -Sets Problem)
Instance: A finite set $X$ with $|X|=3 n$ and a collection $\mathcal{S}$ of 3-element subsets of $X$ with $|\mathcal{S}|=m$.
Question: Does $\mathcal{S}$ contain an exact cover for $X$, i.e., a subcollection $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ such that every element of $X$ occurs in exactly one member of $\mathcal{S}$ ?

Theorem 1. $\operatorname{FSTP}(1,2)$ is an $N P$-complete problem.
Proof. In the following, we only show that $\operatorname{FSTP}(1,2)$ is NP-hard by reducing X3C to it. Let $X=\left\{x_{1}, x_{2}, \cdots, x_{3 n}\right\}$ and $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ be an instance of X3C. Without loss of generality, we assume that $m>n$. Then we transform $X$ and $\mathcal{S}$ into an instance of $\operatorname{FSTP}(1,2)$ as follows.

- A complete graph $G=(V, E)$ with $V=X \cup \mathcal{S} \cup\{y\}, R=X$ and $B=4 n$.
- For each edge $e, d(e)=\left\{\begin{array}{l}1, \text { if } e \in\left\{\left(x_{i}, S_{j}\right) \mid x_{i} \in S_{j}\right\} \cup\left\{\left(y, S_{j}\right) \mid 1 \leq j \leq m\right\}, \\ 2, \text { otherwise. }\end{array}\right.$

See Figure 1 for an example of the reduction with $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right\}$ and $\mathcal{S}=\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}=\left\{\left\{x_{1}, x_{3}, x_{5}\right\},\left\{x_{2}, x_{3}, x_{5}\right\},\left\{x_{2}, x_{4}, x_{5}\right\},\left\{x_{2}, x_{4}, x_{6}\right\}\right\}$, where only the edges of length 1 in $G$ are shown and the white circles and the black boxes denote the Steiner vertices and the terminals, respectively.

Next, we claim that X3C has a positive answer (i.e., $\mathcal{S}$ has an exact cover) if and only if there is a full Steiner tree in $G$ with length less than or equal to $B$,


Fig. 1. A reduction of X 3 C to $\operatorname{FSTP}(1,2)$.


Fig. 2. An $L$-reduction of VC- $B$ to MIN$\operatorname{FSTP}(1,2)$.
where $B=4 n$. First, suppose that $\mathcal{S}$ has an exact cover $\mathcal{S}^{\prime}$. Then we can build a tree $\mathcal{T}$ with the set $E(\mathcal{T})$ of edges, where $E(\mathcal{T})=\left\{\left(x_{i}, S_{j}\right),\left(y, S_{j}\right) \mid S_{j} \in \mathcal{S}^{\prime}, x_{i} \in\right.$ $\left.S_{j}\right\}$. It is not hard to see that $\mathcal{T}$ is a full Steiner tree in $G$ and its length is $4 n$.

Conversely, suppose that there is a full Steiner tree $\mathcal{T}$ in $G$ with length less than or equal to $4 n$. For convenience, we call the edges in $\left\{\left(S_{i}, S_{j}\right) \mid 1 \leq i<j \leq\right.$ $m\}$ as the type-1 edges and the edges in $\left\{\left(y, x_{i}\right) \mid 1 \leq i \leq 3 n\right\}$ as the type-2 edges. Note that the length of each type-1 or type- 2 edge in $G$ is 2 by the reduction. Then we can transform $\mathcal{T}$ into $\mathcal{T}^{\prime}$ using the following two methods such that $\mathcal{T}^{\prime}$ contains no type-1 or type-2 edge. (1) Replace each type-1 edge $\left(S_{i}, S_{j}\right)$ of $\mathcal{T}$ with the edges $\left(y, S_{i}\right)$ and $\left(y, S_{j}\right)$. (2) Replace each type-2 edge $\left(y, x_{i}\right)$ of $\mathcal{T}$ with the edges $\left(y, S_{j}\right)$ and $\left(x_{i}, S_{j}\right)$, where $x_{i} \in S_{j}$. Clearly, $\mathcal{T}^{\prime}$ is still a full Steiner tree of $G$, which can be obtained from $\mathcal{T}$ in polynomial time, and its length is less than or equal to that of $\mathcal{T}$ (i.e., $\leq 4 n$ ) since we always use two edges of length 1 , which might be in $\mathcal{T}$ already, to replace an edge of length 2 . Since $\mathcal{T}^{\prime}$ contains no type- 1 or type- 2 edge, its leaves are adjacent to some vertices in $\mathcal{S}$, all of which are then adjacent to $y$. For convenience, we use $\mathcal{Y}$ to denote the set of internal vertices of $\mathcal{T}^{\prime}$ which are adjacent to $y$. Then the length of $\mathcal{T}^{\prime}$ is greater than or equal to $|\mathcal{X}|+|\mathcal{Y}|=3 n+|\mathcal{Y}|$, which is less than or equal to $4 n$. This implies that $|\mathcal{Y}| \leq n$. On the other hand, since each vertex in $\mathcal{Y}$ is adjacent to at most 3 leaves, $3 \cdot|\mathcal{Y}| \geq 3 n$ and hence $|\mathcal{Y}| \geq n$. In other words, we have $|\mathcal{Y}|=n$ and clearly, $\mathcal{Y}$ corresponds to a vertex cover of $\mathcal{S}$.

The proof of Theorem $\boldsymbol{\square}$ can be used to prove the NP-completeness of FSTP, even when the length function is metric.

## 4 MAX SNP-Hardness Result

In this section, we will show that the optimization problem of $\operatorname{FSTP}(1,2)$, referred to as MIN-FSTP $(1,2)$, is MAX SNP-hard by an $L$-reduction from the vertex cover- $B$ problem (VC- $B$ for short), which was shown to be MAX SNPhard by Papadimitriou and Yannakakis [15].
MIN-FSTP $(\mathbf{1 , 2})$ (Minimum $(1,2)$-Full Steiner Tree Problem): Given a complete graph $G=(V, E)$ with a length function $d: E \rightarrow\{1,2\}$ on the edges and a proper subset $R \subset V$ of terminals, find a full Steiner tree of minimum length in $G$.
VC- $\boldsymbol{B}$ (Vertex Cover- $B$ Problem): Given a graph $G=(V, E)$ with degree bounded by a constant $B$, find a vertex cover of minimum cardinality in $G$.

Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $B$ be an instance $I_{1}$ of VC- $B$ with $V_{1}=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$. (Without loss of generality, we assume that $G_{1}$ is connected and $n \geq 3$.) Then we transform $I_{1}$ into an instance $I_{2}$ of $\operatorname{MIN}-\operatorname{FSTP}(1,2)$, say $G_{2}$ and $R$, as follows.

- A complete graph $G_{2}=\left(V_{2}, E_{2}\right)$ with $V_{2}=V_{1} \cup\left\{z_{i, j} \mid\left(v_{i}, v_{j}\right) \in E_{1}\right\}$, and $R=V_{2} \backslash V_{1}=\left\{z_{i, j} \mid\left(v_{i}, v_{j}\right) \in E_{1}\right\}$.
- For each edge $e \in E_{2}, d(e)=\left\{\begin{array}{l}1, \text { if } e \in \mathcal{E}, \\ 2, \text { otherwise },\end{array}\right.$ where $\mathcal{E}=\left\{\left(v_{i}, v_{j}\right) \mid 1 \leq i<j \leq n\right\} \cup\left\{\left(v_{i}, z_{i, j}\right),\left(z_{i, j}, v_{j}\right) \mid\left(v_{i}, v_{j}\right) \in E_{1}\right\}$.

See Figure 2 for an example of the reduction, where $G_{1}$ is a $C_{5}$ (i.e, a cycle of length 5) and only the edges of length 1 in $G_{2}$ are shown.

Lemma 1. Let $\mathcal{T}$ be a solution of length $c$ to $\operatorname{MIN}-\operatorname{FSTP}(1,2)$ on the instance $I_{2}$ which is obtained from a reduction of an instance $I_{1}$ of $V C-B$. Then in polynomial time, we can find another solution $\mathcal{T}^{\prime}$ of length no more than $c$ to MIN$\operatorname{FSTP}(1,2)$ on instance $I_{2}$ such that $\mathcal{T}^{\prime}$ contains no edge of length 2.

Proof. In the following, we only show how to replace an edge of length 2 from $\mathcal{T}$ with some edges of length 1 in polynomial time without increasing the length of the resulting $\mathcal{T}$. Then by repeatedly applying this procedure to $\mathcal{T}$, we will finally obtain $\mathcal{T}^{\prime}$ in polynomial time. Let $(x, y)$ be an edge of length 2 in $\mathcal{T}$. Since both $x$ and $y$ cannot belong to $R$ or $V_{1}$ at the same time, one of them must be a terminal and the other must be a Steiner vertex according to the rules to construct $G_{2}$. Without loss of generality, we assume that $x$ is a terminal and $y$ is a Steiner vertex. Since we assume that $G_{1}$ is connected and $n \geq 3, x$ must be connected to some one terminal $z$ with a path of two edges of length 1 , say $(x, v)$ and $(v, z)$. Let $u$ be the Steiner vertex of $\mathcal{T}$ which is adjacent to $z$. Then we consider the following two possibilities. Case $1:(x, u) \in E_{1}$. This means that the length of $(x, u)$ is 1 . Then we replace $(x, y)$ with $(x, u)$. Case 2: $(x, u) \notin E_{1}$. This means that the length of $(x, u)$ is 2 . Then we replace $(x, y)$ with $(x, v)$ and $(v, u)$ of length 1 . It is easy to see that the resulting $\mathcal{T}$ is still a full Steiner tree of $G_{2}$, which can be obtained in polynomial time, without increasing the length.

Theorem 2. MIN-FSTP (1,2) is a MAX SNP-hard problem.
Proof. Let $f$ denote the polynomial-time algorithm (as described in the beginning of this section) to transform an instance $I_{1}$ of VC- $B$ to the instance $I_{2}$ of $\operatorname{MIN}-\operatorname{FSTP}(1,2)$ (i.e., $f\left(I_{1}\right)=I_{2}$ ). We design another polynomial-time algorithm $g$ as follows. Given a full Steiner tree $\mathcal{T}$ in $G_{2}$ of length $c$, we transform it into another full Steiner tree $\mathcal{T}^{\prime}$ using the method described in the proof of Lemma Clearly, $\mathcal{T}^{\prime}$ contains no edge of length 2 and its length is no more than $c$, which implies that the number of vertices in $\mathcal{T}^{\prime}$ is less than or equal to $c+1$ (since $\mathcal{T}^{\prime}$ is a tree). Then the collection of those internal vertices of $\mathcal{T}^{\prime}$ which are adjacent to the leaves of $\mathcal{T}^{\prime}$ corresponds to a vertex cover of $G_{1}$ whose size is less than or equal to $c-\left|E_{1}\right|+1$. Next, we prove that algorithms $f$ and $g$ are an $L$-reduction from VC- $B$ to MIN-FSTP $(1,2)$ by showing the following two inequalities.
(1) $\operatorname{OPT}\left(f\left(I_{1}\right)\right) \leq \alpha \cdot \mathrm{OPT}\left(I_{1}\right)$, where $\alpha=2 B$. Note that $B \cdot \mathrm{OPT}\left(I_{1}\right) \geq\left|E_{1}\right|$ since each vertex in $G_{1}$ covers at most $B$ edges. Let $u$ be a vertex in $G_{1}$ whose degree is $B$. Then we can build a star $\mathcal{T}$ with $u$ as its center and $R$ as its leaves. Clearly, $\mathcal{T}$ is a feasible solution of $\operatorname{MIN-FSTP}(1,2)$ on $f\left(I_{1}\right)$ whose length is $B+2 \cdot\left(\left|E_{1}\right|-B\right)=2 \cdot\left|E_{1}\right|-B$. Hence, OPT $\left(f\left(I_{1}\right)\right) \leq 2 \cdot\left|E_{1}\right|-B \leq 2 \cdot\left|E_{1}\right|=$ $2 B \cdot \frac{\left|E_{1}\right|}{B} \leq 2 B \cdot \operatorname{OPT}\left(I_{1}\right)$.
(2) $\left|c_{1}-\mathrm{OPT}\left(I_{1}\right)\right| \leq \beta \cdot\left|c_{2}-\operatorname{OPT}\left(f\left(I_{1}\right)\right)\right|$, where $\beta=1$. Given a vertex cover $\mathcal{C}$ in $G_{1}$ of size $c$, we can create a full Steiner tree $\mathcal{T}$ in $G_{2}$ of length $c+\left|E_{1}\right|-1$ in the following way. Connect each edge of $E_{1}$ (corresponding a
terminal in $G_{2}$ ) to an arbitrary vertex in $\mathcal{C}$ (corresponding a Steiner vertex in $G_{2}$ ) and connect all vertices of $\mathcal{C}$ by $c-1$ edges of length 1 in $G_{2}$. Hence, $\mathrm{OPT}\left(f\left(I_{1}\right)\right) \leq \mathrm{OPT}\left(I_{1}\right)+\left|E_{1}\right|-1$. Conversely, by algorithm $g$, a full Steiner tree $\mathcal{T}$ of $G_{2}$ with length $c_{2}$ can be transformed into a vertex cover of $G_{1}$ of size $c_{1}$ less than or equal to $c_{2}-\left|E_{1}\right|+1$ (i.e., $c_{1} \leq c_{2}-\left|E_{1}\right|+1$ ). Then $c_{1}-\operatorname{OPT}\left(I_{1}\right) \leq$ $\left(c_{2}-\left|E_{1}\right|+1\right)-\operatorname{OPT}\left(I_{1}\right)=c_{2}-\left(\mathrm{OPT}\left(I_{1}\right)+\left|E_{1}\right|-1\right) \leq c_{2}-\mathrm{OPT}\left(f\left(I_{1}\right)\right)$. Hence, $\left|c_{1}-\operatorname{OPT}\left(I_{1}\right)\right| \leq 1 \cdot\left|c_{2}-\operatorname{OPT}\left(f\left(I_{1}\right)\right)\right|$.

Clearly, the proof of Theorem 2 can be applied to show that MIN-FSTP is still MAX SNP-hard, even though the length function is metric.

## 5 A $\frac{5}{3}$-Approximation Algorithm for MIN-FSTP $(1,2)$

For MIN-FSTP (1,2), it is not hard to see that any star with an arbitrary Steiner vertex as its center and all terminals as its leaves is an approximate solution with performance ratio within 2 of the optimal one. In this section, we give a $\frac{5}{3}$ approximation algorithm for MIN-FSTP $(1,2)$ using the so-called average length (or distance) heuristics [17|18].

Let Steiner star be a star $\mathcal{T}$ with a Steiner vertex as its center $(\mathcal{T})$ and the terminals as its leaves $(\mathcal{T})$, where center $(\mathcal{T})$ and leaves $(\mathcal{T})$ denote the center and the leaves of $\mathcal{T}$, respectively. For a Steiner star $\mathcal{T}$ with $\mid$ leaves $(\mathcal{T}) \mid \geq 2$, we define its average length to be $f(\mathcal{T})=\frac{\sum_{v \in \operatorname{leaves}(\mathcal{T} \mathcal{T}} d(\operatorname{center}(\mathcal{T}), v)}{|\operatorname{leaves}(\mathcal{T})|-1}$. For convenience, we use $\mathcal{X}_{k}$-star to denote a Steiner star $\mathcal{T}$ with $k$ leaves and $d(\operatorname{center}(\mathcal{T}), v)=1$ for each $v$ of leaves $(\mathcal{T})$. By definition, we have the following lemmas immediately.
Lemma 2. Let $\mathcal{T}$ be a Steiner star with $k$ terminals, where $k \geq 2$. If $\mathcal{T}$ contains no leaf at distance 1 from center $(\mathcal{T})$, then $f(\mathcal{T})=2+\frac{2}{k-1}$.

Lemma 3. Let $\mathcal{T}$ be a Steiner star with $k$ terminals, where $k \geq 2$. If $\mathcal{T}$ contains only one leaf at distance 1 from center $(\mathcal{T})$, then $f(\mathcal{T})=2+\frac{1}{k-1}$.

Lemma 4. Let $\mathcal{T}$ be a Steiner star with $k$ terminals, where $k \geq 2$. If $\mathcal{T}$ contains exactly two leaves at distance 1 from center $(\mathcal{T})$, then $f(\mathcal{T})=2$.

Lemma 5. Let $\mathcal{T}$ be a $\mathcal{X}_{k}$-star with $k \geq 3$. Then $f(\mathcal{T})=1+\frac{1}{k-1}$.
Lemma 6. Let $\mathcal{T}_{1}$ be an $\mathcal{X}_{k}$-star with $k \geq 3$ and let $\mathcal{T}_{2}$ be the Steiner star obtained from $\mathcal{T}_{1}$ by adding a new terminal $z$ with $d\left(\operatorname{center}\left(\mathcal{T}_{1}\right), z\right)=2$. Then $f\left(\mathcal{T}_{1}\right)<f\left(\mathcal{T}_{2}\right)$.

Next, we describe our approximation algorithm for $\operatorname{MIN}-\operatorname{FSTP}(1,2)$ in the following algorithm $\operatorname{APX}-\operatorname{FSTP}(1,2)$. Without loss of generality, we assume that $|R| \geq 8$, since for $|R|<8$, the optimal solution can be found by an exhaustive search in polynomial time. According to Lemmas to our algorithm APX$\operatorname{FSTP}(1,2)$ always selects an $\mathcal{X}_{k}$-star with maximum $k, k \geq 3$, to do the reduction if it exists, since its average length must be minimum. If only $\mathcal{X}_{2}$-stars are found in the (resulting) instance, then the average length of the minimum Steiner star

```
APX-FSTP(1,2)
Input: A complete graph \(G=(V, E)\) with \(d: E \rightarrow\{1,2\}\) and a subset \(R \subset V\).
Output: A full Steiner tree \(\mathcal{T}_{\text {APX }}\) in \(G\).
1: Let \(\mathcal{E}\) be an empty set;
2: /* Choose a Steiner star with the minimum average length */
    if there are two or more remaining Steiner vertices then
        Find a Steiner star \(\mathcal{T}\) with minimum average length;
        if \(f(\mathcal{T})=2\) then \(/ *\) Transform \(\mathcal{T}\) into an \(\mathcal{X}_{2}\)-star \(* /\)
            Remove from \(\mathcal{T}\) those leaves at distance 2 from \(\operatorname{center}(\mathcal{T})\) if they exist;
    else Let \(\mathcal{T}\) be the Steiner star with the only Steiner vertex as its center
        and all remaining terminals as its leaves;
3: Let \(\mathcal{E}=\mathcal{E} \cup\{(\operatorname{center}(\mathcal{T}), v) \mid v \in \operatorname{leaves}(\mathcal{T})\} ; / *\) Perform a reduction */
    Replace the Steiner star \(\mathcal{T}\) by a single new terminal, say \(z\);
    Let \(d(z, u)=d(\operatorname{center}(\mathcal{T}), u)\) for each remaining vertex \(u\);
4: if there is still more than one terminal then Go to Step 2;
    else Let \(\mathcal{T}_{\text {APX }}\) be the full Steiner tree induced by \(\mathcal{E}\);
```

must be 2 by Lemmas 2 to In this case, the minimum Steiner star selected by $\operatorname{APX}-\operatorname{FSTP}(1,2)$ might contain some leaves at distance 2 from the center. To avoid this situation, $\operatorname{APX}-\operatorname{FSTP}(1,2)$ will transform it into an $\mathcal{X}_{2}$-star without changing its average length by Lemma团 If the (resulting) instance does not contain a $\mathcal{X}_{k}$-star with $k \geq 2$, then $\operatorname{APX}-\operatorname{FSTP}(1,2)$ will perform only one reduction by Lemmas 2 and 3 As discussed above, we can find that $\operatorname{APX}-\operatorname{FSTP}(1,2)$ will always select an $\mathcal{X}_{k}$-star, $k \geq 2$, to do the reduction except the last one.

We analyze the time-complexity of $\operatorname{APX}-\operatorname{FSTP}(1,2)$ as follows. Let $n$ and $m$ be the numbers of the terminals and the Steiner vertices in $G$, respectively (i.e., $n=|R|$ and $m=|V \backslash R|)$. Clearly, the time-complexity of $\operatorname{APX}-\operatorname{FSTP}(1,2)$ is dominated by the cost of Step 2, which needs to find a Steiner star with minimum average length. It can be implemented by first finding an optimal Steiner star with each Steiner vertex as the center and then selecting the best one among these optimal Steiner stars. For each Steiner vertex $v$, we can find an optimal Steiner star with $v$ as its center in $\mathcal{O}\left(n^{\prime}\right)$ time, where $n^{\prime}$ denotes the number of the resulting terminals. The reason is that we just calculate the number of terminals at distance 1 from $v$ and then we are able to know what its optimal Steiner star is by Lemmas 2 to 6. Suppose that there are $m^{\prime}$ Steiner vertices in each reduction. Then Step 2 can be done in $\mathcal{O}\left(n^{\prime} m^{\prime}+m^{\prime}\right)$ time. Since each reduction eliminates one Steiner vertex and at least one terminal, the number of the iterations is at most $\min \{n, m\}$ and hence the total time-complexity of APX-FSTP $(1,2)$ is polynomial.

Let the performance ratio of our approximation algorithm APX-FSTP (1,2) for instance $I$ be ratio $(I)=\frac{\operatorname{APX}(I)}{\mathrm{OPT}(I)}$, where $\mathrm{OPT}(I)$ denotes the length of an optimal full Steiner tree for $I$ and $\operatorname{APX}(I)$ denotes the length of $\mathcal{T}_{\text {APX }}$ obtained by APX-FSTP $(1,2)$. In the following, we assume that $I$ is a worst-case instance among all instances. That is, ratio $\left(I^{\prime}\right) \leq \operatorname{ratio}(I)$ for each $I^{\prime} \neq I$.

Lemma 7. If instance $I$ contains an $\mathcal{X}_{k}$-star for $k \geq 5$, then $\operatorname{ratio}(I) \leq \frac{5}{3}$.

Proof. Let $\mathcal{T}$ be an arbitrary $\mathcal{X}_{k}$-star in $I$ whose $k$ is maximum and let $E(\mathcal{T})$ be the set of its edges. Then by Lemmas to the first iteration of our algorithm APX-FSTP $(1,2)$ will reduce $\mathcal{T}$ since its average length $f(\mathcal{T})$ is minimum. Let $I^{\prime}$ be the resulting instance of APX-FSTP $(1,2)$ after $\mathcal{T}$ is reduced. Clearly, we have $\operatorname{APX}\left(I^{\prime}\right)=\operatorname{APX}(I)-k$. Let $\mathcal{T}_{\text {OPt }}$ be an optimal full Steiner tree of $I$, and let $\mathcal{H}$ be the resulting graph obtained by adding the $k$ edges of $E(\mathcal{T})$ to $\mathcal{T}_{\text {OPT }}$. Then by removing from $\mathcal{H}$ some edges not in $E(\mathcal{T})$ and adding some one edge if possible, we can build a full Steiner tree $\mathcal{T}^{\prime}$ of $I$ such that it contains all edges of $E(\mathcal{T})$. In the worst case, the $k$ edges of $E(\mathcal{T})$ and the $\operatorname{center}(\mathcal{T})$ are not in $\mathcal{T}_{\text {OPt }}$. Then we need to add edge ( $\operatorname{center}(\mathcal{T}), v)$ to build a full Steiner tree $\mathcal{T}^{\prime}$, where $v$ is a Steiner vertex in $\mathcal{T}_{\text {OPt }}$. Clearly, the length of $\mathcal{T}^{\prime}$ is less than or equal to OPT $(I)+2$ since $d($ center $(\mathcal{T}), v) \leq 2$. If we reduce $\mathcal{T}$ in $\mathcal{T}^{\prime}$, then we obtain a full Steiner tree $\mathcal{T}^{\prime \prime}$ of instance $I^{\prime}$ whose length is less than or equal to $\mathrm{OPT}(I)-k+2$. In other words, $\mathrm{OPT}\left(I^{\prime}\right) \leq \mathrm{OPT}(I)-k+2$. Hence, ratio $\left(I^{\prime}\right)=\frac{\operatorname{APX}\left(I^{\prime}\right)}{\operatorname{OPT}\left(I^{\prime}\right)} \geq \frac{\operatorname{APX}(I)-k}{\mathrm{OPT}(I)-k+2}$. Recall that ratio $\left(I^{\prime}\right) \leq \operatorname{ratio}(I)$. Then we have $\frac{\operatorname{APX}(I)-k}{\operatorname{OPT}(I)-k+2} \leq \frac{\operatorname{APX}(I)}{\mathrm{OPT}(I)} \Longleftrightarrow k \cdot \mathrm{OPT}(I) \geq$ $(k-2) \cdot \operatorname{APX}(I) \Longleftrightarrow \frac{k}{k-2} \geq \frac{\operatorname{APX}(I)}{\operatorname{OPT}(I)}=\operatorname{ratio}(I)$. Hence, we have ratio $(I) \leq \frac{5}{3}$.

In the following, we assume that $I$ contains no such an $\mathcal{X}_{k}$-star with $k \geq 5$ and we will then show that ratio $(I) \leq \frac{5}{3}$. Given an instance $I$ consisting of $G=(V, E)$ and $R \subset V$, we say that a vertex $v \in V$ 1-dominates (or dominates for simplicity) itself and all other vertices at distance 1 from $v$. For any $D \subseteq V$, we call it as a 1 -dominating set (or dominating set) of $R$ if every terminal in $R$ is dominated by at least one vertex of $D$. A dominating set of $R$ with minimum cardinality is called as a minimum dominating set of $R$.

Lemma 8. Given an instance I of MIN-FSTP(1,2), let $D$ be a minimum dominating set of $R$. Then $\operatorname{OPT}(I) \geq n+|D|-1$, where $n=|R|$.
Proof. Let $\mathcal{T}_{\text {OPT }}$ be an optimal full Steiner tree of $I$ (i.e., OPT $(I)=\left|\mathcal{T}_{\text {OPT }}\right|$ ) and let $R^{\prime} \subseteq R$ be the set of terminals that are dominated by the vertices of $D^{\prime}$, where $D^{\prime} \subseteq V \backslash R$ is the set of Steiner vertices in $\mathcal{T}_{\text {OPT }}$. Note that for those vertices in $D^{\prime}, \mathcal{T}_{\text {OPT }}$ needs to contain at least $\left|D^{\prime}\right|-1$ edges to connect them. Clearly, the length of $\mathcal{T}_{\text {OPT }}$ is $\left|\mathcal{T}_{\text {OPT }}\right| \geq\left|R^{\prime}\right|+\left(\left|D^{\prime}\right|-1\right)+2 \cdot\left|R \backslash R^{\prime}\right|=|R|+\left|D^{\prime}\right|+\left|R \backslash R^{\prime}\right|-1$. Since the union of $D^{\prime}$ and $R \backslash R^{\prime}$ is a dominating set of $R$ and they are disjoint, $|D| \leq\left|D^{\prime} \cup\left(R \backslash R^{\prime}\right)\right|=\left|D^{\prime}\right|+\left|R \backslash R^{\prime}\right|$. In other words, we have $\operatorname{OPT}(I) \geq$ $|R|+|D|-1=n+|D|-1$.

Let $D$ be a minimum dominating set of $R$. Then we can partition $R$ into many subsets in a way as follows. Assign each terminal $z$ of $R$ to a member of $D$ which dominates it. If two or more vertices of $D$ dominate $z$, then we arbitrarily assign $z$ to one of them. Let $\mathcal{C}_{1}, \mathcal{C}_{2}, \cdots, \mathcal{C}_{q}$ be the partitions consisting of exactly 4 terminals.
Lemma 9. $\operatorname{OPT}(I) \geq \frac{4 n}{3}-\frac{q}{3}-1$.
Proof. According to the partition of $R$, we have $4 \cdot q+3(|D|-q) \geq n$, which means that $|D| \geq \frac{n-q}{3}$. Recall that OPT $(I) \geq n+|D|-1$ by Lemma 8 . Hence, $\mathrm{OPT}(I) \geq n+\frac{n-q}{3}-1=\frac{4 n}{3}-\frac{q}{3}-1$.

Lemma 10. If instance I contains no $\mathcal{X}_{k}$-star with $k \geq 5$, then ratio $(I) \leq \frac{5}{3}$.
Proof. Assume that APX-FSTP $(1,2)$ totally reduces $j \mathcal{X}_{k_{i}}$-stars, where $1 \leq i \leq j$ and $k_{i} \geq 2$. Note that $\mathcal{X}_{k_{i}}$ is a subtree of the full Steiner tree $\mathcal{T}_{\text {APX }}$ produced by APX-FSTP $(1,2)$ and its length is $k_{i}$. Since the reduction of $\mathcal{X}_{k_{i}}$ merges $k_{i}$ old terminals into a new one, the number of the terminals is decreased by $k_{i}-1$. After reducing $\mathcal{X}_{k_{j}}$, the number of the remaining terminals is $n-\sum_{i=1}^{j}\left(k_{i}-1\right)$. To reduce these terminals, APX-FSTP $(1,2)$ creates a Steiner star with length less than or equal to $2 \cdot\left(n-\sum_{i=1}^{j}\left(k_{i}-1\right)\right)$. Hence, the total length of $\mathcal{T}_{\text {APX }}$ is less than or equal to $\left(\sum_{i=1}^{j} k_{i}\right)+\left(2 \cdot\left(n-\sum_{i=1}^{j}\left(k_{i}-1\right)\right)\right)=2 n-\sum_{i=1}^{j}\left(k_{i}-2\right)$. In other words, we have $\operatorname{APX}(I) \leq 2 n-p$, where $p=\sum_{i=1}^{j}\left(k_{i}-2\right)$.

Recall that we partition $R$ into many disjoint subsets in which $\mathcal{C}_{1}, \mathcal{C}_{2}, \cdots, \mathcal{C}_{q}$ are the partitions with each consisting of exactly 4 terminals. In other words, there are at least $q$ disjoint $\mathcal{X}_{4}$-stars in $I$. Next, we claim that $p>\frac{5 q}{9}$. The best situation is that each partition $\mathcal{C}_{i}, 1 \leq i \leq q$, corresponds to an $\mathcal{X}_{4}$-star which will be reduced by APX-FSTP $(1,2)$. In this case, each such an $\mathcal{X}_{4}$-star contributes 2 to $p$ and hence we have $p \geq 2 q>\frac{5 q}{9}$. Otherwise, we consider the case with the following four properties, where for simplicity of illustration, we assume that $q_{2} \equiv 0(\bmod 2), q_{3} \equiv 0(\bmod 3)$ and $q_{4} \equiv 0(\bmod 4)$, and $q_{1}+q_{2}+q_{3}+q_{4}=q$.
(1) There are $q_{1}$ partitions $\mathcal{C}_{i_{1}}, \cdots, \mathcal{C}_{i_{q_{1}}}$ in which each partition $\mathcal{C}_{i_{h}} 1 \leq h \leq q_{1}$, corresponds to an $\mathcal{X}_{4}$-star reduced by $\operatorname{APX}-\operatorname{FSTP}(1,2)$;
(2) There are $q_{2}$ partitions $\mathcal{C}_{i_{q_{1}+1}}, \cdots, \mathcal{C}_{i_{q_{1}+q_{2}}}$ in which every other two consecutive partitions $\mathcal{C}_{i_{q_{1}+h+1}}$ and $\mathcal{C}_{i_{q_{1}+h+2}}, 0 \leq h \leq q_{2}-2$ and $h \equiv 0(\bmod 2)$, correspond to an $\mathcal{X}_{4}$-star reduced by $\operatorname{APX}-\operatorname{FSTP}(1,2)$;
(3) There are $q_{3}$ partitions $\mathcal{C}_{i_{q_{1}+q_{2}+1}}, \cdots, \mathcal{C}_{i_{q_{1}+q_{2}+q_{3}}}$ in which every other three consecutive partitions $\mathcal{C}_{i_{q_{1}+q_{2}+h+1}}, \mathcal{C}_{i_{q_{1}+q_{2}+h+2}}$ and $\mathcal{C}_{i_{q_{1}+q_{2}+h+3}}, 0 \leq h \leq q_{3}-3$ and $h \equiv 0(\bmod 3)$, correspond to an $\mathcal{X}_{4}$-star reduced by $\operatorname{APX}-\operatorname{FSTP}(1,2)$;
(4) There are $q_{4}$ partitions $\mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+1}}, \cdots, \mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+q_{4}}}$ in which every other four consecutive partitions $\mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+h+1}}, \mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+h+2}}, \mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+h+3}}$ and $\mathcal{C}_{i_{q_{1}+q_{2}+q_{3}+h+4}}, 0 \leq h \leq q_{4}-4$ and $h \equiv 0(\bmod 4)$, correspond to an $\mathcal{X}_{4}$-star reduced by APX-FSTP (1,2).
It is not hard to see that the reduction of $\mathcal{X}_{4}$-stars of property (1) (respectively, (2), (3) and (4)) will contribute $2 q_{1}$ (respectively, $\frac{2 q_{2}}{2}, \frac{2 q_{3}}{3}$ and $\frac{2 q_{4}}{4}$ ) to $p$ and in the worst case, produce 0 (respectively, $0, \frac{2 q_{3}}{3}$ and $\left.q_{4}\right) \mathcal{X}_{3}$-star in the remaining instance. In the worst case, the $\left(0+0+\frac{2 q_{3}}{3}+q_{4}=\frac{2 q_{3}+3 q_{4}}{3}\right)$ produced $\mathcal{X}_{3}$-stars will further contribute $\frac{\frac{2 q_{3}+3 q_{4}}{3}}{3}$ to $p$. Hence, we have $p \geq$ $2 q_{1}+\frac{2 q_{2}}{2}+\frac{2 q_{3}}{3}+\frac{2 q_{4}}{4}+\frac{2 q_{3}+3 q_{4}}{9}=q_{1}+\frac{18\left(q_{1}+q_{2}+q_{3}+q_{4}\right)-2 q_{3}-3 q_{4}}{18} \geq q_{1}+\frac{13 q}{18}$ (since $q_{1}+$ $q_{2}+q_{3}+q_{4}=q$ and $\left.2 q_{3}+3 q_{4} \leq 5 q\right)>\frac{5 q}{9}$. As discussed above, we have $p>\frac{5 q}{9}$ (i.e., $q<\frac{9 p}{5}$ ). Recall that $\operatorname{OPT}(I) \geq \frac{4 n}{3}-\frac{q}{3}-1$ by Lemma 9 Then we have $\operatorname{ratio}(I)=\frac{\operatorname{APX}(I)}{\mathrm{OPT}(I)} \leq \frac{2 n-p}{\frac{4 n}{3}-\frac{9}{3}-1}=\frac{6 n-3 p}{4 n-q-3} \leq \frac{6 n-3 p}{4 n-\frac{9 p}{5}-3}$. Clearly, $\frac{6 n-3 p}{4 n-\frac{9 p}{5}-3} \leq \frac{5}{3}$ if $n \geq 8$. Hence, ratio $(I) \leq \frac{5}{3}$ for $n \geq 8$. Note that for $n<8$, the optimal solution can be found by an exhaustive search in polynomial time.

According to Lemmas 7and [10, we have the following theorem immediately.

Theorem 3. APX-FSTP(1,2) is a $\frac{5}{3}$-approximation algorithm for the minimum (1,2)-full Steiner tree problem (MIN-FSTP(1,2)).
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#### Abstract

We consider the following problem which is motivated by applications in Bioinformatics: given positive and negative points in $d$ dimensions, find a minimum cardinality set of halfspaces whose union covers all positive points and no negative points. We prove that approximation of this problem is at least as hard as approximation of graph coloring. On the other hand, we show that the two-dimensional case of the problem can be solved in polynomial time. Other related results are shown, too.


## 1 Introduction

Separation of positive examples from negative examples using a hyperplane is an important problem in both machine learning and statistics [2.3613]. Though it is a classic problem, extensive studies are still being done motivated by the invention of the support vector machine [6. Recent studies focus on finding large margin classifiers [6] and minimizing the number of misclassified examples [3].

Learning a mixture of models is another important problem in machine learning and statistics, because a single model (or a single set of parameters) is not always enough to characterize the given data (the given examples). Using multiple sets of parameters is also important in Bioinformatics, because parameter sets (for example, amino acid scores) sometimes depend on environments [16]. For example, Dirichlet mixture was effectively applied to sequence analysis [7]. Many techniques have been proposed for deriving a mixture of probability distributions such as the EM algorithm and local search heuristics 4.7. Recently, Arora and Kannan proposed approximation algorithms for deriving a mixture of Gaussian distributions [4].

However, to our knowledge, there had been no algorithmic study on deriving a union or a mixture of halfspaces from examples. Therefore, we study the computational complexity of this problem and derive inapproximability as well as approximability results. Furthermore, we show that this problem has a close relationship to the problem of deriving a PSSM (Position Specific Score Matrix)
from examples [1], where PSSMs are widely used in Bioinformatics [7]. Usually, PSSMs are derived from positive examples using simple statistical methods based on residue frequencies or local search algorithms (such as the EM algorithm) [7]. However, almost no theoretical results had been known. Recently, we proved that derivation of a PSSM (resp. derivation of a mixture of PSSMs) from both positive and negative examples is NP-hard [1].

We define the problem of deriving a union of halfspaces in the following way (see also Fig. 1), where a halfspace means a closed halfspace.
Problem 1. Given point sets $P O S$ and $N E G$ in $d$-dimensional Euclidean space, find a minimum cardinality set of halfspaces $\left\{h_{1}, \ldots, h_{k}\right\}$ such that $P O S \subseteq$ $\cup_{i=1, \ldots, k} h_{i}$ and $N E G \cap\left(\cup_{i=1, \ldots, k} h_{i}\right)=\emptyset$.
Along with the above, we consider the following decision problem.
Problem 2. Given point sets $P O S$ and $N E G$ in $d$-dimensional Euclidean space and an integer $K$, find a set of halfspaces $\left\{h_{1}, \ldots, h_{K}\right\}$ such that $P O S \subseteq$ $\cup_{i=1, \ldots, K} h_{i}$ and $N E G \cap\left(\cup_{i=1, \ldots, K} h_{i}\right)=\emptyset$.
It should be noted that there is a solution for $K$ in Problem 2 if there is a solution for $K-1$. Hereafter, we let $n=|P O S|$ and $m=|N E G|$.

In this paper, we prove that approximation of Problem 1 is at least as hard as approximation of graph coloring. We also prove that Problem 2 is NP-hard even for $K=2$. This result is interesting because Problem 2 can be trivially solved in polynomial time using linear programming if $K=1$. On the other hand, we show that the two-dimensional case of Problem 1 can be solved in polynomial time. We present approximation algorithms for a special case of Problem 1 and variants (maximization of the number of correctly classified examples) of Problem 2.

Though the Boosting technique [10] might be applied to these problems, it would not solve the problems optimally or near optimally because we derive strong hardness results.

We can consider the dual problems in which a union of halfspaces is replaced by an intersection of halfspaces. We can obtain analogous results for these problems by exchanging $P O S$ and $N E G$.

The organization of the paper is as follows. First, we show hardness results and a close relationship between a halfspace and a PSSM. Next, we present a polynomial time algorithm for the two-dimensional case of Problem 1. Then, we present approximation algorithms. Finally, we conclude with future work.

## 2 Hardness Results

We briefly introduce the problem of deriving a mixture of PSSMs [⿴囗. Let $P O S_{p s s m}$ and $N E G_{p s s m}$ be sets of strings of length $l$ over an alphabet $\Sigma$. For a string $S, S[i]$ denotes the $i$-th letter of $S$. A PSSM is a function $f_{i}(a)$ from $[1, \ldots, l] \times \Sigma$ to the set of real numbers, where $i \in[1, \ldots, l]$ and $a \in \Sigma$. For a string $S$ and a PSSM $f_{i}(a)$, we define $f(S)$ (the score of $S$ ) by $f(S)=\sum_{i=1, \ldots, l} f_{i}(S[i])$.
Problem 3. (Derivation of a Mixture of PSSMs)
Given $\Sigma, P O S_{p s s m}, N E G_{p s s m}$ and a positive integer $K$, find a set of $K$ PSSMs


Fig. 1. Separation of positive points from negative points using two halfspaces. White circles and black circles denote positive points and negative points, respectively.
and a threshold $\Theta$ which satisfy the following conditions: (i) for all $S \in P O S_{p s s m}$, $f^{k}(S) \geq \Theta$ for some $k \in[1, \ldots, K]$, (ii) for all $S \in N E G_{p s s m}$ and for all $k \in[1, \ldots, K], f^{k}(S)<\Theta$, where $f^{k}$ denotes the $k$-th PSSM.
It was proven in [1] that Problem 3 is NP-hard even for $K=2$ and $\Sigma=\{0,1\}$.
Theorem 1. Problem 2 is $N P$-hard even for $K=2$.
Proof. We use a polynomial time reduction from Problem 3.
We identify $\Sigma$ with $\{1,2, \ldots,|\Sigma|\}$. For a point $\boldsymbol{p}$ in $(l|\Sigma|)$-dimensional Euclidean space, $\boldsymbol{p}[i]$ denotes the $i$-th coordinate value of $\boldsymbol{p}$. From each string $S$ of length $l$ in $P O S_{p s s m} \cup N E G_{p s s m}$, we create a point $\boldsymbol{s}$ by $\boldsymbol{s}[|\Sigma|(i-1)+S[i]]=1$ for $i=1, \ldots, l, s[j]=0$ for the other $j$.

We identify a PSSM $f_{i}(a)$ with an $(l|\Sigma|)$-dimensional vector $\boldsymbol{a}$ by $\boldsymbol{a}[|\Sigma|(i-$ $1)+a]=f_{i}(a)$ for $i=1, \ldots, l$ and $a=1, \ldots,|\Sigma|$.

Then, we have the following relation: $f(S) \geq \Theta$ iff. $\boldsymbol{a} \cdot \boldsymbol{s} \geq \Theta$, where $\boldsymbol{a} \cdot \boldsymbol{s}$ is the inner product between $\boldsymbol{a}$ and $\boldsymbol{s}$. That is, each PSSM corresponds to a halfspace. It should be noted that each halfspace $\boldsymbol{a} \cdot \boldsymbol{s} \geq \theta$ can be normalized so that the righthand side value takes $\Theta$.

From this relation, it is straight-forward to see the following:
there exists a solution $\left(\left\{f^{1}, \ldots, f^{K}\right\}, \Theta\right)$ for Problem 3 iff. there exists a solution $\left\{\boldsymbol{a}^{1} \cdot \boldsymbol{x} \geq \Theta, \ldots, \boldsymbol{a}^{K} \cdot \boldsymbol{x} \geq \Theta\right\}$ for Problem 2.

Therefore, the theorem follows from the NP-hardness of Problem 3 [1.
On the minimization of the number of PSSMs, we have a strong inapproximability result as shown below, where ZPP (Zero-error Probabilistic Polynomial time) is the class of languages that have Las Vegas algorithms running in expected polynomial time [15]. We say that a minimization problem (resp. a maximization problem) can be approximated within a factor of $f(n)$ if there is an algorithm for which $\max \left(\frac{A P R}{O P T}, \frac{O P T}{A P R}\right) \leq f(n)$ holds where $A P R$ and $O P T$ are the scores of an approximate solution and an optimal solution, respectively.

Theorem 2. Problem 3 can not be approximated within a factor of $O\left(n^{1-\epsilon}\right)$ for any $\epsilon>0$ in polynomial time unless $Z P P=N P$, where $n$ denotes the number of positive strings.

Proof. We use an approximation preserving reduction from Minimum Graph Coloring (GT4 in [II]) to Problem 3. Let $G=(V, E)$ be an undirected graph. We define $P O S_{G}$ as $P O S_{G}=\left\{0^{i-1} 10^{n-i} \mid x_{i} \in V\right\}$, where we choose an arbitrary ordering of the vertices in $V$ and $n=|V|$. Furthermore, we define $N E G_{G}$ as $\quad N E G_{G}=\left\{0^{i-1} 10^{j-i-1} 10^{n-j} \mid\left(x_{i}, x_{j}\right) \in E, i<j\right\} \cup\left\{0^{n}\right\}$.
$I=\left(P O S_{G}, N E G_{G}\right)$ forms an input for Problem 3. We denote strings of $P O S_{G}$ corresponding to vertex $x_{i}$ as $w_{x_{i}}$ and strings of $N E G_{G}$ corresponding to $e \in E$ as $w_{e}$.

It suffices to show, that there is a solution for $I$ with $K$ matrices, iff $G$ can be colored with $K$ colors. Let $g: V \rightarrow\{1, \ldots, K\}$ be a coloring for $G$. For $k \in\{1, \ldots, K\}$, we define a $\operatorname{PSSM} f^{k}$. Let $i \in\{1, \ldots, n\}$ and $a \in\{0,1\}$.

$$
f_{i}^{k}(a)= \begin{cases}0 & \text { if } a=0 \\ 1 & \text { if } a=1, g\left(x_{i}\right)=k \\ -1 & \text { if } a=1, g\left(x_{i}\right) \neq k\end{cases}
$$

With $\Theta=1, f^{k}$ accepts all strings of $P O S_{G}$, which correspond to a vertex colored with color $k$. Since every string in $N E G_{G}$ corresponds to an edge of $G$ and all edges of $G$ connect vertices with different colors, all negative strings are rejected by all PSSMs. Therefore, $f^{1}, \ldots, f^{K}$ is a solution for $I$ with $K$ PSSMs.

For the proof of the opposite direction, suppose there is a solution for $I$ with $K$ PSSMs. For every vertex $x_{i}$, we choose a PSSM $f^{k}$ accepting $w_{x_{i}}$ and color $x_{i}$ with color $k$. If there were an edge $\left(x_{i}, x_{j}\right) \in E$ with both $x_{i}$ and $x_{j}$ colored with the same color $k$, we could conclude

$$
f^{k}\left(w_{\left(x_{i}, x_{j}\right)}\right)+f^{k}\left(0^{n}\right)=f^{k}\left(w_{x_{i}}\right)+f^{k}\left(w_{x_{j}}\right) \geq 2 \Theta
$$

which is a contradiction to $f^{k}$ rejecting both $w_{\left(x_{i}, x_{j}\right)}$ and $0^{n}$.
Thus, the above construction of an input for Problem 3 yields an approximation preserving reduction from Minimum Graph Coloring to Problem 3. Since Minimum Graph Coloring can not be approximated within $O\left(|V|^{1-\epsilon}\right)$ unless $Z P P=N P(9)$, we have the theorem.

Using the reduction in the proof of Theorem 1, we have:
Corollary 1. Problem 1 can not be approximated within a factor of $O\left(n^{1-\epsilon}\right)$ for any $\epsilon>0$ in polynomial time unless $Z P P=N P$.

In [1], it was shown that a set of $|P O S|$ PSSMs can be computed by linear programming. Though it is a trivial solution to compute one PSSM for each positive string, this simple algorithm is surprisingly nearly optimal, since Theorem 2 implies that the minimal number of PSSMs can not be approximated within a factor of $O\left(|P O S|^{1-\epsilon}\right)$.


Fig. 2. Explanation of Proposition 1.

## 3 A Polynomial Time Algorithm in Two-Dimensions

In this section, we show that the two-dimensional case of Problem 1 can be solved in polynomial time.

We assume without loss of generality that all points in $P O S \cup N E G$ are in general positions (i.e., no three points are collinear), where we can modify the algorithm for a general case without increasing the order of the time complexity.

For sets $X$ and $Y, X-Y$ denotes the subset of $X$ obtained by removing $X \cap Y$ from $X$. Let $\Omega$ denote the convex hull 8 of $N E G$, where the boundary is included in $\Omega$. Let $\delta \Omega$ denote the boundary of $\Omega$ and $\Omega^{-}=\Omega-\delta \Omega$. Similarly, $\delta h$ denotes the boundary of a halfplane $h$.
Proposition 1. For each halfplane $h$ such that $h \cap N E G=\emptyset$ and $h \cap P O S \neq \emptyset$, there exists a halfplane $h^{\prime}$ satisfying the following conditions: (i) $h^{\prime} \cap \Omega^{-}=\emptyset$, (ii) $(h \cap P O S) \subseteq\left(h^{\prime} \cap P O S\right)$, (iii) $\left|h^{\prime} \cap N E G\right|=1$, (iv) $\left|\delta h^{\prime} \cap P O S\right|=1$.

Proof. First, simply translate $h$ so that the intersection with NEG consists of exactly one point. Next, rotate the halfplane around the point so that the intersection of the boundary with $P O S$ consists of exactly one point.

It follows that there exists a solution (a set of halfplanes) for Problem 1 and Problem 2 in which each halfplane is obtained by slightly perturbing a halfplane satisfying the conditions of Proposition 1.

Let $H$ be the set of halfplanes satisfying the conditions of Proposition 1, where the number of such halfplanes is $O(n)$. We fix an arbitrary element $h_{0}$ in $H$. For each halfplane $h$, we define angle ( $h$ ) (the angle of $h$ to $h_{0}$ ) as follows. Let $\boldsymbol{q}$ be the intersection point of $\delta h$ and $\delta h_{0}$. Assume that $h_{0}$ coincides with $h$ if $h_{0}$ is rotated clockwise around $\boldsymbol{q}$ by $A$ radian $(0 \leq A<2 \pi)$. Then, we define $\operatorname{angle}(h)=A$.

We define the order on halfplanes by

$$
h \prec h^{\prime} \text { iff. angle }(h)<\operatorname{angle}\left(h^{\prime}\right) .
$$

For example, $h_{0} \prec h_{j}^{*} \prec h_{j} \prec h_{i}^{*} \prec h_{i}$ holds for halfplanes in Fig. 3. It should be noted that $\operatorname{angle}(h)$ is a bijection from $H$ to $[0,2 \pi)$ if the domain of $\operatorname{angle}(h)$
is restricted to $H$ (note that there may be two parallel hyperplanes tangent to $\delta \Omega$, but they have different angles because the domain of angles is defined to be $[0,2 \pi))$. Since each $h \in H$ is tangent to $\Omega$, the ordering gives the total order on $H$. This ordering allows us to use dynamic programming.

Let $<\boldsymbol{q}_{1}, \boldsymbol{q}_{2}, \ldots, \boldsymbol{q}_{h}>$ be the points in $\delta \Omega \cap N E G$, where these points are arranged in the clockwise order. For each $h \in H, h^{*}$ is the halfplane such that $h^{*} \supset\left\{\boldsymbol{q}_{i}, \boldsymbol{q}_{i-1}\right\}$ and $h^{*} \cap \Omega^{-}=\emptyset$ hold, where $\boldsymbol{q}_{i}=h \cap N E G$ and $\boldsymbol{q}_{0}=\boldsymbol{q}_{h}$. Let $<h_{0}, h_{1}, \ldots, h_{N}>$ be the sorted list of $H$. For each pair of halfplanes $\left(h_{j}, h_{i}\right)$ such that $j<i$, we define $h_{j, i}^{*}$ by $h_{j, i}^{*}=\left(\bigcup_{k=j, \ldots, i} h_{k}^{*}\right)-h_{j}^{*}$, where $h_{j, i}^{*}=\emptyset$ if $h_{j}^{*}=h_{i}^{*}$.

Algorithm 1 shown below (see also Fig. 3) outputs the minimum number of halfplanes, where it can be easily modified for computing the halfplanes. Though we assume that $h_{0}^{*} \neq h_{i_{k}}^{*}$ holds for the optimal solution $<h_{i_{1}}=$ $h_{0}, h_{i_{2}}, \ldots, h_{i_{k}}>$, Algorithm 1 can be modified for the case of $h_{0}^{*}=h_{i_{k}}^{*}$ without increasing the order of the time complexity.

```
ALGORITHM 1
    Construct the convex hull \Omega of NEG;
    if POS\cap\Omega\not=\emptyset then output "no solution" and halt;
    k\leftarrow+\infty;
    for all }\mp@subsup{h}{0}{}\inH\mathrm{ do }k\leftarrow\operatorname{min}(k,\operatorname{SUBPROC}(\mp@subsup{h}{0}{}))
    Output k;
```

$\operatorname{SUBPROC}\left(h_{0}\right)$
Let $<h_{0}, h_{1}, \ldots, h_{N}>$ be the sorted list of $H$;
if $h_{0} \cap P O S=P O S$ return 1;
$T[0] \leftarrow 1$;
for $i=1$ to $N$ do $T[i] \leftarrow+\infty$;
for $i=1$ to $N$ do
for $j=0$ to $i-1$ do
if $\left(h_{j, i}^{*} \bigcap P O S\right) \subseteq h_{j} \cup h_{i}$ then $T[i] \leftarrow \min (T[i], T[j]+1)$;
for $i=1$ to $N$ do
if $\left(P O S-h_{0, i}^{*}\right)-\left(h_{0} \cup h_{i}\right) \neq \emptyset$ then $T[i] \leftarrow+\infty$;
return $\min \left\{T[i] \mid i=1, \ldots, N, h_{i}^{*} \neq h_{0}^{*}\right\}$;

Theorem 3. The two-dimensional case of Problem 1 can be solved in polynomial time.

Proof. First, we show the correctness of Algorithm 1. Clearly, Problem 1 has a solution if and only if $P O S \cap \Omega=\emptyset$.

From Proposition 1, it suffices to find a minimum cardinality set of halfplanes satisfying $P O S \subseteq \cup h_{i}$ and the conditions of Proposition 1. Let $H_{o p t}$ be such a set.

Then, we can put the total order on $H_{\text {opt }}$ by choosing an arbitrary element $h_{0}$ in $H_{o p t}$. Let $<h_{0}=h_{i_{1}}, h_{i_{2}}, \ldots, h_{i_{k}}>$ be the ordered list of $H_{o p t}$. Since all the


Fig. 3. Explanation of Algorithm 1. $T[i]$ is updated if the halftone region $\left(h_{j, i}^{*}-h_{j}-h_{i}\right)$ does not contain a point of $P O S$.
elements in $P O S$ must be covered by $\cup h_{i_{k}},\left(h_{i_{j}, i_{j+1}}^{*} \cap P O S\right) \subseteq h_{i_{j}} \cup h_{i_{j+1}}$ must hold for $j=1, \ldots, k-1$ and $\left(P O S-h_{0, i_{k}}^{*}\right) \subseteq\left(h_{0} \cup h_{i_{k}}\right)$ must hold. Moreover, any $h_{k}$ such that $k>i>j$ can not cover $h_{j, i}^{*}-h_{j}-h_{i}$. Therefore, we can use dynamic programming technique for computing the minimum number of halfspaces required to cover $\cup_{j=0}^{i} h_{j}$ for each $i$, where the number will be stored in $T[i]$. Since all $h_{0}$ are examined, Algorithm 1 will find $H_{o p t}$.

Next we analyze the time complexity. The convex hull of NEG can be constructed in $O(m \log m)$ time [8]. Before applying the dynamic programming, we compute $h_{i, j}^{*} \cap P O S$ for all $i, j$. It takes $O\left((n+m)^{2} n\right)$ time using an incremental procedure, where we omit details. Since both $|H|$ and $|P O S|$ are $O(n)$, the dynamic programming procedure takes $O\left(n^{3}\right)$ time per $h_{0}$.

Therefore, Algorithm 1 takes $O\left(n^{4}+m^{2} n\right)$ time in total.

## 4 Approximation Algorithms in $d$-Dimensions

In this section, we assume that all points in $P O S \cup N E G$ are in general positions. It is easy to see that Problem 2 can be solved in polynomial time if both $d$ and $K$ are fixed.

Proposition 2. Problem 2 can be solved in $O\left((n+m)^{d K+1}\right)$ time for constants $d$ and $K$.

Proof. It is easy to see that if Problem 2 has a solution, then there exists a solution in which the boundary of each halfspace is defined by $d$ points in $P O S \cup$ $N E G$, where we slightly perturb it so that each halfspace does not contain the point(s) in $N E G$ on the boundary. Therefore, it is enough to examine all combinations of $K$ such halfspaces. Since the number of halfspaces mentioned in the above is $O\left((n+m)^{d}\right)$, the number of the combinations is $O\left((n+m)^{d K}\right)$. For each combination, $O(n+m)$ time is required for checking the conditions of Problem 2.

Proposition 3. Problem 1 can be approximated within a factor of $O(\log n)$ in $O\left((n+m)^{d+1}\right)$ time if $d$ is a constant.

Proof. We reduce the problem to the set cover problem [1112].
From an instance of Problem 1, we construct a family of sets $\mathcal{S}$ over $P O S$ in the following way. Let $H$ be the set of halfspaces in which the boundary of each halfspace is defined by $d$ points in $P O S \cup N E G$ as in the Proposition 2. Let $H^{\prime}$ be the subset of $H$ obtained by removing halfspaces which contain at least one point in $N E G$. We let $\mathcal{S}=\left\{h \cap P O S \mid h \in H^{\prime}\right\}$.

Then, a cover of $P O S$ corresponds to a set of halfspaces satisfying the conditions of Problem 1. Therefore, the proposition follows from a fact [12] that the set cover problem can be approximated within a factor of $O(\log n)$.

From a practical viewpoint, it is more important to develop algorithms for minimizing the number of misclassified examples or maximizing the number of correctly classified examples, where the number of halfspaces is bounded by a constant $K$. We consider the latter case in this paper, because it seems difficult to develop a good approximation algorithm for the former problem [3]. Let $H$ be a set of halfspaces. $\boldsymbol{p} \in P O S$ (resp. $\boldsymbol{p} \in N E G$ ) is called a true positive (resp. a false positive) if $\boldsymbol{p} \in h$ for some $h \in H . \boldsymbol{p} \in N E G$ (resp. $\boldsymbol{p} \in P O S$ ) is called a true negative (resp. false negative) if $\boldsymbol{p} \notin h$ for any $h \in H$. Let \#TP and \#FP denote the numbers of true positives and false positives, respectively. Let \#TN and $\# F N$ denote the numbers of true negatives and false negatives, respectively. The following proposition is almost trivial (or directly follows from the result of Amaldi and Kann [2]).

Proposition 4. The maximization problem of \#TP + \#TN can be approximated within a factor of 2 in polynomial time.

Proof. We can use the following simple algorithm: output a halfspace which covers all elements in $P O S \cup N E G$ if $|P O S| \geq|N E G|$, otherwise output a halfspace which covers no element in $P O S \cup N E G$.

We are also interested in maximizing \#TP under the condition that $\# F P=$ 0 since it is sometimes important not to output false positives. We call it Problem 4. Clearly, Problem 4 is NP-hard even for $K=2$. We propose a simple randomized approximation algorithm (Algorithm 2) for the case of $K=2$.

## ALGORITHM 2

Let $R$ be a set of $r$ points randomly selected from $P O S$;
$H_{\max } \leftarrow \emptyset ;$
for all partition $R_{1} \cup R_{2}$ of $R$ do
$H \leftarrow \emptyset ;$
if there is a halfspace $h_{1}$ such that $h_{1} \cap R_{1}=R_{1}$ and $h_{1} \cap N E G=\emptyset$
then $H \leftarrow H \cup h_{1}$;
if there is a halfspace $h_{2}$ such that $h_{2} \cap R_{2}=R_{2}$ and $h_{2} \cap N E G=\emptyset$
then $H \leftarrow H \cup h_{2}$;
if $|H \cap P O S|>\left|H_{\max } \cap P O S\right|$ then $H_{\max } \leftarrow H$;
Output $H_{\max }$;

The performance of Algorithm 2 is poor if $\# T P$ in the optimal solution is small (e.g., \#TP is $O(\log n)$ ). However, such a case is meaningless since we need a classifier with small errors. Therefore, we are interested in the case where $\# T P$ is large enough in the optimal solution. In order to analyze Algorithm 2 for such a case, we use $\beta$-center points. A point $c \in \mathcal{R}^{d}$ is called a $\beta$-center point of a point set $P$ if every closed halfspace containing $c$ contains at least $\beta n$ points of $P$ [5]. Clarkson et al. showed that $\left(\frac{1}{d+1}-\epsilon\right)$-center point can be found in $\left.O\left((d / \epsilon)^{2} \log (d / \epsilon)\right)^{d+O(1)} \log (1 / \delta)\right)$ time with probability $1-\delta$ by using $O((d / \epsilon) \cdot \log (d / \epsilon) \cdot \log (1 / \delta))$ elements randomly sampled from $P$.
Theorem 4. Let $K=2$. Suppose that $\# T P>n / 2$ holds in the optimal solution for Problem 4. For any constants $d, \delta>0$ and $\epsilon>0$, Algorithm 2 outputs a pair of hyperplanes such that $\# F P=0$ and $\# T P \geq \frac{n}{4} \cdot\left(\frac{1}{(d+1)}-\epsilon\right)$ in $O(n+m)$ time with probability $1-\delta$.
Proof. Let $\left(h_{a}, h_{b}\right)$ be an optimal solution, where we assume without loss of generality that $\left|h_{a} \cap P O S\right| \geq\left|h_{b} \cap P O S\right|$.

Using a sufficiently large constant $r$, there exists $R_{1}$ with high probability which can be considered as a random sample of size $O((d / \epsilon) \cdot \log (d / \epsilon) \cdot \log (1 / \delta))$ from $h_{a} \cap P O S$. Since $h_{1}$ contains $R_{1}$ and $\left|h_{a} \cap P O S\right| \geq \frac{n}{4}$ holds, $h_{1}$ contains $\frac{n}{4} \cdot\left(\frac{1}{d+1}-\epsilon\right)$ points of $P O S$ with high probability.

Since $r$ is a constant and linear programming can be done in linear time for fixed $d$ [14], Algorithm 2 works in linear time.
It should be noted that Problem 4 can be solved exactly in $O\left((n+m)^{d K+1}\right)$ time for fixed $d$ and $K$ as in Proposition 2.

## 5 Concluding Remarks

In this paper, we studied the complexity of inferring a union of halfspaces from positive and negative examples. Though this problem was motivated by applications in Bioinformatics, we believe that it has applications in other areas, too. We presented a polynomial time algorithm for Problem 1 in two-dimensions. However, it is left as an open problem whether or not Problem 1 is NP-hard in three-dimensions (or higher dimensions).

From a practical viewpoint, maximization of the number of correctly classified examples (or, minimization of the number of misclassified examples) is more important. We presented approximation algorithms for this purpose. However, the performances of the algorithms are far from enough to be practical. Development of better algorithms is important future work as well as deriving lower bounds on the performance ratios.
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#### Abstract

Let $\mathcal{W}$ be a dictionary consisting of $n$ binary strings of length $m$ each, represented as a trie. The usual $d$-query asks if there exists a string in $\mathcal{W}$ within Hamming distance $d$ of a given binary query string $q$. We present an algorithm to determine if there is a member in $\mathcal{W}$ within edit distance $d$ of a given query string $q$ of length $m$. The method takes time $O\left(d m^{d+1}\right)$ in the RAM model, independent of $n$, and requires $O(d m)$ additional space.


## 1 Introduction

Let $\mathcal{W}$ be a dictionary consisting of $n$ binary strings of length $m$ each. A d-query asks if there exists a string in $\mathcal{W}$ within Hamming distance $d$ of a given binary query string $q$. Algorithms for answering $d$-queries efficiently has been a topic of interest for some time, and have also been studied as the approximate query and the approximate query retrieval problems in the literature. The problem was originally posed by Minsky and Papert in 1969 [10] in which they asked if there is a data structure that supports fast $d$-queries.

The cases of small $d$ and large $d$ for this problem seem to require different techniques for their solutions. The case when $d$ is small was studied by Yao and Yao [14]. Dolev et al. [5 6] and Greene et al. [7] have made some progress when $d$ is relatively large. There are efficient algorithms only when $d=1$; proposed by Brodal and Venkadesh [3], Yao and Yao [14], and Brodal and Gasieniec [2]. The small $d$ case has applications in password security [9]. Searching biological sequence databases may also use the methods of answering $d$-queries.

Previous studies for the $d$-query problem have focused on minimizing the number of memory accesses for a $d$-query, assuming other computations are free, and used cell or bit probe models to express complexity. We assume a RAM model with constant memory access time and take into account all computations in the complexity analysis. Dolev et al. 6] presented bounds for the space and time complexity of the $d$-query problem under certain assumptions using various notions of proximity. In the model, $\mathcal{W}$ is stored in buckets, and preprocessing of $\mathcal{W}$ is allowed.

[^8]
(a)

(b)

Fig. 1. a) An example trie with binary words 00011,01001 , and 11111 . b) The numbers in italic are the node weights computed with respect to query string 00100.

In this paper we consider answering $d$-queries efficiently without limiting ourselves to the construction of a new data structure parametrized by $d$. The variant of the original $d$-query problem that we consider is when the string-to-string edit distance is used as the distance measure instead of the ordinary case of Hamming distance. We assume that $\mathcal{W}$ is stored as a trie $\mathcal{T}_{m}$, and propose two algorithms for the $d$-query problem in this case. Our algorithms use the hybrid tree/dynamic programming approach [4]. The first one (Algorithm LOOK-UP ed, Figure (4) requires $O\left(d m^{d+2}\right)$ time in the worst case, and $O\left(d m^{d+1}\right)$ space (in addition to the space requirements of the trie $\mathcal{T}_{m}$ ). This complexity is of interest for small values of $d$ under investigation. The second algorithm (Algorithm DFT-LOOK-UP ed, Figure (7) has time complexity $O\left(d m^{d+1}\right)$, and additional space complexity of only $O(d m)$.

There is reason to believe that the average performance of both algorithms is much better when $\mathcal{W}$ is sparse.

## 2 Motivation: Hamming Distance Based Methods

Hamming distance between two binary strings is the number of positions they differ. A $d$-query asks if there is a member in a dictionary $\mathcal{W}$ whose Hamming distance is at most $d$ from a given binary query string $q$.

We assume a trie representation $\mathcal{T}_{m}$ for $\mathcal{W}$, and assume for simplicity that $\mathcal{W}$ consists of binary words of length $m$ each. A trie is a tree whose arcs are labeled by the symbols of alphabet $\Sigma$, in this case $\Sigma=\{0,1\}$. The leaf nodes of $\mathcal{T}_{m}$ correspond to the words in $\mathcal{W}$, and when concatenated, the labels of arcs on a path from the root to a given intermediate node gives a prefix of at least one word in $\mathcal{W}$. Clearly, in the RAM model assumed, accessing a word in $\mathcal{W}$ takes $O(m)$ time. Figure $\square$ part (a) shows an example trie $\mathcal{T}_{5}$ representing a dictionary $\mathcal{W}=\{00011,01001,11111\}$.


Fig. 2. In a complete binary trie of height 4, weights with respect to a given binary query string are shown in italic.

A naive method for answering a $d$-query is to generate the whole set of $\sum_{k=0}^{d}\binom{m}{k}$ strings differing from $q$ in at most $d$ positions, and with every string generated, perform a dictionary look-up in $\mathcal{T}_{m}$ for an exact member in $\mathcal{W}$. This naive generate and test algorithm takes $O\left(m^{d+1}\right)$ time and $O(m)$ additional space to store a generated string at a time. Another naive method is to add all strings within Hamming distance $d$ from any member in $\mathcal{W}$ to obtain a bigger dictionary $\mathcal{W}^{\prime}$. Then any $d$-query can be answered in $O(m)$ time using the corresponding trie $\mathcal{T}_{m}^{\prime}$ for an exact member. This latter method significantly increases the size of $\mathcal{W}$ by a number roughly $O\left(n m^{d}\right) m$-bit members. Cost of constructing and maintaining $\mathcal{T}_{m}^{\prime}$ may be extremely high.

For Hamming distance, we can improve the first naive algorithm above as follows. Let $s(v)$ denote the prefix corresponding to trie node $v$. Given a query string $q$, suppose that we assign weight $w_{h}$ to each trie node $v$ in $\mathcal{T}_{m}$ as

$$
\begin{equation*}
w_{h}(v)=h\left(s(v), q_{1 \cdots|s(v)|}\right), \tag{1}
\end{equation*}
$$

where $h$ denotes Hamming distance. As an example, in Figure (b) the weights of the nodes have been computed with respect to query string $q=00100$. The idea is that we can prune the trie in our search for $q$ at the nodes in $\mathcal{T}_{m}$ with $w_{h}(v)>d$.

Lemma 1. Let $N$ be the number of nodes in $\mathcal{T}_{m}$ with weight $\leq d$ as defined in (11). Then $N=O\left(m^{d+1}\right)$.

Proof. It is easy to see that $N$ is maximized over all tries $\mathcal{T}_{m}$ when $\mathcal{T}_{m}$ is a complete trie over $\Sigma$, i.e. $\mathcal{T}_{m}$ contains all binary strings of length $m$. Figure $⿴ 囗$ shows node weights of a complete trie with respect to $q$ up to level 4 starting with the root at level 0 . The root has weight 0 . For any other vertex $v$ at level $l$, if the arc from its parent to $v$ has label $q_{l}$ (the $l$ th symbol of query string $q$ )

```
Algorithm LOOK-UPh \((d)\)
\(S_{0}=\left\{\left(v_{0}, 0\right)\right\}\)
for \(k=1\) to \(m\) do
    \(S_{k}=\left\{\left(v[a], w(v)+h\left(a, q_{k}\right)\right) \mid(v, w(v)) \in S_{k-1}, w(v)+h\left(a, q_{k}\right) \leq d\right.\),
    and \(a \in \Sigma\}\)
Return YES if the minimum weight in \(S_{m}\) is \(\leq d\), NO otherwise
```

Fig. 3. Algorithm $L O O K-U P_{h}$ for dictionary look-up within Hamming distance $d$.
then $v$ and its parent have the same weight; otherwise, weight of $v$ is 1 more than that of its parent. Let $L(l, w)$ denote the number of vertices with weight $w$ at level $l$ of the complete trie $\mathcal{T}_{m}$. At any level $l$, the largest weight is $l$. Using these observations we see that $L(l+1, w)=L(l, w)+L(l, w-1)$ with $l \geq w$ and $L(l, 0)=1$. Therefore $L(l, w)$ is the binomial coefficient $\binom{l}{w}$. Furthermore since the smallest level at which weight $w$ appears in $\mathcal{T}_{m}$ is $l=w$, the total number of vertices with weight $w$ in $\mathcal{T}_{m}$ is $\binom{w}{w}+\binom{w+1}{w}+\cdots+\binom{m}{w}=\binom{m+1}{w+1}$. Hence

$$
N=\sum_{w=0}^{d}\binom{m+1}{w+1}=O\left(m^{d+1}\right)
$$

Based on the above lemma, Figure 3 outlines Algorithm $L O O K-U P_{h}$ for dictionary look-up within Hamming distance $d$. The algorithm explores all nodes $v$ in $\mathcal{T}_{m}$ with weight $w_{h}(v) \leq d$, i.e. $s(v)$ is a prefix of a word in $\mathcal{W}$ whose Hamming distance from $q$ is potentially within $d$. $S_{k}$ stores the set of nodeweight pairs $\left(v, w_{h}(v)\right)$ for all nodes $v$ at levels $\leq k$ with weight $w_{h}(v) \leq d$. The algorithm iteratively computes $S_{k}$ from $S_{k-1}$ by collecting all pairs $(v[a], w(v)+$ $\left.h\left(a, q_{k}\right)\right)$ in $S_{k}$ where $(v, w(v)) \in S_{k-1}, w(v)+h\left(a, q_{k}\right) \leq d$, and $a \in \Sigma=\{0,1\}$. Clearly, if there is a member in $\mathcal{W}$ within Hamming distance $d$ then it will be captured in $S_{m}$ in which case the algorithm returns YES; otherwise it returns NO.
$S_{k}$ contains $O\left(m^{d+1}\right)$ node-weight pairs by Lemma Therefore the time complexity in the assumed model is $O\left(m^{d+2}\right)$. It also requires additional space to store $O\left(m^{d+1}\right)$ trie nodes. The time complexity is no better in the worst case than that of the naive algorithm which generates and tries all possible strings within Hamming distance $d$ from $q$. However for a sparse dictionary $\mathcal{W}$ Algorithm $L O O K-U P_{h}$ is bound to be much faster on the average.

## 3 Edit Distance Based d-Queries

Algorithm $L O O K-U P_{h}$ essentially computes the Hamming distance between $q$ and a selected part of dictionary $\mathcal{W}$. Next we investigate the possibility of using a similar idea for $d$-queries defined with respect to the edit distance.

For the purposes of this paper, we use a simple type of edit distance. Given two strings $p=p_{1} \cdots p_{m}$ and $q=q_{1} \cdots q_{m}$, the edit distance $e d(p, q)$ is the
minimum number of edit operations which transforms $p$ into $q$. The edit operations are of three types: insert, delete, and substitute. Substituting a symbol by itself is called a match. A match operation is the only operation that does not contribute to the number of steps of the transformation. In terms of costs, all edit operations have cost 1 except for the match whose cost is 0 . The usual framework for the analysis of edit distance is the edit graph. Edit Graph $G_{p, q}$ is a directed acyclic graph having $(m+1)^{2}$ lattice points $(u, v)$ as vertices for $0 \leq u, v \leq m$. Horizontal and vertical arcs correspond to insert and delete operations respectively. The diagonal arcs correspond to substitutions. Each arc has a cost corresponding to the edit operation it represents. If we trace the arcs of a path from node $(0,0)$ to an intermediate node $(i, j)$, and perform the indicated edit operations in the given order on $p_{1} \cdots p_{i}$ then we obtain $q_{1} \cdots q_{j}$. Edit distance between prefixes $p_{i}$ and $q_{j}$ is the cost of the minimum-cost path from $(0,0)$ to $(i, j)$, and can be computed from the distances achieved at nodes $(i-1, j),(i-1, j-1)$, and $(i, j-1)$. Hence it has a simple dynamic programming formulation [13]:

$$
\begin{equation*}
D_{i, j}=\min \left\{D_{i-1, j}+1, D_{i-1, j-1}+h\left(p_{i}, q_{j}\right), D_{i, j-1}+1\right\} \tag{2}
\end{equation*}
$$

for $1 \leq i, j \leq m$, with $D_{i, j}=0$ whenever $i=0$ or $j=0$.

### 3.1 Algorithm LOOK-UP $e d$

With respect to a given binary query string $q$, we assign weight $w_{e d}$ to any trie node $v$ in $\mathcal{T}_{m}$ as

$$
\begin{equation*}
w_{e d}(v)=\min \{e d(s(v), r) \mid r \text { is a prefix of } q\} \tag{3}
\end{equation*}
$$

where ed denotes the edit distance.
Lemma 2. Let $N$ be the number of nodes in $\mathcal{T}_{m}$ with weight $\leq d$ as defined in (3). Then $N=O\left(m^{d+1}\right)$.

Proof. Proof is similar to the proof of Lemman for the Hamming distance case. Analysis of $N$ over a complete binary trie gives the maximum $N$. We omit the details. We remark however that in general $w_{e d}(v) \neq w_{h}(v)$, and for non-complete binary tries the distribution of weights over the nodes can differ significantly for Hamming and edit distances.

Algorithm $L O O K-U P_{e d}$ shown in Figure $\mathbb{Z}$ extends the dynamic programming formulation (21) of the edit distance computation by considering all prefixes of all members in $\mathcal{W}$. $S_{i, j}$ stores all the node-weight pairs $\left(v, w_{e d}(v)\right)$ where $s(v)=p_{1} \cdots p_{i}$ for some $p \in \mathcal{W}$, and $w_{e d}(v)=e d\left(p_{1} \cdots p_{i}, q_{1} \cdots q_{j}\right)$.

The computations in $L O O K-U P_{e d}$ involve sets, as opposed to just scores of the ordinary edit distance computations. Edit operation and the trie nodes involved determine an action on the sets. Consider the operations resulting in at node $(i, j)$ of the edit graph as shown in Figure 5 Let the operation be the

```
Algorithm LOOK-UP ed (d)
Si,-1}=\emptyset\mathrm{ for all i, 1 
S-1,j}=\emptyset\mathrm{ for all j, 1 sj sd
So,0}={(\mp@subsup{v}{0}{},0)
for i=0 to m do
    for j = max{0,i-\lceild/2\rceil} to min{m,i+\lfloord/2\rfloor} do
    {
        if (i=0 and j=0) then continue with the next iteration
        else
            {
            S'}\mp@subsup{}{i-1,j}{\prime}={(v[a],t+1)|t+1\leqd,\quad(v,t)\in\mp@subsup{S}{i-1,j}{}\mathrm{ and }a\in\Sigma
            \mp@subsup{S}{i,j-1}{\prime}}={(v,t+1)|t+1\leqd,\quad(v,t)\in\mp@subsup{S}{i-1,j}{\prime}
            S'i-1,j-1}={(v[a],t+h(a,\mp@subsup{q}{j}{})|t+h(a,\mp@subsup{q}{j}{\prime})\leqd,\quad(v,t)\in\mp@subsup{S}{i-1,j-1}{\prime},a\in\Sigma
            Si,j}={(v,t)|t\mathrm{ is the minimum weight
                                    paired with leaf v in 列'(i-1,j}\cup\mp@subsup{S}{}{\prime}\mp@subsup{}{i,j-1}{}\cup\mp@subsup{S}{}{\prime}\mp@subsup{}{i-1,j-1}{}
            }
    }
Return YES if the minimum weight in S}\mp@subsup{S}{m,m}{}\mathrm{ is }\leqd\mathrm{ ; otherwise NO
```

Fig. 4. Algorithm LOOK-UP ${ }_{e d}$ for dictionary look-up within edit distance $d$.


Fig. 5. Part of the edit graph explored during the computations.
deletion of symbol $p_{i} \in \Sigma$. For $(v, t) \in S_{i-1, j}$ if there is an arc from $v$ to $v[a]$ with label $a \in \Sigma$ then the delete operation causes weight $t+1$ in $v[a]$. This potential weight assignment is reflected in set $S_{i-1, j}^{\prime}$, and realized in set $S_{i, j}$ only if no weight smaller than $t+1$ is achieved by other edit operations resulting in $v[a]$. Now consider the insertion of $q_{j}$. For each $(v, t) \in S_{i, j-1}$, the pair $(v, t+1)$ is inserted into $S_{i, j-1}^{\prime}$. Similarly for each $(v, t) \in S_{i-1, j-1},\left(v[a], t+h\left(a, q_{j}\right)\right)$ is inserted into $S_{i-1, j-1}^{\prime}$. Subsequently, all node-weight pairs in sets $S_{i-1, j}^{\prime}, S_{i, j-1}^{\prime}$,


Fig. 6. Partial results on an edit path for a member within edit distance 2 of $q$.
and $S_{i-1, j-1}^{\prime}$ are collected into set $S_{i, j}$ by including for each node at most one pair, namely the one with the minimum weight.

The computations on the edit graph can be restricted to a narrow diagonal band of the edit graph as shown in Figure 5 since any edit path with total weight at most $d$ completely lies in this band.

We can easily show by induction that for all $i, j$ with $0 \leq i \leq m$, and $\max \{0, i-\lceil d / 2\rceil\} \leq j \leq \min \{i, i+\lfloor d / 2\rfloor\}, \quad(v, t) \in S_{i, j}$ iff there exists a trie node $v$ such that $|s(v)|=i$ and $e d\left(s(v), q_{1} \cdots q_{j}\right)=t$. This implies that $S_{m, m}$ includes a node-weight pair with weight $\leq d$ for a leaf node iff there exists a member in $\mathcal{W}$ within edit distance $d$. Therefore the algorithm is correct.

Figure 6 shows an example edit path with partial results which identify member 01001 as within edit distance 2 of $q=00100$.

By Lemma 2 computing each $S_{i, j}$ from $S_{i-1, j}, S_{i, j-1}, S_{i-1, j-1}$ takes $O\left(m^{d+1}\right)$ time since the size of each of these sets is bounded by $O\left(m^{d+1}\right)$. Therefore the time complexity of Algorithm $L O O K-U P_{e d}$ is $O\left(d m^{d+2}\right)$, and it requires $O\left(d m^{d+1}\right)$ additional space since it is enough to store the sets of the previous and current rows as the processing is done row by row.

### 3.2 Algorithm DFT-LOOK-UP $e d$

Next we propose Algorithm DFT-LOOK-UP $e d$ with which we improve the time complexity of the $d$-query problem with respect to edit distance to $O\left(d m^{d+1}\right)$, and space complexity to $O(d m)$. The steps of the algorithm are shown in Figure 7. The algorithm is based on depth-first traversal (DFT) of trie $\mathcal{T}_{m}$, during which the entries of the dynamic programming matrix are computed row by row. For trie node $v, i=\operatorname{level}(v)$ (Figure (9), and max $\{0, i-\lceil d / 2\rceil\} \leq j \leq$ $\min \{m, i+\lfloor d / 2\rfloor\}$ we define $D_{v, i, j}$ as

$$
D_{v, i, j}=e d\left(s(v), q_{1} \cdots q_{j}\right)
$$

Algorithm DFT-LOOK-UP $e d$ performs the initialization of scores for the first row, and invokes Procedure DFT-COMPUTE-D ${ }_{e d}$ for each arc from root $v_{0}$ to

```
Algorithm \(D F T-L O O K-U P_{e d}{ }^{(d)}\)
    \(D_{v_{0}, 0, j}=0\) for all \(j, \quad 0 \leq j \leq\lfloor d / 2\rfloor\)
    for each arc from \(v\) to \(v[a]\) on any \(a \in \Sigma\) do
        if \(D F T-C O M P U T E-D_{e d}\left(v_{0}, a, v_{0}[a]\right) \leq d\) then return YES
    return NO
```

Fig. 7. Algorithm $D F T-L O O K-U P_{e d}$ for dictionary look-up within edit distance $d$.


```
    i=level(v)
    for j}=\operatorname{max}{0,i-\lceild/2\rceil} to min{m,i+\lfloord/2\rfloor} d
        D
    weight }=\operatorname{min}{\mp@subsup{D}{v,i,j}{}| max{0,i-\lceild/2\rceil}\leqj\leqmin{m,i+\lfloord/2\rfloor
    if v is a leaf node or weight >d then return weight
    return min{DFT-COMPUTE-D ed
        incident from v to v[a] on }a\in\Sigma
```

Fig. 8. Procedure DFT-COMPUTE- $D_{e d}$ for computing the minimum edit distance achieved in subtrie rooted at $v$.
$v_{0}[a]$ with label $a$. If any of these invocations returns a value $\leq d$ then the algorithm returns YES; otherwise returns NO.

Given a parent node $u$, children node $v$, and symbol $a \in \Sigma$ of the arc connecting these two, Procedure DFT-COMPUTE- $D_{e d}(u, a, v)$ first computes the values in the row of node $v$ using the values in the row of parent node $u$ in the edit graph (Figure [1]). If all computed entries in this row are $>d$, then the procedure returns the minimum of these numbers. Otherwise it traverses the subtrie rooted at $v$ in depth-first manner, computes and returns the minimum edit distance achievable in the leaf nodes of this subtrie.

To show correctness, we claim that $D_{v, i, j}$ stores $\operatorname{ed}\left(s(v), q_{1} \cdots q_{j}\right)$ where $i=$ level $(v)$. This can be shown by induction. Assume that before $v$ is visited for the parent of $v$, and corresponding entries, the claim is true then following the computations for $v$ we can easily see that the claim will be true for $v$ after the processing is done for the entries of $v$. Another induction on the subtries of $v$ reveals that the procedure call on $v$ will return the minimum edit distance achieved in the leaves of the subtrie rooted at $v$. Therefore the algorithm returns YES iff there is a member in $\mathcal{W}$ within edit distance $d$ of $q$.

Depth-first traversal visits $O\left(m^{d+1}\right)$ trie nodes by Lemma 2 With every node visited $O(d)$ operations are performed. Therefore the time complexity of the algorithm is $O\left(d m^{d+1}\right)$. Dept-first traversal requires that a branch of $O(\mathrm{~m})$ trie nodes be stored. For each node $O(d)$ entries are maintained. Hence the space complexity of the algorithm is $O(d m)$.

We can adapt DFT-LOOK-UP ${ }_{e d}$ (and DFT-COMPUTE-D ${ }_{e d}$ ) to Hamming distance computations as well. In this case, we only need to consider the diagonal entries of the edit graph, and each entry is computed using only the value of the parent which is stored in the diagonal of the previous level. The result-


Fig. 9. Depth-first traversal on the trie, and the region of the dynamic programming matrix in which the computations are performed.
ing algorithm $D F T$-LOOK- $U P_{h}$ for Hamming distance based $d$-queries has time complexity $O\left(m^{d+1}\right)$ and space $O(m)$.

## 4 Remarks

For clarity of presentation, we have assumed a dictionary of words of equal length. With some additional care our method can be generalized to the cases in which different word lengths, and larger alphabets are allowed for the dictionary.

Restricting the dynamic programming computation to a diagonal band of edit graph was used by Ukkonen [12]. We have essentially incorporated this idea in our method. For the purpose of developing new methods for $d$-queries, the idea of using sets to keep track of partial results may also be used in conjunction with suitable edit distance algorithms such as by Myers [11], and Kim et. al [8]. The algorithm in [8] is interesting in particular because it extends the definition of edit distance by allowing swaps.

As we remarked in section the naive generate and test $d$-query algorithm for Hamming distance requires $O\left(m^{d+1}\right)$ time and $O(m)$ space. If there exists an efficient algorithm to generate all binary strings within edit distance $d$ of $q$ then we can devise a similar generate and test $d$-query algorithm for the edit distance case. Similarly, the naive method for the Hamming distance in section 2 obtained by enlarging $\mathcal{W}$ can be adapted to the case of edit distance by efficient generation of words that are within edit distance $d$ of the words in $\mathcal{W}$ if we agree to pay a very high cost for constructing, and maintaining the extended dictionary.

## 5 Conclusion

We have presented two algorithms LOOK-UP and DFT-LOOK-UP for answering $d$-queries in a dictionary of $n$ binary words of length $m$. The algorithms
incorporate the proximity search as part of the distance computation. This approach does not yield improved worst-case time complexity result in the case of Hamming distance compared to a naive generate and test approach. When edit distance is used we achieve worst-case $O\left(d m^{d+1}\right)$ time and $O(d m)$ space complexities independent of $n$.

The average case analysis of the two algorithms presented for edit distance over larger alphabets and dictionaries consisting of arbitrary length words are additional topics of investigation.
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#### Abstract

We prove lower bounds on the degree of polynomials interpolating the discrete logarithm in the group of points on an elliptic curve over a finite field and the XTR discrete logarithm, respectively.


## 1 Introduction

In cryptographic applications an important primitive used in the protocols is the discrete logarithm problem: Given a cyclic group $G=<\gamma>$ of order $l$ and an element $\rho \in G$ determine the exponent $x$ such that $\rho=\gamma^{x}, 0 \leq x \leq$ $l-1$. The integer $x$ is called the discrete logarithm of $\rho$ to the base $\gamma$. (For surveys on discrete logarithms see e.g. [2567].) The first group suggested for use in practice was the multiplicative group of a finite field. In this particular case subexponential algorithms for solving the discrete logarithm problem are known which motivates considering other groups. An alternative used in practice is the group of points on an elliptic curve. Recently, Lenstra and Verheul (4) introduced a public key system called XTR which is based on a special method to represent elements of a multiplicative subgroup of a finite field. The security of this cryptosystem depends on the intractability of the XTR discrete logarithm (XTRDL) problem defined in Section 4 .

For solving the discrete logarithm problem in the multiplicative group of a finite field (DL problem), the elliptic curve discrete logarithm (ECDL) problem, or the XTRDL problem it would be sufficient to have a polynomial over a finite field of low degree which reveals information on the DL, ECDL, or XTRDL, respectively, for a large set of elements. In the DL case it has been shown that such a polynomial does not exist [38]. In this paper we prove analogue results for the ECDL (Section (3) and the XTRDL (Section (4). Since the XTRDL problem is computationally equivalent to the discrete logarithm problem in a certain subgroup of a finite field we investigate this case (Section (5), as well. For the latter problem we also prove a lower bound on the weight, i. e. the number of nonzero coefficients, of a polynomial representing the discrete logarithm.

## 2 Basic Notations and Preliminaries

We use the following ordering of the elements of the finite field $\mathbf{F}_{q}$ of order $q=p^{r}$ with a prime $p$ and an integer $r \geq 1$. Let $\left\{\beta_{0}, \ldots, \beta_{r-1}\right\}$ be a basis of $\mathbf{F}_{q}$ over $\mathbf{F}_{p}$ and define $\xi_{k}$ for $0 \leq k<q$ by

$$
\xi_{k}=k_{0} \beta_{0}+k_{1} \beta_{1}+\ldots+k_{r-1} \beta_{r-1}
$$

if

$$
k=k_{0}+k_{1} p+\ldots+k_{r-1} p^{r-1} \quad \text { with } 0 \leq k_{i}<p \text { for } 0 \leq i<r .
$$

The following result may be of independent interest (cf. [8, Lemma 3.3]).
Lemma 1. Let $\gamma \in \mathbf{F}_{q}$ be an element of order $l$ and $f(X) \in \mathbf{F}_{q}[X]$ a nonzero polynomial of degree at most $l-1$ with at least $b$ zeros of the form $\gamma^{x}$ with $0 \leq x \leq l-1$. Then for the weight of $f(X)$ we have

$$
\mathrm{w}(f) \geq \frac{l}{l-b}
$$

Proof. Put $t=\mathrm{w}(f)$, let $N \leq l-b$ be the number of $0 \leq x \leq l-1$ with $f\left(\gamma^{x}\right) \neq 0$ and $T$ the number of pairs $(y, i), 0 \leq y \leq l-1,0 \leq i \leq t-1$ with $f\left(\gamma^{y+i}\right) \neq 0$. Since $\gamma^{x}=\gamma^{x+l}$ we have $T=t N$. Using properties of Vandermonde matrices we can verify that for every $0 \leq y \leq l-1$ there exists an $0 \leq i \leq t-1$ with $f\left(\gamma^{y+i}\right) \neq 0$ and thus $t(l-b) \geq t N=T \geq l$.

## 3 The Elliptic Curve Discrete Logarithm

In this section we restrict ourselves to odd characteristic. Let $E$ be an elliptic curve defined over $\mathbf{F}_{q}, q \geq 7$, given by an equation of the form

$$
E: Y^{2}=X^{3}+a_{2} X^{2}+a_{4} X+a_{6}, a_{i} \in \mathbf{F}_{q}, i \in\{2,4,6\}
$$

(As usual we write the group law on elliptic curves additively.)
Let $P$ be a point of order $l$ on $E$ and assume that we have a polynomial $f(X) \in$ $\mathbf{F}_{q}[X]$ satisfying

$$
\begin{equation*}
f(x)=\xi_{n}, 1 \leq n \leq\lfloor l / 2\rfloor \Longleftrightarrow \exists y \in \mathbf{F}_{q}:(x, y)=n P \tag{1}
\end{equation*}
$$

for $n \in S \subseteq\{N+1, \ldots, N+H\} \subseteq\{1, \ldots,\lfloor l / 2\rfloor\}$. (Thus from the result of $f(x)$ one determines the discrete logarithm of $(x, y)$ to the base $P$ for admissible values $(x, y)= \pm n P, n \in S$, in the sense that one is left with at most two choices for the index and can easily determine the correct one. Moreover, note that $\lfloor l / 2\rfloor<q$ by the Hasse-Weil bound.) Now we derive a lower bound on the degree of $f(X)$.

Theorem 1. Let $E$ be an elliptic curve over $\mathbf{F}_{q} q \geq 7$ odd, $P$ be a point on $E$ of order l let $f(X)$ satisfy (1), and put $|S|=H-s$. Then we have

$$
\operatorname{deg}(f) \geq\left(1-\frac{2}{p}\right) \frac{H-2}{3}-s-\frac{2}{3} .
$$

Proof. Let $R \subseteq S$ consist of those $n \in S$ such that $\{n-1, n, n+1\} \subseteq S$, $n \notin\{1, N+H\}$, and such that $\xi_{n \pm 1}=\xi_{n} \pm \xi_{1}($ i. e. $n \not \equiv 0, p-1 \bmod p)$. For the size of $R$ we have $|R| \geq H-3 s-2-2(\lfloor(N+H) / p\rfloor-\lfloor(N+1) / p\rfloor)$.
Put $m=\operatorname{deg}(f)$ and $f(X)=\sum_{i=0}^{m} f_{i} X^{i}, f_{m} \neq 0$. Put $n P=\left(x_{n}, y_{n}\right)$ for $n \in\{1, \ldots,\lfloor l / 2\rfloor\}$. We consider the following system of equations

$$
\begin{align*}
& f\left(x_{n+1}\right)-f\left(x_{n}\right)-\xi_{1}=\xi_{n+1}-\xi_{n}-\xi_{1}=0,  \tag{2}\\
& f\left(x_{n-1}\right)-f\left(x_{n}\right)+\xi_{1}=\xi_{n-1}-\xi_{n}+\xi_{1}=0,
\end{align*}
$$

which holds for all $n \in R$.
By the usual addition formula on $E$ we have

$$
x_{n \pm 1}=\frac{a\left(x_{n}\right) \mp 2 y_{n} y_{1}}{\left(x_{n}-x_{1}\right)^{2}}
$$

where

$$
a(X)=x_{1} X^{2}+\left(x_{1}^{2}+2 a_{2} x_{1}+a_{4}\right) X+a_{4} x_{1}+2 a_{6} .
$$

Inserting this value into (21) leads to

$$
\begin{aligned}
f\left(x_{n \pm 1}\right)-f\left(x_{n}\right) \mp \xi_{1} & =\sum_{i=0}^{m} f_{i}\left(\frac{a\left(x_{n}\right) \mp 2 y_{n} y_{1}}{\left(x_{n}-x_{1}\right)^{2}}\right)^{i}-f\left(x_{n}\right) \mp \xi_{1} \\
& =\frac{u\left(x_{n}\right) \mp y_{n} v\left(x_{n}\right)}{\left(x_{n}-x_{1}\right)^{2 m}}-f\left(x_{n}\right) \mp \xi_{1} \\
& =0
\end{aligned}
$$

with uniquely determined polynomials $u(X)$ and $v(X)$ and thus

$$
\frac{u\left(x_{n}\right)}{\left(x_{n}-x_{1}\right)^{2 m}}-f\left(x_{n}\right)=0
$$

where $\operatorname{deg}(u) \leq 2 m$. Hence the polynomial

$$
h(X)=\left(X-x_{1}\right)^{2 m} f(X)-u(X)
$$

of degree $3 m$ has at least $|R|$ zeros and thus

$$
3 m \geq|R| \geq H-3 s-2-2(\lfloor(N+H) / p\rfloor-\lfloor(N+1) / p\rfloor)
$$

from which the result follows.

## Remarks:

1. For even $q \geq 8$ a similar result can be obtained. We define analogously a set $R$ but with $n \equiv 2 \bmod 4$ instead of $n \not \equiv 0, p-1 \bmod p$. In this case we have $\xi_{n+1}=\xi_{n}+\xi_{1}$ and $\xi_{n-1}=\xi_{n}+\xi_{3}$ and $|R| \geq(H-5) / 4-s$. Using the known formula for adding points we obtain a polynomial $h(X)$ of degree $2 m$ with at least $|R|$ zeroes and thus

$$
\operatorname{deg}(f) \geq \frac{H-5}{8}-\frac{s}{2}
$$

2. Determining the weight of $f(X)$ is an interesting problem, however the method in the proofs of [8, Theorem 4.1] and 6, Theorem 1] does not carry through since the weight of $u(X)$ is not related to the weight of $f$.

## 4 The XTR Discrete Logarithm

Let $p$ be a prime, $l>3$ a prime divisor of $p^{2}-p+1$, and $\gamma \in \mathbf{F}_{p^{6}}$ an element of order $l$. For $\alpha \in \mathbf{F}_{p^{6}}$ we denote by $\operatorname{Tr}(\alpha)=\alpha+\alpha^{p^{2}}+\alpha^{p^{4}} \in \mathbf{F}_{p^{2}}$ the trace of $\alpha$. Given $\xi \in \operatorname{Tr}(<\gamma>)$, the XTRDL problem is to find $0 \leq x \leq l-1$ such that $\xi=\operatorname{Tr}\left(\gamma^{x}\right)$. (Note that $x$ is not unique but the least residues of $p^{2} x$ and $p^{4} x$ modulo $l$ are the only other solutions of $\xi=\operatorname{Tr}\left(\gamma^{x}\right)$.)

For breaking XTR it would be sufficient to have a polynomial $f(X) \in \mathbf{F}_{p^{2}}[X]$ of low degree such that $f\left(\operatorname{Tr}\left(\gamma^{x}\right)\right)=\xi_{x}$ for a large number of $0 \leq x \leq l-1$, where as before $\xi_{x} \in \mathbf{F}_{p^{2}}, 0 \leq x \leq l-1$, is defined by

$$
\xi_{x}=x_{0} \beta_{0}+x_{1} \beta_{1} \quad \text { if } \quad x=x_{0}+x_{1} p, \quad 0 \leq x_{0}, x_{1} \leq p-1,
$$

where $\left\{\beta_{0}, \beta_{1}\right\}$ is a fixed basis of $\mathbf{F}_{p^{2}}$ over $\mathbf{F}_{p}$.
Theorem 2. Let $f(X) \in \mathbf{F}_{p^{2}}[X]$ be a polynomial of degree $d$ such that

$$
f\left(\operatorname{Tr}\left(\gamma^{x}\right)\right)=\xi_{x} \quad \text { for } x \in S
$$

for a subset $S \subseteq\{0,1, \ldots, l-1\}$. Then

$$
d \geq \frac{|S|(|S|-1)}{5(l-1)(2 p-1)}
$$

Proof. Since otherwise the result is trivial we may assume that $|S| \geq 2$ (hence $d>0$ ). Consider

$$
D=\{1 \leq a \leq l-1 \mid a \equiv y-x \bmod l, x, y \in S\}
$$

Obviously, there exists $a \in D$ such that there are at least

$$
\frac{|S|(|S|-1)}{|D|} \geq \frac{|S|(|S|-1)}{l-1}
$$

representations $a \equiv y-x \bmod l, x, y \in S$. Choose this $a$ and put

$$
R=\{x \in S \mid a+x \equiv y \bmod l \text { with } y \in S\}
$$

We have $|R| \geq|S|(|S|-1) /(l-1)$. For $x \in R$ there are at most five different $\omega \in \mathbf{F}_{p^{2}}$, namely $\omega=\xi_{a}, \xi_{a}+\beta_{1}, \xi_{a}-\xi_{l}, \xi_{a}-\xi_{l}+\beta_{1}$, or $\xi_{a}-\xi_{l}-\beta_{1}$, such that

$$
f\left(\operatorname{Tr}\left(\gamma^{a+x}\right)\right)=\xi_{x}+\omega=f\left(\operatorname{Tr}\left(\gamma^{x}\right)\right)+\omega .
$$

Therefore at least one of the five polynomials $h_{\omega}(X) \in \mathbf{F}_{p^{6}}[X]$,

$$
h_{\omega}(X)=X^{d p}\left(f\left(\gamma^{a} X+\left(\gamma^{a} X\right)^{p-1}+\left(\gamma^{a} X\right)^{-p}\right)-f\left(X+X^{p-1}+X^{-p}\right)-\omega\right)
$$

has at least $|R| / 5$ zeros, where we used

$$
\operatorname{Tr}\left(\gamma^{x}\right)=\gamma^{x}+\gamma^{p^{2} x}+\gamma^{p^{4} x}=\gamma^{x}+\gamma^{(p-1) x}+\gamma^{-p x}
$$

The leading coefficient of $h_{\omega}(X)$ is $\gamma^{a d(p-1)}-1$ times the leading coefficient of $f(X)$ and thus $d \geq l$ or

$$
d(2 p-1)=\operatorname{deg}\left(h_{\omega}\right) \geq \frac{|R|}{5} \geq \frac{|S|(|S|-1)}{5(l-1)}
$$

## Remarks:

1. Since $\operatorname{Tr}\left(\gamma^{x}\right)=\operatorname{Tr}\left(\gamma^{p^{2} x}\right)=\operatorname{Tr}\left(\gamma^{p^{4} x}\right)$ the largest possible $S$ has cardinality $|S|=(l+2) / 3 \leq\left(p^{2}-p+3\right) / 3$.
2. It would be interesting to have a lower bound on the weight of a polynomial $f(X)$ with the properties of Theorem [2. Unfortunately, the method in the proofs of [8, Theorem 4.1] and [9, Theorem 1] fails.

## 5 The Discrete Logarithm in Multiplicative Subgroups of a Finite Field

Now we consider the case that the cyclic group is a multiplicative subgroup of $\mathbf{F}_{q}$ generated by some $\gamma \in \mathbf{F}_{q}$ of order $l$ and prove bounds on the degree and weight of a polynomial interpolating the discrete logarithm in parts of this subgroup. This is of special interest in the setting of XTR:

Let $\operatorname{Tr}\left(\gamma^{x}\right)=g$, then $\gamma^{x}, \gamma^{p^{2} x}$, and $\gamma^{p^{4} x}$ are zeros of the polynomial $X^{3}-$ $g X^{2}+g^{p} X-1$. Since cubic equations over finite fields can be solved efficiently (see e.g. [1] Theorem 7.8.6]), we may consider the discrete logarithm problem in the subgroup $<\gamma>$ of $\mathbf{F}_{p^{6}}^{*}$ instead of the XTRDL problem.

Theorem 3. Let $\gamma \in \mathbf{F}_{q}$ be an element of order l and $0 \leq N<N+H \leq l$. Let $f(X) \in \mathbf{F}_{q}[X]$ be a polynomial such that

$$
f\left(\gamma^{x}\right)=\xi_{x} \quad \text { for } x \in S
$$

for a subset $S \subseteq\{N, \ldots, N+H-1\}$ of cardinality $|S|=H-s$. Then

$$
\operatorname{deg}(f)>\left(1-\frac{1}{p}\right)(H-2)-2 s
$$

and for the weight of $f(X)$ we have

$$
\mathrm{w}(f) \geq \frac{l}{l-(1-1 / p)(H-2)+2 s} .
$$

Proof. Let $R$ be the set of $N \leq x \leq N+H-1$ for which both $x \in S$ and $x+1 \in S$. Then $|R| \geq H-2 s-1$. We have $\xi_{x+1}=\xi_{x}+\xi_{1}$ if $x \not \equiv p-1 \bmod p$. Hence

$$
f\left(\gamma^{x+1}\right)=f\left(\gamma^{x}\right)+\xi_{1}
$$

for $x \in R$ with $x \not \equiv p-1 \bmod p$. Therefore the polynomial

$$
h(X)=f(\gamma X)-f(X)-\xi_{1}
$$

has at least

$$
|R|-\lfloor(N+H-1) / p\rfloor+\lfloor N / p\rfloor
$$

zeros in $\mathbf{F}_{q}^{*}$ and is not identical to zero as $h(0)=-1$. Thus

$$
\operatorname{deg}(f) \geq \operatorname{deg}(h) \geq|R|-\lfloor(N+H-1) / p\rfloor+\lfloor N / p\rfloor
$$

and by Lemma we have

$$
\mathrm{w}(f)+1 \geq \mathrm{w}(h) \geq \frac{l}{l-H+2 s+1+\lfloor(N+H-1) / p\rfloor-\lfloor N / p\rfloor}
$$

from which the claim follows.
Theorem 3is only nontrivial if $|S| \geq \frac{H}{2}\left(1+\frac{1}{p}\right)+1-\frac{1}{p}$. Now we extend the range of $|S|$ for nontrivial results on the degree of $f(X)$.

Theorem 4. Let $\gamma \in \mathbf{F}_{q}$ be an element of order l. Let $f(X) \in \mathbf{F}_{q}[X]$ be a polynomial of degree $d$ such that

$$
f\left(\gamma^{x}\right)=\xi_{x} \quad \text { for all } x \in S
$$

for a subset $S \subseteq\{0, \ldots, l-1\}$. Then

$$
d>\frac{|S|(|S|-1)}{2 \cdot 3^{t-1}(l-1)}
$$

where $t=\left\lceil\log _{p}(l)\right\rceil$.
Proof. Consider

$$
D=\{1 \leq a \leq l-1 \mid a \equiv y-x \bmod l, x, y \in S\}
$$

Obviously, there exists $a \in D$ such that there are at least

$$
\frac{|S|(|S|-1)}{|D|} \geq \frac{|S|(|S|-1)}{l-1}
$$

representations $a \equiv y-x \bmod l, x, y \in S$. Choose this $a$ and put

$$
R=\{x \in S \mid a+x \equiv y \bmod l \text { with } y \in S\}
$$

Due to the carries and reduction modulo $l$ in the exponent, there are at most $2^{t-1}+3^{t-1}$ possible elements $\omega \in \mathbf{F}_{q}$ such that

$$
f\left(\gamma^{a+x}\right)=f\left(\gamma^{x}\right)+\omega,
$$

namely the $2^{t-1}$ elements $\omega=\sum_{i \in I} \beta_{i}$ with $I \subseteq\{0,1, \ldots t-2\}$ in the case that $a+x<l$ and the $3^{t-1}$ elements $\omega=\sum_{i \in I}\left( \pm \beta_{i}\right)$ with $I \subseteq\{0,1, \ldots, t-2\}$ in the case that $a+x \geq l$. Therefore at least one of the polynomials

$$
h_{\omega}(X)=f\left(\gamma^{a} X\right)-f(X)-\omega
$$

has at least $|R| /\left(2^{t-1}+3^{t-1}\right)$ zeros in $\mathbf{F}_{q}$. We choose this $\omega$. The leading coefficient of $h_{\omega}(X)$ is $\gamma^{a d}-1$ times the leading coefficient of $f(X)$ and thus $d \geq l$ or $h_{\omega}(X)$ is not identical to zero. Thus

$$
d=\operatorname{deg}\left(h_{\omega}\right) \geq \frac{|R|}{2^{t-1}+3^{t-1}} \geq \frac{|S|(|S|-1)}{\left(2^{t-1}+3^{t-1}\right)(l-1)} .
$$
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#### Abstract

We define, construct and sketch possible applications of a new class of non-linear codes: co-orthogonal codes. The advantages of these codes are twofold: first, it is easy to decide whether two codewords form a unique pair (this can be used in decoding information or identifying users of some not-publicly-available or non-free service on the Internet or elsewhere), and the identification process of the unique pair can be distributed between entities, who perform easy tasks, and only the information, gathered from all of them would lead to the result of the identifying process: the entities, taking part in the process will not have enough information to decide or just to conjecture the outcome of the identification process. Moreover, we describe a fast (and general) method for generating (nonlinear) codes with prescribed dot-products with the help of multi-linear polynomials.
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## 1 Introduction

In the present paper, we define, construct and sketch possible applications of a new class of non-linear codes: co-orthogonal codes. The advantages of these codes are twofold: first, it is easy to decide whether two codewords form a unique pair (this can be used in decoding information or identifying users of some not-publicly-available or non-free service on the Internet or elsewhere). Second, the identification process of the unique pair can be distributed between entities, who perform easy tasks, and only the information, gathered from all of them would lead to the result of the identifying process: the entities, taking part in the process will not have enough information to decide or just to conjecture the outcome of the identification process.

The identification is done by the following procedure: two sequences, $a=$ $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ forms a pair, say, modulo 6 , if 6 is a divisor of the sum

$$
\sum_{i=1}^{n} a_{i} b_{i} .
$$

If, for every $a$ there is exactly one $b$ which forms a pair with $a$ (and this fact can be decided easily), then, for example, keeping $b$ secret would identify $a$. Our main result is that these codes (co-orthogonal codes) contain much more codewords, than the orthogonal codes, where the pairs are identified by the fact that in the sum above 6 is not a divisor of the sum. We also note, that taking 6 (or a non-prime power other small integer) is an important point here: we will get more code-words than in the case of primes!

### 1.1 Orthogonal Codes

Definition 1. Let $n>0$ and $r>1$ be integers, and let $Z_{r}$ denote modulo-r ring of integers. We call $A \subset Z_{r}^{n}$ an orthogonal code, if we can list the elements of $A$ as $A=\left\{a^{1}, a^{2}, \ldots, a^{\ell}\right\} \cup\left\{b^{1}, b^{2}, \ldots, b^{\ell}\right\}$, such that for all $a^{i} \in A: a^{i} \cdot b^{i} \not \equiv 0$ $(\bmod r)$, but for all $i \neq j: a^{i} \cdot b^{j} \equiv 0(\bmod r)$.

In the definition above we allow $a^{i}=b^{i}$, and $u \cdot v$ denotes the dot-product (or scalar-product) of vectors $u$ and $v$.

Example 1. Let $n=2, r=5$, and $A=\left\{a^{1}, a^{2}, b^{1}, b^{2}\right\}$, where $a^{1}=(1,1), b^{1}=$ $(4,2), a^{2}=(4,2), b^{2}=(3,2)$. Then the pairwise dot-products can be given as a $2 \times 2$ matrix:

$$
\begin{gathered}
b^{1} \\
a^{1} \\
a^{2}
\end{gathered}\left(\begin{array}{cc}
a^{1} \cdot b^{1} & a^{1} \cdot b^{2} \\
a^{2} \cdot b^{1} & a^{2} \cdot b^{2}
\end{array}\right)=\left(\begin{array}{cc}
6 & 5 \\
20 & 16
\end{array}\right) \equiv\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) \quad(\bmod 5) .
$$

The Advantages of Orthogonal Codes. The orthogonal codes have very attractive properties:

- For each $a^{i} \in A$ it is easy to verify that a given vector $u \in A$ would serve as $b^{i}$ : if $a^{i} \cdot u \not \equiv 0 \quad(\bmod r)$ then $u=b^{i}$.
- The dot-product can be computed in a small memory: only modulo $r$ computations (multiplications and additions) are needed.
- Suppose, that we have three players $P_{1}, P_{2}, P_{3}$, and the coordinates of the code-words of $a^{i}$ and $u$ are partitioned between them: suppose, that the first $n / 3$ coordinates of the vectors are known for $P_{1}$, the second $n / 3$ to $P_{2}$ and the third $n / 3$ to $P_{3}$ (assume, that $n$ is a multiple of 3 ). Then they can verify collectively whether $u=b^{i}$ : for $j=1,2,3, P_{j}$ compute the dot-product of their known coordinates, and the mod $r$ sum of their result gives the answer: if the value is not 0 modulo $r$, then $u=b^{i}$. Let us note, that the players alone tipically will not know the answer.
- An easy and fast parallel algorithm computes the dot-product of the two vectors, with $n$ processors for the length- $n$ vectors it can be done in $c \log n$ time.

Let us remark, that a trivial code with the highest possible rate has almost all properties mentioned above: indeed, consider code $B=\{0,1\}^{n}$, and let $a, b \in B$
form a pair if $a=b$. Since $a=b$ can be verified bitwise, it follows that the pair-verification can be done in parallel. However, as was noticed by Király [6], if $a \neq b$ then it will be witnessed by one or more processors or players, who knows only the bits (or sub-sequences) of $a$ and $b$, so if $a$ and $b$ does not form a pair then it will be known for a player. This property can be fatally bad if our goal is to hide the outcome of the verification process.

The Disadvantage of Orthogonal Codes. It is easy to see, that if $r$ is a prime, then the maximum size of an orthogonal code (that is, the cardinality of $A,|A|$ ) is at most $2 n$, if the length of the code-words are $n$ : (simply the matrix in Example has full rank, because of the orthogonality property). That shows, that the rate of orthogonal codes are extremely low for $r$ primes. It is not difficult to show, that the situation is not much better if $r$ is a composite number: if $r$ has $\ell$ prime divisors, then $|A|$ is at most $2 \ell n$, which is still very small.

### 1.2 Co-orthogonal Codes

Definition 2. We call $A \subset Z_{r}^{n}$ a co-orthogonal code, if we can list the elements of $A$ as $A=\left\{a^{1}, a^{2}, \ldots, a^{\ell}\right\} \cup\left\{b^{1}, b^{2}, \ldots, b^{\ell}\right\}$, such that for all $a^{i} \in A: a^{i} \cdot b^{i} \equiv 0$ $(\bmod r)$, but for all $i \neq j: a^{i} \cdot b^{j} \not \equiv 0 \quad(\bmod r)$.

Example 2. Let $n=2, r=6$, and $A=\left\{a^{1}, a^{2}, a^{3}, a^{4}, a^{5}, a^{6}, b^{1}, b^{2}, b^{3}, b^{4}, b^{5}, b^{6}\right\}$, where $a^{1}=(2,1), a^{2}=(5,1), a^{3}=(2,3), a^{4}=(2,2), a^{5}=(1,2), a^{6}=(3,5)$, and $b^{1}=(5,2), b^{2}=(1,1), b^{3}=(3,2), b^{4}=(1,5), b^{5}=(2,5), b^{6}=(1,3)$. Then the pairwise dot-products can be given as a $6 \times 6$ matrix:

| $a^{1}$ |
| :--- |
| $a^{2}$ |
| $a^{3}$ |
| $a^{4}$ |
| $a^{5}$ |
| $a^{6}$ |\(\left(\begin{array}{cccccc}12 \& b^{2} \& b^{3} \& b^{4} \& b^{5} \& b^{6} <br>

27 \& 6 \& 17 \& 7 \& 9 \& 5 <br>
16 \& 5 \& 12 \& 17 \& 15 \& 8 <br>
14 \& 4 \& 10 \& 12 \& 14 \& 8 <br>
9 \& 3 \& 7 \& 11 \& 12 \& 7 <br>
25 \& 8 \& 19 \& 28 \& 21 \& 18\end{array}\right) \equiv\left($$
\begin{array}{cccccc}0 & 3 & 2 & 1 & 3 & 5 \\
3 & 0 & 5 & 4 & 3 & 2 \\
4 & 5 & 0 & 5 & 1 & 5 \\
2 & 4 & 4 & 0 & 2 & 2 \\
3 & 3 & 1 & 5 & 0 & 1 \\
1 & 2 & 1 & 4 & 3 & 0\end{array}
$$\right) \quad(\bmod 6)\).

Note, that for code-length is 2 again, but we have $|A|=12$.
We have shown in [2], that if $r$ is a prime, then the rate of co-orthogonal codes are not much larger than the rate of orthogonal codes: there exist at most $O\left(n^{r-1}\right)$ co-orthogonal code-words for any $n$. However, quite surprisingly, for non-prime-power, composite $r^{\prime}$ s (e.g., $r=6$ ), there are co-orthogonal codes of much larger rate (see Theorem (1).

The Advantages of Co-orthogonal Codes. It is obvious, that the coorthogonal codes have the same advantages as the orthogonal codes: It is very easy to identify the matching code-word pairs; the computations can be done modulo a small number (in our example this number is 6 ); the identification
process can be shared between players, not knowing the outcome of the identification. However, we can show, that the serious problem of the orthogonal codes, i.e., their very low rate does not appear here. We show this in the next section, with algorithmically fast constructions.

## 2 Constructing Co-orthogonal Codes Modulo a Composite Number

We give here some constructions for co-orthogonal codes. These constructions use techniques from papers [3], [2], and especially from [4]. The existence of (special) mod 6 co-orthogonal codes with high rate falsified old conjectures in extremal set theory (see [3] for details). This high rate of our codes facilitates the possible application of co-orthogonal codes. We note, that our codes here are binary (i.e., only 0 and 1 will appear in the code-words), but $r$, the modulus is a non-prime-power composite number.

Theorem 1. Let $m$ be a positive integer, and suppose that $m$ has $r>1$ different prime divisors: $m=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{r}^{\alpha_{r}}$. Then there exists $c=c(m)>0$, such that for every integer $N>0$, there exists an explicitly constructible binary co-orthogonal code $H$ modulo $m$, of length $N$, such that $|H| \geq \exp \left(c \frac{(\log N)^{r}}{(\log \log N)^{r-1}}\right)$. Moreover, the minimum Hamming-distance between any two codewords of $H$ is

$$
\frac{c^{\prime} N \log \log N}{\log N}
$$

for a positive $c^{\prime}$.
Note, that $|H|$ grows faster even for $m=6$ than any polynomial in $n$. Note also, that the code-generation is a fast polynomial algorithm (see Section 3.3).

## 2.1 k-Wise Co-orthogonal Codes

A generalization of the co-orthogonal codes is the $k$-wise co-orthogonal codes. While co-orthogonal codes are useful since their easy pair-identification property, $k$-wise co-orthogonal codes can be used for group-identification. Since dotproduct (or scalar-product) can be defined only between only two vectors, we need a natural generalization here.

Definition 3. Let $A=\left\{a_{i j}\right\}$ and $B=\left\{b_{i j}\right\}$ two $u \times v$ matrices over a ring $R$ with unit element 1. Their Hadamard-product is an $u \times v$ matrix $C=\left\{c_{i j}\right\}$, denoted by $A \odot B$, and is defined as $c_{i j}=a_{i j} b_{i j}$, for $1 \leq i \leq u, 1 \leq j \leq v$. Let $k \geq 2$. The $k$-wise dot product of vectors of length $n, a^{1}, a^{2}, \ldots, a^{k}$ is computed as

$$
\left(a^{1} \odot a^{2} \odot \cdots \odot a^{k}\right) \cdot \mathbf{1}
$$

where $\mathbf{1}$ denotes the length $n$ all- 1 vector.

Note, that if $a^{i}$ is a characteristic vector of a subset $A_{i}$ of an $n$-element ground-set (for $i=1,2, \ldots, k$ ), then $a^{1} \odot a^{2} \odot \cdots \odot a^{k}$ is a characteristic vector of $\bigcap_{i=1}^{k} A_{i}$, and the $k$-wise dot-product of $a^{1}, a^{2}, \ldots, a^{k}$ gives the size of this intersection.

Definition 4. For a $k \geq 2$ we call $A \subset Z_{r}^{n}$ a $k$-wise co-orthogonal code modulo $m$, if the following holds:
$-\forall a^{1} \in H$ there exist $a^{2}, a^{3}, \ldots, a^{k} \in H$ such that $\left(a^{1} \odot a^{2} \odot \cdots \odot a^{k}\right) \cdot \mathbf{1} \equiv 0$ $(\bmod m)$,

- If $\left\{a^{2}, a^{3}, \ldots, a^{k}\right\} \neq\left\{b^{2}, b^{3}, \ldots, b^{k}\right\}, b^{i} \in H, i=2,3, \ldots, k$, then

$$
\left(a^{1} \odot b^{2} \odot b^{3} \odot \cdots \odot b^{k}\right) \cdot \mathbf{1} \not \equiv 0 \quad(\bmod m)
$$

Now we can formulate the following result. The construction is - surprisingly - exactly the same as the construction for proving Theorem $\mathbb{\square}$ and it is an improvement of a construction appeared in [5] for set-systems.

Theorem 2. Let $n, t \geq 2$ integers, and let $p_{1}, p_{2}, \ldots, p_{r}$ be pairwise different primes, and let $m=p_{1} p_{2} \cdots p_{r}$. Then there exists a $c_{m}>0$ and an explicitly constructible code $H$ of length $N$, such that $|H| \geq \exp \left(\frac{c_{m}(\log N)^{r}}{(\log \log N)^{r-1}}\right)$, and $H$ is $k$-wise co-orthogonal for any $k \geq 2$.

The identification of a group is done with the easy computation of the $k$-wise dot-product of the codes of the members of the group. If this number is 0 modulo $m$, then the group is passed the identification, otherwise it failed.

## 3 Constructing Code $f(A)$ from $f$ and $A$

Our construction is based on a method given in [4] and the BBR-polynomial [1]. In paper [4], we gave a general construction for hypergraphs with prescribed intersection sizes. Our construction described here can also be applied for constructing codes with prescribed dot-product matrices. For a detailed discussion of this problem, see [4].

Here we re-formulate this method in a form which is more suitable for our purposes in the present work.

Definition 5. Let $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{I \subset\{1,2, \ldots, n\}} \alpha_{I} x_{I}$ be a multi-linear polynomial, where $x_{I}=\prod_{i \in I} x_{i}$. Let $w(f)=\left|\left\{\alpha_{I}: \alpha_{I} \neq 0\right\}\right|$ and let $\mathrm{L}_{1}(f)=$ $\sum_{I \subset\{1,2, \ldots, n\}}\left|\alpha_{I}\right|$.
Definition 6. Let $A=\left\{a^{1}, a^{2}, \ldots, a^{\ell}\right\} \subset\{0,1\}^{n}$ be a binary code. Then the matrix of $A$, denoted by $M(A)$, is an $n \times \ell 0-1$ matrix, with column $j$ equal to the code-word $a^{j}$, for $j=1,2, \ldots, \ell$.

Definition 7. Let $A=\left\{a^{1}, a^{2}, \ldots, a^{\ell}\right\} \subset\{0,1\}^{n}$ be a binary code, and let $f$ be an n-variable multi-linear polynomial with positive integer coefficients. Then binary code $f(A)=\left\{c^{1}, c^{2}, \ldots, c^{\ell}\right\} \subset\{0,1\}^{\mathrm{L}_{1}(f)}$ is defined as follows: The rows of $M(f(A))$ correspond to monomials $x_{I}$ 's of $f$; there are $\alpha_{I}$ identical rows of $M(f(A))$, corresponding to the same $x_{I}$. The row, corresponding to $x_{I}$, is defined as the Hadamard-product of those rows $i$ of $M(A)$, with $i \in I$.

Example 3. Let $f\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1}+x_{2}+2 x_{3} x_{4}$, and let the matrix $M(A)$ of code $A=\left\{a^{1}, a^{2}, a^{3}\right\}$ be

$$
M(A)=\begin{gathered}
a^{1} \\
1 \\
2 \\
3 \\
4
\end{gathered}\left(\begin{array}{ccc}
0 & a^{3} \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 0 & 1 \\
0 & 0 & 1
\end{array}\right) .
$$

Then the matrix of code $f(A)$ is

$$
M(f(A))=\begin{aligned}
& c^{1} \\
& c^{2} \\
& x_{1} \\
& x_{2} \\
& x_{3} x_{4} \\
& x_{3} x_{4}
\end{aligned}\left(\begin{array}{ccc}
0 & 1 & 1 \\
1 & 1 & 1 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

The most important property of code $f(A)$ is given in the following Theorem:
Theorem 3. Let $t \geq 2$ and let $a^{i \ell} \in A$ for $\ell=1,2, \ldots, t$. Then

$$
\begin{equation*}
f\left(a^{i_{1}} \odot a^{i_{2}} \odot \cdots \odot a^{i_{t}}\right)=\left(c^{i_{1}} \odot c^{i_{2}} \odot \cdots \odot c^{i_{t}}\right) \cdot \mathbf{1} . \tag{1}
\end{equation*}
$$

An analogous theorem for set-systems appeared in [4]. We reproduce here its short proof.

Proof. Consider a monomial $x_{I}$ of $f$, for some $I \subset\{1,2, \ldots, n\}$. Let us observe, that monomial $x_{I}$ contributes one to the left hand side of equation (11) exactly when for all $j \in I$, the $j^{\text {th }}$ coordinate of every code-word $a^{i_{1}}, a^{i_{2}}, \ldots, a^{i_{t}}$ are equal to 1 . This happens exactly if the coordinate of $c^{i_{1}} \odot c^{i_{2}} \odot \cdots \odot c^{i_{t}}$, corresponding to monomial $x_{I}$, is 1 , that means, that one is contributed to the right hand side of 3

### 3.1 Our Main Construction

Our binary co-orthogonal code will be constructed as $f(A)$, from a well-chosen polynomial $f$ and a dense code $A$. For simplicity, in this preliminary version of this work, we prove Theorems $\square$ and 2 only for modulus $m=6$.

Our $f$ will be the BBR-polynomial. Barrington, Beigel and Rudich [1] showed, that for integers $\alpha$ and $\beta$, there exists an explicitly constructible, symmetric, $n$ variable, degree- $O\left(\min \left(2^{\alpha}, 3^{\beta}\right)\right.$ ) polynomial $f$, (the BBR-polynomial), satisfying over $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ :

$$
\begin{equation*}
f(x) \equiv 0 \quad(\bmod 6) \Longleftrightarrow \sum_{i=1}^{n} x_{i} \equiv 0 \quad\left(\bmod 2^{\alpha} 3^{\beta}\right) \tag{2}
\end{equation*}
$$

Our $A$ is defined as follows. Let $A_{0}$ denote all the weight- $2^{\alpha} 3^{\beta}-1$ binary code-words of length $n-1$. Code $A$ is got from code $A_{0}$ if we add a leading 1 for
all codewords in $A_{0}$, consequently, each word in $A$ is binary, has weight $2^{\alpha} 3^{\beta}$, and the dot-product of any two different words in $A$ is non-zero, but less than $2^{\alpha} 3^{\beta}$. However, the dot-product of any $a \in A$ with itself is equal to $2^{\alpha} 3^{\beta}$.

Let us remark, that $A$ itself is a co-orthogonal code modulo $2^{\alpha} 3^{\beta}$.
Moreover, for any $k \geq 2$, the dot-product of any $k$ words (containing at least two different words) in $A$ (see Definition [3) is also non-zero, and less than $2^{\alpha} 3^{\beta}$.

Now let $\alpha$ be the smallest integer that $n^{1 / 3}<2^{\alpha}$, and let $\beta$ be the smallest integer such that $n^{1 / 3}<3^{\beta}$. Then the degree of $f$ is $O\left(n^{1 / 3}\right)$.

Let us consider now code $H=f(A)$. It contains at least $\binom{n}{n^{2 / 3}}$ code-words of length $N=\mathrm{L}_{1}(f)=O\left(n^{n^{1 / 3}}\right)$, so

$$
|H|=|f(A)|=\exp \left(c \frac{(\log N)^{2}}{(\log \log N)}\right)
$$

And, from Theorem [3, for any $a \in H a$ forms a pair only with $b=a$, for any $b \in H$, modulo 6 , this proves the first part of Theorem The $k$-wise coorthogonality follows also from Theorem 3

For computing the minimum-distance of the code (for proving Theorem (1), we should note, that any two elements $a^{i}$ and $a^{j}$ of $A$ differs in at least one bit. The weight of $a^{i}$ is $2^{\alpha} 3^{\beta}=\Theta\left(n^{2 / 3}\right)$, that means - because polynomial $f$ is symmetric - that the corresponding code-word of $f(A), c^{i}$ has weight at least

$$
\sum_{k=1}^{n^{1 / 3}}\binom{2^{\alpha} 3^{\beta}}{k}>\binom{n^{2 / 3}}{n^{1 / 3}}
$$

If we flip one 1-bit to zero, then at least

$$
\binom{n^{2 / 3}}{n^{1 / 3}}-\binom{n^{2 / 3}-1}{n^{1 / 3}}
$$

monomials of $f$ become zero, that is, at least that many coordinates of $c^{i}$ become zero by flipping any bit. Now the result follows.

### 3.2 Alternative Constructions

We would get more dense codes if we had a BBR polynomial with smaller degree, but, unfortunately, it is not known whether there exists such polynomial with lower degree. (For other applications of the BBR polynomial see [3] and [2]).

Alternatively, we can choose different codes $A$ for the construction. For example, consider the following code $A$. Let vectors $a^{i}$ be all the weight- $2^{\alpha} 3^{\beta}$ codewords of length $n$, and let $b^{i}$ be the complement of $a^{i}$, for $i=1,2, \ldots,\binom{n}{2^{\alpha} 3^{\beta}}$. Then it is easy to see, that $A$ is co-orthogonal code modulo $2^{\alpha} 3^{\beta}$. Then, from Theorem 3, with the BBR-polynomial $f$, code $f(A)$ is also a co-orthogonal code, but now modulo 6 .

We list some further variants of codes $A$ in Section $\|^{4}$

### 3.3 Algorithmic Complexity of Computing $f(A)$

Let $a^{i}$ be a code-word of $A$ and let $c^{i}$ the corresponding code-word of $f(A)$. Then the coordinates of $c^{i}$ is computed as the values of monomials of $f$ with substituting $a^{i}: f\left(a^{i}\right)$. The value of a degree- $d$ monomial can be computed in $O(d)$ steps; so the length- $N c^{i}$ can be computed in $N \log N$ steps.

## 4 Cryptographic Applications

Perhaps the most straightforward application is the following one: keep secret vector $a^{i}$, and accept vector $x$ only if $a^{i} \cdot x \equiv 0 \quad(\bmod m)$. From the co-orthogonal code, only $x=b^{i}$ satisfy this relation, but outside that code, many more $x$ 's may satisfy it; for example, $x=0$ always satisfies this requirement.

Consequently, for any cryptographic application first we should verify whether $x$ is in the code or not. We call this phase membership testing. If $x$ fails the membership test, reject it. If $x$ passes the membership test, then compute $y=$ $a^{i} \cdot x \bmod m$ (even in a distributed way), and accept $x$ iff $y$ is 0 , modulo $m$, and reject it otherwise.

Another problem with our main construction (Section [3.1) is the following: The pair of any $a \in f(A)$ is the same $a$ itself!. That means, that if the verification process is distributed among players, any player who finds that a coordinate is different in $a$ and $b$ will know that they are not pairs. This problem can be avoided by applying some linear transformations for the codes, as described in Section 4.2.

### 4.1 Membership Testing

It is easy to see, that in any polynomial $f$, satisfying property (2), must contain monomials of degree one $x_{i}(i=1,2, \ldots, \ell)$ with a non-zero coefficient. That is also true for the BBR-polynomial $f$ used in our construction.

Now, suppose that we need to verify whether $c \in f(A)$. We know, that which coordinates of a code-word $c$ should correspond to monomials $x_{i}(i=1,2, \ldots, n)$, then, first we read only these (at most $n$ ) coordinates of $c$. The values of $x_{i}$ should be equal to the coordinates of some $a^{j} \in A: x_{i}=a_{i}^{j}$, for $i=1,2, \ldots, n$. If this will not be satisfied, discard $c$, it is not in our code. Otherwise, compute from $a^{j}$ and from $f$ the code-word $c^{j}$. If $c=c^{j}$, accept $c$, otherwise reject.

This algorithm can be performed in $O(|c| \log (|c|)$ steps by the most straightforward implementation.

### 4.2 Non-binary, Non-self-paired Codes

We describe a quite general method to get non-binary from the binary coorthogonal codes generated in Section [3.1] Note, that if the pair of $a$ was $a$ itself in the original construction, this property will disappear in the modified one:

Our idea comes from the following well-known identity:

$$
x^{\prime} A \cdot y=x^{\prime} \cdot y A^{T},
$$

where $x^{\prime}, y$ are length- $n q$-ary code-words, and $A$ is an $n \times n$ matrix.
So, if $m$ is a prime we can consider the $m$-element-field, and transform our code $C$ into code $C_{A}$ for any non-singular matrix $A$ over the field as follows:

$$
C_{A}=\left\{x A^{-1}: x \in C\right\} \cup\left\{y A^{T}: y \in C\right\} .
$$

Clearly, if $x^{\prime} A=x$, then $x \cdot y=x^{\prime} A \cdot y=x^{\prime} \cdot y A^{T}$, so if $C$ was a coorthogonal code, then $C_{A}$ is also a co-orthogonal code over the field, and the pair of $x^{\prime}=x A^{-1}$ is $x A^{T}=x^{\prime} A A^{T}$, which tipically differs from $x^{\prime}$ (we should avoid unitary $A$ 's).

However, in our main construction $m$ is composite, say $m=6$. So, we should choose a non-singular $n \times n$ matrix $A$ over the 2 element field, and another one, $B$, over the 3 element field. Suppose now, that $C$ is a co-orthogonal code modulo 6 . Then certainly

$$
C_{A, B}=\left\{3 x A^{-1}+2 x B^{-1}: x \in C\right\} \cup\left\{3 y A^{T}+2 y B^{T}: y \in C\right\}
$$

is a co-orthogonal code $\bmod 6$, and the pair of $3 x A^{-1}+2 x B^{-1}$ is exactly $3 x A^{T}+$ $2 x B^{T}$ (Note that $A^{-1}$ is the inverse of $A$ over $G F_{2}$, and $B^{-1}$ is the inverse of $B$ over the three element field.)

## Acknowledgment

We are grateful to Zoltán Király and to Lajos Rónyai for discussions on this topic. The author acknowledges the partial support of János Bolyai Fellowship and research grants EU FP5 IST FET No. IST-2001-32012, OTKA T030059 and an ETIK grant.

## References

1. David A. Mix Barrington, Richard Beigel, and Steven Rudich. Representing Boolean functions as polynomials modulo composite numbers. Comput. Complexity, 4:367382, 1994. Appeared also in Proc. 24th Ann. ACM Symp. Theor. Comput., 1992.
2. Vince Grolmusz. Low-rank co-diagonal matrices and Ramsey graphs. The Electronic Journal of Combinatorics, 7:R15, 2000. www.combinatorics.org.
3. Vince Grolmusz. Superpolynomial size set-systems with restricted intersections mod 6 and explicit Ramsey graphs. Combinatorica, 20:73-88, 2000.
4. Vince Grolmusz. Constructing set-systems with prescribed intersection sizes. Technical Report DIMACS TR 2001-03, DIMACS, January 2001. ftp://dimacs.rutgers.edu/pub/dimacs/TechnicalReports/TechReports/2001/ 2001-0 3.ps.gz.
5. Vince Grolmusz. Set-systems with restricted multiple intersections and explicit Ramsey hypergraphs. Technical Report DIMACS TR 2001-04, DIMACS, January 2001. ftp://dimacs.rutgers.edu/pub/dimacs/TechnicalReports/TechReports/2001/ 2001-0 4.ps.gz.
6. Zoltán Király. personal communication.

# Efficient Power-Sum Systolic Architectures for Public-Key Cryptosystems in GF ( $2^{m}$ ) 

Nam-Yeun Kim, Won-Ho Lee, and Kee-Young Yoo<br>Department of Computer Engineering, Kyungpook National University, Deagu, Korea 702-701<br>knyeun@hanmail.net, purmi@purple.knu.ac.kr, yook@knu.ac.kr


#### Abstract

The current paper presents a new algorithm and two architectures for the power-sum operation $\left(A B^{2}+C\right)$ over $\mathrm{GF}\left(2^{m}\right)$ using a standard basis. The proposed algorithm is based on the MSB-first scheme and the proposed architectures have a low hardware complexity and small latency compared to conventional approaches. In particular, the hardware complexity and latency of the proposed parallel-in parallel-out array are about $19.8 \%$ and $25 \%$ lower, respectively, than Wei's. In addition, since the proposed architectures incorporate simplicity, regularity, modularity, and pipelinability, they are well suited to VLSI implementation and can be easily applied to inverse/division architecture.


## 1 Introduction

Finite or Galois fields $\mathrm{GF}\left(2^{m}\right)$ are widely used in many practical applications, such as error-correcting codes [1], public-key cryptography [2,3,4], digital signal processing [5], and so on. These applications usually require the computation of multiplication, power-sum, inverse/division, and exponentiation operations in $\operatorname{GF}\left(2^{m}\right)$. However, since these operations are quite time consuming, the design of a high speed and low-complexity arithmetic circuit with an efficient algorithm is needed. Among these operations, a power-sum is used as an efficient basic operation in decoding error-correcting codes. For example, the computation of $\left(S_{1}\right)^{6}+S_{3}\left(S_{1}\right)^{3}+S_{5}\left(S_{1}\right)^{1}+\left(S_{3}\right)^{2}$ is required in a triple-error-correcting binary BCH step-by-step decoder, where $S_{1}, S_{3}$, and $S_{5}$ are the syndrome values calculated from the received words. The computation can be performed using only three power-sum operations and one multiplication; that is, $\left[\left(S_{1}\right)^{3}+S_{3}\right]^{2}+S_{1}\left[S_{3}\left(S_{1}\right)^{2}+S_{5}\right.$ ] [6]. In addition, a power-sum is known as a basic operation for public-key cryptosystems, such as a Diffie-Hellman key exchange, ElGamal, RSA, and ECC $[2,3,4]$ over $\operatorname{GF}\left(2^{m}\right)$. For example, when implementing an RSA cryptosystem, the modular exponentiation is a significant computational problem accomplished by performing iterations of the modular multiplication and squaring using large numbers (usually $>500$ bits), $\beta^{N}=\beta^{N_{0}}\left[\beta^{N_{1}}\left[\beta^{N_{2}}\left[\cdots\left[\beta^{N_{m-2}}\left(\beta^{N_{m-1}}\right)^{2}\right]^{2}\right]^{2}\right]^{2}\right]^{2}$. A simple computation algorithm for computing exponentiations in $\mathrm{GF}\left(2^{m}\right)$ is presented as [6]:

$$
\text { STEP } 1 \text { : If } N_{m-1}=1 \text { then } P=\beta \text { else } P=\alpha^{0}
$$

STEP 2 : For $i=m-2$ downto 0
STEP 3 : If $N_{i}=1$ then $P=P^{2} \beta$ else $P=P^{2} \alpha^{0}$
The final result is $P=\beta^{N}$. In this case, $A B^{2}$ operations can be used to compute the step 3 operations.

Systolic arrays for performing power-sum operations have already been proposed in $[6,7,8]$ using a standard basis representation in $\mathrm{GF}\left(2^{m}\right)$. In [7], a systolic power-sum architecture is proposed along with a modified basic cell that can perform eight different types of computations by adding one MUX and one DEMUX. Wei [6] then presented architectures for an inverse and division in $\mathrm{GF}\left(2^{m}\right)$ based on the architecture in [7]. Yet these systolic array power-sum circuits still have certain shortcomings as regards cryptographic applications due to their high circuit complexity and long latency. As such, further research on an efficient power-sum circuit is needed.

In addition, many architectures over $\operatorname{GF}\left(2^{m}\right)$ have been developed using different bases; a normal, dual, and standard basis. A normal basis representation is very efficient for performing squaring and exponentiation or finding the inverse element, yet normal-basis multipliers require a basis conversion. A dual basis representation is also unsuitable for large finite fields in cryptography. Therefore, a standard basis offers the most regular and extensible features for hardware implementation and is easiest to use among the other representations.

Accordingly, the following concentrates on a power-sum operation for $\mathrm{GF}\left(2^{m}\right)$ using a standard basis. The proposed algorithm is then used as the basis for introducing a parallel-in parallel-out and serial-in serial-out systolic architecture. The hardware complexity and latency of the two architectures are lower than conventional architectures, plus they are well suited to VLSI implementation and can be easily applied to exponentiation architecture.

## 2 Algorithm

A finite field $\mathrm{GF}\left(2^{m}\right)$ has $2^{m}$ elements and it is assumed that all the $\left(2^{m}-1\right)$ nonzero elements of $\mathrm{GF}\left(2^{m}\right)$ are represented using a standard basis. Let $A(x), B(x)$, and $C(x)$ be three elements in $\operatorname{GF}\left(2^{m}\right)$ and $F(x)$ be the primitive polynomial, where,

$$
\begin{aligned}
& A(x)=a_{m-1} x^{m-1}+a_{m-2} x^{m-2}+\cdots+a_{1} x+a_{0} \\
& B(x)=b_{m-1} x^{m-1}+b_{m-2} x^{m-2}+\cdots+b_{1} x+b_{0} \\
& C(x)=c_{m-1} x^{m-1}+c_{m-2} x^{m-2}+\cdots+c_{1} x+c_{0} \\
& F(x)=f_{m-1} x^{m-1}+f_{m-2} x^{m-2}+\cdots+f_{1} x+f_{0}
\end{aligned}
$$

The coefficients $a_{i}, b_{i}, c_{i}$, and $f_{i}$ are the binary digits 0 and 1 . If $\alpha$ is the root of $F(x)$, then $F(\alpha)=0$, and $F(\alpha) \equiv \alpha^{m}=f_{m-1} \alpha^{m-1}+f_{m-2} \alpha^{m-2}+\cdots+f_{1} \alpha+f_{0}$, $F^{\prime}(\alpha) \equiv \alpha^{m+1}=f_{m-1}^{\prime} \alpha^{m-1}+f_{m-2}^{\prime} \alpha^{m-2}+\cdots+f_{1}^{\prime} \alpha+f_{0}^{\prime}$ where $f_{i}$ and $f_{i}^{\prime} \in$ $G F(2)(0 \leq i \leq m-1)$.

To compute an $A B^{2}+C$ operation, the proposed algorithm commences with the following equation:

$$
\begin{align*}
P= & A B^{2}+C \bmod F(x) \\
= & A\left(b_{m-1} \alpha^{2 m-2}+b_{m-2} \alpha^{2 m-4}+\cdots+b_{1} \alpha^{2}+b_{0}\right)+c_{m-1} \alpha^{m-1}+c_{m-2} \alpha^{m-2} \\
& +\cdots+c_{1} \alpha+c_{0} \bmod F(x) \\
= & \left(\cdots\left(\cdots\left(\left(A b_{m-1}\right) \alpha^{2} \bmod F(x)+A b_{m-2}\right) \alpha^{2} \bmod F(x)+\cdots+A b_{\left\lceil\frac{m}{2}\right\rceil}\right) \alpha^{2}\right. \\
& \left.\left.\bmod F(x)+\cdots+A b_{1}+c_{3} \alpha+c_{2}\right) \alpha^{2} \bmod F(x)+A b_{0}+c_{1} \alpha+c_{0}\right) \tag{1}
\end{align*}
$$

A recursive relation is derived that is suitable for efficient power-sum systolicarray implementation. The computation sequence of eq.(1) is written as the following algorithm:

Input $\quad: A(x), B(x), C(x)$ and $F(x)$
Output : $P(x)=A(x) B\left(x^{2}\right)+C(x) \bmod F(x)$
STEP $1: P_{1}=A b_{m-1} \bmod F(x)$
STEP 2 : For $i=2$ to $m-1$
STEP $3: \quad P_{i}=P_{i-1} \alpha^{2} \bmod F(x)+A b_{m-i}+c_{2(m-i)+1}+c_{2(m-i)}$
where the result $P$ is equal to $P_{m}$. As shown in the upper computation sequence, the first term is very simple without any modulo reduction.

Beginning with the first term of eq.(1), $A b_{m-1}$, the subsequent terms in the above equation are accumulated until reaching the end. The procedure of the new algorithm is as follows:

First,

$$
\begin{align*}
P_{1} & =A b_{m-1} \\
& =\sum_{k=0}^{m-1} a_{k} b_{m-1} \alpha^{k} \\
& =\sum_{k=0}^{m-1} p_{k}^{1} \alpha^{k} \tag{2}
\end{align*}
$$

where, eq. (3) can be obtained;

$$
\begin{equation*}
p_{k}^{1}=a_{k} b_{m-1} \tag{3}
\end{equation*}
$$

In the general case,

$$
\begin{aligned}
P_{i} & =\left(P_{i-1} \alpha^{2}+A b_{m-i}+c_{2(m-i)+1}+c_{2(m-i)}\right) \bmod F(x) \\
& =\left(\sum_{k=0}^{m-1} p_{k}^{i-1} \alpha^{k} \alpha^{2}+\sum_{k=0}^{m-1} a_{k} b_{m-i} \alpha^{k}+c_{2(m-i)+1}+c_{2(m-i)}\right) \bmod F(x)
\end{aligned}
$$

$$
\begin{align*}
= & \left(\sum_{k=0}^{m-1} p_{k}^{i-1} \alpha^{k+2}+\sum_{k=0}^{m-1} a_{k} b_{m-i} \alpha^{k}+c_{2(m-i)+1}+c_{2(m-i)}\right) \bmod F(x) \\
= & \left(p_{m-1}^{i-1} \alpha^{m+1}+p_{m-2}^{i-1} \alpha^{m}+\cdots+p_{0}^{i-1} \alpha^{2}+a_{m-1} b_{m-i} \alpha^{m-1}\right. \\
& +a_{m-2} b_{m-i} \alpha^{m-2}+\cdots+a_{1} b_{m-i} \alpha+a_{0} b_{m-i}+c_{2(m-i)+1} \\
& \left.+c_{2(m-i)}\right) \bmod F(x) \\
= & \sum_{k=0}^{m-1} p_{k}^{i} \alpha^{k} \tag{4}
\end{align*}
$$

From the above procedures, eq. (5) can be derived.

$$
\begin{equation*}
p_{k}^{i}=p_{m-1}^{i-1} f_{k}^{\prime}+p_{m-2}^{i-1} f_{k}+a_{k} b_{m-i}+c_{k}^{i} \tag{5}
\end{equation*}
$$

where,

$$
y=\left\{\begin{array}{l}
c_{1}^{i}=c_{2(m-i)+1} \\
c_{0}^{i}=c_{2(m-i)} \\
c_{k}^{i}=p_{k-2}^{i-1} \quad(\text { for } 3 \leq k \leq m)
\end{array}\right.
$$

Thus the product $P$ for $A B^{2}+C$ in $\mathrm{GF}\left(2^{m}\right)$ can be computed efficiently using the above new recursive algorithm.

## 3 Systolic Architectures in GF ( $2^{m}$ )

### 3.1 Parallel-in Parallel-out

From the new power-sum algorithm, a corresponding parallel-in parallel-out systolic array architecture can be obtained by following the process in [10,11]. Fig. 1 shows the proposed systolic power-sum circuit over $\mathrm{GF}\left(2^{4}\right)$. The inputs $A, F$, and $F^{\prime}$ enter the array in parallel from the top row, while $B$ is from the leftmost column. The output $P$ is transmitted from the bottom row of the array in parallel. Inputs $A$ and $B$ are both read into the system in the same order using the MSB-first,plus the output is also produced in the same order as the inputs. The MSB-first scheme supports pipelinability for a circuit that requires repeat operations, such as exponentiation and inverse/division, more easily than the LSB-first scheme.

In Fig.1, there is a traverse line in the $(i, k)$ cell. This is required to pass the signal from the $(i-1, k-1)$ cell to the $(i, k+1)$ cell. When the cell is located in the first row; $k=m-1, p_{k}^{i}$ must be connected to the $p_{m-1}^{i}$ signal line, while $p_{k}^{i-1}$ must be connected to the $p_{m-2}^{i}$ signal line. Fig. 2 shows PE1 which represents the logic circuits of the top cells of the array, while Fig. 3 shows PE2 which represents the logic basic circuits. Fig 3 shows the basic cell for the general case where the circuit function is primarily governed by eq. (5), where the k -th bit $\left(p_{k}^{i}\right)$ of $P_{i}$ is the partial product. If the cell is located in the lowest two columns, $p_{k-2}^{i-1}$ is zero. Note that the cells in the first row only need to calculate $p_{k}^{1}$, as


Fig. 1. Parallel-in parallel-out systolic architecture for $A B^{2}+C$ in $\operatorname{GF}\left(2^{4}\right)$


Fig. 2. Circuit for PE1(Processing Element 1)


Fig. 3. Circuit for PE2


Fig. 4. Serial-in serial-out $A B^{2}$ systolic architecture in $\operatorname{GF}\left(2^{4}\right)$
shown in Fig. 2. As such, the top cell circuit is very simple and reduces the total cell complexity compared to previous architectures. Since the vertical path of each cell only requires two delay elements, except for the cells in the first row, the latency is $3 m-1$.

### 3.2 Serial-in Serial-out

From eq. (5); $p_{k}^{i}=p_{m-1}^{i-1} f_{k}^{\prime}+p_{m-2}^{i-1} f_{k}+a_{k} b_{m-i}+p_{k-2}^{i-1}$, two relations can be derived as in the following equations;

$$
\begin{align*}
d_{k}^{i} & =p_{k}^{i-1}+a_{k} b_{m-i} \\
p_{k}^{i} & =d_{m-1}^{i} f_{k}^{\prime}+d_{m-2}^{i} f_{k}+d_{k-2}^{i} \tag{6}
\end{align*}
$$

Using eq. (6), a one-dimensional systolic $A B^{2}$ array is derived along the horizontal direction, which follows the cut-set systolization procedure described in [10]. The result is shown in Fig.4. $\mathrm{D}^{n}$ denotes an $n$-unit delay element. The system receives serial inputs of $A, B, \mathrm{~F}^{\prime}$, and $F$ at the leftmost cell and then generates a serial output P from the rightmost cell. All inputs, $A, B, \mathrm{~F}^{\prime}$, and $F$, enter the system in the order of the most significant bit first. Fig. 5 shows the logic circuit for the basic cells, while Fig. 6 represents the logic circuit of the rightmost cell of the array, which only has to compute $d_{k}^{m}$. PE3 requires three multiplexers (MUXs), which are needed to store the values $d_{m-1}^{i}, d_{m-2}^{i}$ and $b_{m-i}$ in the $i$-th cell, and two control signals(CSs), CS1 and CS2, which are used to sustain or refresh these values during computations. Only the first bit among the $m$ bits of CS1 contains the value 1, while the first three bits among the $m$ bits of CS2 contain the value 1. If the input data arrives continuously, the output results are yielded at a rate of one per 1cycle after an initial delay of $2 m-1$.

## 4 Analysis

The new arrays were simulated and verified using an ALTERA MAX+PLUS simulator and FLEX10K device.


Fig. 5. The basic circuit for PE3


Fig. 6. The circuit for PE4

Table 1 shows a comparision between the proposed parallel architecture and the related circuit described in [7]. In [7], Wei proposed systolic arrays for performing a power-sum operation. Yet, as mentioned by Wang in [8], the systolic power-sum circuit proposed in [7] is inaccurate, therefore, to ensure its proper operation, three 1-bit latches need to be added to each cell of the circuit. Accordingly, Wang's assumption in [8] was followed for a proper comparison. The following assumptions were made in the comparison: 1) $\mathrm{T}_{\text {AND2 }}$ and $\mathrm{T}_{X O R i}$ denote the propagation delay through a 2 -input AND gate and i-input XOR gate, respectively, 2) the 2-input AND gate, 2-input XOR gate, and 1-bit latch consisted of six, fourteen, and eight transistors, respectively [13], 3) the 2-input AND gate and 2 -input XOR gate had 2.4 ns and 4.2 ns gate delays, respectively[13], and 4) the 3 -input XOR gate and 4 -input XOR gate were constructed using two and three 2 -input XOR gates, respectively. Accordingly, the two arrays being compared had the same propagation delay of $\mathrm{T}_{A N D 2}+2 \mathrm{~T}_{X O R 2}$ through one cell [8]. The results clearly showed that the proposed array achieved the same

Table 1. Comparison of two parallel-in parallel-out systolic architectures for Computing power-sum in $\operatorname{GF}\left(2^{m}\right)$

|  |  | Circuit |  |
| :---: | :---: | :---: | :---: |
| Item | Wei [7] | Wang [8] | Proposed [Fig. 1] |
| No.of cells | $m^{2}$ | $m^{2} / 2$ | $m^{2}$ |
| Function | $A B^{2}+C$ | $A B^{2}+C$ | $A B^{2}+C$ |
| Throughput | 1 | 1 | 1 |
| Critical path | $\mathrm{T}_{\text {AND2 }}+\mathrm{T}_{\text {XOR3 }}$ | $\mathrm{T}_{\text {AND2 }}+\mathrm{T}_{\text {XOR4 }}$ | $\mathrm{T}_{\text {AND2 }}+\mathrm{T}_{\text {XOR4 }}$ |
| Latency | $4 m$ | $2 m-m / 2$ | $3 m-1$ |
| Cell Complexity |  |  |  |
| 1. AND gate | $3 m^{2}$ | $6 m^{2}$ | $3 m^{2}-2 m$ |
| 2. XOR gate | $3 m^{2}$ | $6 m^{2}$ | $3 m^{2}-2 m$ |
| 3. Latches | $13 m^{2}$ | $17 m^{2}$ | $9 m^{2}-5 m-3$ |
| Data flow | Bi-directional | Unidirectional | Unidirectional |
| Algorithm | LSB | MSB | MSB |
| I/O format | parallel | parallel | parallel |

Table 2. Comparison of two serial-in serial-out systolic architectures in $\operatorname{GF}\left(2^{m}\right)$

| Item | Yeh [12] | Circuit <br> Proposed [Fig. 4] |
| :---: | :---: | :---: |
| No.of cells | $m$ | $m$ |
| Function | $A B$ | $A B^{2}$ |
| Throughput | $1 / m$ | 1 |
| Latency | $3 m$ | $3 m-1$ |
| Cell Complexity |  |  |
| 1. AND gate | $3 m$ | $4 m-3$ |
| 2. XOR gate | $2 m$ | $3 m-2$ |
| 3. Latches | $11 m^{2}$ | $14 m-13$ |
| 4. Mux | $m$ | $3 m-3$ |
| I/O format | serial | serial |
| CS | 2 | 2 |

throughput performance as that in $[6,7]$, yet exhibited advantages in terms of latency and hardware complexity [8]. The cell complexity of Wei's architecture was $m^{2}(3 \mathrm{AND}+3 \mathrm{XOR}+13 \mathrm{Latch})$, whereas that of the proposed parallel architecture was $m^{2}(3 \mathrm{AND}+3 \mathrm{XOR})-m(2 \mathrm{AND}+2 \mathrm{XOR})+\left(9 m^{2}-5 m-3\right)$ Latch. As such, the proposed architecture reduced the cell complexity by $m(2 \mathrm{AND}+2 \mathrm{XOR})+\left(4 m^{2}+\right.$ $5 m+3)$ Latch. The latency of Wei's architecture[7] was $4 m$, whereas that of the proposed architecture was $3 m-1$. In particular, the hardware complexity and latency of the proposed parallel-in parallel-out array were about $19.8 \%$ and $25 \%$ lower, respectively, than Wei's over GF $\left(2^{m}\right)$. The cell complexity of Wang's architecture was $m^{2} / 2(6 \mathrm{AND}+6 \mathrm{XOR}+17 \mathrm{Latch})$. Therefore, it would seem that the proposed architecture reduced the cell complexity by $m$ (2AND+2XOR)$\left(0.5 m^{2}-5 m-3\right)$ Latch. The latency of the architecture of Wang [8] was $2 m-m / 2$ when the number of cells was $m^{2} / 2$.

Table 2 shows a comparision between the proposed serial architecture and the related circuit described in [12]. The serial architecture had a hardware complexity of $m$ (4AND +3 XOR +14 Latch $)-(3 \mathrm{AND}+2 \mathrm{XOR}+13$ Latch $)$ and latency of $3 m-1$. In addition, the circuit had a throughput of $100 \%$. Since Yeh [12] only computed an $A B$ function, it is reasonable that the proposed serial $A B^{2}$ architecture exhibited a higher hardware complexity.

## 5 Conclusion

The current paper presented a new algorithm and a parallel-in parallel-out and a serial-in serial-out systolic architectures for performing the power-sum operation over $\operatorname{GF}\left(2^{m}\right)$ using a standard basis. The algorithm is based on the MSB-first scheme. Furthermore, since the proposed architectures have a low hardware complexity and small latency, they are efficient for computing exponentiation and inverse/division in $\operatorname{GF}\left(2^{m}\right)$ and well suited to VLSI implementation due to their simplicity, regularity, modularity, and pipelinability.

## Acknowledgement

This work was supported by grant No. 2000-2-51200-001-2 from the Korea Science \& Engineering Foundation

## References

1. W.W. Peterson, E.J. Weldon: Error-correcting codes. MIT Press, MA (1972)
2. D.E.R. Denning: Cryptography and data security. Addison-Wesley, MA (1983)
3. A. Menezes : Elliptic Curve Public Key Cryptosystems, Kluwer Academic Publishers, Boston (1993)
4. R.L. Rivest, A. Shamir, and L. Adleman: A Method for Obtaining Digital Signatures and Public-key Cryptosystems. Comm. ACM. 21 (1978) 120-126
5. I.S. Reed and T.K. Truong: The use of finite fields to compute convolutions.IEEE Trans. Inform. Theory, 21 (1975) 208-213
6. S.W. Wei: VLSI architectures for computing exponentiations, multiplicative inverses, and divisions in $\operatorname{GF}\left(2^{m}\right)$. Proc. IEEE Trans. Circuits and Systems. 44 (1997) 847-855
7. S.W. Wei: A Systolic Power-Sum Circuit for GF $\left(2^{m}\right)$. IEEE Trans. Computers. 43 (1994) 226-229
8. C.L. Wang and J.H. Guo: New systolic arrays for $\mathrm{C}+\mathrm{AB} 2$, inversion, and division in GF $\left(2^{m}\right)$. IEEE Trans. Computers 49 (2000) 1120-1125
9. C.W. Wu and M.K. Chang: Bit-Level Systolic Arrays for Finite-Field Multiplications. Journal of VLSI Signal Processing. 10 (1995) 85-92
10. S. Y. Kung: VLSI Array Processors. Prentice-Hall. 43 (1987)
11. K. Y. Yoo: A Systolic Array Design Methodology for Sequential Loop Algorithms., Ph.D. thesis, Rensselaer Polytechnic Institute, New York (1992)
12. C. S. Yeh, I. S. Reed, and T. K. Truong: Bit-Level Systolic Arrays for Finite-Field Multiplications. Journal of VLSI Signal Processing. 10 (1995) 85-92
13. Daniel D. Gajski: Principles of Digital Design. Prentice-Hall international, INC. (1997)

# A Combinatorial Approach to Anonymous Membership Broadcast 
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Abstract. A set system $(X, \mathcal{F})$ with $X=\left\{x_{1}, \ldots, x_{m}\right)$ and $\mathcal{F}=$ $\left\{B_{1}, \ldots, B_{n}\right\}$, where $B_{i} \subseteq X$, is called an $(n, m)$ cover-free set system (or CF set system) if for any $1 \leq i, j, k \leq n$ and $j \neq k$,

$$
\left|B_{i}\right| \geq 2\left|B_{j} \bigcap B_{k}\right|+1
$$

In this paper, we show that CF set systems can be used to construct anonymous membership broadcast schemes (or AMB schemes), allowing a center to broadcast a secret identity among a set of users in a such way that the users can verify whether or not the broadcast message contains their valid identity. Our goal is to construct $(n, m)$ CF set systems in which for given $m$ the value $n$ is as large as possible. We give two constructions for CF set systems, the first one from error-correcting codes and the other from combinatorial designs. We link CF set systems to the concept of cover-free family studied by Erdös et al in early 80's to derive bounds on parameters of CF set systems. We also discuss some possible extensions of the current work, motivated by different application.

## 1 Introduction

Given a center and a set of users $\mathcal{U}=\left\{P_{1}, \ldots, P_{n}\right\}$. The center wishes to broadcast information to all users in such a way that (1) a single user from the group is sure that she is the intended recipient while (2) the other users are certain that the information is not intended for them. The security goal is that the users are not able to identify the intended recipient. Ideally, one would expect that the probability of guessing the right recipient by users is no better than $\frac{1}{n-1}$ (a non-intended user knows that the intended user must be someone different from him). Note that the probability of guessing the intended user by outsiders is expected to be no better than $1 / n$. The above scheme is called anonymous membership scheme and have various applications in cryptographic protocols. The applications range from anonymous delegation (where one member of the group performs action on the behalf of the group), hiding the order of interactions (between the center and members of the group), cheating prevention (by hiding the order in which cryptographic operations are performed), etc.

A solution to the problem of anonymous membership could be based on public key cryptography in which the center encrypts some unambiguous text
txt $_{i}$ (also called secret identity) that indicates that the user $P_{i}$ is the chosen one. The center broadcasts the cryptogram $E_{p k_{i}}\left(\operatorname{txt}_{i}\right)$, where $p k_{i}$ is the public key of $P_{i}$. Since only $P_{i}$ knows the private key corresponding to $p k_{i}$ can decrypt the cryptogram and get the message txt $_{i}$, the secrecy of the anonymous membership is guaranteed. However, such a solution has two important drawbacks. The first the public-key encryption algorithm needs to be key private in the sense that an eavesdropper in possession of a ciphertext should not be able to tell which specific key out of the $n$ known public keys is the one under which the ciphertext has been created. Obviously no all the public-key cryptosystems are key private. For example, in the RSA encryption, it is well known that the public modulus for different users must not be different thus the ciphertexts under different public keys may not be of the same length, so ciphertexts can be linked to the public key used. The second drawback is that all users in the group must perform expensive decryption no matter whether or not they are chosen. In many circumstances this may be unreasonable or unacceptable. The problem of key privacy in public-key encryption has been addressed in literature (see, for example, [1]).

This paper deals with unconditionally secure anonymous membership that typically offer a very efficient solution. Being more precise, our solutions require private communication to set up the system but once set up, users can very efficiently verify whether or not they are chosen.

Our work. We introduce anonymous membership broadcast schemes (AMB schemes for short) that allow a center to anonymously broadcast a secret identity to a group of users in a such way that only a single user learns that she has been chosen while the others know that they have not been. Our approach is combinatorial in nature and is secure against adversaries with unlimited computational power (unconditionally secure). We propose AMB schemes, based on a special set system, called cover-free set system (or CF set system for short). We give constructions of CF set systems from error-correcting codes, and certain combinatorial designs, such as $\mu$-designs. The CF set systems give AMB schemes with significantly improved efficiency. The scheme based on error correcting codes deserves a special attention as it offers a logarithmic complexity for both communication and storage. This compares favorably with with trivial solutions that require linear complexity and storage. We link the CF set systems with extensively studied cover-free families introduced by Erdös et al in early 80's [5]. The established relation between AMB schemes and cover-free families allows us to derive bounds on various parameters for CF set systems and use them to assess the performance of AMB schemes. We also discuss possible extensions of the current work.

Related work. Anonymity is one of basic human rights that is guarded by the legal systems of all democratic countries. Anonymity has been studied in the context of secure electronic elections as their major security goal (for example, [4910]). Although various aspects of anonymity have been studied, to our best knowledge, there is no efficient solution for the anonymous membership broadcast problem. There are, however, two works that are closely related to the AMB
problem that we should mention. The first work by Fiat and Naor [6] considers broadcast encryption in which a center broadcasts a message to a dynamically changing subset of privileged users in such a way that only users in the subset learn the message. This is to say that the main security goals of broadcast encryption are the secrecy and integrity of the messages. The AMB problem addresses a different aspect of broadcast security, namely, the secrecy of the intended recipient's identity. Another concept relating to the AMB schemes is the secret set introduced by Molva and Tsudik [8]. A secret set is a subset of $\mathcal{U}$ that any user in $\mathcal{U}$ can test his/her membership in the subset but cannot determine neither the other users of the subset nor the cardinality of the subset. Obviously, the AMB problem can be seen as a special case of secret sets if only single users are considered as potential secret sets.

## 2 Anonymous Membership Broadcast Schemes

Assume that there is a trusted center and a universal set $\mathcal{U}$, consisting of $n$ users $P_{1}, \ldots, P_{n}$, in an open communication network. The network is a collection of broadcast channels, i.e., the channels are publicly accessible and any information transmitted by the center will be received by every user in $\mathcal{U}$. During the setup of the system, the center generates and distributes secret information to each user through secure communication channels. Later on, the center wishes to broadcast an anonymous membership for a single user $P_{i}$ in a such way that each user can verify his/her membership. In particular, $P_{i}$ is able to make sure that she is the intended recipient while $P_{j}(j \neq i)$ is sure that he/she is not. We also assume that the secret identity is not known ahead of time. A cryptographic scheme (with the center and the group $\mathcal{U}$ ) that allows the center to broadcast secret identity that satisfies the two above-mentioned conditions, is called an anonymous membership broadcast scheme (or AMB schemes).

For the AMB schemes, we define the following three phases:

- Initialization: the center distributes secret information to each user in $\mathcal{U}$ (typically the center uses private communication channels existing between it and users).
- Broadcast: a secret identity of the chosen recipient $P_{i}$ is broadcast to all users in $\mathcal{U}$.
- Verification: after seeing the broadcast message $s$, each user can verify his/her own membership, but gets no more information than he/she is supposed to known about the secret identity (or equivalently about the intended recipient).

Quality of an AMB scheme is measured by its security and by its efficiency.

- Security requires that each user except the intended one (whose secret identity has been broadcast) is not able to determine the secret identity of the recipient. More precisely, the probability that a user guesses the secret identity should be bounded by a fixed and pre-determined value. We call a AMB
scheme perfect if the probability is $1 /(n-1)$ or each non-intended user knows that the intended recipient is somebody different from him/her.
- Efficiency is measured by the size of storage for secret information of the center and users, by the amount of communication overhead for broadcast and by computation performed by the center and the users. In this paper we are mainly concerned with the two first measures, i.e. storage and communication overhead.

Consider the following two trivial solutions for AMB schemes.

- Solution 1. The center randomly chooses a vector $\alpha=\left(a_{1}, \ldots, a_{n}\right) \in G F(2)^{n}$, and secretly gives $a_{i}$ to $P_{i} ; i=1, \ldots, n$. For a secret identity of $P_{i}$, the center broadcasts $\left(b_{1}, \ldots, b_{n}\right)=\left(a_{1}, \ldots, a_{i-1}, a_{i}+1, a_{i+1}, \ldots, a_{n}\right)$. Each user $P_{j}$ can verify his/her membership by checking if $a_{j}=b_{j}$. The system is used once only.
- Solution 2. The center randomly chooses a permutation $\pi$ on $\{1, \ldots, n\}$, and secretly gives $\pi(j)$ to user $P_{j} ; 1 \leq j \leq n$. For a secret identity of $P_{i}$, the center simply broadcasts $\pi(i)$. Each user $P_{j}$ compares her secret information $\pi(j)$ and the broadcast $\pi(i)$ to verify her membership. The scheme is one-time.

We note that both the trivial solutions offer the perfect security, but have different communication and storage requirements. In Solution 1, the storages for the center and each user are $n$ bits and 1 bit, respectively. The center needs to broadcast $n$ bits. Solution 2 requires $n \log n$ and $\log n$ bits storage for the center and each user, respectively. The communication requires $\log n$ bits.

### 2.1 The Basic AMB Scheme

We observe that the cover-free set system can be used as a mathematical model of the AMB system. This observation gives us an advantage that security and efficiency parameters can be derived from parameters of the cover-free set system.

Definition 1. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$ be a finite set and $\mathcal{F}=\left\{B_{1}, \ldots, B_{n}\right\}$ be a family of subsets of $X$. We call the set system $(X, \mathcal{F})$ an $(n, m)$ cover-free set system (or CF set system) if the following condition is satisfied:

$$
\left|B_{i}\right| \geq 2\left|B_{j} \bigcap B_{k}\right|+1, \quad \text { for all } 1 \leq, i, j, k \leq n \text { and } j \neq k
$$

Given an $(n, m)$ CF set $\operatorname{system}(X, \mathcal{F})$ with $d=\min \left\{\left\lceil\left|B_{i}\right| / 2\right\rceil-1: 1 \leq i \leq n\right\}$. We construct an AMB scheme from $(X, \mathcal{F})$ as follows.

- Initialization - the center randomly chooses a vector $\left(a_{1}, \ldots, a_{m}\right) \in G F(2)^{m}$, and secretly sends $a_{i}$ to user $P_{j}$ if $x_{i} \in B_{j}$, for all $1 \leq i \leq m, 1 \leq j \leq m$.
- Broadcast of identity of $P_{i}$ - the center randomly chooses a $d$-subset $D$ from $B_{i}$ and a $d$-subset $C$ from $X \backslash B_{i}$. The center computes a vector $\beta=$ $\left(b_{1}, \ldots, b_{m}\right)$ defined by

$$
b_{i}=\left\{\begin{array}{cc}
a_{i}+1 \text { if } & x_{i} \in B_{i} \backslash D, \text { or } x_{i} \in C, \\
a_{i} & \text { otherwise },
\end{array}\right.
$$

and broadcasts $\beta=\left(b_{1}, \ldots, b_{m}\right)$ as the secret identity of $P_{i}$.

- Verification - each user $P_{j}$ verifies his/her membership as follows. Assume that $P_{j}$ has secret information $a_{j_{1}}, \ldots, a_{j_{\ell}}$ (i.e. $B_{j}=\left\{x_{j_{1}}, \ldots, x_{j_{\ell}}\right\}$ ), then $P_{j}$ computes the vector $\gamma_{j}=\left(a_{j_{1}}+b_{j_{1}}, \ldots, a_{j_{\ell}}+b_{j_{\ell}}\right)$, if the Hamming weight of $\gamma_{j}$ is greater than $d$ than $P_{j}$ is the intended user, otherwise he/she is not.

Now we are ready to establish the relation between the CF set system and the AMB system.

Theorem 1. Let $(X, \mathcal{F})$ be an $(n, m) C F$ set system. The above construction from $(X, \mathcal{F})$ results in an $A M B$ scheme with $m$ bits broadcast, $m$ bits storage for the center and $\left|B_{i}\right|$ bits storage for $P_{i}$ for all $1 \leq i \leq n$.

Proof. The parameters in the theorem are obvious. It is also clear that each user can verify his/her membership correctly. What we need is to prove the security of the resulting AMB scheme. A user $P_{j}$ who is not the intended one, tries to guess the secret identity from the broadcast $\beta . P_{j}$ 's best strategy is to use his/her the secret information together with the public $\beta$ to distinguish the identity of the chosen user $P_{i}$ from the identities of the other users. The only information $P_{j}$ can use to guess the membership of a user of $P_{i}$ is the sub-vector of $\gamma$ that corresponds to $B_{j} \cap B_{i}$, denoted by $\gamma_{i j}$. If the Hamming weight of $\gamma_{i j}$ is greater than $d$, then $P_{i}$ is the user of the secret identity. However, for each $i, i \neq j$, the Hamming weight of $\gamma_{i j}$ runs between 0 and $d$, no matter whether $P_{i}$ is the intended user or not. Thus, $P_{j}$ will never be certain which one is the chosen one.

We note that the above construction does not provide perfect security for the resulting AMB scheme. Indeed, from $P_{j}$ 's point of view the probability that $P_{k}$ is the intended user is higher than that of $P_{i}$ if the Hamming weight of $\gamma_{j k}$ is larger than $\gamma_{j i}$. So $P_{j}$ 's best strategy is to choose $i$ as the secret identity if the Hamming weight of $\gamma_{j i}$ is maximal. To provide sound security for the scheme, the probability of success of this attack must be bounded by some pre-designated value. For the applications for AMB schemes, from Theorem $\square$ we would like to have $(n, m)$ CF set system with $n$ as large as possible.

## 3 Constructions of Cover-Free Set Systems

Two constructions of $(n, m)$ CF set systems are given. The first construction is based on error-correcting codes and the other uses combinatorial designs.

### 3.1 CF Set Systems from Error-Correcting Codes

Let $Y$ be an alphabet of $q$ elements. An $(N, M, D, q)$ code is a set $\mathcal{C}$ of $M$ vectors in $Y^{N}$ such that the Hamming distance between any two distinct vectors in $\mathcal{C}$ is at least $D$.

Theorem 2. If there is an $(N, M, D, q)$ code, then there exists an ( $M, N q$ ) CF set system provided $N<2 D$.

Proof. Let $\mathcal{C}$ be an $(N, M, D, q)$ code. We write each codeword as $c_{i}=\left(c_{i 1}, \ldots\right.$, $\left.c_{i N}\right)$ with $c_{i j} \in Y$, where $1 \leq i \leq M, 1 \leq j \leq N$. Set $X=\{1, \ldots, N\} \times Y$ and $\mathcal{F}=\left\{B_{i}: 1 \leq i \leq M\right\}$, where for each $1 \leq i \leq M$ we define $B_{i}=\left\{\left(j, c_{i j}\right): 1 \leq\right.$ $j \leq N\}$. It is easy to check that $|X|=N q,|\mathcal{F}|=M$ and $\left|B_{i}\right|=N$. For each pair of $i, k$, we have $\left|B_{i} \cap B_{k}\right|=\left|\left\{\left(j, c_{i j}\right): 1 \leq j \leq N\right\} \cap\left\{\left(j, c_{k j}\right): 1 \leq j \leq N\right\}\right|=$ $\left|\left\{j: c_{i j}=c_{k j}\right\}\right| \leq N-D$. The condition that $N=\left|B_{i}\right|>2\left|B_{k} \cap B_{\ell}\right|$ follows directly from the assumption that $N<2 D$. So $(X, \mathcal{F})$ is a CF set system.

The advantage of the construction from error-correcting codes is that the resulting AMB schemes have a very promising performance. For example, we know that there are algebraic-geometric codes breaking Gilbert-Varshamov bound. That is, for given $q$ and $N<2 D$, we can construct ( $N, M, D, q$ ) code with $N=O(\log M)$. Thus, we obtain the following corollary.

Corollary 1. There exist $(n, m) C F$ set systems with $m=O(\log n)$.

### 3.2 CF Set Systems from Combinatorial Designs

Although constructions based on error-correcting codes produce CF set systems with very good performance. However, the performance is in general asymptotic, that is to say, the larger $n$ gives better performance. Sometimes, when $n$ is small, constructions from combinatorial designs can give better performance.

A $\mu-(v, r, \lambda)$ design is a set system $(X, \mathcal{F})$, where $|X|=v,|B|=r$ for every $B \in \mathcal{F}$, and every $\mu$-subset of $X$ occurs in exactly $\lambda$ blocks in $\mathcal{B}$. We will only be interested in $\mu-(v, r, 1)$ designs. It is well known that in a $\mu-(v, r, 1)$ design, the number of blocks $n$ is exactly $\binom{v}{\mu} /\binom{r}{\mu}$. Assume that there exists a $\mu-(v, r, 1)$ design $(X, \mathcal{B})$. Then for each pair $B_{i}, B_{j} \in \mathcal{B}$, we trivially have $\left|B_{i} \cap B_{j}\right| \leq \mu-1$. The following result is immediate.

Theorem 3. If there exists a $\mu-(v, r, 1)$ design, then there exists a $\left.\binom{v}{\mu} /\binom{r}{\mu}, v\right)$ $C F$ set system provided $r>2(\mu-1)$.

There are many results on existence and constructions of $\mu-(v, r, 1)$ designs for $r=2,3$ [2]. On the other hand, no $\mu-(v, r, 1)$ design with $v>r>\mu$ is known to exist for $\mu \geq 6$. Furthermore, it is known that for $3 \leq r \leq 5$, a $2-(v, r, 1)$ design exists if and only if $v \equiv 1$, or $r \bmod \left(r^{2}-r\right)$. Taking $r=3$, we obtain that there exist $(v(v-1) / 6, v)$ CF set systems for all $v \equiv 1$, or $3 \bmod 6$. Using a similar argument, it is not difficult to show that other combinatorial designs, such as BIBDs, Steiner systems, orthogonal arrays, packing designs and many others can also be used to construct CF set systems for different parameters.

## 4 Bounds on CF Set Systems

In this section, we show that CF set systems are closely related to the well-known combinatorial objects of cover-free families studied by Erdös et al [5].

Definition 2. $A$ set system $(X, \mathcal{F})$ with $X=\left\{x_{1}, \ldots, x_{m}\right\}$ and $\mathcal{F}=\left\{B_{i} \subseteq\right.$ $X \mid i=1, \ldots, n\}$ is called an $(n, m, t)$-cover-free family (or $(n, m, t)-C F F$ ) if for any subset $\Delta \subseteq\{1, \ldots, n\}$ with $|\Delta|=t$ and any $i \notin \Delta,\left|B_{i} \backslash \bigcup_{j \in \Delta} B_{j}\right| \geq 1$.

Constructions and bounds for ( $n, m, t$ )-CFF were studied by numerous authors (see, for example, [3512]). It is shown in [12] that for ( $n, m, t$ )-CFF with $t \geq 2, m \geq c \frac{t^{2}}{\log t} \log n$ for some constant $c$. On the other hand, Erdös et al [5] showed that for any $n>0$, there exists an ( $n, m, t)$-CFF with $m=O\left(t^{2} \log n\right)$ and $\left|B_{i}\right|=O(t \log n)$. This result is, however, non-constructive. Although Kumar et al [7] gave a probabilistic construction of CFF that meets the bound, explicit constructions that can achieve or get close to Erdös et al bounds (see, for example, (712 13), are still of high interest.

The following lemma establishes the link between CF set system and CFF.
Lemma 1. $A n(n, m) C F$ set system is an ( $n, m, 2$ )-CFF.
Proof. Let $(X, \mathcal{F})$ be an $(n, m)$ CF set system. For any triple $i, j, k$, we have, from the definition of CF set system, $\left|B_{i}\right|>2\left|B_{i} \cap B_{j}\right|$ and $\left|B_{i}\right|>2\left|B_{i} \cap B_{k}\right|$, it follows that $\left|B_{i} \backslash\left(B_{j} \cup B_{k}\right)\right| \geq\left|B_{i}\right|-\left(\left|B_{i} \cap B_{j}\right|+\left|B_{i} \cap B_{k}\right|\right) \geq 1$. So $(X, \mathcal{F})$ is an ( $n, m, 2$ )-CFF.

It is easy to give examples to prove that the reverse implication to that in Lemma 1 is not true. So that not all $(n, m, 2)$-CFFs are $(n, m)$ CF set systems. This indicates that there is a need for a further study of the CF set systems.

Let $M(n)$ denote the minimal value of $m$ for which an $(n, m)$ CF set system exists. From Lemma $\square$ and the bounds on CFF, we have the following result.

Theorem 4. $M(n)=\Theta(n)$.

## 5 Generalizations

AMB Systems Secure against Collusion Attacks. In the basic AMB systems, it is assumed that single users from $\mathcal{U}$ may try to attack the system. It is easy to see that the system does not provide protection against a collusion of the users in $\mathcal{U}$. We say an AMB scheme is $w$-resilient if any up to $w$ users, even if they collude, cannot correctly guess the identity of the intended user, unless the intended user is one of the attackers. The basic AMB scheme based on CF set systems, can be converted into its $w$-resilient version in a straightforward manner. We only need to modify the condition $\left|B_{i}\right|>2\left|B_{j} \cap B_{k}\right|$ in the CF set system to the following condition for the system $(X, \mathcal{F})$ :

$$
\left|B_{i}\right| \geq 2\left|B_{j} \cap\left(B_{j_{1}} \cup \cdots \cup B_{j_{w}}\right)\right|+1
$$

for any $i$ and any $w+1$ distinct elements $j, j_{1}, \ldots j_{w}$ in $\{1, \ldots, n\}$. We call a set system $(X, \mathcal{F})$ satisfying the above condition a $w$-resilient CF set system. Using a similar approach to that we have applied for the design of AMB schemes from CF set systems, we can construct $w$-resilient AMB-schemes from $w$-resilient CF set systems.

Constructions of Secret Sets. As we have already mentioned, the AMB schemes are relevant to the concept of secret sets introduced by Molva and Tsudik [8]. A set, more precisely a subset of a universal $\mathcal{U}$, is called a secret set if the following conditions are satisfied: (C1) any user (whether a set user or not) can verify his/her memberships in the set; (C2) no one, with the exception of the originator of the set, can verify another user's membership in the set; (C3) no one, with the exception of the originator of the set, can determine with certainty the number of users in the set.

The major difference between a AMB scheme and a secret set is that the latter has the additional security requirements of (C2) and (C3). It is obvious that a secret set can be constructed from an AMB scheme. Indeed, for an AMB scheme to achieve C2, it only needs to execute multiple, parallel AMB schemes, each independently broadcasts an anonymous membership. For C3, some dummy anonymous membership broadcasts are added to the system to raise the uncertainty of the cardinality of the anonymous users, that is to include AMB scheme, but no one is the anonymous membership. Such a construction is inefficient, as to achieve C3, it requires $n$ single AMB schemes to be executed. Depending on the application in hand, if the secret set is defined by C1 and C2 only and the size of the set is small, then the constructions of secret set from AMB schemes should offer some advantages.

Computationally Secure Schemes. The basic AMB scheme is unconditionally secure if the key initialization is implemented through the privately secure channels. It is also one-time in the sense that every key bit can be used once only. The basic schemes, however, can be efficiently implemented for multiple usage in the conditionally secure setting. Note that in the initialization phases, the center needs to securely send a subset of bits to each user, and a secret bit may be shared by a subset of users. A natural question is: how can this be achieved in the conditionally secure setting? Each $x_{i} \in X, 1 \leq i \leq m$, is associated with a subset of users $\mathcal{U}_{i}=\left\{P_{j} \mid\right.$ if $\left.x_{i} \in B_{j}\right\}$. Instead of having a common bit $a_{i}$ distributed from the center, $\mathcal{U}_{i}$ and the center execute a conference key agreement protocol to obtain a common secret key $k_{\mathcal{U}_{i}}$. A common secret bit (or many secret bits) can be extracted from $k_{\mathcal{U}_{i}}$ using certain cryptographic techniques. For example, using $k_{\mathcal{U}_{i}}$ as the seed of a pseudorandom number generator results in many common secret bits for the users in $\mathcal{U}_{i}$. These secret bits can be later used as $a_{i}$ 's for the basic AMB schemes. Each user $P_{i}$ needs to involve in $\left|B_{i}\right|$ different conference key agreement protocols.
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#### Abstract

We demonstrate how to solve constraint satisfaction problems (CSPs) with DNA computing. Assuming that DNA operations can be faulty, we estimate error probability of our algorithm. We show that for any $k$-CSP, there is a polynomial-time DNA algorithm with bounded probability of error. Thus, $k$-CSPs belong to a DNA analogue of BPP.


## 1 Introduction

After eight years of intensive research in DNA computing it is still not clear whether DNA computing can compete (or will be able to compete in the near future) with existing "silicon" computing. So far problem instances solved with DNA are much smaller than instances of the same problems cracked by electronic computers. Another question that should be addressed is the ability to control errors in DNA computation. Note that electronic computers are faulty too but it is possible to control their errors. In this paper we join the hunt for applications utilizing advantages of DNA computing; in particular we attack the question of error control.

The paper presents a DNA algorithm for solving constraint satisfaction problems (CSPs). Many particular problems that can be stated as CSPs have been already studied in publications on DNA computing. For example, Lipton 10 proposed a DNA algorithm for SAT, Bach et al 4] proposed a DNA algorithm for the 3 -colorability problem, etc. We show how to satisfy general constraints with DNA. Our algorithm makes use of the JoIN operation (the name is inspired by "join" in databases, see also [15]). This operation is natural for CSPs as well as for DNA computing. For $k$-CSPs, the algorithm runs in polynomial time.

The JOIN operation is implemented using well known biochemical DNA manipulations such as EXtract, APPEND, MERGE and others, e.g. 5 1315]. Some of them can introduce errors. For example, extract can have two kind of errors: false negative error (a strand containing a given substrand is not extracted) and false positive error (a strand not containing a given substrand is extracted). We analyze how such errors affect the result of our algorithm to estimate its probability of error.

To decrease error probabilities, we employ the technique proposed by Karp et al [9]. This method [9] makes EXTRACT error-resilient without a big sacrifice
in the running time. More exactly, extract is converted into a DNA algorithm whose error probability $\delta$ is arbitrary small and whose running time is $O\left(\log ^{2} \delta\right)$. Using this construction, we convert our join-based algorithm into a DNA algorithm with error probability bounded by an arbitrary small constant. For $k$-CSPs, its running time is still polynomial. That is, any $k$-CSP can be solved by a polynomial-time DNA algorithm with bounded probability of error. Thus, any $k$-CSP belongs to a complexity class that can viewed as a DNA analogue of BPP (for BPP see e.g. [12).

The paper is organized as folows. Section 2 contains definitions and notation related to CSPs. In Section 3 we define the Join operation and show how to solve CSPs with Join. Basic DNA operations used in our model of DNA computation are described in Section 4. Section 5 gives a DNA implementation of our algorithm for CSPs. In Sections and 7 we modify our algorithm into an error-resilient algorithm.

## 2 Constraint Satisfaction Problems

In a constraint satisfaction problem (CSP) we are given: (i) a finite set of variables that range over a finite domain $D$, and (ii) constraints $C_{1}, \ldots, C_{m}$ on values of these variables. We need to determine whether there is a valuation of the variables that satisfies all $C_{1}, \ldots, C_{m}$. For example, the satisfiability problem (SAT) can be naturally restated as a CSP in which constraints are disjunctions of literals. Other examples are the graph colorability and solving equations over finite domains.

More formally, each CSP is specified by a finite domain $D$ and a set of predicates defined on $D$. The predicates are required to be computable in polynomial time. Any atomic proposition $p\left(x_{1}, \ldots, x_{k}\right)$, where $p$ is a predicate symbol and $x_{1}, \ldots, x_{k}$ are variables ranging over $D$, is called a constraint. A CSP instance is a finite set $\left\{C_{1}, \ldots, C_{m}\right\}$ of constraints.

An assignment for variables $x_{1}, \ldots, x_{l}$ is a valuation of these variables in $D$. We denote such an assignment by $\left\{x_{1} \leftarrow d_{1}, \ldots, x_{l} \leftarrow d_{l}\right\}$ where $d_{1}, \ldots, d_{r} \in D$. An assignment for one variable is called a unit assignment. An assignment for all variables occurring in a CSP instance $I$ is called a full assignment for $I$. A full assignment $\alpha$ for $I$ is called a solution to $I$ if $\alpha$ satisfies every constraint in $I$, i.e., every constraint evaluates to true under $\alpha$. By a $C S P$ we mean the following decision problem: given a CSP instance $I$, determine whether there a solution to $I$. Such a problem is called a $k$-CSP if each predicate has its arity at most $k$, i.e., each constraint contains at most $k$ variables.

Let $C$ be a constraint and $\alpha$ be an assignment for the variables occurring in $C$. We call $\alpha$ a solution to $C$ if $\alpha$ satisfies $C$. Any constraint $C$ can be identified with the set of all solutions to $C$.

For an assingnment $\alpha$, the set of all variables occuring in $\alpha$ is denoted by $\operatorname{Var}(\alpha)$. For a set $S$ of assignments, we write $\operatorname{Var}(S)$ to denote $\cup_{\alpha \in S} \operatorname{Var}(\alpha)$.

## 3 Solving CSPs with Joins

Assignments $\alpha_{1}$ and $\alpha_{2}$ are called consistent if they agree on the common variables in $\operatorname{Var}\left(\alpha_{1}\right) \cap \operatorname{Var}\left(\alpha_{2}\right)$. We define the join of consistent assignments $\alpha_{1}$ and $\alpha_{2}$ to be the following assignment denoted by $\alpha_{1} \bowtie \alpha_{2}$ :
$-\alpha_{1} \bowtie \alpha_{2}$ agrees with $\alpha_{1}$ on all variables in $\operatorname{Var}\left(\alpha_{1}\right)-\operatorname{Var}\left(\alpha_{2}\right)$;
$-\alpha_{1} \bowtie \alpha_{2}$ agrees with $\alpha_{2}$ on all variables in $\operatorname{Var}\left(\alpha_{2}\right)-\operatorname{Var}\left(\alpha_{1}\right)$;
$-\alpha_{1} \bowtie \alpha_{2}$ agrees with both $\alpha_{1}$ and $\alpha_{2}$ on all variables in $\operatorname{Var}\left(\alpha_{1}\right) \cap \operatorname{Var}\left(\alpha_{2}\right)$;
$-\alpha_{1} \bowtie \alpha_{2}$ assigns values to only variables in $\operatorname{Var}\left(\alpha_{1}\right) \cup \operatorname{Var}\left(\alpha_{2}\right)$.
For example, the join of consistent assignments $\left\{x_{1} \leftarrow 0, x_{3} \leftarrow 1\right\}$ and $\left\{x_{2} \leftarrow\right.$ $\left.1, x_{3} \leftarrow 1\right\}$ is the assignment $\left\{x_{1} \leftarrow 0, x_{2} \leftarrow 1, x_{3} \leftarrow 1\right\}$.

We also extend the join operation to sets of assignments. For sets $S_{1}$ and $S_{2}$ of assignments, we define the join operation as follows:

$$
S_{1} \bowtie S_{2}=\left\{\alpha \bowtie \beta \mid \alpha \in S_{1}, \beta \in S_{2}, \alpha \text { and } \beta \text { are consistent }\right\}
$$

In particular, if all pairs $\alpha, \beta$ are inconsistent, $S_{1} \bowtie S_{2}$ is empty. Our operation is essentially the same as the natural join of relations in databases, e.g. [1]. A similar (but different) DNA operation was introduced in [15.

We present an algorithm that uses the join operation for step-by-step generation of solutions to a CSP instance. Given an instance $\left\{C_{1}, \ldots, C_{m}\right\}$, the algorithm runs in $m$ steps. At step $i$ the algorithm modifies the current set $S$ of assignments (satisfying $C_{1}, \ldots, C_{i-1}$ ) in order to satisfy $C_{i}$. After $m$ steps the algorithm returns the set $S$ of all solutions to $\left\{C_{1}, \ldots, C_{m}\right\}$.

Algorithm 1 (Join-based algorithm for CSPs).
Input: Sets $S_{1}, \ldots, S_{m}$ of assignments that represent constraints $C_{1}, \ldots, C_{m}$, i.e., each $S_{i}$ is the set of all solutions to $C_{i}$.

Output: The set $S$ of all solutions to the input instance $\left\{C_{1}, \ldots, C_{m}\right\}$.

1. $S \leftarrow S_{1}$
2. for $i \leftarrow 2$ to $m$ do
(a) $S \leftarrow S \bowtie S_{i}$
(b) if $S=\emptyset$ then return ("no solution")
3. return $(S)$

The algorithm takes time $O\left(m \cdot t_{\bowtie}\right)$ where $t_{\bowtie}$ is the maximum running time of the join operation. The space is $O\left(n \cdot|D|^{n}\right)$ where $n$ is the number of variables occurring in $\left\{C_{1}, \ldots, C_{m}\right\}$ and $|D|$ is the number of elements in $D$. Our next step is to implememnt Algorithm with DNA.

## 4 DNA Operations

Most papers on the comlexity of DNA algorithms use DNA computation models based on more or less close collections of DNA operations. In this paper, we use a collection of operations similar to the operations in [5].

To solve CSPs with DNA, assignments are encoded by DNA strands. For now, a strand can be thought of as a string over the alphabet $\Sigma=\{A, C, G, T\}$, see e.g. [213]. Given a CSP instance, we fix an encoding of unit assignments by strands (note that the set of all possible unit assignments for the instance is finite). For a unit assignment $\alpha$, we denote a strand that encodes $\alpha$ by $E(\alpha)$. We assume that all unit assignments are encoded by strands of the same length. Encodings of unit assignments induce encodings of arbitrary assignments: if an assignmnet $\alpha$ consists of unit assignments $\alpha_{1}, \ldots, \alpha_{r}$, we encode $\alpha$ by a concatenation of strands $E\left(\alpha_{1}\right), \ldots, E\left(\alpha_{r}\right)$.

Strands are contained in tubes. We associate with each tube $T$ the set $\mathcal{S}_{T}$ of all assignments encoded by the strands in $T$, i.e., $\mathcal{S}_{T}$ consists of all assignments $\alpha$ such that $T$ contains $E(\alpha)$.

A DNA computation is a computation of a Turing machine augmented by operations on tubes. Operations take tubes and/or assignments (written on Turing machine tapes) as inputs and return tubes and/or assignments.

Extract. This operation takes a tube $T$ and a unit assignment $\alpha$ as input and returns a tube with all strands that contain $E(\alpha)$ as a substrand. The extraction is a variation of the operation SEPARATE which separates the strands in a tube $T$ into two tubes $T_{1}$ and $T_{2}$ such that $T_{1}$ consists of the strands containing a given string $s \in \Sigma^{*}$ and $T_{2}$ contains the rest of $T$. The extraction operation is denoted by $\operatorname{Extract}(T, \alpha)$.

Append. This operation takes a tube $T$ and a unit assignment $\alpha$ as input and returns a tube that contains all strands of $T$ concatenated with $E(\alpha)$. The operation is denoted by $\operatorname{Append}(T, \alpha)$.

Merge. This operation takes tubes $T_{1}$ and $T_{2}$ as input and returns a tube that contains all strands of $T_{1}$ and $T_{2}$. The operation is denoted by $\operatorname{MERGE}\left(T_{1}, T_{2}, R\right)$.

Detect. This operation is a Boolean operation that returns true if an input tube $T$ contains at least one strand and retuns false otherwise. The operation is denoted by $\operatorname{DETECT}(T)$.

Duplicate. This operation takes a tube $T$ as input and returns another tube with the same set of strands as in $T$ without destroying $T$. The duplication (as well as Amplify) can be implemented with anneal and polymerase, see e.g. 6]. The operation is denoted by duplicate $(T)$.

Create. To start a DNA computation, we need to create the contents of an initial tube. The create operation takes a set $S$ of assignments as input and returns a tube with strands that are encodings of the assignments in $S$. The operation is denoted by Create $(S)$.

## 5 DNA Implementation of the Join-Based Algorithm

To implement Algorithm [ we introduce a new DNA operation for computing joins. This operation is denoted by JOIN. We show how to implement Join using the basic DNA operations above.

Loosely speaking, the Join operation takes a tube $T$ and a set $S$ of assignments as input and returns a tube containing strands that encode $\mathcal{S}_{T} \bowtie S$. The input also contains additional information, namely the set $\operatorname{Var}\left(\mathcal{S}_{T}\right)$ of variables. Of course this set is determined by $T$, however the computation of $\mathcal{S}_{T}$ from $T$ with our DNA operations has high complexity. Instead, Algorithm maintains the list $\operatorname{Var}\left(\mathcal{S}_{T}\right)$ and passes it to the JOIN operation as part of input.

In the description of Procedure Join and Algorithm 2 below, we use the following notation. DNA operations are written using arrows, for example $T_{1} \leftarrow$ $\operatorname{Extract}(T, \alpha)$. This means that $T_{1}$ contains the result of $\operatorname{Extract}(T, \alpha)$ even if the operation required several tubes and the result was first returned in a different tube. In particular, we write $T \leftarrow \operatorname{Extract}(T, \alpha)$ to denote that the contents of $T$ changes to the result returning by $\operatorname{ExTract}(T, \alpha)$. We denote the operation of emptying a tube $T$ by writing $T \leftarrow \emptyset$.

If an assignment $\alpha$ contains a unit assignment for a variable $x$ then this unit assignment is denoted by $\left.\alpha\right|_{x}$.

Procedure $\operatorname{Join}(T, S, V)$
Input: A tube $T$ with strands; a set $S$ of assignments; the set $V$ of variables occurring in $\mathcal{S}_{T}$.

Output: A tube $T_{1}$ with strands that encode the join of $\mathcal{S}_{T}$ and $S$, i.e., $\mathcal{S}_{T_{1}}=$ $\mathcal{S}_{T} \bowtie S$.

1. $T_{1} \leftarrow \emptyset ; U \leftarrow V \cap \operatorname{Var}(S) ; W \leftarrow \operatorname{Var}(S)-U$
2. for each assignment $\alpha \in S$ do
(a) $T_{2} \leftarrow \operatorname{DUPLICATE}(T)$
(b) for each variable $x \in U$ do $T_{2} \leftarrow \operatorname{Extract}\left(T_{2},\left.\alpha\right|_{x}\right)$
(c) if $\operatorname{DETECT}\left(T_{2}\right)$ then for each variable $y \in W$ do $T_{2} \leftarrow \operatorname{APPEnd}\left(T_{2},\left.\alpha\right|_{y}\right)$
(d) $T_{1} \leftarrow \operatorname{MERGE}\left(T_{1}, T_{2}\right)$
3. return $\left(T_{1}\right)$

Comment: Step 1 of the procedure divides the set $\operatorname{Var}(S)$ of variables into two subsets: the set $U$ of variables "occurring" in $T$ and the set $W$ of variables "not occurring" in $T$. Then for each assignment $\alpha$ in $S$, the procedure extracts all strands that "agree" with $\alpha$ on the common variables of $U$ and expands these strands by adding the projection of $\alpha$ onto the "new" variables of $W$. All extracted and expanded strands are accumulated in a tube $T_{1}$ that eventually contains the join of $\mathcal{S}_{T}$ and $S$.

Procedure JOIN, we now implement Algorithm with DNA.

Algorithm 2 (DNA implementation of the join-based algorithm).
Input: Sets $S_{1}, \ldots, S_{m}$ of assignments that represent constraints $C_{1}, \ldots, C_{m}$, i.e., each $S_{i}$ is the set of all solutions to $C_{i}$.

Output: A tube $T$ containing strands that encode all solution to $\left\{C_{1}, \ldots, C_{m}\right\}$, i.e., $\mathcal{S}_{T}$ is the set of all solutions to $\left\{C_{1}, \ldots, C_{m}\right\}$.

1. $T \leftarrow \operatorname{CrEate}\left(S_{1}\right) ; V \leftarrow \operatorname{Var}\left(S_{1}\right)$
2. for $i \leftarrow 2$ to $m$ do
(a) $T \leftarrow \operatorname{JOIN}\left(T, S_{i}, V\right) ; V \leftarrow V \cup \operatorname{Var}\left(S_{i}\right)$
(b) if not $\operatorname{DETECT}(T)$ then return ("no solution")
3. return $(T)$

The running time of DNA algorithms is measured by the number of applications of the basic DNA operations. The space complexity is called the volume and is measured by the maximum number of strands in all tubes, where the maximum is taken over all steps of the algorithm.
Proposition 1. Given a $k$-CSP instance, Algorithm $\mathbf{Q}$ makes $O\left(m k|D|^{k}\right)$ applications of DNA operations, where $m$ is the number of constraints in the instance and $|D|$ is the cardinality of the domain. The volume is at most $|D|^{n}$ where $n$ is the number of variable in the instance.
Proof. The algorithm performs one CREATE operation plus $m-1$ JOIN operations plus $m-1$ Detect operations. When running $\operatorname{Join}(T, S, V)$, the number of applications of each of DUPLICATE, DETECT, and MERGE is at most $|S|$, which is not greater than $|D|^{k}$. The number of applications of EXTRACT and APPEND for one assignment $\alpha \in S$ is at most $|\operatorname{Var}(S)|$, which is not greater than $k$. Therefore, the overall number of applications is $O\left(m k|D|^{k}\right)$. The volume is obviously bounded by the number of all possible assignments, i.e., by $|D|^{n}$.

## 6 Probabilistic Nature of DNA Operations

So far we have assumed that DNA computations are error-free, i.e., they work perfectly without any errors. However, in reality DNA computations can be faulty because some DNA operations can introduce errors. In particular, among the operations defined in Section 4 the operation append, merge, and create are error-free, while EXTRACT, DETECT, and DUPLICATE are faulty.

Extract. It is well known that ExTract is probabilistic in nature 39711 . Recall that this operation takes a tube $T$ and a unit assignment $\alpha$ as input and returns a tube $T_{1}$ with those strands of $T$ that contain the substrand $E(\alpha)$. However, the following errors can occur:

1. A false negative error: a strand $s \in T$ containing $E(\alpha)$ does not end up in $T_{1}$. The probability of false negative error is denoted by $\epsilon$ and is estimated as $\epsilon \approx 10^{-1}$, see e.g. 11.
2. A false positive error: a strand $s \in T$ not containing $E(\alpha)$ ends up in $T_{1}$. The probability of false positive error is denoted by $\gamma$ and is estimated as $\gamma \approx 10^{-6}$, see e.g. [11.

Single and double strands. To examine Duplicate and Detect, we need to distinguish between different types of strands. By a single strand we mean a string over $\Sigma=\{A, C, G, T\}$ together with its linear orientation, either with orientation $5^{\prime} \rightarrow 3^{\prime}$ or with orientation $3^{\prime} \rightarrow 5^{\prime}$, see [14 for details. These two types of strands are denoted by $\uparrow s$ and $\downarrow s$ respectively. A double strand $\downarrow s$ consists of a single strand $\uparrow s$ intertwined with its Watson-Crick complement $\downarrow \bar{s}$, see [14. The operations Duplicate and Detect can be implemented using the following three operations, see [6]:

1. Transformation of every pair of single strands $\uparrow s$ and $\downarrow s$ into the double strand $\downarrow \mathrm{s}$.
2. Denaturation of every double strand $\downarrow s$ into its single strand components $\uparrow s$ and $\downarrow s$.
3. Shortening every strand by a sequence of length $l$, where $l$ is the length of encodings of unit assignments.

Note that these operations can be regarded as error-free, see e.g. [19.
Duplicate. Let $T$ be an input tube for Duplicate. Let $t$ be a tail tag, i.e., a strand not occurring in encoding of unit assignments. We assume that $t$ has the same length as encodings of unit assignments. To implement Duplicate, we append $t$ to every strand in $T$ (using APPEND). Then we apply the transformation of each strand $\uparrow s$ into $\downarrow s$. Furthemore we apply the denaturation of double strands into their single strand components. Finally, we use EXtract to find strands containing the tag $t$ and shorten them to eliminate $t$. Note that errors of DUPLICATE can appear only because of errors occurring in EXTRACT.

Detect. This operation can be implemented in different ways. In our method, we decide that a tube is not empty if its volume is greater than a threshold volume $\tau$. We double the volume of $T$ until its volume becomes greater than $\tau$. If after $\lceil\log \tau\rceil$ doubles the volume of $T$ is not greater than $\tau$, we decide that $T$ is empty. Since these doubles change the original contents of $T$, we start DETECT with duplicating of $T$. Therefore, DETECT can be faulty because of using Duplicate.

## 7 Error-Resilient Computation

Our purpose is to analyze errors of Algorithm and to estimate their probabilities. Like the Extract operation, Algorithm $\sqrt{2}$ can have two types of error:

1. A false negative error: the resulting tube $T$ does not contain an encoding of some solution to the input CSP instance, i.e., a false negative error is the loss of a solution.
2. A false positive error: the resulting tube $T$ contains an encoding of an assignment that is not a solution to the input CSP instance, i.e., a false positive error is the acquisition of a pseudo-solution.

### 7.1 Probabilities of False Negative Error and False Positive Error

Clearly, Algorithm returns its result with a false negative error if at least one of the operations extract, duplicate, or detect introduces a false negative error. Recall that the algorithm invokes $\operatorname{soin}\left(T, S_{i}, V\right)$ for $i=2, \ldots, m$ and also invokes $\operatorname{Detect}(T)$. In turn, each run of $\operatorname{join}\left(T, S_{i}, V\right)$ includes:

- $\left|S_{i}\right|$ runs of duplicate; let $\mathcal{E}_{\text {dup }}^{i}$ be the event that at least one of these runs has a false negative error;
- $\left|S_{i}\right|$ runs of Detect; let $\mathcal{E}_{\text {det }}^{i}$ be the event that at least one of these runs has a false negative error;
- at most $\left|S_{i}\right| \cdot k$ runs of extract; let $\mathcal{E}_{\text {ext }}^{i}$ be the event that at least one of these runs has a false negative error.
Now we estimate probabilities $\operatorname{Pr}\left[\mathcal{E}_{\text {dup }}^{i}\right], \operatorname{Pr}\left[\mathcal{E}_{\text {det }}^{i}\right]$, and $\operatorname{Pr}\left[\mathcal{E}_{\text {ext }}^{i}\right]$. Suppose that for each run of extract and for each strand $s$, the probability that $s$ contains a given substrand but does not end up in the resulting tube is not greater than $\epsilon$. Then we have

$$
\begin{gathered}
\operatorname{Pr}\left[\mathcal{E}_{\text {dup }}^{i}\right] \leq 2 \epsilon|D|^{n} \\
\operatorname{Pr}\left[\mathcal{E}_{\text {dete }}^{i}\right] \leq 2 \epsilon|D|^{n} \\
\operatorname{Pr}\left[\mathcal{E}_{e x t}^{i}\right] \leq k \epsilon|D|^{n}
\end{gathered}
$$

The first inequality holds because duplicate involves two extracts, and any test tube contains at most $|D|^{n}$ strands. The second inequality holds because Detect invokes one duplicate. The third inequality holds because $\mathcal{E}_{\text {ext }}^{i}$ happens if at least one of $k$ consequitive EXTRACTs introduces a false negative error. Note that the number of strands in any tube does not exceed $|D|^{n}$. The probability that a false negative error occurs in $\operatorname{Join}\left(T, S_{i}, V\right)$ is not greater than

$$
\operatorname{Pr}\left[\mathcal{E}_{\text {dup }}^{i} \cup \mathcal{E}_{\text {det }}^{i} \cup \mathcal{E}_{\text {ext }}^{i}\right] \leq(4+k) \epsilon|D|^{n}
$$

Finally, the probability that Algorithm has a false negative error is the sum the probabilities of false negative error for all $\operatorname{JoIN}\left(T, S_{i}, V\right)$ where $i=2, \ldots, m$ plus the probability of false negative error of the final detect. Thus we have for Algorithm [2]
$\operatorname{Pr}[$ Algorithm 2has a false negative error $] \leq((m-1)(4+k)+2) \epsilon|D|^{n}$
The probability that Algorithm has a false positive error can be estimated in a similar way. Assume that for each run of extract and for each strand $s$, the probability that $s$ does not contain a given substrand but ends up in the resulting tube is not greater than $\gamma$. Then, repeating the arguments above, we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Algorithm has a positive error }] \leq\left(((m-1)(4+k)+2) \gamma|D|^{n}\right. \tag{2}
\end{equation*}
$$

These bounds $O\left(m k \epsilon|D|^{n}\right)$ and $O\left(m k \gamma|D|^{n}\right)$ use the upper bound $|D|^{n}$ on the number of strands in any tube. Instead, we could estimate the number of strands at each step $i$ : when $\operatorname{Join}\left(T, S_{i}, V\right)$ is performed, the number of strands in a tube does not exceed $|D|^{i k}$. Then we would have the bounds $O\left(k \epsilon|D|^{m k}\right)$ and $O\left(k \gamma|D|^{m k}\right)$ respectively.

### 7.2 Bounded Probabilities of Error

The above bounds on probabilities of error depend on $\epsilon$ and $\gamma$. Is it possible to modify extract so that these probabilities decreases? The answer is yes. It is shown in [9] that for any given constant $\delta$, the operation EXTRACT can be converted into a DNA algorithm such that its false negative and false positive errors are not greater than $\delta$. The running time of this algorithm depends on $\epsilon, \gamma$, and $\delta$, namely the complexity of the algorithm is $\Theta\left(\left\lceil\log _{\epsilon} \delta\right\rceil\left\lceil\log _{\gamma} \delta\right\rceil\right)$. This result is proved in 9] for a slightly less general settings: strands are encodings of bit strings, and EXTRACT returns strands that encode strings containing a given bit in a given position. However, this case can be easily generalized for our settings.

Proposition 2 (Karp et al [9]). There exists a DNA algorithm ER-EXTRACT (error-resilient extraction) with the following properties:

1. The algorithm runs on the following input: a tube T, a unit assignment $\alpha$, and a number $\delta$ such that $0<\delta<1$. The algorithm returns a tube $T_{1}$.
2. For each strand $s \in T$ such that $s$ contains $E(\alpha)$, the probability that $s$ does not end up in $T_{1}$ is not greater than $\delta$.
3. For each strand $s \in T$ such that $s$ does not contain $E(\alpha)$, the probability that $s$ ends up in $T_{1}$ is not greater than $\delta$.
4. Assuming that the basic DNA operations Extract and MERge run in constant time, the algorithm ER-EXTRACT runs in time $\Theta\left(\left\lceil\log _{\epsilon} \delta\right\rceil\left\lceil\log _{\gamma} \delta\right\rceil\right)$, where $\epsilon$ and $\gamma$ have the same meaning as above.

Proof. Straighforward generalization of the proof of [9, Theorem 3.1].
Using Proposition 2 we can solve a $k$-CSP in polynomial time with bounded two-sided error probability. More exactly, the probabilities of false negative and false positive errors are both less than a constant $c<1 / 2$. The constant $c$ does not depend on the input size. Loosely speaking, we show that any $k$-CSP belongs to a DNA counterpart of BPP (for BPP see e.g. [12]).

Proposition 3. For any $k-C S P \mathcal{P}$, there is a DNA algorithm $\mathcal{A}_{\mathcal{P}}$ that solves $\mathcal{P}$ in polynomial time with bounded error probability. Namely, the probabilities of false negative and false positive errors of $\mathcal{A}_{\mathcal{P}}$ are less than $1 / 4$.

Proof. We obtain $\mathcal{A}_{\mathcal{P}}$ from Algorithm 2 by replacing every extract operation (including those in DUPLICATE and DETECT) by the ER-EXTRACT algorithm. Namely, we take ER-EXTRACT with

$$
\begin{equation*}
\delta \leq \frac{1}{4((m-1)(4+k)+2)|D|^{n}} \tag{3}
\end{equation*}
$$

Then, according to inequalities (II) and (21), we have

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathcal{A}_{\mathcal{P}} \text { has a false negative error }\right] \leq((m-1)(4+k)+2) \delta|D|^{n} \leq 1 / 4 \\
& \operatorname{Pr}\left[\mathcal{A}_{\mathcal{P}} \text { has a false positive error }\right] \leq((m-1)(4+k)+2) \delta|D|^{n} \leq 1 / 4
\end{aligned}
$$

It remains to estimate the running time of $\mathcal{A}_{\mathcal{P}}$. It follows from Proposition 2 that ER-EXtract with $\delta$ satisfying (3) runs in time

$$
\begin{aligned}
\Theta\left(\left\lceil\log _{\epsilon} \delta\right\rceil\left\lceil\log _{\gamma} \delta\right\rceil\right) & =\Theta\left(\left\lceil\log _{\epsilon}\left(m^{-1}|D|^{-n}\right)\right\rceil\left\lceil\log _{\gamma}\left(m^{-1}|D|^{-n}\right)\right\rceil\right) \\
& =\Theta\left(n^{2} \log ^{2} m\right)
\end{aligned}
$$

Since Algorithm 2 uses a polynomial number of applications of ExTract (Proposition (1]), we have a polynomial bound on the running time of $\mathcal{A}_{\mathcal{P}}$.
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#### Abstract

The problem of reconfiguring a two-dimensional degradable VLSI/WSI array under the row and column routing constraints is NPcomplete. This paper aims to decrease gate delay and increase the harvest. A new architecture with six-port switches is proposed. New greedy rerouting algorithms and new compensation approaches are presented and used to reform the reconfiguration algorithm. Experimental results show that the new reconfiguration algorithm consistently outperforms the latest algorithm, both in terms of the percentages of harvest and that of degradation of VLSI/WSI array.
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## 1 Introduction

The mesh-connected processor array has a regular and modular structure and allows fast implementation of most signal and image processing algorithms. With the advancement in VLSI (very large scale integration) and WSI (wafer scale integration) technologies, integrated systems for mesh-connected processor arrays can now be built on a single chip or wafer. As the density of VLSI/WSI arrays increases, probability of the occurrence of defects in the arrays during fabrication also increases. In addition, when the arrays are installed in space-flight instruments such as satellite, defects possibly occur due to harsh environments. These defects obviously affect the reliability of the whole system. Thus fault-tolerant technologies must be employed to enhance the yield and reliability of VLSI/WSI arrays.

Generally, two methods for reconfiguration, namely, redundancy approach and degradation approach, are used in fault tolerant technologies. In the redundancy approach, a system is built with some of its components called spare elements. These spare elements are used to replace faulty elements in the reconfigurable system. Various techniques for redundancy approach have been described in [1]-[9]. The disadvantage of this approach is the dimension of the
arrays is fixed. If spare elements cannot replace all the faulty elements, the system is not reconfigurable and has to be discarded. In the degradation approach, all elements in a system are treated in uniform way, there are no spare element. This approach uses as many fault-free elements as possible to construct a target system. [10], [11] and [12] have studied the problem of two-dimensional degradable arrays under the following three different routing constraints, 1) row and column bypass, 2) row bypass and column rerouting, and 3) row and column rerouting on the four-port switch model with bypass link. They have shown that most problems that arise under these constraints are NP-complete. The problem turns out to be very difficult if rerouting in both row and column direction is considered at the same time.

In this paper, we consider the reconfiguration problem of two-dimension VLSI/WSI arrays under the constraint row and column rerouting. This problem has been proved to be NP-complete[10]. We propose a six-port switch model to replace the four-port switch model. For the column rerouting on the selected rows, we present a new greedy column rerouting algorithm based on a new idea called local compensation. The time complexity of the proposed reconfiguration algorithm is of the same order as that of Low's algorithm[12], denoted RCRoute in this paper, but the performance becomes significantly more powerful.

## 2 Definitions and Preliminaries

The original array after manufacturing is called a host array (degradable array) which contains faulty elements. Degradable subarray of a host array which contains no faulty element is called a target array (logical array). The rows (columns) in the host array and target array are called physical rows (columns) and logical rows (columns), respectively.

An element in the host array is represented by $e(i, j)$, where $i$ is its row index and $j$ is its column index, all switches and links in an array are assumed to be fault-free since they have very simple structure[10][11][12].

In a host array, if $e(i, j+1)$ is a faulty element, $e(i, j)$ can communicate with $e(i, j+2)$ directly and data will bypass $e(i, j+1)$. This scheme is called row bypass scheme. If the element $e(i, j)$ can connect directly to $e\left(i^{\prime}, j+1\right)$ with external switches, where $\left|i^{\prime}-i\right| \leq d$, this scheme is called row rerouting scheme, $d$ is called row compensation distance.

The column bypass scheme and the column rerouting scheme can be similarly defined. By limiting the compensation distance to 1 , we essentially localize the movements of reconfiguration in order to avoid complex reconfiguration algorithm. In all figures of this paper, the shaded boxes stand for faulty elements and the white ones stand for the fault-free elements.

In this paper, $\operatorname{row}(e)(\operatorname{col}(e))$ denotes the physical row (column) index of element e. $H(S)$ denotes the host (logical) array. $N$ denotes the number of fault-free elements in host array. $R_{i}$ denotes the $i$ th logical row. $e(i, j)(\operatorname{er}(i, j))$ denotes the element located in the $i$ th row and in the $j$ th column of host (logical) array.

## 3 New Architecture

Algorithm RCRoute[12] is based on four-port switch model shown by Fig. 1(a).
In Fig. 1(a), each element has four ports to connect its up, down, left and right neighbors, respectively. In the row bypass scheme, the data will bypass the faulty element through an internal bypass link from its left port to its right port without being processed, i.e., a faulty element can be converted into a connecting element. No external switch is needed. But in the row rerouting scheme, each row have both bypass and rerouting capacities. External switches are necessary between two neighboring elements in two adjacent columns. The pros of this switch model is its simple construction. But it is due to its simple construction which provides less functions that the reported reconfiguration algorithms can not obtain high harvest. Assume the fault-free elements $u$ and $v$ are the neighbors located in same physical row, this switch model does not support reconfiguring $u$ and $v$ into same logical column.

(a) Array with four-port switches

O row rerouting switch $\square$ processor cell

- column rerouting switch

(b) Array with six-port switches
- column rerouting channel
_- row rerouting channel

Fig. 1. Old architecture and new architecture

We design a new switch model shown in Fig. 1(b) to replace the four-port switch model. The new model combines one four-port switch and one bypass link into one six-port switch which consists of pass gates to establish all possible connection pair among the six input rails. In other words, a new switch has 6 ports, these ports can arbitrarily be connected pairwise. The only restriction is that no port can be connected to more than 1 .

The new model overcomes the weakness of the old model in its switch function. In Fig. 1(a), there is a two-gate delay (for row and column rerouting) when one processor is faulty, and no column rerouting is supported for two neighboring processors in same physical row. But in Fig. 1(b), there is no gate delay when processor is faulty. Especially, the six-port model supports the rerouting of two neighboring processors in same physical row into same logical column. Fig. 2(a) shows the different cases for the rerouting of $u, v$ and $w$ into same logical column.

(a) Rerouting $v$ and $w$ into same logical column

(b) Local compensation for $v$

Fig. 2. Rerouting scheme and local compensation scheme

## 4 Algorithms

### 4.1 New Column Rerouting

For each fault-free element $u$ in row $R_{i}$, we use $\operatorname{Adj}(u)$ to denote the set of the elements in $R_{i+1}$, where $i=0,1, \cdots, k-1$. The definition of $\operatorname{Adj}(u)$ is

$$
\operatorname{Adj}(u)=\left\{v: v \in R_{i+1} \quad \text { and }|\operatorname{col}(u)-\operatorname{col}(v)| \leq 1\right\} .
$$

Assume the elements in $\operatorname{Adj}(u)$ is ordered in increasing column numbers for each $u \in R_{i}$. Due to the compensation distance is no more than 1 , the size of each $\operatorname{Adj}(u)$ is no more than 3 .

The local compensation is shown by Fig. 2(b), where $v$ is the leftmost unmarked element of $\operatorname{Adj}(u)$ but it is not available due to faulty, the upper (lower) neighbor of $v$, which is located in column $\operatorname{col}(v)$ and in row $\operatorname{row}(v)-1(\operatorname{row}(v)+$ 1 ), will be examined to compensate the element $v$ whenever possible when $v$ is the current element in the column rerouting. The upper neighbor of $v$ is examined first. If the upper neighbor is not available, then the lower neighbor of $v$ is examined. Connected on the six-port switch model, a target array is said to contain all selected rows if each logical column in this target array contains exactly one fault-free element from each of the selected rows under the local compensation. We use Local_Comp to stand for the procedure to short the paper.

In column rerouting algorithm, each step attempts to connect the current element $u$ to the leftmost element of $\operatorname{Adj}(u)$ that has not been previously examined. In Greedy_Column_Rerouting[12] (GCR in short), if this step fails in doing so, no logical column that contains the current element $u$ can be formed, the backtrack is doing next. But in New_GCR shown by Fig. 3, the local compensation will be experimented. If this local compensation fails either, the New_GCR has to backtrack to previous element, say $p$, that was connected to $u$ and attempts to connect $p$ to the leftmost element of $\operatorname{Adj}(p)-\{u\}$ that has not been previous examined. For the sake of simplicity in column rerouting, it is not allowed rerouting $v_{i+1}$ into the successor of $v_{i}$ if $\operatorname{row}\left(v_{i+1}\right)<\operatorname{row}\left(v_{i}\right)$ in the $\operatorname{New}_{-} G C R$.

That means for the result logical column with elements $v_{0}, v_{1}, \cdots, v_{k-1}$, their index of the physical row satisfy $\operatorname{row}\left(v_{0}\right) \leq \operatorname{row}\left(v_{1}\right) \leq \cdots \leq \operatorname{row}\left(v_{k-1}\right)$.

```
Input: the host arrary H}\mathrm{ and the logical rows }\mp@subsup{R}{0}{},\mp@subsup{R}{1}{},\ldots,\mp@subsup{R}{k-1}{
Output: the target array with }n\mathrm{ columns.
Procedure New_GCR (H, R
begin
    for each }u\mathrm{ in }\mp@subsup{R}{0}{},\mp@subsup{R}{1}{},\ldots,\mp@subsup{R}{k-1}{}\mathrm{ do
        begin unmark u; pred(u):=nil; end;
        while there are unmarked elements in }\mp@subsup{R}{0}{}\mathrm{ do
        begin
            curo := the leftmost unmarked element in R}\mp@subsup{R}{0}{}
            while curo is faulty do
            begin /* find the initial cur in }\mp@subsup{R}{0}{**
            Local_Comp(curo, curo, curo);
            if (curo is fault-free) then cur:= curo
            else begin
                    mark curo;
                    cur}0:=\mathrm{ the leftmost unmarked element in }\mp@subsup{R}{0}{
                    end; /* of if */
            end; /* of while */
            mark cur;
            repeat
                if there are unmarked elements in Adj(cur)
                then begin
                    v:= leftmost unmarked element in Adj(cur);
                    Local_Comp(pred(cur), cur, v);
                    if (v}\mathrm{ is fault-free) and (
                    row(cur)<row(v) or (
                    row(cur)<row(v) or (
                                    col(pred(cur))}\not=\operatorname{col}(v) ) ),
                    then begin pred(v):=cur; cur:=v; mark v end
                    else Restore the changed elements in local
                    else Restore the changed elements in local
                    end/* of if */
            else if cur }\not\in\mp@subsup{R}{1}{}\mathrm{ then cur:=pred(cur);
            ** backtrack to p */
            until (cur }\in\mp@subsup{R}{k-1}{})\mathrm{ or (cur }\in\mp@subsup{R}{0}{})\mathrm{ ;
            if (cur\in R R-1 ) then }n:=n+1
        end; /* of while*/
end.
                                    /* new logical column obtained *)
```

Running result of $G C R$


Fig. 3. New_GCR and running example

The analysis of time complexity of New_GCR is similar to that of GCR. In detail, for each $u \in R_{i}$, at most 8 interconnections (from local compensation Fig. $2(\mathrm{~b}))$ are examined at each step. Thus the number of valid interconnections in a host array with $N$ fault-free elements is no more than $8 N$. The time complexity of New_GCR is $O(N)$ since each valid interconnection is examined at most twice in New_GCR.

### 4.2 New Row-Compensation Strategy

Given the logical rows $R_{0}, R_{1}, \cdots, R_{s}$, assume the element $\operatorname{er}(t, j)$ is a fault-free one in their $j$ th column, where $0<t \leq s$. In order to express our idea shortly, we give the following definition.

1. The elements $\operatorname{er}(1, j) \operatorname{er}(2, j), \cdots, \operatorname{er}(t-1, j)$ are called the upper elements of $\operatorname{er}(t, j)$, the rows $R_{0}, R_{1}, \cdots, R_{t-1}$ are called upper rows of the row $R_{t}$.
2. The element $\operatorname{er}(u p, j)$ is called the nearest upper defective element of $\operatorname{er}(t, j)$ if and only if $\operatorname{er}(u p, j)$ is defective and $\operatorname{er}(u p+1, j), \operatorname{er}(u p+2, j), \cdots, \operatorname{er}(t-1, j)$ are fault-free elements, where $0 \leq u p<t$.
3. The correspond row $R_{u p}$ is called the nearest upper defective row to $R_{t}$.

Similarly, the nearest lower defective element er (down, $j$ ) and the correspond nearest lower defective row $R_{\text {down }}$ can be defined. If $t-u p<d o w n-t$, the nearest defective element of $\operatorname{er}(t, j)$ is $\operatorname{er}(u p, j)$, otherwise, $\operatorname{er}($ down, $j)$.

In our algorithm, when $R_{\gamma}$ becomes an excluded row, the nearest upper defective element $\operatorname{er}(u p, j)$ will be found, and then it will be compensated with $\operatorname{er}(u p+1, j)$, $\operatorname{er}(u p+1, j)$ will be replaced by $\operatorname{er}(u p+2, j), \cdots, \operatorname{er}(\gamma-1, j)$ will be replaced by $\operatorname{er}(\gamma, j)$. If this compensation process is terminated in some step due to the constraint of compensation distance, it means the nearest upper defective element $\operatorname{er}(u p, j)$ can not be compensated. The algorithm will turn to find the nearest lower defective element $\operatorname{er}($ down,$j)$, and then the similar process for compensation will be done in these lower elements. The aim of doing so is to utilize fault-free elements as many as possible in the reconfiguration procedure. Fig. 4 shows the comparison between old compensation scheme and new compensation scheme for a $6 \times 6$ host array.


Fig. 4. Row-compensation schemes

The function $U p_{-} \operatorname{Comp}\left(m^{\prime}, \gamma\right)$ shown in Fig. 5(a) is used to search for the nearest upper defective element $\operatorname{er}(u p, j)$ of the given fault-free element $\operatorname{er}(\gamma, j)$ in $j$ th column, then do compensations and replacements from $\operatorname{er}(u p+1, j)$ to $\operatorname{er}(\gamma, j)$, one after the other. The worst case in step 1 is $u p=0$ and $\gamma=m^{\prime}-1$, i.e., all interconnections on fault-free elements in $j$ th column have been tested, thus at most $O\left(N_{j}\right)$ tests are spend, where $N_{j}$ is the number of the fault-free elements in $j$ th column. This is also the worst case of step 2.2 and the same number of tests are spend. Hence, the worst complexity of the function is $O\left(N_{j}\right)$.

Symmetrically, we can describe a function $\operatorname{Down} \operatorname{Comp}\left(m^{\prime}, \gamma\right)$ with the same worst complexity as that of the $\operatorname{Up} \operatorname{Comp}\left(m^{\prime}, \gamma\right)$, which is used to search for the lower nearest defective element $\operatorname{er}($ down, $j)$ of $\operatorname{er}(\gamma, j)$ and implement the compensation for it if necessary. $\operatorname{Up} p_{-} \operatorname{Comp}\left(m^{\prime}, \gamma\right)$ and $\operatorname{Down\_ Comp}\left(m^{\prime}, \gamma\right)$ form


Fig. 5. Algorithms for compensation
the procedure Overall_Comp shown in Fig. 5(b).(i). It runs before $R_{\gamma}$ is excluded and implements the compensations for whole logical array with all fault-free elements in $R_{\gamma}$. The complexity of Overall_Comp is $O\left(\sum_{0 \leq j<n} N_{j}\right)$, i.e., $O(N)$.

### 4.3 Reconfiguration Algorithm

New_Row_First shown in Fig. 5(b).(ii) is used to find a target array of maximum size based on row. Let $m^{\prime}$ be the number of logical rows and $n^{\prime}$ be the number of logical column of target array. The current logical array is $S=$ $\left\{R_{0}, R_{1}, \cdots, R_{m^{\prime}}\right\}$. Initially, all rows in the host array are selected for inclusion into the target array. Thus each logical row in $S$ is also a physical row and each of them has only bypass capability. Its time complexity is $O((m-r) N)$. Similarly, we can describe a procedure New_Column_First to find a target array of maximum size based on column. Its time complexity is $O((n-c) N)$. We ends this subsection with the following description of main algorithm.

## Algorithm New_RCRoute begin

1. Call New_Row_First to find a maximal target arrays $m_{1} \times n_{1}$ based on row.
2. Call New_Column_First to find a maximal target arrays $m_{2} \times n_{2}$ based on column.
3. The result target arrays is $\max \left\{m_{1} \times n_{1}, m_{2} \times n_{2}\right\}$.
end.
The largest array derived from New_Row_First and New_Column_First is taken as the target array for $H$. The time complexity of algorithm New_RCRoute is $O(\max \{(m-r) N,(n-c) N\})$.

## 5 Experimental Results

In order to make a fair comparison between New_RCRoute and RCRoute, we have implemented them in C on a personal computer-Intel Pentium-II 233 MHZ. The harvest and degradation[12] for each target array are calculated for the same random host arrays in which the faults were generated by a uniform random generator. In our experiments, the size of each target array obtained by New_RCRoute is compared with 1) an upper bound on the size of target array and 2) the size of the target array obtained by RCRoute[12]. The upper bound of the target array size is calculated with the same method used by RCRoute. Tables 1-2 summarize the experimental results for the random host arrays with different size.

Table 1. The Comparison of Maximal Target Arrays with Theoretical Maximums

| Host array |  |  | RCRoute |  |  | New_RCRoute |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Size } \\ r \times c \end{gathered}$ | Fault <br> (\%) | Theorical Maximum | Target Array | Harvest <br> (\%) | Degrad. <br> (\%) | Target Array | Harvest <br> (\%) | Degrad. <br> (\%) |
| $64 \times 64$ | 0.1 | $64 \times 63$ | $64 \times 63$ | 98.53 | 1.56 | $64 \times 63$ | 98.53 | 1.56 |
| $64 \times 64$ | 1.0 | $63 \times 64$ | $64 \times 61$ | 96.25 | 4.69 | $63 \times 63$ | 97.86 | 3.10 |
| $64 \times 64$ | 10.0 | $61 \times 60$ | $63 \times 49$ | 83.72 | 24.63 | $60 \times 59$ | 96.01 | 13.57 |
| $128 \times 128$ | 0.1 | $127 \times 128$ | $128 \times 127$ | 99.32 | 0.78 | $127 \times 128$ | 99.31 | 0.78 |
| $128 \times 128$ | 1.0 | $127 \times 127$ | $126 \times 124$ | 96.32 | 4.64 | $127 \times 126$ | 98.65 | 2.33 |
| $128 \times 128$ | 10.0 | $117 \times 126$ | $125 \times 99$ | 83.92 | 24.47 | $121 \times 117$ | 96.01 | 13.59 |
| $256 \times 256$ | 0.1 | $255 \times 256$ | $255 \times 254$ | 98.93 | 1.17 | $255 \times 255$ | 99.31 | 0.78 |
| $256 \times 256$ | 1.0 | $255 \times 254$ | $255 \times 248$ | 97.47 | 3.50 | $253 \times 254$ | 99.03 | 1.94 |
| $256 \times 256$ | 10.0 | $234 \times 252$ | $256 \times 196$ | 85.07 | 23.44 | $240 \times 236$ | 96.03 | 13.57 |
| $512 \times 512$ | 0.1 | $511 \times 512$ | $512 \times 508$ | 99.32 | 0.78 | $512 \times 510$ | 99.71 | 0.39 |
| $512 \times 512$ | 1.0 | $509 \times 509$ | $511 \times 498$ | 98.06 | 2.92 | $509 \times 507$ | 99.44 | 1.56 |
| $512 \times 512$ | 10.0 | $469 \times 503$ | $512 \times 388$ | 84.20 | 24.22 | $505 \times 452$ | 96.75 | 12.93 |

Table 1 shows the comparison in the sizes of the target arrays derived from RCRoute, New_RCRoute and the Theorem_Upper_Bound[12], respectively. For a same random instance, e.g., a host array of size $256 \times 256$ with 6553 faulty elements, we calculate the target array with Theorem_Upper_Bound[12], RCRoute and New_RCRoute, respectively. The size of its theoretical maximal target array is $234 \times 252$. The size of the target array derived from the $N e w \_R C R o u t e$, $240 \times 236$, is more closer to the theoretical maximal size than that derived from RCRoute, $256 \times 196$. Furthermore, the harvest of New_RCRoute is $96.03 \%$, which is greater than that of RCRoute, $85.07 \%$. Meanwhile, the degradation of New_RCRoute is less than that of $R C$ Route.

Table 2. The Comparison of Maximal Square Arrays

| Host array |  | RCRoute |  |  | New_RCRoute |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Size } \\ r \times c \end{gathered}$ | Fault <br> (\%) | Target Array | Harvest (\%) | Degrad. (\%) | Target Array | Harvest (\%) | Degrad. (\%) |
| $64 \times 64$ | 0.1 | $63 \times 63$ | 96.99 | 3.10 | $64 \times 63$ | 98.53 | 1.56 |
| $64 \times 64$ | 1.0 | $62 \times 62$ | 94.77 | 6.15 | $63 \times 63$ | 97.86 | 3.10 |
| $64 \times 64$ | 10.0 | $54 \times 53$ | 77.62 | 30.13 | $58 \times 59$ | 92.81 | 16.49 |
| $128 \times 128$ | 0.1 | $127 \times 127$ | 98.54 | 1.56 | $127 \times 127$ | 98.54 | 1.56 |
| $128 \times 128$ | 1.0 | $124 \times 124$ | 94.79 | 6.15 | $125 \times 125$ | 96.32 | 4.63 |
| $128 \times 128$ | 10.0 | $106 \times 106$ | 76.20 | 31.42 | $118 \times 118$ | 94.43 | 15.01 |
| $256 \times 256$ | 0.1 | $254 \times 254$ | 98.54 | 1.56 | $255 \times 255$ | 99.32 | 0.78 |
| $256 \times 256$ | 1.0 | $249 \times 249$ | 95.56 | 5.39 | $253 \times 254$ | 99.05 | 1.94 |
| $256 \times 256$ | 10.0 | $208 \times 207$ | 73.00 | 34.30 | $237 \times 237$ | 95.23 | 14.29 |
| $512 \times 512$ | 0.1 | $509 \times 509$ | 98.93 | 1.17 | $511 \times 510$ | 99.51 | 0.59 |
| $512 \times 512$ | 1.0 | $498 \times 498$ | 95.56 | 5.39 | $508 \times 507$ | 99.24 | 1.75 |
| $512 \times 512$ | 10.0 | $413 \times 413$ | 72.30 | 34.93 | $474 \times 473$ | 95.03 | 14.47 |

Table 2 shows the performance comparisons for the maximal square target array between New_RCRoute and RCRoute. For each random instance, we compare the maximal square target arrays derived from $R C R o u t e$ with the maximal square target arrays derived from New_RCRoute. The size of square target array derived from RCRoute is far less than the size of square target array derived from New_RCRoute for the same random host array. For example, for a random host array with size $128 \times 128$ and $10 \%$ faulty elements, the size of square target array derived from RCRoute is only $106 \times 106$ which is far less than $118 \times 118$ derived from New_RCRoute for the same random host array. The harvest is increased from $76.20 \%$ derived from RCRoute into $94.43 \%$ derived from New_RCRoute. In addition, the related degradation is decreased.

## 6 Conclusions

We have discussed the reconfiguration algorithms for the degradable VLSI/WSI array using row and column rerouting. We have presented a new switch model and new greedy column rerouting algorithms for the selected rows included in target array. The improved algorithms have been implemented and experimental results demonstrate the efficiency of the proposed algorithms. The effect of multiple row exclusion and partial row exclusion in each iteration, on the efficiency of the algorithm will be an interesting topic for future investigation.
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#### Abstract

C programs into groups according to structural similarity. Its method involves calculating an alignment score for each program against a mosaic made of randomly selected code fragments of fixed size from the pool. The scores are then grouped together so that the distance between two adjacent members of a group is at most some threshold value. cluster is effective in identifying tight clusters of similar programs and is capable of distributing its workload over a network of workstations to achieve very fast running times. As a tool, cluster is highly configurable: the user can adjust its alignment scoring scheme and clustering threshold as well as obtain visual alignments of programs suspected to be similar.


## 1 Introduction

The problem of detecting plagiarism in programming assignments can be divided into two subproblems: a) defining and measuring similarity between two programs; and b) grouping mutually similar programs together. A robust solution to the first subproblem is to use string alignment methods, which can be made to be resistant to systematic name changes, variations in white spaces and comments, and reordering of statements and functions [57]. The best alignment for two strings of length $s$ and $t$ can be found using dynamic programming in time $O(s t)$. A software tool based on this approach has been implemented and shown to be effective against simple plagiarism techniques such as name changes, reordering of statements and functions, and adding/removing comments and white spaces [2].

For the second subproblem, a natural approach is to identify the desired clusters with connected components of a graph $G$ whose vertices are the programs under consideration. The edges of $G$ connect pairs of programs whose alignment scores exceed a given threshold value $V$. The running time of this algorithm is dominated by the time it takes to compute the best alignments for all $O\left(n^{2}\right)$ possible pairs of programs; finding the connected components takes only $O(n)$ time [1].

Thus a naive implementation of a plagiarism detector using the string alignment and connected-component clustering methods would have running time
$\Theta\left(n^{2} l^{2}\right)$, which becomes impractical even for small values of $n$ and average program size $l$. The bulk of this computation would be wasted however, since the number of plagiarism incidents found in a set of programs is usually small.

In this paper we describe the design and implementation of cluster, which is a randomized alignment-based plagiarism detector with running time $O\left(n^{2} l\right)$. cluster constructs a mosaic from randomly selected code fragments of fixed size taken from each program in the pool and finds the best alignment score between the mosaic and each of the programs. The list of $n$ scores is then sorted and clustered according to a threshold value as before. cluster is effective because alignment scores against the mosaic for similar programs are approximately the same and very likely to be higher than the rest (especially if the group of similar programs is large.) It is fast because the code size of each contribution is kept to a fixed constant, i.e. the size of the mosaic is $O(n)$; the average time for one alignment is $O(n l)$, so the total running time for $n$ alignments is $O\left(n^{2} l\right)$. Furthermore, since the $n$ alignments can be performed independently, cluster can distribute its workload on a network of $w$ workstations using the parallel virtual machine simulator PVM to achieve a speedup factor of $w$. Experimental data show that cluster is practical for all realistic values of $n$ and $l$. For example, for $n=200$ programs, average length $l=25$ KBytes, and fragment size $f=1.25$ KBytes $(=.05 * l)$, cluster takes about 45 minutes using a network of six $400-\mathrm{MHz}$ Pentium PCs running Debian/GNU Linux 2.1.
cluster is highly configurable. The user can customize its scoring scheme for computing best alignments as well as its cluster threshold value. Effectiveness of values chosen for these parameters may be judged from cluster's visual display of the clusters and of alignments of programs clustered together. cluster is a significantly improved extension of the work reported in [2], which is concerned mainly with the subproblem of aligning two programs. cluster is implemented in $\mathrm{C}++$ and $\mathrm{Tcl} / \mathrm{Tk}$ on a Linux platform, although it can be easily ported to Windows NT.

The rest of this paper is organized as follows. Section 2 and 3 explain the underlying string alignment and clustering algorithms. Section 4 describes the design and implementation of cluster, Section 5 presents experimental data obtained from running cluster on various data sets, and Section 6 discusses possible future improvements.

## 2 Alignment Algorithm

This section explains the string alignment algorithm used by cluster to measure similarity between two programs. An alignment of two strings $s$ and $t$ (of possibly different lengths) is obtained by inserting spaces in the strings so that their lengths become the same. Note that there are many possible alignments. For example, two alignments of the strings "mastery" and "stars" are

Each column of an alignment is a pair of characters, which can either be a match (score $m$ ), a mismatch (score $d$ ), or a gap (score $g$ ). The score of a consecutive block of columns is simply the sum of the individual scores, and the score of an alignment is defined as that of its highest-scoring block(s) (computational biology literature calls this local alignment.) For the above example, if $m=1$, $d=-1$, and $g=-2$, then "rs/rs" and "sters/stars" are the highest-scoring blocks in the first and second alignments respectively. The alignment scores are then 2 and 3 . Alignment scores are related to edit distances and are used extensively in computational biology to detect relationships between DNA strands 46].

The optimal alignment score between two strings is the maximum score among all alignments. This value can be computed using dynamic programming. Formally, given two strings $s$ and $t$, define $D(i, j)$ to be the optimal alignment score between the two substrings $s[1 . . i]$ and $t[1 . . j] ; \max _{1 \leq i \leq|s|, 1 \leq j \leq|t|} D(i, j)$ is the value we are looking for. Define $\operatorname{score}(s[i], t[j])=\left\{\begin{array}{l}m, \text { if } s[i]=t[j], \\ d, \text { otherwise. }\end{array}\right.$. The following recurrence relation gives us a method to compute the solution:

$$
D(i, j)=\max \left\{\begin{array}{l}
D(i-1, j-1)+\operatorname{score}(s[i], t[j]) \\
D(i-1, j)+g \\
D(i, j-1)+g \\
0
\end{array}\right.
$$

Boundary conditions are given by $D(1, i)=i * g$ and $D(j, 1)=j * g$. Elements of the matrix $D$ can be computed by initializing the first row and column with the boundary conditions and then evaluating the elements from left to right and top to bottom. This is possible since $D(i, j)$ depends only on $D(i-1, j-1)$, $D(i-1, j)$, and $D(i, j-1)$. Running time of evaluating the best alignment is $O(|s||t|)$. Space requirement is $O(\min (|s|,|t|))$, since only two rows are needed by the computation at any time.

Finding a best alignment (i.e. the positions where spaces are inserted) as opposed to only the best alignment score can be done trivially in linear time with access to the full matrix $D$ as follows. Starting at the position $(r, c)$ of an element with the largest value in $D$, determine whether a space should be inserted at position $r$ of the first string or at position $c$ of the second string by examining $D(r-1, c-1), D(r-1, c)$, and $D(r, c-1)$ (see the recurrence relation above.) Repeat this process for the selected neighbor until its value is 0 . However, the space required to store $D$ is $O(|s||t|)$, which becomes prohibitive even for medium-sized $s$ and $t$, so this method is not practical. Instead a more sophisticated algorithm is used to obtain the alignment in $O(|s||t|)$ time and $O(|s|+|t|)$ space [3].

## 3 Clustering Algorithm

This section explains the method of clustering mutually similar programs by finding connected components of a graph. Given $n$ programs, a graph $G$ of $n$
vertices is constructed so that two vertices $a$ and $b$ of $G$ are connected by an edge with their alignment score as weight, but only if the weight exceeds a userselected threshold value $t h$. Connected components of this graph can be naturally identified with the desired clusters. The connected components of $G$ can be found in time $O(n)$ with a simple modification of any tree traversal algorithm. This running time is dominated by the time required to find the best alignment score for each pair of vertices, which is $O\left(n^{2}\right)$.

## 4 Design and Implementation

The heart of cluster was implemented in 4,600 lines of $\mathrm{C}++$ and its graphical user interface in 3,200 lines of $\mathrm{Tcl} / \mathrm{Tk}$. It takes as input a set of programs, a scoring scheme consisting of weights for alignment, and a cluster threshold. First each program is parsed to generate a much smaller token stream. Next a mosaic is generated from these token streams and the best alignment scores between the mosaic and each token stream are computed. This is repeated a small number of times (default value is 5) to ensure that only similar programs will consistently earn high scores. The alignment scores for each program are added together and normalized. Finally, the scores are separated into clusters using the input threshold value. The algorithm of cluster appears in Figure 1

### 4.1 Input/Output Formats

Upon startup, cluster asks the user to select a set of programs using a standard file selection dialog box. The programs are then clustered, and non-singleton groups are displayed in a linear list separated by markers. Highest-scoring programs appear at the top. The user can change the cluster threshold value to get an instant update of the grouping. Figure 2 shows the result output by cluster on a set of programs.
cluster also provides a visual alignment of any two programs belong to the same cluster upon request. The alignment displays the full text of the first program. Portions perfectly matched with the second program are displayed in green. Two matched tokens representing different strings (eg. string literals) are displayed in green and enclosed in a box. Two mismatched tokens are displayed in red and enclosed in a box. A gap is enclosed in a solid maroon box. Finally, portions of text which were not used in the alignment are displayed in black. An example appears in Figure 3

## 4.2 parse()

The function parse() is a lexical analyzer generated by the Unix tool flex to convert a C program into a stream of tokens, each representing either an arithmetic or logical operation, a punctuation symbol, a C macro, a keyword, a numeric or string constant, or an identifier. Token numbers for keywords and special symbols are predefined. Those for identifiers are assigned dynamically

```
Input: Programs p[0], ..., p[n-1], scoring scheme S, cluster threshold V
Output: Non-singleton clusters C1, C2, ..., Ck of similar programs
cluster(p[0], ..., p[n-1], S, V)
{
    for (i = 0; i < n; ++i)
        t[i] = parse(p[i]);
        score[i] = 0;
    endfor
    for (j = 0; j < iterations; ++j)
        tm = make_mosaic(t[0], ..., t[n-1]);
        for (i = 0; i < n; ++i)
                                score[i] += align(t[i], tm, S);
        endfor
    endfor
    ave = average(score[0], ..., score[n-1]);
    std = std_dev(score[0], ..., score[n-1]);
    for (i = 0; i < n; ++i)
        score[i] = (score[i] - ave) / std;
        endfor
    return group(score[0], ..., score[n-1], V);
}
```

Fig. 1. cluster algorithm.
with the use of a symbol table (shared by both programs), so that two occurrences of a variable name are replaced by two occurrences of some integer. White spaces and comments are discarded. The purpose of this tokenizing process is two-fold: to reduce a program to its parse tree, which is usually much shorter; and to remove inessential information before is performed. A token stream can be divided into a series of modules, which are defined as blocks of text beginning right after one top-level right brace and ending at the next top-level right brace. (Actually, if the preceding right brace belongs to a structure definition, then the new module begins after the semicolon ending the definition.)

## 4.3 make_mosaic()

The function make_mosaic() selects a random fragment from each program's token stream and concatenates them to form a new mosaic token stream. The size $f$ of the fragments is a constant; its default value is 100 tokens, but this value can be set at run-time by the user. To select a fragment, a random starting position in the token stream is picked, which belongs to some module $M$ in the original program. The next $f$ tokens are returned, but only if they all belong to $M$; otherwise, the last $f$ tokens of $M$ are returned. If $M$ has less than $f$ tokens,


Fig. 2. Clustering of similar programs.


Fig. 3. Visual alignment of two similar programs.
then the whole module is returned, and another random fragment of size $f-|M|$ is selected.

## 4.4 align()

Given two token streams $t_{1}$ and $t_{2}$, align() finds a best alignment and its score between each module of $t_{1}$ and the whole stream $t_{2}$. This technique guarantees a high score in the case $t_{1}$ is simply a reordering of the modules of $t_{2}$. align() uses the following default scheme to compute the alignment score:

- matches of two identifier tokens are considered very significant and have weight 2 ; other matches have weight 1 ;
- mismatches of two identifiers may be due to systematic name changes and are disregarded, i.e. they have weight 0 ; other mismatches (eg. between an


Fig. 4. Modifying weights used by cluster's scoring scheme.
operator and an identifier) are considered more significant and have weight -1 ;

- gaps should be introduced with restraint and thus have weight -2 .

Weights used by the scoring scheme are user-configurable as shown in Figure西.

## 4.5 group ()

The function group () takes a list of real numbers, sorts it, and then inserts a boundary between two consecutive elements if their values differ more than the cluster threshold. Only clusters with at least two members are displayed. Note that this method is much simpler than the connected-component algorithm; it is based on the assumption that two similar programs are likely to have similar alignment scores with the same mosaic.

### 4.6 Optional Features

Although cluster is designed as a stand-alone application, its computation can be distributed over a network of workstations to achieve even faster running time with the help of the parallel virtual machine simulator PVM. An on-going research project in distributed computing at the University of Tennessee, PVM is a software package that simulates a message-passing parallel machine with a heterogeneous network of computers running Unix and/or Windows NT. Programs for PVM can be written in C, C++, and Fortran. This software allows the user to distribute computations over a network of computers to solve much larger problems than possible with a single machine. PVM is very easy to install and use and can be downloaded from http://www.epm.ornl.gov/pv.

When used with PVM over a network of $p$ processors, cluster achieves a perfect speedup factor of $p$, due to independence of the $n$ alignment computations.

On the other hand, if quality of the clustering is more important than speed, the user can run cluster in the slow mode, which will perform all $O\left(n^{2}\right)$

| $n$ | $f$ | Time (min.) |
| :---: | :---: | :---: |
| 25 | $5 \%$ | $2: 06$ |
| 25 | $10 \%$ | $4: 11$ |
| 25 | $25 \%$ | $10: 24$ |
| 50 | $5 \%$ | $8: 23$ |
| 50 | $10 \%$ | $16: 41$ |
| 50 | $25 \%$ | $41: 33$ |
| 100 | $5 \%$ | $33: 31$ |
| 100 | $10 \%$ | $66: 34$ |
| 100 | $25 \%$ | $166: 29$ |

Fig. 5. cluster's running times on one processor.

| $n$ | $f$ | Time (min.) | Speed up |
| :---: | :---: | :---: | :---: |
| 25 | $5 \%$ | $0: 23$ | 5.479 |
| 25 | $10 \%$ | $0: 44$ | 5.725 |
| 25 | $25 \%$ | $1: 47$ | 5.831 |
| 50 | $5 \%$ | $1: 27$ | 5.792 |
| 50 | $10 \%$ | $2: 52$ | 5.825 |
| 50 | $25 \%$ | $7: 05$ | 5.865 |
| 100 | $5 \%$ | $5: 45$ | 5.831 |
| 100 | $10 \%$ | $11: 33$ | 5.764 |
| 100 | $25 \%$ | $28: 06$ | 5.923 |

Fig. 6. cluster's running times on six processors using PVM.
alignments and cluster the results using the connected-component algorithm described in Section 3 .

## 5 Experimental Setup and Result

We ran cluster on a set of 24 real-life homework programs of average size 18 KBytes on one processor, with a contribution of $5 \%$ from each program to the mosaic. cluster identified correctly all groups of similar programs in this set in 80 seconds. The running time of the naive implementation of finding alignments for all pairs took 1503 seconds.

We tested cluster on a $400-\mathrm{MHz}$ Pentium II PC running Debian/GNU Linux using programs of average size 13 KBytes and different values for $n$ and $f$. The running times shown in Figure 5 agree with our theoretical analysis. Even on a set of 100 programs, with a contribution of $25 \%$ from each program to the mosaic, cluster took less than 3 hours. We reran cluster on the same dataset using PVM to distribute the computations across six identical $400-\mathrm{MHz}$ processors. The obtained running times shown in Figure 6 show that PVM achieved an almost perfect speedup factor of 6 .

## 6 Discussion

We have designed and implemented a fast tool to partition a large pool of C programs into groups according to structural similarity. Our tool uses string alignment methods to measure similarity between input programs and a mosaic consisting of fragments randomly selected from each input program. Clusters of mutually similar programs are deduced from these scores. The user can choose to display alignments between two programs belonging to a suspected cluster with similar blocks of code highlighted. Scoring scheme as well as similarity threshold values are easily configurable. Experimental data obtained by running cluster on real-life homework programs show that our tool is effective (see [2] for a real-life example) and achieves a significant speedup over the naive method of aligning all pairs of programs.

Future improvements include smarter handling of header files, detection of extraneous program fragments (dead code), and parsers for other languages such as $\mathrm{C}++$ and Java.

It would be interesting to perform a rigorous analysis of the probability that cluster fails to detect similarity between programs. It should be pointed out, however, that a good theoretical performance guarantee may not measure up in practice, because plagiarism can be a subjective notion, and string alignment is but one method to measure similarity between two strings. In the end, detection plagiarism requires human intervention; the main utility of cluster is in making the job easier for the human operator by i) quickly narrowing the pool of suspects; ii) allowing customization of similarity criteria; and iii) providing visual evidence of similarity between two programs.
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#### Abstract

This work deals with a broadcasting on generalized de Bruijn digraphs. Broadcasting on digraphs corresponds to one on networks with monodirection communication links in practice. The efficiency of broadcasting is affected by network topology. Generalized de Bruijn digraph is one of useful network models. We propose protocols for broadcasting on generalized de Bruijn digraphs using Kronecker product of graphs. The protocol presented in this paper constructs a $k$-ramified tree.
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## 1 Introduction

In communication networks including interconnection networks for parallel computers, it is important that each processor element(PE) has common information. Broadcasting is one of the such communication schemes. Broadcasting is used for loading copies of a single message originated by one PE, called the originator, to all other PEs in the network. Due to the importance of broadcasting, a great deal of researches have been devoted to obtaining efficient broadcasting algorithms. Whereas the topology of the communication network has an effect on the efficiency of broadcasting. On inquiring into broadcasting, there are some constraints concerned with ability of elements and links in the network. Furthermore, the network is synchronous, that is, PE's in the network are able to communicate simultaneously each other by using their ports. The required time of sending one message from one PE to another PE by one link is called the round. So, the constraints in the network are summarized as follows;

1. Each PE is able to send a message to at most one PE in a round;
2. Each PE is able to receive a message from at most one PE in a round;
3. Each PE is not able to send and receive messages simultaneously in a round;
4. Each PE is able to communicate to at most one adjacent PE.

The constraints 1. and 2. implicate that store and forward routing is used in the network. Given a network and a PE that is a message originator, there arises one question, "what is the minimum number of rounds required to complete broadcasting from the message originator?" Thus, given issue is the minimization of the number of rounds required to complete broadcasting from the message
originator. To investigate broadcasting theoretically, a communication network is modeled by a graph or a digraph. A PE corresponds to a vertex of the graph or the digraph and a link corresponds to an edge or an arc. Monodirectional links are represented by arcs. Bidirectional half duplex links are represented by edges. Bidirectional full duplex links are represented by symmetric arcs. Digraphs, thus networks with monodirectional links, are only dealt with in this paper. It is preferred that a network has fewer links, for example in the design of VLSI systems, many links increase the design cost. Whereas it is desirable to complete broadcasting in fewer rounds. There is a trade off between the number of links and the number of rounds required to complete broadcasting. For completing broadcasting efficiently, it is important to choose an appropriate network topology. There are various studies on broadcasting in complete graphs [3], hypercubes [4511], Cayley graphs [7] and de Bruijn digraphs [2] and there is a survey on broadcasting and gossiping [8]. One executing broadcasting, de Bruijn digraph has a good property as network topology. De Bruijn graph has more vertices than hypercube does, when the diameter and the maximum degree are fixed [1]. Generalized de Bruijn digraphs are independently introduced by Imase and Itoh 910], and Reddy, Pradhan and J. Kuhl [14, so called Imase Itoh digraphs. This generalization removes the restriction on the cardinality of vertex sets of these digraphs and makes these digraphs more valuable as network models. We deal with broadcasting in generalized de Bruijn digraphs. The rest of the paper is organized as follows. Section 2 gives definition and terminology. We introduce the $k$-ramified tree that plays an important role in the broadcasting protocol in Section 4. In Section 3 we state simple lower bounds on the number of rounds to complete broadcasting on symmetric complete digraphs in which the arcs of this symmetric complete digraphs do not represent full duplex links. Section 4 deals with protocols to execute broadcasting on generalized de Bruijn digraphs. For the design of our protocols, we use Kronecker product of digraphs. Section 5 concludes with discussions and further studies.

## 2 Definition and Terminology

We state some classes of digraphs needed in this paper and Kronecker product of graphs. $V(G)$ and $A(G)$ are the vertex set and the arc set of a digraph $G(V, A)$, respectively. There is an arc from $u$ to $v$ if $(u, v) \in A(G)$. The distance from a vertex $u$ to a vertex $v$, denoted $d(u, v)$, is the length of the shortest path from $u$ to $v$. We will use $\operatorname{ecc}(u)$ to denote the eccentricity of the vertex $u$, that is, $\max _{v \in V(G)} d(u, v)$. The diameter of a digraph $G$, denoted $\operatorname{diam}(G)$, is given by $\operatorname{diam}(G)=\max _{u \in V(G)}\{\operatorname{ecc}(u)\}$. If a digraph is not strongly connected, then $\operatorname{diam}(G)=\infty$. The generalized de Bruijn digraph $G_{B}(n, d)$ is defined by congruence equations.

$$
\left\{\begin{array}{l}
V\left(G_{B}(n, d)\right)=\{0,1,2, \ldots, n-1\}, \\
A\left(G_{B}(n, d)\right)=\{(x, y) \mid y \equiv d x+i
\end{array}(\bmod n), 0 \leq i<d\right\} .
$$

If $n=d^{D}, G_{B}(n, d)$ is the de Bruijn digraph $B(d, D)$.


Fig. 1. The 2-ramified trees for $t=1,2,3$ and 4 .

The path $P_{n}$ has $n$ vertices and $n-1$ arcs. For $V\left(P_{n}\right)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, the arc set $A\left(P_{n}\right)=\left\{\left(v_{i}, v_{i}+1\right) \mid 1 \leq i \leq n-1\right\} . P_{n}$ can be drawn so that all of its vertices and same directed arcs lie on a single line.

For a strongly connected digraph $G$, the shortest path spanning tree (breadthfast search tree) with root $r$, denoted by $S T(r)$, is a spanning tree with root $r$ and contains a shortest path between $r$ and $v$ in $G$ for each vertex $v$ in $G$. The shortest path spanning tree has an important role in studies for broadcasting and also in this paper. We consider the designing of the efficient protocol for broadcasting, applying the shortest path spanning tree.

We introduce the $k$-ramified tree. The $k$-ramified tree with depth $t$ is denoted by $\operatorname{Tr}(k, t)$, where $k$ and $t$ are positive integers and $k \geq 2$. Each vertex of $\operatorname{Tr}(k, t)$ has a label $\langle c, l\rangle, l$ means the depth in $\operatorname{Tr}(k, t)$. A child of $\langle c, l\rangle$ has a label either $\langle c, l+1\rangle$ or $\left\langle c^{\prime}, l+1\right\rangle$. Children of $\langle c, l\rangle$ are classified into two types: the $\langle c, l+m\rangle$ ( $m \geq 1$ ) is called the lineal child, then the arc is said to be the lineal arc. The $\left\langle c^{\prime}, l+1\right\rangle$ is the collateral child, then the arc is called the collateral arc. In addition, arcs connecting vertices on depths $k$ and $k+1$ are called depth $(k+1)$ arcs. For the vertex $\langle c, l\rangle$, the collateral child of $\langle c, l\rangle$ and the collateral children of lineal children of $\langle c, l\rangle$ are called collateral descendants of $\langle c, l\rangle$. There is an arc from the vertex $\langle c, l\rangle$ to its each child in $\operatorname{Tr}(k, t)$. The definition of $\operatorname{Tr}(k, t)$ is recursively done. The $\operatorname{Tr}(k, 0)$ is the trivial graph. $\operatorname{Tr}(k, 1)$ is the complete binary tree with depth 1 . The root's label is $\langle c, 0\rangle$. One of the children has the label $\langle c, 1\rangle$ and another child has the label $\left\langle c^{\prime}, 1\right\rangle$. The subgraph induced by all vertices whose depths are less than or equal to $t-1$ of $\operatorname{Tr}(k, t)$ is $\operatorname{Tr}(k, t-1)$. The vertex $\langle c, t-1\rangle$ has children $\langle c, t\rangle$ and $\left\langle c^{\prime} t\right\rangle$ if the vertex $\langle c, t-k-1\rangle$ does not exit in $\operatorname{Tr}(k, t-1)$. The vertex $\langle c, t-1\rangle$ has only one child $\langle c, t\rangle$ if the vertex $\langle c, t-k-1\rangle$ exits in $\operatorname{Tr}(k, t-1)$.
 at most two children. Thus $\operatorname{Tr}(k, t)$ is a kind of binary tree and if $t \leq k$, then $\operatorname{Tr}(k, t)$ is the complete binary tree whose depth is $t$.

The quasi $k$-ramified tree with depth $t$ is denoted by $q u-\operatorname{Tr}(k, t)$, where $k$ and $t$ are positive integers and $k \geq 2$. There is an arc from the vertex $\langle c, l\rangle$ to its each child in $\operatorname{Tr}(k, t)$. The definition of $q u-\operatorname{Tr}(k, t)$ is recursively given as well as $\operatorname{Tr}(k, t)$. The $q u-\operatorname{Tr}(k, 0)$ is the trivial graph. $q u-\operatorname{Tr}(k, 1)$ is $P_{2}$. Then the label of the root is $\langle c, 0\rangle$ and the label of child of the root is $\langle c, 1\rangle$. The subgraph induced by all vertices whose depths are less than or equal to $t-1$ of $\operatorname{Tr}(k, t)$ is $\operatorname{Tr}(k, t-1)$. The vertex $\langle c, t-1\rangle$ has children $\langle c, t\rangle$ and $\left\langle c^{\prime} t\right\rangle$ if the vertex $\langle c, t-k-1\rangle$ does not exit in $\operatorname{Tr}(k, t-1)$. The vertex $\langle c, t-1\rangle$ has only one child $\langle c, t\rangle$ if the vertex $\langle c, t-k-1\rangle$ exits in $q u-\operatorname{Tr}(k, t-1)$. Each vertex in $q u-\operatorname{Tr}(k, t)$ also has at most two children. Thus $q u-\operatorname{Tr}(k, t)$ is a kind of binary tree.

Let $l_{k, s-1}$ (respectively, $q u-l_{k, s-1}$ ) be the number of vertices with depth $s-1$ in $\operatorname{Tr}(k, t)$ (respectively, $q u-\operatorname{Tr}(k, t)$ ). Then $q u-l_{2, s-1}$ is equal to the $s$ th Fibonacci number $F(s)$, whereas $l_{k, s-1}$ is equal to $F(s+2)-1$. For a given integer $n$ and a $k$-ramified tree, $f_{k}(n)$ denotes the integer $r$ so that the maximum $l_{k, r}$ is the maximum value not exceeding $n$. For a given integer $n$ and a quasi $k$-ramified tree, $q u-f_{k}(n)$ denotes the integer $r$ so that the maximum $q u-l_{k, r}$ is the maximum value not exceeding $n$.

We use Kronecker product to design protocol to construct a spanning tree of generalized de Bruijn digraph. The Kronecker product (also known as the tensor product, composition, or categorical product) results in a graph $G=$ $G_{1} \times G_{2}$ whose vertex set is $V(G)=V\left(G_{1}\right) \times V\left(G_{2}\right)$ and arc set $A(G)=$ $\left\{\left(\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right) \mid u_{1} v_{1} \in A\left(G_{1}\right)\right.$ and $\left.u_{2} v_{2} \in A\left(G_{2}\right)\right\}$, where $V\left(G_{i}\right)$ is the vertex set of $G_{i}$ and $A\left(G_{i}\right)$ is the arc set of $G_{i}$.

## 3 Broadcasting in the Network

We suppose that the length of one message can be equal to the amount of data sent per 1 round. For a broadcasting in the network, links used in the broadcasting induce a tree structure with originator at the root. That means this constructs a spanninig tree with originator at the root in the graph corresponding to the network. Then we design a protocol to obtain a suitable spanninig tree for the broadcasting, when given a root. For broadcasting with a rooted vertex $u$, the broadcasting time of $u$ is the number of rounds to complete the broadcasting. For a digraph $G$ and the vertex $u, b_{G}(u)$ denotes the minimum broadcasting time of $u$ and $b(G)$ denotes the minimum broadcasting time of any broadcasting on $G$. For a digraph $G$ such that $|V(G)|=n$ and the vertex $u$, it is clear that the lower bound of $b_{G}(u)$ is $\max \left\{\operatorname{ecc}(u),\left\lceil\log _{2} n\right\rceil\right\}$. Furthermore it is also obvious that the lower bound of $b(G)$ is $\max \left\{\operatorname{diam}(G),\left\lceil\log _{2} n\right\rceil\right\}$ for digraph $G$ with $|V(G)|=n$. For an arbitrary graph $G$, determining $b(G)$ is known to be NP-complete [15]. The vertex which has received a message can send the message to a neighbor vertex. Thus if $m$ vertices have received a message in a round, then $2 m$ or fewer vertices will be able to receive the message at the next round. For a $k$-regular digraph $G$ without loops, each vertex may send message to at most $k$ vertices. In the $k$-ramified tree $\operatorname{Tr}(k, t)$, the vertex $\langle c, l\rangle$ may have at most $k$ collateral descendants. The rounds of broadcasting on $k$-regular digraph $G$ without loops
correspond to the depth of $k$-ramified tree. Then the number of vertices with depth $s$ in the $k$-ramified tree is an upper bound of the number of vertices which could have received message up to $s$ rounds. From this fact, we obtain the next statement.

Lemma 1. If $G$ is a $k$-regular digraph without loops and $|V(G)|=n$, then the lower bound of $b(G)$ is $\max \left\{f_{k}(n)+1\right.$, $\left.\operatorname{diam}(G)\right\}$

The symmetric complete digraph is the simple example which satisfies Lemma 11 Next we consider the case that $G$ is a $k$-regular digraph and has at most one loop. The loop is unnecessary for broadcasting. If an originator has a loop, the originator has $k-1$ neighbor vertices in $G$.

Lemma 2. If $G$ is a $k$-regular digraph which has at most one loop and $|V(G)|=$ $n$, then the lower bound of $b(G)$ is $\max \left\{q u-f_{k}(n)+1, \operatorname{diam}(G)\right\}$.

## 4 Broadcasting in the Generalized de Bruijn Digraphs

There always exist several loops in the generalized de Bruijn digraph as well as in the de Bruijn digraph. The generalized de Bruijn digraph $G_{B}(n, d)$ has exactly $\operatorname{gcd}(d-1, n)\lceil d / \operatorname{gcd}(d-1, n)\rceil$ loops [6]12]. Then we make a digraph from the generalized de Bruijn digraph $G_{B}(n, d)$ by deleting loops and this digraph is denoted $G_{B}^{-}(n . d)$. We consider the broadcasting by a shortest spanning tree on $G_{B}(n, d)$. The diameter of the generalized de Bruijn digraph $G_{B}(n, d)$ is $\left\lceil\log _{d} n\right\rceil$. Thus the depth of the shortest path spanning tree of $G_{B}(n, d)$ is at most $\left\lceil\log _{d} n\right\rceil$. We give two protocols for broadcasting on the generalized de Bruijn digraphs. One of the protocols is using the shortest path spanning tree, another is using a tree related to $k$-ramified tree. These two protocols are designed using Kronecker product of the generalized de Bruijn digraph $G_{B}^{-}(n, d)$ and the path $P_{2}$. One of the vertices of $P_{2}$ is labeled 0 , another is labeled 1. The vertices whose second order label is 0 are called 0 level vertices and the vertices whose second order label is 1 are called 1 level vertices in $G_{B}^{-}(n, d) \times P_{2}$. We describe a protocol by constructing a shortest path spanning tree and giving a procedure of broadcasting using this tree simultaneously.
procedure Make_SPS-tree_protocol
$\left\{u\right.$ is an originator of $\left.G_{B}(n, d).\right\}$
Construct $G_{B}^{-}(n, d) \times P_{2}$;
Let $V_{1}$ be a set of level 1 verteies in $G_{B}^{-}(n, d) \times P_{2}$;
Assign 0 to the vertex $(u, 0)$;
$S:=\{(u, 0)\}$;
Delete the vertex $(u, 1)$ from the set $V_{1}$;
repeat
Set $k$ up the minimum among numbers assigned to vertices in the set $S$; Choose the vertex $(v, 0)$ which is assigned $k$ in $S$;


Fig. 2. Broadcasting using the shortest path spanning tree rooted at the vertex 0 obtained by SPS-tree protocol for $G_{B}(10,3)$.

```
for \(i:=0\) to \(d-1\) do begin
    \(k:=k+1\);
    Assign \(k\) to \((d v+i, 1) \in V_{1}\) and \((d v+i, 0)\);
    Delete the vertex \((d v+i, 1)\) from the set \(V_{1}\);
    \(S:=S \cup\{(d v+i, 0)\} ;\)
end
```

Delete the vertex $(v, 0)$ from the set $S$;
until $V_{1}$ is empty.

Lemma 3. SPS-tree protocol generates a shortest path spanning tree of the generalized de Bruijn digraph.

The thick arc is the arc used in the broadcasting from vertex 0 of $G_{B}(10,3)$ in Figure 2. The numbers written inside the vertices are the labels of vertices of $G_{B}(10,3)$. Each number which is assigned to the vertex indicates the round of receiving the message of the vertex 0 in the broadcasting. Figure 2 shows that the depth of the spanning tree obtained by SPS-tree protocol is 3 . Due to the relation between the number of vertices and the out degree of each vertex, it is unable to construct a spanning tree with depth 2 for $G_{B}(10,3)$. The vertex 8 receives the message at round 5 in Figure [2] However if we can construct a spanning tree using the arc from vertex 6 to vertex 8 instead of the arc from vertex 2 to vertex 8 , then we obtain a broadcasting completed in 4 rounds.

Next we present a protocol constructing a spanning tree related to $d$-ramified tree and quasi $q$-ramified tree, and giving the procedure of broadcasting using this tree simultaneously for $G_{B}(n, d)$.
procedure Make_STd-ramified_protocol
$\left\{u\right.$ is originator of $G_{B}(n, d)$;
Let $S_{N(v, 0)}^{1}$ be the set of neighbor vertices of $(v, 0)$ with unassigned numbers;
Let $S_{N(v, 0)}^{0}$ be the set of vertices corresponding to vertices in $S_{N(v, 0)}^{1}$;
Let $A S_{N(v, 0)}^{1}$ be the set of neighbor vertices of $(v, 0)$ with assigned numbers.\}
Construct $G_{B}^{-}(n, d) \times P_{2}$;
Let $V_{1}$ be a set of level 1 verteies in $G_{B}^{-}(n, d) \times P_{2}$;
Assign 0 to the vertex $(u, 0)$;
$S:=\{(u, 0)\}$;
Delete the vertex $(u, 1)$ from the set $V_{1}$;
repeat
$A$ is empty;
Sort members in $S$ by assigned number in increasing order;
Set $k$ up the maximum among numbers assigned to vertices in the set $S$;
foreach $(v, 0)$ in $S$ do begin
Compute $S_{N(v, 0)}^{1}$ and $S_{N(v, 0)}^{0}$;
Find the neighbor of $(v, 0)$ such that
$\left|S_{N(d v+i, 0)}^{1}\right|-\left|A S_{N(d v+i, 0)}^{1}\right|$ is the largest number;
Assign $k+1$ to $(d v+i, 0)$ and $(d v+i, 1)$;
Delete the vertex $(d v+i, 1)$ from the set $V_{1}$;
$A:=A \cup\{(d v+i, 0)\} ;$

## end

$S:=S \cup A ;$
until $V_{1}$ is empty.
Obtained spanning trees are not necessarily the shortest path spanning trees. Each number which is assigned to the vertex indicates the round at which the message from $u$ is received in the broadcasting.

Lemma 4. STd-ramified protocol generates a spanning tree of the generalized de Bruijn digraph.

In Figure 3, the thick arc is the arc used in the broadcasting from vertex 0 by applying STd-ramified protocol for $G_{B}(10,3)$. Figure 3 shows that the depth of the spanning tree obtained by $\mathrm{ST} d$-ramified protocol is 4 . The vertex 8 receives the message at round 4 in Figure 3 and this broadcasting is completed in 4 rounds.

Lemma 5. For any SPS-tree protocol for $G_{B}(n, d)$, there is a STd-ramified protocol such that it assigns the number less than the number assigned by the SPStree protocol for each vertex.

We construct the following trees from the spanning trees of $G_{B}(n, d)$ obtained by above two protocols, then each label of the tree contains two elements. One of the elements is the label of $G_{B}(n, d)$, another is the round at which the vertex receives the message. If the vertex $u \in G_{B}(n, d)$ receives a message at round $k$, then the vertex corresponding to $u$ has the label $\langle u, k\rangle$ in this tree. There is an


Fig. 3. Broadcasting using the spanning tree rooted at the vertex 0 obtained by STdramified protocol for $G_{B}(10,3)$.
arc from the vertex $u$ to the vertex $u^{\prime}$ in the spanning tree if and only if there is an arc from $\langle u, k\rangle$ to $\left\langle u^{\prime}, k+1\right\rangle$. We call the tree constructed by SPS-tree protocol the SPS tree and the tree constructed by STd-ramified protocol the STR tree, respectively. From Lemma the next corollary holds.

Corollary 1. The depth of STR tree is less than or equal to that of SPS tree.
There is a following relation between the STR tree of $G_{B}(n, d)$ and the $d$-ramified tree.

Lemma 6. Let the root of STR tree correspond to the vertex which has no loop in $G_{B}(n, d)$. If the depth of STR tree is $t$, then $t \geq f_{k}(n)+1$ and the $S T R$ tree is a subgraph of $\operatorname{Tr}(d, t)$.

Lemma 7. Let the root of STR tree correspond to the vertex which has a loop in $G_{B}(n, d)$. If the depth of $S T R$ tree is $t$, then $t \geq f_{k}(n)+1$ and the $S T R$ tree is a subgraph of $q u-\operatorname{Tr}(d, t)$.

It is difficult to determine the number of rounds for broadcasting using ST $d$ ramified protocol. Whereas we consider the generalized Fibonacci numbers involved in the number of rounds for broadcasting using STd-ramified protocol [3]. We give an upper bound for the number of rounds for broadcasting using STd-ramified protocol.

Theorem 1. For the generalized de Bruijn digraph $G_{B}(n, d)$,

$$
\left\lceil\log _{d} n\right\rceil \leq b\left(G_{B}(n, d)\right) \leq d\left\lceil\log _{d} n\right\rceil
$$

The lower bound $\left\lceil\log _{d} n\right\rceil$ is the diameter of $G_{B}(n, d)$. We prepare some lemmas to give the proof for the upper bound in Theorem Since the generalized de Bruijn digraph $G_{B}(n, d)$ has vertices with loops, we consider the broadcasting from the vertex with loops on $G_{B}(n, d)$.

Lemma 8. There is a broadcasting from the vertex with loops such that the number of rounds is at most $d\left\lceil\log _{d} n\right\rceil-1$ for $G_{B}(n, d)$.

Proof. We consider a broadcasting using a shortest path spanning tree from the vertex $u$ which has a loop. The vertex $u$ has $d-1$ neighbor vertices in $G_{B}(n, d)$. The vertex $u$ and the $d-1$ neighbor vertices of $u$ have consecutive labels, that is, $d u+i(0 \leq i \leq d-1)$ in $G_{B}(n, d)$. These $d$ vertices have a message from $u$ by $(d-1)$-th round. Furthermore the $k$ vertices which have consecutive labels are adjacent to $d k$ vertices which may precede $k$ vertices. Hence $d^{\left\lceil\log _{d} n\right\rceil}$ vertices which may include the vertex $u$ have received a message from $u$ down to $\left(d\left\lceil\log _{d} n\right\rceil-1\right)$-th round.
Next lemma states the broadcasting from the vertex which has no loop.
Lemma 9. There is a broadcasting from the vertex with no loop such that the number of rounds is at most $d\left\lceil\log _{d} n\right\rceil$ for $G_{B}(n, d)$.

Proof. We consider a broadcasting using shortest a path spanning tree from the vertex $u$ which has no loop. The vertex $u$ has $d$ neighbor vertices in $G_{B}(n, d)$. There is no guarantee that the vertex $u$ and $d$ neighbor vertices of $u$ have consecutive labels in $G_{B}(n, d)$. The $d$ neighbor vertices have a message from $u$ by $d$-th round. Furthermore the $k$ vertices which have consecutive labels are adjacent to $d k$ vertices which may include preceding $k$ vertices. Hence $d^{\left[\log _{d} n\right\rceil}$ vertices which may include the vertex $u$ have received a message from $u$ down to $d\left\lceil\log _{d} n\right\rceil$-th round.

Since the vertex $u$ and its neighbor vertices do not always have the consecutive labels in $G_{B}(n, d)$, the upper bound of Lemma 9 is not sharper than that of Lemma $\mathbb{\square}$ Theorem $\square$ is the direct consequence of Lemma $\mathbb{\square}$ and

## 5 Conclusion and Further Studies

We propose protocols for broadcasting using Kronecker product of the generalized de Bruijn digraph and a path. We introduce $k$-ramified trees and quasi $k$-ramified trees concerned with an efficient broadcasting. We also estimate the minimum broadcasting time of the generalized de Bruijn digraphs.

The design of protocol for broadcasting using Kronecker product seems to be applicable to other classes of graphs and digraphs. The $k$-ramified tree and the quasi $k$-ramified tree will give an easy method to analyze the minimum broadcasting time of other classes of graphs and digraphs. The bounds of the minimum broadcasting time of the generalized de Bruijn digraphs will be made better by investigating the relation between the $k$-ramified trees (the quasi $k$ ramified trees) and the generalized de Bruijn digraphs.
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#### Abstract

A connected dominating set (CDS) of a graph, $G$, is a set of vertices, $C \subseteq V(G)$, such that every vertex in $V(G) \backslash C$ is incident to at least one vertex of $C$ in $G$ and the subgraph induced by the vertices of $C$ in $G$ is connected. In this paper we consider a simple, yet efficient, randomised greedy algorithm for finding a small CDS of regular graphs. We analyse the average-case performance of this heuristic on random regular graphs using differential equations. In this way we prove an upper bound on the size of a minimum CDS of random regular graphs.


## 1 Introduction

A dominating set of a graph, $G$, is a set of vertices, $D \subseteq V(G)$, such that every vertex of $G$ either belongs to $D$ or is incident with a vertex of $D$ in $G$. A connected dominating set, $\mathcal{C}$, of a graph, $G$, is a dominating set such that the subgraph induced by the vertices of $\mathcal{C}$ in $G$ is connected. Define the minimum cardinality of all connected dominating sets of $G$ as the connected domination number of $G$ and denote this by $\gamma_{c}(G)$. This problem is of interest in many contexts, in particular, it has many applications in distributed and network environments.

For an arbitrary graph, $G$, the problem of determining $\gamma_{c}(G)$ is a well known NP-hard optimisation problem (see, for example, [10]) and is polynomially equivalent to the maximum leaf spanning tree problem. The non-leaf vertices of a spanning tree of a graph form a connected dominating set of the graph. Define $\lambda(G)$ to be the maximum number leaves in any spanning tree of $G$, so that for any $n$-vertex graph, $G, \lambda(G)=n-\gamma_{c}(G)$.

Solis-Oba [11] showed that the maximum leaf spanning tree problem is approximable within 2. Galbiati, Maffioli and Morzenti [7] showed that the same problem is not approximable within $1+\epsilon$ for any $\epsilon>0$ (unless $\mathrm{P}=\mathrm{NP}$ ).

A graph, $G$, is said to be $d$-regular if every vertex of $G$ is incident with precisely $d$ other vertices of $G$. When discussing any $d$-regular graph on $n$ vertices, it is assumed that $d n$ is even, $d$ is constant and $d \geq 3$. We consider such graphs that are undirected, unweighted and contain no loops or multiple edges.

Storer [12] showed that for every connected cubic (i.e. 3-regular) graph, $G$, $\lambda(G) \geq\lceil(n / 4)+2\rceil$. Griggs, Kleitman and Shastri [8] showed that for every cubic graph, $G$, that has no subgraph isomorphic to " $K_{4}-e$ " ( $K_{4}$ with one edge removed) $\lambda(G) \geq\lceil(n / 4)+(4 / 3)\rceil$.

Griggs and Wu [9] showed that for every connected $n$-vertex graph, $G$, with minimum degree at least $4, \lambda(G) \geq(2 n+8) / 5$ and for every connected $n$ vertex graph, $G$, with minimum degree at least $5, \lambda(G) \geq(n+4) / 2$. For a connected, $n$-vertex graph, $G$, with minimum degree $k \geq 6$, the exact value of $\lambda(G)$ remains unknown. The results of [912] are essentially the best possible since there exist infinite families of $n$-vertex, $d$-regular graphs such that $\lambda(G) \leq$ $\lceil(d-2) n /(d+1)\rceil+2$.

Duckworth and Wormald [6] gave a new derivation, at least to within an additive constant, of the main result of [12] and also showed that for every cubic graph, $G$, of girth at least $5, \gamma_{c}(G) \leq 2 n / 3+O(1)$. The linear programming technique that was used to analyse the performance of the algorithms that were presented, also demonstrated the existence of infinitely many cubic graphs for which the algorithms only achieve these bounds. An example was given of a family of cubic graphs of girth at least 5 for which $\gamma_{c}(G) \geq 4 n / 7-O(1)$.

We focus our attention on regular graphs that are generated u.a.r. (uniformly at random). We use the notation $\mathbf{P}$ (probability), $\mathbf{E}$ (expectation) and say that a property, $\mathcal{B}=\mathcal{B}_{n}$, of a random regular graph on $n$ vertices holds a.a.s. (asymptotically almost surely) if $\lim _{n \rightarrow \infty} \mathbf{P}\left(\mathcal{B}_{n}\right)=1$.

As far as the authors are aware, the only bound known on $\gamma_{c}(G)$ for random regular graphs is due to Duckworth [5] who showed that for a random cubic graph, $G, \gamma_{c}(G)$ is a.a.s. less than $0.5854 n$. This bound was achieved by using differential equations to analyse the performance of a randomised algorithm.

For a $d$-regular graph on $n$ vertices, $G$, a trivial lower bound on $\gamma_{c}(G)$ may be derived by considering the degrees of the vertices in the spanning tree that has a set of internal vertices of size $\gamma_{c}(G)$. Let $\mathcal{I}$ denote this set of internal vertices. Note that all vertices of $\mathcal{I}$ have degree at most $d$ in the tree. All other vertices in the tree have degree 1 and there are $n-1$ edges in the tree. This implies $d \mathcal{I}+n-\mathcal{I} \geq 2(n-1)$ hence, $\gamma_{c}(G) \geq n /(d-1)$ (asymptotically).

Alon [1] proved by probabilistic methods that, for $n$ sufficiently large, the size of a smallest dominating set of a $n$-vertex graph with minimum degree $d$ is at least $\left(1+o_{d}(1)\right)(1+\ln (d+1)) n /(d+1)$. Therefore, clearly, for such a graph, $G$, the same bound also holds for $\gamma_{c}(G)$. In fact, Caro, West and Yuster [3] showed that, for $n$-vertex graphs of minimum degree $d$, the size of a minimum connected dominating set is essentially the same as the size of a minimum dominating set, for $n$ and $d$ sufficiently large.

In this paper we consider a simple, yet efficient, randomised greedy algorithm for finding a small connected dominating set of regular graphs. We analyse the average-case performance of this heuristic on random regular graphs using differential equations. In this way we prove an upper bound on the size of a minimum connected dominating set of random regular graphs.

The columns UB in Table $\square$ summarise our results and give a.a. sure upper bounds on $\gamma_{c}(G)$ when $G$ is a random $d$-regular graph on $n$ vertices; these are the main results of this paper. For each $d$ we also include the values $n /(d-1)$ (as a comparison to the trivial lower bound) and the value $\ln (d+1) n /(d+1)$ (as a comparison to the results of Alon [1]).

Table 1. Bounds on $\gamma_{c}(G)$ for a random $d$-regular graph, $G$

| d | UB | $n /(d-1)$ | $\frac{\ln (d+1) n}{(d+1)}$ | d | UB | $n /(d-1)$ | $\frac{\ln (d+1) n}{(d+1)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0.5854 n | 0.5000 n | 0.3466 n | 20 | 0.1493 n | 0.0526 n | 0.1450 n |
| 4 | 0.4565 n | 0.3333 n | 0.3219 n | 30 | 0.1121 n | 0.0345 n | 0.1108 n |
| 5 | 0.3860 n | 0.2500 n | 0.2986 n | 40 | 0.0910 n | 0.0256 n | 0.0906 n |
| 10 | 0.2397 n | 0.1111 n | 0.2180 n | 50 | 0.0771 n | 0.0204 n | 0.0771 n |

## 2 Random Graphs and Differential Equations

In this section we introduce the model we use to generate a regular graph u.a.r. and give an overview of an established method of analysing the performance of randomised algorithms.

The model we use was first described in its simplest form by Bollobás [2]. For a $d$-regular graph on $n$ vertices, first take $d n$ points in $n$ buckets labelled $1 \ldots n$ with $d$ points in each bucket and then choose u.a.r. a disjoint pairing of the $d n$ points. The buckets represent the vertices of the randomly generated graph and each pair represents an edge whose end-points are given by the buckets of the points in the pair. With probability bounded below by a positive constant, loops and multiple edges do not occur (see, for example, Wormald [13, Section 2.2]).

One method of analysing the performance of a randomised algorithm is to use a system of differential equations to express the expected changes in variables describing the state of the algorithm during its execution. Wormald [14] gives an exposition of this method and Duckworth 4] applies this method to several graph-theoretic optimisation problems. In order to analyse an algorithm using a system of differential equations, we incorporate the algorithm as part of a pairing process that generates a random regular graph. In this way, we generate the random graph in the order that the edges are examined by the algorithm.

We may consider the generation process as follows. Initially, all vertices have degree zero. Throughout the execution of the generation process vertices will increase in degree until all vertices have degree $d$. Once the degree of a vertex reaches $d$, the vertex is said to be saturated and the generation is complete when all vertices are saturated. During the generation process, we refer to the graph being generated as the evolving graph.

During the generation of a random regular graph we choose the pairs sequentially. The first point, $p_{i}$, of a pair may be chosen by any rule but in order to ensure that the regular graph is generated u.a.r., the second point, $p_{j}$, of that pair must be selected u.a.r. from all the remaining free (i.e. unpaired) points. The freedom of choice of $p_{i}$ enables us to select it u.a.r. from the vertices of a particular degree in the evolving graph and we say that selecting $p_{j}$ u.a.r. from all the remaining free points denotes selecting a mate for $p_{i}$. Using $B\left(p_{k}\right)$ to denote the bucket that the point $p_{k}$ belongs to, we say that the edge from $B\left(p_{i}\right)$ to $B\left(p_{j}\right)$ is exposed and that the vertex represented by $B\left(p_{j}\right)$ is hit by this exposed edge.

In what follows, we denote the set of vertices of degree $i$ of the evolving graph, at time $t$, by $V_{i}=V_{i}(t)$ and let $Y_{i}=Y_{i}(t)$ denote $\left|V_{i}\right|$. (For such variables, in the remainder of the paper, the parameter $t$ will be omitted where no ambiguity arises.) We can express the state of the evolving graph at any point during the execution of the algorithm by considering the variables $Y_{i}$ where $0 \leq i \leq$ $d-1$. In order to analyse a randomised algorithm for finding a small connected dominating set, $\mathcal{C}$, of regular graphs, we calculate the expected change in this state over a predefined unit of time in relation to the expected change in the size of $\mathcal{C}$. Let $C=C(t)$ denote $|\mathcal{C}|$ at any stage of an algorithm (time $t$ ) and let $\mathbf{E} \Delta X$ denote the expected change in a random variable $X$ conditional upon the history of the process. We then use the equations representing $\mathbf{E} \Delta Y_{i}$ and $\mathbf{E} \Delta C$ to derive a system of differential equations. The solutions to these differential equations describe functions which represent the behaviour of the variables $Y_{i}$. Wormald [14, Theorem 6.1] describes a general result which guarantees that the solutions of the differential equations almost surely approximate the variables $Y_{i}$ and $C$ with error $o(n)$. The expected size of the connected dominating set may be deduced from these results.

## 3 A Simple Heuristic

In order to analyse our algorithm for finding a small connected dominating set, $\mathcal{C}$, of a random, $n$-vertex, $d$-regular graph, we combine the algorithm with a pairing process that u.a.r. generates the graph as described in Section Recall that $V_{i}$ denotes the set of vertices of current degree $i$ in the evolving graph, $G$. For a vertex, $v \in V(G), N(v)$ denotes the set of vertices incident with $v$ in $G$ along exposed edges and we let $\operatorname{deg}(v)=|N(v)|$. The combined algorithm and pairing process is given in Figure 1; a description is given below.

We say that the combined algorithm and pairing process proceeds in operations. Each operation represents the process of selecting a vertex, $u$, for possible inclusion in $\mathcal{C}$ along with the exposing of a number of edges incident with $u$.

The first operation is unique in the sense that it is the only operation in which $u$ is selected from $V_{0}$. From this point, until the completion of the algorithm, there will always exist a non-saturated vertex in the evolving graph that has degree strictly greater than zero. This follows from the well-known fact that random regular graphs are a.a.s. connected (see, for example, [13]). The first vertex of $\mathcal{C}, u$, is selected u.a.r. from $V_{0}$ and all its incident edges are exposed. Note that after the first operation, $Y_{1}$ is non-zero.

The remainder of the algorithm is divided into two stages denoted by the two while loops. The first stage represents the period of time after the first operation up until the first time $Y_{1}$ reaches zero. The second stage represents the remainder of the process.

For each operation in the first stage, we select a vertex, $u$, u.a.r. from $V_{1}$. We then expose one edge incident with $u$ to a vertex $v$ (say). If $v$ now has degree 1 , we add $u$ to $\mathcal{C}$ and expose its remaining incident edges. Otherwise, the operation terminates without increasing the size of $\mathcal{C}$.

```
Select \(u\) u.a.r. from \(V_{0}\);
\(\mathcal{C} \leftarrow\{u\} ;\)
Expose all remaining edges incident with \(u\);
while \(\left(Y_{1}>0\right)\) do
    Select \(u\) u.a.r. from \(V_{1}\);
    Expose an edge incident with \(u\);
    if \(\left(\left\{N(u) \cap V_{1}\right\} \neq \emptyset\right) \mathcal{C} \leftarrow \mathcal{C} \cup u\);
        Expose all remaining edges incident with \(u\);
enddo
while \(\left(Y_{0}>0\right)\) do
    \(k \leftarrow \min _{v \in V(G)}\{\operatorname{deg}(v)>1\} ;\)
    if \(\left(Y_{1}>0\right)\) Select \(u\) u.a.r. from \(V_{1}\);
            Expose \(k-1\) edges incident with \(u\);
    else \(\quad\) Select \(u\) u.a.r. from \(V_{k}\);
            Expose an edge incident with \(u\);
    if \(\left(\left\{N(u) \cap V_{1}\right\} \neq \emptyset\right) \mathcal{C} \leftarrow \mathcal{C} \cup u\);
                                Expose all remaining edges incident with \(u\);
enddo
```

Fig. 1. Combined algorithm and pairing process

Throughout the second stage, we let $k$ denote the current minimum degree of all vertices that have non-zero degree. If $k=1$, we select a vertex, u, u.a.r. from $V_{1}$ and expose $k-1$ edges incident with $u$. Otherwise, we select a vertex, $u$, u.a.r. from $V_{k}$ and expose one edge incident with $u$. If any of the new neighbours of $u$ now have degree $1, u$ is added to $\mathcal{C}$ and all remaining edges incident with $u$ are exposed. Otherwise, the operation terminates without increasing the size of $\mathcal{C}$.

For operations that select $u$ u.a.r. from $V_{1}$ during the second stage, the rationale behind exposing $k-1$ edges incident with $u$ is an attempt to control the current minimum degree of the vertices that have non-zero degree. Notice then how the current minimum degree of all vertices that have non-zero degree is increasing throughout the process.

At the start of the process all vertices have degree zero and the first vertex of $\mathcal{C}$ is chosen u.a.r. from $V_{0}$. Each subsequent vertex, $u$, chosen for possible addition to $\mathcal{C}$, is selected u.a.r. from those vertices of a particular non-zero degree. This ensures that $\mathcal{C}$ remains connected in $G$. Once $u$ has been chosen, one or more edges incident with $u$ are exposed. We add $u$ to $\mathcal{C}$ if one or more neighbours of $u$, along these exposed edges, now has degree 1 . This ensures $\mathcal{C}$ is dominating in $G$ at the end of the process.

Several variations of this algorithm were considered. For reasons of brevity, we do not give the full details here but the algorithm presented gave the best performance of all the algorithms that we analysed.

## 4 Algorithm Analysis

In what follows, we refer to the combined algorithm and pairing process as the algorithm. The actual algorithm itself, to be run on a random regular graph once it has been generated, may be extracted from this process.

For each operation after the first, a non-saturated vertex is selected for possible addition to $\mathcal{C}$. We define a Type $k$ operation to be one in which in which the chosen vertex is selected u.a.r. from $V_{k}$.

Once the first vertex of $\mathcal{C}$ has been chosen, and all its incident edges have been exposed, we split the remainder of the analysis into $d-1$ distinct ordered phases; Phase 1, Phase 2, .., Phase $d-1$. We informally define Phase $k$ as the period of time from the first Type $k$ operation up to but not including the first Type $k^{\prime}$ operation where $k^{\prime}>k$. Phase $k$ terminates as soon as $Y_{k}$ reaches zero.

We define a clutch to be a series of operations in Phase $k$ from a Type $k$ operation up to but not including the next Type $k$ operation. Note that in Phase 1 , a clutch consists of just one Type 1 operation but a clutch in later phases may consist of more than one operation. In particular, a clutch in later phases will consist of one Type $k$ operation and possibly some Type 1 operations.

We calculate the expected change in the variables $Y_{i}, 0 \leq i \leq d-1$, and the expected change in the size of $\mathcal{C}$ for a clutch in each Phase. These equations are then used to form a system of differential equations.

For each edge exposed in the evolving graph two points are chosen. The first is chosen u.a.r. from a given set and the second is chosen u.a.r. from all the remaining free points. Let $s$ denote the number of free points available in all buckets at a given stage (time $t)$. Note that $s=s(t)=\sum_{i=0}^{d-1}(d-i) Y_{i}$. For our analysis it is convenient to assume that $s>\epsilon n$ for some arbitrarily small but fixed $\epsilon>0$. Later, we discuss the last steps of the algorithm, where $s \leq \epsilon n$.

The probability that, when selecting a free point u.a.r. from all the remaining free points (at time $t$ ), the point belongs to a vertex of degree $j$ is $\mathrm{P}_{j}$ where

$$
\mathrm{P}_{j}=\mathrm{P}_{j}(t)=\frac{(d-j) Y_{j}}{s}, \quad 0 \leq j \leq d-1
$$

The expected change in $Y_{i}$ due to changing the degree of a vertex from $i$ to $i+1$ by exposing an edge to it (at time $t$ ) is $\rho_{i}+o(1)=\rho_{i}(t)+o(1)$ where $\rho_{0}=-\mathrm{P}_{0}$ and $\rho_{i}=\mathrm{P}_{i-1}-\mathrm{P}_{i}, 1 \leq i \leq d-1$. To justify this, note that when the second point in a pair is selected u.a.r., the number of free points in the buckets corresponding to vertices of degree $i$ is $(d-i) Y_{i}$. Selecting one of these points causes $Y_{i}$ to decrease. However, the number of free points in the buckets corresponding to vertices of degree $i-1$ (when $i>0$ ) is $(d+1-i) Y_{i-1}$ and selecting one of these points causes $Y_{i}$ to increase. For $i>0$, these two quantities are added because expectation is additive. The $o(1)$ term is due to the fact that the values of all these variables may change by a constant during the course of the operation being examined. Since $s>\epsilon n$ the error is in fact $O(1 / n)$.

Note that Phase 1 of the algorithm is unique in the sense that it is the only phase in which all operations are certain to be of the same type. We therefore treat this phase separately and then go on to treat the later phases in general.

In Phase 1 we select a vertex, $u$, u.a.r. from $V_{1}$ and expose an incident edge to a vertex $v$ (say). The decision whether to add $u$ to $\mathcal{C}$ depends on the degree of $v$ and further edges may then be exposed. The expected change in $Y_{i}$ when performing an operation in Phase 1 (at time $t$ ) is $\mathbf{E} \Delta Y_{i}+o(1)$ where

$$
\begin{equation*}
\mathbf{E} \Delta Y_{i}=\mathbf{E} \Delta Y_{i}(t)=-\delta_{i 1}+\rho_{i}+\mathrm{P}_{0}(d-2) \rho_{i}+\left(1-\mathrm{P}_{0}\right) \delta_{i 2}, \quad 0 \leq i \leq d-1 \tag{1}
\end{equation*}
$$

in which $\delta_{i j}$ denotes the Kronecker delta function.
The expected change in the size of the connected dominating set when performing an operation in Phase 1 (at time $t$ ) is $\mathbf{E} \Delta \mathcal{C}+o(1)$ where

$$
\begin{equation*}
\mathbf{E} \Delta \mathcal{C}=\mathbf{E} \Delta \mathcal{C}(t)=\mathrm{P}_{0} \tag{2}
\end{equation*}
$$

as we only add $u$ to $\mathcal{C}$ if $v$ had degree zero at the start of the operation.
In Phase $k, 2 \leq k \leq d-1$, there are two types of operation. For simplicity, we treat operations of Type 1 first and then combine the equations given by these operations with those for operations of Type $k$. This enables us to calculate the necessary equations for a clutch of operations.

When performing an operation of Type 1 in Phase $k$ we select a vertex, $u$, u.a.r. from $V_{1}$ and expose $k-1$ incident edges. The probability that we hit a vertex of degree zero when these edges are exposed is given by

$$
1-\left(1-\mathrm{P}_{0}\right)^{k-1}+o(1)
$$

The expected change in $Y_{i}$ when performing an operation of Type 1 in Phase $k, 2 \leq k \leq d-1$, (at time $t)$ is $\psi_{1}+o(1)=\psi_{1}(t)+o(1)$ where

$$
\psi_{1}=-\delta_{i 1}+(k-1) \rho_{i}+\left(1-\left(1-\mathrm{P}_{0}\right)^{k-1}\right)(d-k) \rho_{i}+\left(1-\mathrm{P}_{0}\right)^{k-1} \delta_{i k}, \quad 0 \leq i \leq d-1
$$

For an operation of Type $k$ in Phase $k$, we first select a vertex, $u$, u.a.r. from $V_{k}$ and expose one of its remaining incident edges to a vertex $v$ (say). The decision whether to add $u$ to $\mathcal{C}$ depends upon the degree of $v$. The expected change in $Y_{i}$ when performing an operation of Type $k$ in Phase $k$ (at time $t$ ) is $\psi_{k}+o(1)$ where

$$
\psi_{k}=\psi_{k}(t)=-\delta_{i k}+\rho_{i}+\mathrm{P}_{0}(d-k-1) \rho_{i}+\left(1-\mathrm{P}_{0}\right) \delta_{i k+1}, \quad 0 \leq i \leq d-1
$$

The expected change in the size of the connected dominating set when performing an operation of Type $k$ in Phase $k$ is the probability that we hit a vertex of degree zero when the first edge is exposed and this is

$$
\mathrm{P}_{0}+o(1) .
$$

We say that a birth denotes the generation of a vertex in $V_{1}$ by performing an operation in Phase $k, 2 \leq k \leq d-1$. The expected number of births from performing an operation of Type $k$ (at time $t$ ) is $\nu_{k}+o(1)$ where

$$
\nu_{k}=\nu_{k}(t)=\mathrm{P}_{0}\left(1+(d-k-1) \mathrm{P}_{0}\right)
$$

With probability that the first edge is exposed to a vertex of degree zero we have one birth and, should this happen, we add the probability that other vertices of degree zero are hit when the remaining edges are exposed.

Similarly, the expected number of births from performing an operation of Type 1 (at time $t$ ) is $\nu_{1}+o(1)$ where

$$
\nu_{1}=\nu_{1}(t)=(k-1) \mathrm{P}_{0}+\left(1-\left(1-\mathrm{P}_{0}\right)^{k-1}\right)(d-k) \mathrm{P}_{0} .
$$

Consider the Type $k$ operation at the start of the clutch to be the first generation of a birth-death process in which the individuals are the vertices in $V_{1}$, each giving birth to a number of children (essentially independent of the others) with expected number $\nu_{1}$. Then, the expected number in the $j^{\text {th }}$ generation is $\nu_{k} \nu_{1}{ }^{j-1}$ and the expected number of births in the clutch is $\nu_{k} /\left(1-\nu_{1}\right)+o(1)$.

For a clutch of operations in Phase $k, 2 \leq k \leq d-1$, we have one Type $k$ operation and for each birth we have a Type 1 operation (a.a.s.). The expected change in $Y_{i}$ for a clutch in Phase $k$ (at time $t$ ) is $\mathbf{E} \Delta Y_{i}+o(1)$ where

$$
\begin{equation*}
\mathbf{E} \Delta Y_{i}=\mathbf{E} \Delta Y_{i}(t)=\psi_{k}+\frac{\nu_{k}}{1-\nu_{1}} \psi_{1}, \quad 0 \leq i \leq d-1 \tag{3}
\end{equation*}
$$

The expected change in the size of the connected dominating set for a clutch in Phase $k$ (at time $t$ ) is $\mathbf{E} \Delta \mathcal{C}+o(1)$ where

$$
\begin{equation*}
\mathbf{E} \Delta \mathcal{C}=\mathbf{E} \Delta \mathcal{C}(t)=\mathrm{P}_{0}+\frac{\nu_{k}}{1-\nu_{1}}\left(1-\left(1-\mathrm{P}_{0}\right)^{k-1}\right) \tag{4}
\end{equation*}
$$

The Type $k$ operation at the start of the clutch contributes an increase in the size of $\mathcal{C}$ if a vertex of degree zero is hit when the first edge is exposed. For each birth, the accompanying Type 1 operation contributes an increase in the size of $\mathcal{C}$ if a vertex of degree zero is hit when the first $k-1$ edges are exposed.

The combined algorithm and pairing process is analysed using differential equations and in this way we prove the following theorem.

Theorem 1. For each $d \geq 3$, where $d$ remains constant, there exists a constant, $c$, such that for a random d-regular graph on $n$ vertices, the size of a minimum connected dominating set is a.a.s. at most cn $+o(n)$.
Proof. For Phase 1, Equation (II) representing the expected change in the variables $Y_{i}, 0 \leq i \leq d-1$, for an operation in Phase 1 (since a clutch consists of just one operation in this phase) forms the basis of a differential equation. Write $Y_{i}(t)=n z_{i}(t / n), s(t)=n \xi(t / n), \mathrm{P}_{j}(t)=n \overline{\mathrm{P}}_{j}(t / n)$ and $\rho_{i}(t)=n \bar{\rho}_{i}(t / n)$. The differential equation suggested is

$$
\begin{equation*}
\frac{d z_{i}}{d x}=-\delta_{i 1}+\bar{\rho}_{i}+\overline{\mathrm{P}}_{0}(d-2) \bar{\rho}_{i}+\left(1-\overline{\mathrm{P}}_{0}\right) \delta_{i 2}, \quad 0 \leq i \leq d-1 \tag{5}
\end{equation*}
$$

where $x n$ represents the number, $t$, of operations.
Using Equation (2) representing the expected increase in $C$ for an operation in Phase 1 and writing $C(t)=n z(t / n)$ suggests the differential equation for $z$ as

$$
\begin{equation*}
\frac{d z}{d x}=\overline{\mathrm{P}}_{0} \tag{6}
\end{equation*}
$$

For Phase $k, 2 \leq k \leq d-1$, Equation (3) representing the expected change in the variables $Y_{i}$ for a clutch of operations forms the basis of a differential equation. Write $\psi_{k}(t)=\bar{\psi}_{k}(t / n), \psi_{1}(t)=\bar{\psi}_{1}(t / n), \nu_{k}(t)=\bar{\nu}_{k}(t / n), \nu_{1}(t)=\bar{\nu}_{1}(t / n)$, $\mathrm{P}_{j}(t)=n \overline{\mathrm{P}}_{j}(t / n)$ and $\rho_{i}(t)=n \bar{\rho}_{i}(t / n)$. The differential equation suggested is

$$
\begin{equation*}
\frac{d z_{i}}{d x}=\bar{\psi}_{k}+\frac{\bar{\nu}_{k}}{1-\bar{\nu}_{1}} \bar{\psi}_{1}, \quad 0 \leq i \leq d-1 \tag{7}
\end{equation*}
$$

where $x n$ represents the number, $t$, of clutches.
Using Equation (4) representing the expected increase in $C$ for a clutch in Phase $k$ and writing $C(t)=n z(t / n)$ suggests the differential equation for $z$ as

$$
\begin{equation*}
\frac{d z}{d x}=\overline{\mathrm{P}}_{0}+\frac{\bar{\nu}_{k}}{1-\bar{\nu}_{1}}\left(1-\left(1-\overline{\mathrm{P}}_{0}\right)^{k-1}\right) \tag{8}
\end{equation*}
$$

The solution to these systems of differential equations represent the cardinalities of the sets $V_{i}$ and $\mathcal{C}$ (scaled by $1 / n$ ) for given $t$. The initial conditions for Phase 1 are $z_{0}(0)=1, z(0)=0$ and $z_{i}(0)=0$ where $1 \leq i \leq d-1$.

Wormald [14] Theorem 6.1] describes a general result that we may use to show that the functions representing the solutions to the differential equations almost surely approximate the variables $Y_{i} / n$ and $C / n$ with error $o(1)$.

For Phase 1 and for arbitrary small $\epsilon$, define $R$ to be the set of all $\left(t, z_{i}, z\right)$ for which $t>-\epsilon, \xi>\epsilon, z_{1}>\epsilon, z>-\epsilon$ and $z_{i}<1+\epsilon$ where $0 \leq i \leq d-1$. Then, $R$ defines a domain for the process so that [14, Theorem 6.1] may be applied.

It is simple to verify that parts $(i),(i i)$ and (iii) of [14, Theorem 6.1] hold, however, note in particular that since $\xi>\epsilon$ inside $R$, the assumption that $s>\epsilon n$ used in deriving these equations is justified. The conclusion of [14] Theorem 6.1] therefore holds. This implies that, until a point arbitrarily close to where they leave $R$, the random variables $Y_{i} / n$ and $C / n$ a.a.s. remain within $o(1)$ of the corresponding deterministic solutions to the differential equations.

We compute the ratio $d z_{i} / d z$ and we have

$$
\frac{d z_{i}}{d z}=\frac{-\delta_{i 1}+\bar{\rho}_{i}+\overline{\mathrm{P}}_{0}(d-2) \bar{\rho}_{i}+\left(1-\overline{\mathrm{P}}_{0}\right) \delta_{i 2}}{\overline{\mathrm{P}}_{0}}, \quad 0 \leq i \leq d-1
$$

where differentiation is with respect to $z$ and all functions may be taken as functions of $z$.

By solving this we find that the solution hits a boundary of the domain at $z_{1}=\epsilon$. At this point, we formally define Phase 1 as the period of time from time $t=0$ to the time $t_{1}$ such that $z=t_{1} / n$ is the solution of $z_{1}=\epsilon$.

From the point in Phase 1 after which [14, Theorem 6.1] does not apply until the start of Phase 2, the change in each variable per step is bounded by a constant, hence in $o(n)$ steps, the change in the variables is $o(n)$.

The initial conditions for Phase $k, 2 \leq k \leq d-1$, are given by the final conditions for Phase $k-1$ and the equations are given by (7) and ( $\mathbb{8}$ ). We apply Theorem 6.1 from [14] to the process within Phase $k$. For arbitrary small $\epsilon$, define $R$ to be the set of all $\left(t, z_{i}, z\right)$ for which $t>-\epsilon, \xi>\epsilon, z_{k}>\epsilon, z>-\epsilon$ and $z_{i}<1+\epsilon$ where $0 \leq i \leq d-1$.

We compute the ratio $d z_{i} / d z$ and we have

$$
\frac{d z_{i}}{d z}=\frac{\bar{\psi}_{k}+\frac{\bar{\nu}_{k}}{1-\bar{\nu}_{1}} \bar{\psi}_{1}}{\overline{\mathrm{P}}_{0}+\frac{\bar{\nu}_{k}}{1-\bar{\nu}_{1}}\left(1-\left(1-\overline{\mathrm{P}}_{0}\right)^{k-1}\right)}, \quad 0 \leq i \leq d-1
$$

By solving these differential equations, for each phase, we find that the solution hits a boundary of the domain at $z_{k}=\epsilon$. At this point, we formally define Phase $k$ as the period of time from time $t_{k-1}$ to the time $t_{k}$ such that $z=t_{k-1} / n$ is the solution of $z_{k-1}=\epsilon$ and $z=t_{k} / n$ is the solution of $z_{k}=\epsilon$.

From the point in Phase $d-1$ after which [14 Theorem 6.1] does not apply until the end of the algorithm, the change in each variable per step is bounded by a constant, hence in $o(n)$ steps, the change in the variables is $o(n)$.

The equations were solved (numerically) using a Runge-Kutta method. The solution of $z_{d-1}=\epsilon$ in Phase $d-1$ corresponds to the size of the connected dominating set (scaled by $1 / n$ ) when no vertices remain, thus proving the theorem.
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#### Abstract

We relate the number of minimum cuts in a weighted undirected graph with various structural parameters of the graph. In particular, we upper-bound the number of minimum cuts in terms of the radius, diameter, minimum degree, maximum degree, chordality, expansion, girth etc. of the graph.


## 1 Introduction

Let $G=(V, E)$ be a graph or a multi-graph with positive weights on its edges. We denote $|V|$ by $n$ and $|E|$ by $m$. By an unweighted graph, we mean that all the edges have unit weight. Let $(A, \bar{A})$ denote a cut of $G$, defined by the subsets $A \subset V$ and $\bar{A}=V-A$. We denote by $E(A, \bar{A})$, the set of edges in the cut, i.e., $E(A, \bar{A})=\{(u, v) \in E: u \in A$ and $v \in \bar{A}\}$. The weight of the cut $(A, \bar{A})$ is defined as the sum of weights on all the edges in $E(A, \bar{A})$, and will be denoted by $w(A, \bar{A})$. A minimum cut $(S, \bar{S})$ is one with the minimum weight over all cuts in $G$. (Some authors use the words global minimum cuts or connectivity cuts instead of minimum cuts). We will denote the weight of the minimum cut in $G$ by $\lambda(G)$. Note that if $G$ is unweighted, $\lambda(G)$ is same as the edge connectivity of the graph, i.e., the minimum number of edges whose removal disconnects the graph.

Note that the minimum cut in a graph may not be unique. We use $\Lambda(G)$ to denote the number of minimum cuts in $G$. The problem of counting the number of minimum cuts in a weighted undirected graph arises in various aspects of network reliability, like testing the super- $\lambda-$ ness of a graph [2], estimating the probabilistic connectedness of a stochastic graph in which edges are subject to failure with probability $p[45616$ and other areas [17]. For example, for a sufficiently small $p$, the probabilistic connectedness of $G$ can be approximated as $P(G, p) \approx 1-\Lambda(G) p^{\lambda(G)}(1-p)^{|E|-\lambda(G)}$, suggesting the importance of counting and bounding $\Lambda(G)$.

It is well known that for any weighted graph $G, \Lambda(G) \leq\binom{ n}{2}$ and this upper bound is achieved if $G$ is a cycle $C_{n}$ of $n$ nodes with each edge having weight $\frac{\lambda(G)}{2}$ [7]11]. It is interesting to explore whether there exist tighter bounds for $\Lambda(G)$ when the graph satisfies various properties. For example, Bixby [1] studies $\Lambda(G)$ in terms of the weight of the minimum cuts $\lambda(G)$, in the special case where

[^9]all the edge weights are positive integers and $\lambda(G)$ is an odd integer. For this case, Bixby [1] shows that $\Lambda(G) \leq\left\lfloor\frac{3 n}{2}\right\rfloor-2$. In the case of unweighted simple graphs it is shown by Lehel, Maffray and Priessmann [12] that if $\lambda(G)=k$ where $k \geq 4$ is an even positive integer, then $\Lambda(G) \leq \frac{2 n^{2}}{(k+1)^{2}}+\frac{(k-1) n}{k+1}$. When $k>5$ is an odd integer, they show that $\Lambda(G) \leq\left(1+\frac{4}{k+5}\right) n$. The inherent structural difference between graphs with odd and even edge connectivity was pointed out by Kanevsky [13] also.

In this paper, we provide upper bounds for $\Lambda(G)$ in terms of many other important parameters of graphs. We assume weighted graphs. Multi-graphs, as far as the results here are concerned, can be considered as a special case of weighted graphs, since the multi-edges can be replaced by a single edge of appropriate weight without affecting the value of $\Lambda(G)$. Our only assumption about the weights is that they are positive. Note that, for the purposes of this paper, this assumption is equivalent to the assumption that the weights are at least 1 , since multiplying the weights on every edge by the same constant will not change $\Lambda(G)$. While our upper bounds are valid for weighted undirected graphs and multi graphs, in most cases, the properties in terms of which the upper bounds are stated depend only on the structure of those graphs. In other words, the radius or minimum degree in terms of which we describe the upper bounds are those of the underlying unweighted simple graph and do not depend on the weights of the edges.

There is an abundance of literature regarding the determination of $\lambda(G)$ and finding a minimum cut in $G$. The problem of enumerating all the minimum cuts is considered by many authors [715 10 8, and various structures (for example, the cactus structure) are invented to efficiently represent all the minimum cuts in a graph. The fact that the performance of some of these algorithms depends on the number of minimum cuts in the graph also makes it interesting to look for tighter upper bounds for $\Lambda(G)$ when $G$ satisfies certain properties. (For example a randomized algorithm due to Karger builds a data structure that represents all minimum cuts in $O(\Lambda(G)+n \log n)$ space). See 10 for a brief survey of results regarding the enumeration of all minimum cuts.

The slightly different question of upper-bounding the number of approximate minimum cuts- i.e., those cuts having weight at most $f \lambda(G)$, where $f>1$ is a constant, is considered in 18111419 etc. For example, Karger [11], using probabilistic analysis shows that there are at most $O\left(n^{2 f}\right)$ cuts of the above kind in a graph of $n$ nodes. Nagamochi et.al. [14] show that the number of cuts of weight at most $\frac{4}{3} \lambda(G)$ is upper-bounded by $\binom{n}{2}$. Williamson and Henzinger [19] show an upper bound of $O\left(n^{2}\right)$ for the number of cuts of weight at most $\frac{3}{2} \lambda(G)$, extending the arguments of (14.

### 1.1 Our Results

Radius and Diameter: If $G=(V, E)$ is a connected graph, the eccentricity of a node $v \in V$ is defined as $e(v)=\max \operatorname{distance}(v, u)$ over all the nodes $u \in V$. The radius of the graph $G, r(G)=\min _{v \in V} e(v)$. A vertex $v$ is a central node
if $e(v)=r(G)$. Diameter of $G, d(G)=\max _{v \in V} e(v)$. (Note that, in this paper, by "distance", we mean only the distances in the underlying unweighted graph. Thus radius, eccentricity, diameter etc. have nothing to do with the weights). We show that $\Lambda(G) \leq(r+1) n-(2 r+1) \leq(d+1) n-(2 d+1)$, where $G$ is a weighted graph and $r, d$ are the radius and diameter of $G$. As a special case, we observe that if there is a node which is a neighbour of every other node in the graph, i.e., if $r(G)=1$, then $\Lambda(G) \leq 2 n-3$. We illustrate the tightness of this bound by constructing a weighted clique $\mathcal{K}_{n}$ for which $\Lambda\left(\mathcal{K}_{n}\right)=2 n-3$.

Minimum and Maximum Degree: Let the minimum degree and maximum degree of $G$ be $\delta$ and $\Delta$ respectively. (Note that minimum and maximum degrees have nothing to do with the weights, i.e., $\delta=\min _{u \in V}|N(u)|$ and $\Delta=$ $\max _{u \in V}|N(u)|, N(u)$ being the set of neighbours of the node $u$ ). We show that $\Lambda(G) \leq\left(\frac{3 n}{2(\delta+1)}+1.5\right) n-\left(\frac{3 n}{\delta+1}+2\right)$ and $\Lambda(G) \leq \frac{(n-\Delta+3) n}{2}-(n-\Delta+2)$. Note that these bounds become significant when the concerned parameters are reasonably large. Also it is easy to get an upper bound involving both $\delta$ and $\Delta$, by extending the techniques discussed in the paper.

Chordality: Let $C$ be a simple cycle of a weighted undirected graph $G$. Any edge in the induced subgraph on the nodes of $C, G(C)$, other than the cycle edges themselves is called a chord of $C . C$ is called an induced cycle (or chordless cycle), iff $C$ does not have any chords. The length of the largest induced cycle in a graph $G$ is called chordality of $G$. A graph $G$ is called $k$-chordal iff the chordality of $G$ is at most $k . \Lambda(G) \leq \frac{(k+1) n}{2}-k$, where $k$ is the chordality of the underlying unweighted (simple) graph, corresponding to $G$. We also show the tightness of the bound by exhibiting a $k$-chordal graph $G$ for arbitrarily large $n$, such that $\Lambda(G)=\frac{(k+1) n}{2}-k$.

The word "chordality" originates from the well known subclass of perfect graphs, the chordal graphs. A graph $G$ is chordal iff there is no induced cycle of length 4 or more in $G$. We define the chordality of a chordal graph to be 3 . All graphs other than chordal graphs have chordality $\geq 4$. Some other important classes of graphs with low chordality value are the cocomparability graphs, chordal bipartite graphs and weakly chordal graphs, all of which are known to be 4 -chordal.

Note that $C_{n}$ (the cycle on $n$ nodes) is the graph with maximum chordality amongst all graphs on $n$ nodes. Also, it is a graph which contains the maximum number of minimum cuts possible, namely $\binom{n}{2}$. (In fact our bound given above, shows that $C_{n}$ with each edge having weight $\frac{\lambda}{2}$ is the only graph which contains $\binom{n}{2}$ minimum cuts, the weight of the minimum cut being $\left.\lambda\right)$. The fact that the maximum value of $\Lambda(G)$ is achieved by the graph of largest chordality motivates a study of the influence of chordality on $\Lambda(G)$.

Edge Expansion: Let $E(X, \bar{X})$ be the set of edges in the cut $(X, \bar{X})$. Then the edge expansion $\beta_{e}(G)$ is defined as $\beta_{e}(G)=\min \frac{|E(X, \bar{X})|}{|X|}$, over all subsets $X$ of $V$ with $|X| \leq \frac{n}{2}$. We define the weighted edge expansion, $\beta_{w}(G)=\min \frac{w(X, \bar{X})}{|X|}$ over all subsets $X$ of $V$, such that $|X| \leq \frac{n}{2}$. A related concept is that of vertex expan-
sion (or simply the expansion), $\beta_{v}(G)$, which is defined as $\beta_{v}(G)=\min \frac{|N(X)|}{|X|}$ over all subsets $X$ of $V$, such that $|X| \leq \frac{n}{2}$ where $N(X)$ denotes the set of neighbours of $X$, namely the set $\{u \in V-X:(u, v) \in E$ for some $v \in X\}$.

We show that $\Lambda(G) \leq \frac{\left(\frac{\lambda}{\beta}+3\right)}{2} n-\left(\frac{\lambda}{\beta}+2\right)$ where $\beta=\beta_{w}(G)$. It is easy to note that (since we can assume without any loss of generality that all weights are at least 1) $\beta_{w}(G) \geq \beta_{e}(G) \geq \beta_{v}(G)$. Thus we can substitute $\beta_{v}(G)$ or $\beta_{e}(G)$ in the place of $\beta$ in the above formula.

Expansion is a concept which has found application in areas ranging from complexity theory to coding theory. A further motivation for looking for a bound in terms of the expansion properties of the graph is the well known fact that almost all graphs are good expanders, i.e., if we randomly construct a graph by selecting each edge with certain probability $p$ (greater than a threshold value), the probability that the expansion of the resulting graph being bounded below by a constant tends to 1 as $n \rightarrow \infty$.
Girth: Girth is the length of the smallest (induced) cycle in $G$. The intuition that expansion properties can control the number of minimum cuts in a graph, leads us to a bound in terms of girth also. We show that if $G$ is an unweighted graph with girth $g$ and minimum degree $\delta$, the $\Lambda(G)<\left(\frac{n}{x+1}+1\right) n-\left(\frac{2 n}{x+1}+1\right)$, where $x=\left(\frac{\delta-3}{2}\right)^{\frac{g-3}{2}}$. Note that this is in contrast with the bound in terms of chordality, the length of the largest induced cycle.

## 2 Preliminaries

Consider an undirected graph $G=(V, E)$ with a weight function $w: E \rightarrow \Re^{+}$. Let $U$ and $W$ be disjoint subsets of $V$. Let $E(U, W)=\{(u, v) \in E: u \in U, v \in$ $W\}$, be the set of edges between the vertices in $U$ and the vertices in $W$. Also, let $w(U, W)$ be the sum of the weights on the edges in $E(U, W)$. We denote the induced subgraph on the set of nodes $U$ by $G(U)$. The set of neighbours of a node $u \in V$, will be denoted by $N(u)$, i.e., $N(u)=\{v \in V:(u, v) \in E\}$. Also $N(U)=\bigcup_{u \in U} N(u)-U$. As mentioned in the introduction, $\lambda(G)$ denotes the weight of a minimum cut and $\Lambda(G)$ denotes the number of minimum cuts in $G$. (The omitted proofs will be available in the full paper).

Lemma 1. If $(S, \bar{S})$ is a minimum cut of a connected undirected graph $G$, then $G(S)$ and $G(\bar{S})$ are connected.

Definition 1. Let $(X, \bar{X})$ and $(Y, \bar{Y})$ be two cuts in a weighted undirected graph. $(X, \bar{X})$ and $(Y, \bar{Y})$ are said to cross each other iff all the four sets $X \cap Y, X \cap \bar{Y}$, $\bar{X} \cap Y$ and $\bar{X} \cap \bar{Y}$ are non empty. Then $(X, \bar{X})$ and $(Y, \bar{Y})$ are called a crossing pair of cuts.

Lemma 2. A pair of cuts $(S, \bar{S})$ and $(P, \bar{P})$ does not cross if and only if $S$ (or $\bar{S}$ ) is a subset of $P$ or $\bar{P}$. (i.e., $S \subseteq P, S \subseteq \bar{P}, \bar{S} \subseteq P$ or $\bar{S} \subseteq \bar{P})$

Proof. Follows from the definition of a crossing pair of cuts.

Lemma 3 (Bixby [1], Dinitz, Karzanov and Lomosonov [7]). Let ( $X, \bar{X}$ ) and $(Y, \bar{Y})$ be a crossing pair of minimum cuts in a weighted undirected graph $G$. Let $A=X \cap Y, B=\bar{X} \cap Y, C=X \cap \bar{Y}$ and $D=\bar{X} \cap \bar{Y}$. Then,

1. $w(A, B)=w(B, D)=w(D, C)=w(C, A)=\frac{\lambda(G)}{2}$
2. $w(A, D)=w(B, C)=0$. That is, $E(A, D) \cap E(B, C)=\emptyset$

Lemma 4. If $(P, \bar{P})$ and $(S, \bar{S})$ are a crossing pair of minimum cuts, then $E(P, \bar{P}) \cap E(S, \bar{S})=\emptyset$.

Definition 2. A circular partition $\mathcal{C}=\left(U_{0}, U_{1}, U_{2}, \cdots, U_{k-1}\right)$ of the vertices of a graph $G$ is a partition of the set of vertices $V$ of $G$ into disjoint non-empty subsets $U_{0}, U_{1}, \cdots, U_{k-1}$ such that

1. $w\left(U_{i}, U_{i+1} \bmod k\right)=\frac{\lambda(G)}{2}$, for $0 \leq i \leq k-1$.
2. $w\left(U_{i}, U_{j}\right)=0$, if $i \neq j+1 \bmod k$ or $i \neq j-1 \bmod k$, i.e., $E\left(U_{i}, U_{j}\right)=\emptyset$.
3. For $0 \leq i \leq k-1$, the cut $\left(U_{i}, \bar{U}_{i}\right)$ - which is a minimum cut by conditions 1 and 2 - does not cross with any other minimum cut $(A, \bar{A})$ in $G$.

Definition 3. A cut $(A, \bar{A})$ is called a union cut with respect to a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{k-1}\right)$ iff $A=\bigcup_{j=i}^{i+b-1} \bmod { }^{k} U_{j}$ where $2 \leq b \leq k-2$. (Note that both $A$ and $\bar{A}$ contain at least 2 subsets in $\mathcal{C}$ ).

The cut $(A, \bar{A})$ is called a subset cut with respect to $\mathcal{C}$ iff $A \subseteq U_{i}$ or $\bar{A} \subseteq U_{i}$ for some $i$.

Lemma 5. Let $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{k-1}\right)$ be a circular partition of $G$. Then any minimum cut $(S, \bar{S})$ of $G$ is either a union cut or a subset cut with respect to $\mathcal{C}$. Moreover, every union cut with respect to $\mathcal{C}$ is a minimum cut in $G$.

Lemma 6. Let $G$ be a weighted undirected graph. Then $G$ has a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{k-1}\right)$, where $k \geq 4$, if and only if there exists a crossing pair of minimum cuts in $G$.

For a circular partition $\mathcal{C}$ of $G$, let the partition number $p(\mathcal{C})$ be defined as the number of subsets in $\mathcal{C}$. We define the partition number of the graph $G$ as follows.
Definition 4. The partition number $p(G)$ of a graph $G$ is defined as $p(G)=3$, if there is no circular partition for $G$. Otherwise, $p(G)=\max p(\mathcal{C})$, over all circular partitions $\mathcal{C}$ of $G$.

Note that if there is a crossing pair of minimum cuts in $G$, then $p(G) \geq 4$, by Lemma 6. Otherwise, $p(G)=3$.
Definition 5. By contraction of a subset of vertices $X \subset V$, we mean replacing all the vertices in $X$ by a single vertex $x$ and adding the edges $(y, x)$ for each $y \in N(X)$. The weight of the edge $(y, x)$ (where $y \in N(X)$ ) is assigned to be $w(y, x)=\sum_{z \in X} w(y, z)$, where $(y, z) \in E(G)$. We denote the graph obtained after the contraction operation by $G / X$. We will refer to the operation of undoing the effect of a contraction (i.e., restoring $G$ from $G / X)$ by putting back $X$ in the place of $x$ as expanding the node $x$.

Lemma 7. If $(S, \bar{S})$ is a minimum cut in a weighted undirected graph $G$ such that no other minimum cut $(A, \bar{A})$ crosses with $(S, \bar{S})$, then $\Lambda(G)=\Lambda(G / S)+$ $\Lambda(G / \bar{S})-1$.

Lemma 8. If there are no crossing pairs of minimum cuts in $G$, then $\Lambda(G) \leq$ $2 n-3$. Moreover, there exists a graph on $n$ nodes, $G_{n}$, (for every $n \geq 2$ ), such that $\Lambda\left(G_{n}\right)=2 n-3$.

## 3 The Partition Number and the Structural Parameters

### 3.1 Partition Number, $\boldsymbol{p}(\boldsymbol{G})$

Lemma 9. Let $G$ be a weighted undirected graph. If $(X, \bar{X})$ is a minimum cut of $G$ such that no other minimum cut crosses with $(X, \bar{X})$, then $p(G / X) \leq p(G)$.

In the following Lemma, we upper-bound $\Lambda(G)$ in terms of the partition number. The tightness of the Lemma will be established in Theorem 8 .

Lemma 10. Let $G=(V, E)$ be a weighted undirected graph, where $|V|=n \geq 2$ and let the partition number $p(G) \leq p$. Then, $\Lambda(G) \leq \frac{(p+1) n}{2}-p$.

In the rest of the paper, we show that various structural parameters of a graph can influence the partition number $p(G)$. Thus by means of Lemma 10 we relate the number of minimum cuts, $\Lambda(G)$, with many seemingly unrelated properties of the graph.
Remark: Please note that if $n \geq 2$ and $x \geq p$, then $\frac{(x+1) n}{2}-x \geq \frac{(p+1) n}{2}-p$. In most of the theorems below, we show that $p$ is upper-bounded by a function $f(y)$ of $y$ where $y$ is some parameter of $G$, thereby showing that $\Lambda(G) \leq \frac{(f(y)+1) n}{2}-$ $f(y)$.

### 3.2 Radius and Diameter

If $G=(V, E)$ is a connected graph, the eccentricity of a node $v \in V$ is defined as $e(v)=\max \operatorname{distance}(v, u)$ over all the nodes $u \in V$. The radius of the graph $G, r(G)=\min _{v \in V} e(v)$. A vertex $v$ is a central node if $e(v)=r(G)$. Diameter of $G, d(G)=\max _{v \in V} e(v)$. (Note that, in this paper, by "distance", we mean only the distances in the underlying unweighted graph. Thus radius, eccentricity, diameter etc. have nothing to do with the weights).

Theorem 1. If $r$ is the radius of a weighted undirected graph $G$, then $\Lambda(G) \leq$ $(r+1) n-(2 r+1)($ where $n \geq 2)$.

Proof. Suppose there are no crossing pairs of minimum cuts in $G$. If follows by Lemma $\boxtimes$ that $\Lambda(G) \leq 2 n-3$. Since the radius is at least 1 , it is easy to verify that $\Lambda(G) \leq(r+1) n-(2 r+1)$ in this case. Otherwise, by Lemma there exists a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{p-1}\right)$ for $G$, where $p=p(G) \geq 4$. Let $x \in U_{i}$
be a central node of $G$. Let $y \in U_{i+\left\lfloor\frac{p}{2}\right\rfloor \bmod p}$. Clearly, distance $(x, y) \geq\left\lfloor\frac{p}{2}\right\rfloor$. That is, $r \geq\left\lfloor\frac{p}{2}\right\rfloor$ or $p \leq 2 r+1$. Now, by Lemma we get $\Lambda(G) \leq(r+1) n-(2 r+1)$.

We note that the bound given by the above Theorem can be tight. For example, consider $C_{2 n+1}$, the cycle on $2 n+1$ nodes. Clearly, the radius of $C_{2 n+1}$ is $n$ and the number of minimum cuts $=\binom{2 n+1}{2}=(n+1)(2 n+1)-(2 n+1)$.

Observe that similar arguments as given for the case of radius hold good for the diameter also. Thus,

$$
\Lambda(G) \leq(d+1) n-(2 d+1)
$$

This can also be verified from $\Lambda(G) \leq(r+1) n-(2 r+1) \leq(d+1) n-(2 d+1)$ by noting that $d \geq r$ and $n \geq 2$.

### 3.3 Politician Node

An interesting special case of Theorem is when $\operatorname{radius}(G)=1$. Then, there exists a node which is adjacent to every other node of the graph. (Such a node is called a politician node). Thus, if there is a politician node in the graph, then $\Lambda(G) \leq 2 n-3$, by Theorem $\square$ In fact more is true.

Theorem 2. If there is a politician node $u$ in $G$, then there cannot be any crossing pairs of minimum cuts in $G$.

Proof. If there is a crossing pair of minimum cuts, then by Lemma there is a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{k-1}\right)(k \geq 4)$. Without loss of generality let $u \in U_{0}$. Clearly, $u$ cannot be adjacent to any node in $U_{2}$, by the definition of circular partition, contradicting the assumption that $u$ is a politician node.

Note that in a complete graph, $K_{n}$, every node is a politician node. Thus, there are no crossing pairs of minimum cuts in a clique. Below, we show that the number of minimum cuts $\Lambda\left(K_{n}\right)=2 n-3$, thus illustrating that the bound of Lemma $\mathbb{\square}$ is tight. Moreover, since radius of a clique is 1 , this is a tight example for Theorem $\square$ too. Since a complete graph is a chordal graph, the example below illustrates the tightness of Theorem 7 also.

Theorem 3. For any $n \geq 2$ and $\lambda>0$, there exists a weighted complete graph $\mathcal{K}_{n}$ such that $\lambda\left(\mathcal{K}_{n}\right)=\lambda$ and $\Lambda\left(\mathcal{K}_{n}\right)=2 n-3$. Moreover every node $x$ of $\mathcal{K}_{n}$ defines a minimum cut $(\{x\}, \overline{\{x\}})$ of $\mathcal{K}_{n}$.

### 3.4 Maximum and Minimum Degree

The maximum degree $\Delta(G)$ (when it is reasonably high) can also constrain the number of minimum cuts $\Lambda(G)$.

Theorem 4. If $\Delta$ is the maximum degree of a weighted undirected graph $G$, then $\Lambda(G) \leq \frac{(n-\Delta+3) n}{2}-(n-\Delta+2)$, where $n \geq 2$.

Proof. Suppose there is no crossing pairs of minimum cuts in $G$, then by Lemma 8. $\Lambda(G) \leq 2 n-3 \leq \frac{(n-\Delta+3) n}{2}-(n-\Delta+2)$, which will be true if $0 \leq n^{2}-(\Delta+3) n+$ $(2 \Delta+2)$ or $0 \leq(n-\Delta-1)(n-2)$ which is true since $n \geq 2$ and $\Delta \leq n-1$. Now, if there is a crossing pair of minimum cuts in $G$, then by Lemma, there is a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{p-1}\right)(p=p(G) \geq 4)$. Without loss of generality, let the maximum degree node $u \in U_{1}$. Then, $\left|U_{0} \cup U_{1} \cup U_{2}\right| \geq \Delta+1$ since every neighbour of $u$ must be in $U_{0}, U_{1}$ or $U_{2}$. Thus, $p \leq 3+(n-\Delta-1)=n-\Delta+2$ since each $U_{i}$ of the circular partition must contain at least 1 node. By Lemma (10) $\Lambda(G) \leq \frac{(n-\Delta+3) n}{2}-(n-\Delta+2)$.

Interestingly, the minimum degree of the graph can also control the number of minimum cuts.

Theorem 5. If $\delta$ is the minimum degree of a weighted undirected graph $G$, then $\Lambda(G) \leq\left(\frac{3 n}{2(\delta+1)}+1.5\right) n-\left(\frac{3 n}{\delta+1}+2\right)$, where $n \geq 2$.
Proof. If there are no crossing pairs of minimum cuts in $G$, it can be easily verified that $\Lambda(G) \leq 2 n-3 \leq\left(\frac{3 n}{2(\delta+1)}+1.5\right) n-\left(\frac{3 n}{\delta+1}+2\right)$ for $n \geq 2$. Otherwise consider a circular partition $\mathcal{C}=\left(U_{0}, U_{1}, \cdots, U_{p-1}\right)(p=p(G) \geq 4)$. Group the subsets in $\mathcal{C}$ into $\left\lfloor\frac{p}{3}\right\rfloor$ triplets $\left(U_{3 i}, U_{3 i+1}, U_{3 i+2}\right)$ for $0 \leq i \leq\left\lfloor\frac{p}{3}\right\rfloor-1$. $\left|U_{3 i}\right|+$ $\left|U_{3 i+1}\right|+\left|U_{3 i+2}\right| \geq \delta+1$ since each neighbour of a node $u \in U_{3 i+1}$ must be in one of the three sets in the corresponding triplet. Thus, $\left\lfloor\frac{p}{3}\right\rfloor(\delta+1) \leq n$ and the result follows by Lemma 10

### 3.5 Chordality

Recall that the chordality of a graph is the length of the longest induced cycle in the graph. We upper-bound $\Lambda(G)$ in terms of chordality in the following Theorem. Its tightness is established in Theorem 8
Theorem 6. If $G$ is a weighted undirected graph with chordality $k$, then $\Lambda(G) \leq$ $\frac{(k+1) n}{2}-k$, where $n \geq 2$.
Proof. If there are no crossing pairs of minimum cuts in $G$, then by Lemma $\varangle$ $\Lambda(G) \leq 2 n-3 \leq \frac{(k+1) n}{2}-k$, since $k$ is at least 3 by definition and $n \geq 2$. Otherwise, consider a circular partition $\mathcal{C}$ for $G$ such that $p(\mathcal{C})=p(G)$. If $p(\mathcal{C})>$ $k$, clearly there is an induced cycle in $G$ with length $>k$, contradicting the $k$-chordality of $G$. It follows that $p(G) \leq k$. Therefore, by Lemma 10, $\Lambda(G) \leq$ $\frac{(k+1) n}{2}-k$.
Theorem 7. If $G$ is a weighted chordal graph, then $\Lambda(G) \leq 2 n-3$, where $n \geq 2$. Moreover there are no crossing pairs of minimum cuts in $G$. Also, there exists a weighted chordal graph $G$, for every $n \geq 2$, such that $\Lambda(G)=2 n-3$.
Proof. Since for chordal graphs $k=3$ (by definition), $\Lambda(G) \leq 2 n-3$ follows from Theorem [6] If there is a crossing pair of minimum cuts in $G$, then there is a circular partition $\mathcal{C}$ for $G$ with $p(\mathcal{C}) \geq 4$ by Lemma 6 This immediately implies an induced cycle of length $\geq 4$, contradicting the fact that $G$ is chordal. Finally since complete graphs are chordal graphs, the construction of Theorem [3) establishes the tightness of this bound.

### 3.6 A Tight Construction

We establish the tightness of Theorem 6and Lemma 10] by the following construction.

Theorem 8. For $k \geq 3$ and $\lambda>0$, there exists a family $\mathcal{G}$ of weighted undirected $k$-chordal graphs such that for each graph $G_{n} \in \mathcal{G}$ with n nodes, $\Lambda\left(G_{n}\right)=$ $\frac{(k+1) n}{2}-k$, weight of the minimum cut $=\lambda$ and $p\left(G_{n}\right)=k$. Moreover, every node $u$ of $G_{n}$ defines a minimum cut $(\{u\}, \overline{\{u\}})$.

## 4 Edge Expansion and Girth

In this section we upper-bound $\Lambda(G)$ in terms of the ratio $\frac{\lambda}{\beta}$, where $\lambda=\lambda(G)$ and $\beta=\beta_{w}(G)$ is the weighted edge expansion of $G$. It can be easily verified that $1 \leq \frac{\lambda}{\beta} \leq \frac{n}{2}$. Our bound works for $\frac{\lambda}{\beta} \in\left[1, \frac{n}{3}\right)$.
Lemma 11. If $G$ is a weighted undirected graph with weighted edge expansion $\beta_{w}(G)=\beta$, then for any minimum cut $(S, \bar{S}),|S|>\frac{n}{2}$ or $|S| \leq\left\lfloor\frac{\lambda}{\beta}\right\rfloor$.
Proof. Suppose $|S| \leq \frac{n}{2}$. Then, $w(S, \bar{S})=\lambda \geq \beta|S|$ by definition of weighted edge expansion. Since, $|S|$ is an integer, we have $|S| \leq\left\lfloor\frac{\lambda}{\beta}\right\rfloor$.

Theorem 9. Let $G$ be a weighted undirected graph with $\lambda(G)=\lambda$ and the weighted edge expansion $\beta_{w}(G)=\beta$. If $1 \leq\left\lfloor\frac{\lambda}{\beta}\right\rfloor<\frac{n}{3}$, then $\Lambda(G) \leq \frac{\left(\left\lfloor\frac{\lambda}{\beta}\right\rfloor+3\right)}{2} n-$ $\left(\left\lfloor\frac{\lambda}{\beta}\right\rfloor+2\right)$.

The observation that the edge expansion can control the number of minimum cuts allows us to obtain a upper bound for $\Lambda(G)$ in terms of the girth in the case of unweighted graphs. The following classical results are not very difficult to prove.
Lemma 12. If $(S, \bar{S})$ is a minimum cut of an unweighted undirected graph $G$, then $|S|=1$ or $|S| \geq \delta$, where $\delta$ is the minimum degree of $G$.

Lemma 13 (See Bollabas [3], page 126.). Let $g$ be the girth of an unweighted undirected graph $G$, with $m \geq 2 n$. Then, $g \leq 2\left\lceil\log _{\left\lfloor\frac{\sigma}{2}\right\rfloor} n\right\rceil+1$, where $\sigma=\frac{2 m}{n}$, is the average degree. ( $m$ is the number of edges of $G$ ).

Lemma 14 (See Harary [9]. If $\delta$ is the minimum degree and $\lambda(G)=\lambda$ be the size of a minimum cut (i.e., edge connectivity) in an undirected unweighted graph $G$, then $\delta \geq \lambda$.

Theorem 10. If $G$ is an undirected unweighted graph with minimum degree $\delta$ (at least 6) and girth $g$ (at least 4), then $\Lambda(G)<\left(\frac{n}{x+1}+1\right) n-\left(\frac{2 n}{x+1}+1\right)$, where $x=\left(\frac{\delta-3}{2}\right)^{\frac{g-3}{2}}$.
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#### Abstract

The paper attempts to classify 5 -regular graphs according to their crossing numbers and with given number of vertices. In particular, it is shown that there exist no 5 -regular graphs on 12 vertices with crossing number one. This together with a result in [2] imply that the minimum number of vertices in a 5 -regular graph with girth three and crossing number one is 14 .


Let $G$ be a graph. The crossing number of $G$, denoted $\operatorname{cr}(G)$, is the minimum number of pairwise intersections of its edges when $G$ is drawn in the plane. Throughout this paper, we adopt the following notations. Let $K_{n}$ and $C_{n}$ denote the complete graph and the cycle respectively each on $n$ vertices. Let $K_{m, n}$ denote the complete bipartite graph whose bipartite sets $V_{1}$ and $V_{2}$ are such that $\left|V_{1}\right|=m$ and $\left|V_{2}\right|=n$. Also, let $\bar{G}$ denote the complement of the graph $G$.

Let $\mathcal{G}(r, n, c)$ denote the set of all $r$-regular connected graphs on $n$ vertices having crossing number $c$. Then $n$ is even if $r$ is odd. Obviously $\mathcal{G}(5, n, c)$ is empty if $n \leq 4$. Also, it is easy to see that $\mathcal{G}(5,6, c)$ is empty if and only if $c \neq 3$. In fact, if $G \in \mathcal{G}(5,6, c)$, then $G$ is the complete graph on 6 vertices so that $\operatorname{cr}(G)=3$. Hence we see that $\mathcal{G}(5,6,3)=\left\{K_{6}\right\}$.

Let $G \in \mathcal{G}(5,8, c)$. Then $G$ is either $\overline{C_{8}}, \overline{C_{3} \cup C_{5}}$ or $\overline{C_{4} \cup C_{4}}$. In [2], it is shown that $\operatorname{cr}\left(\overline{C_{8}}\right)=2$. Since $\overline{C_{r} \cup C_{s}}$ contains $K_{r, s}$ as a subgraph, it follows that $\operatorname{cr}\left(\overline{C_{3} \cup C_{5}}\right) \geq 4$ and $\operatorname{cr}\left(\overline{C_{4} \cup C_{4}}\right) \geq 4$. Now Fig. 1 depicts a drawing of $\overline{C_{3} \cup C_{5}}$ and $\overline{C_{4} \cup C_{4}}$ each with 4 crossings. Hence we have $c r\left(\overline{C_{3} \cup C_{5}}\right)=4$ and $\operatorname{cr}\left(\overline{C_{4} \cup C_{4}}\right)=4$.

We summarize these observations in the following proposition.
Proposition 1. $\mathcal{G}(5,8, c)$ is empty unless $c \in\{2,4\}$. Moreover $\mathcal{G}(5,8,2)=\left\{\overline{C_{8}}\right\}$ and $\mathcal{G}(5,8,4)=\left\{\overline{C_{3} \cup C_{5}}, \overline{C_{4} \cup C_{4}}\right\}$.

Let $G \in \mathcal{G}(5,10, c)$. Then evidently $G$ is non-planar. In [2], we have shown that $\operatorname{cr}(G) \geq 2$.

Proposition 2. $\mathcal{G}(5,10, c)$ is empty unless $c \geq 2$.
Question 1. Is it true that $\mathcal{G}(5,10,2)$ is an empty set?
We have not come across any 5 -regular graphs on 10 vertices having crossing number 2 .

Let $G \in \mathcal{G}(5,12, c)$. Then it is well-known that $c=0$ if and only if $G$ is the icosahedron (see for example [1]).


Fig. 1. Graphs with 4 crossings

Proposition 3. $\mathcal{G}(5,12,0)$ consists of just the icosahedron.
In this paper, we show that if $G$ is a non-planar 5-regular graph on 12 vertices, then $\operatorname{cr}(G) \geq 2$.

Proposition 4. $\mathcal{G}(5,12, c)$ is empty if $c=1$.
The girth of a graph is the length of a smallest cycle in it. Let $f(r, g, c)$ denote the minimum number of vertices in an $r$-regular graph with girth $g$ and crossing number $c$. In [Z], we have shown that $12 \leq f(5,3,1) \leq 14$. Combining Proposition 4 and this result, we have the following theorem.
Theorem 1. The minimum number of vertices in a 5 -regular graph with girth 3 and crossing number 1 is given by $f(5,3,1)=14$.

The rest of the paper is to prove Proposition 4.
Lemma 1. Let $G \in \mathcal{G}(5,12,1)$. Then there exists an edge $e$ such that $G-e$ is a planar graph with only one quadrilateral.

Proof. It is clear that there exists an edge $e$ such that $G-e$ is planar.
Suppose $X$ is a connected planar graph on $n$ vertices and $m$ edges. Let $f$ and $f_{i}$ denote the number of faces and $i$-faces in $X$ respectively. Then

$$
\begin{aligned}
2 m & =\sum_{i \geq 3} i f_{i} \\
& =3 \sum_{i \geq 3} f_{i}+\sum_{i \geq 4}(i-3) f_{i} \\
& =3 f+\sum_{i \geq 4}(i-3) f_{i}
\end{aligned}
$$

Since $f=m+2-n$, we have

$$
\begin{equation*}
m=3(n-2)-\sum_{i \geq 4}(i-3) f_{i} \tag{1}
\end{equation*}
$$

As $G-e$ has 12 vertices and 29 edges, it follows from Equation (1) that $f_{4}=1$ and $f_{i}=0$ for all $i \geq 5$.

Let $x$ be a vertex in a graph $G$. Let $A_{x}$ denote the subgraph of $G$ induced by the vertices adjacent to $x$. Also, let $B_{x}$ denote the subgraph of $G$ obtained by deleting the vertex $x$ and the subgraph $A_{x}$.
Lemma 2. Suppose $G$ is an r-regular graph on $2 r+s$ vertices. Then for any vertex $x \in G,\left|E\left(B_{x}\right)\right|=\left|E\left(A_{x}\right)\right|+\frac{r s}{2}$.

Proof. Note that $A_{x}$ and $B_{x}$ have $r$ and $r+s-1$ vertices respectively. Let $\left(a_{1}, \ldots, a_{r}\right)$ and $\left(b_{1}, \ldots, b_{r+s-1}\right)$ denote the degree sequences of $A_{x}$ and $B_{x}$ respectively.

Note that the number of edges in the subgraph $G-x$ is $\frac{r(2 r+s-2)}{2}$ and that it is also equal to $\left|E\left(A_{x}\right)\right|+\left|E\left(B_{x}\right)\right|+$ number of edges from $A_{x}$ to $B_{x}$.

Therefore,

$$
\frac{\sum_{i=1}^{r} a_{i}}{2}+\frac{\sum_{i=1}^{r+s-1} b_{i}}{2}+\sum_{i=1}^{r}\left(r-1-a_{i}\right)=\frac{r(2 r+s-2)}{2}
$$

which, on simplification, leads to $\frac{\sum_{i=1}^{r+s-1} b_{i}}{2}=\frac{\sum_{i=1}^{r} a_{i}}{2}+\frac{r s}{2}$.

Let $G$ be a graph. The removal number of $G$, denote $\operatorname{rem}(G)$, is defined to be the minimum number of edges in $G$ whose removal results in a planar graph. Obviously $\operatorname{cr}(G) \geq \operatorname{rem}(G)$. In the event that $\operatorname{rem}(G)=1$, then $G$ contains an edge $e$ such that $G-e$ is planar. Such an edge is called a $p$-critical edge of $G$.
Lemma 3.([2]) Let $G$ be a graph with a unique p-critical edge. Then $\operatorname{cr}(G) \geq 2$.
Let $U$ be a proper subgraph of $G$. Assume that $U$ is connected. Let $G(U)$ denote the graph obtained from $G$ by contracting all edges in the subgraph $U$.

Suppose $W$ is the subgraph $G-U$. Let $E(U, W)=\{(u, w) \in E(G): u \in$ $U, w \in W\}$.

Remark 1. Let $U$ be a connected proper induced subgraph of a graph $G$ with $\operatorname{cr}(G)=1$. Let $W$ be the subgraph $G-U$ and assume that $W$ is connected.
(a) Suppose $U$ and $W$ are both planar while $G(U)$ and $G(W)$ are both nonplanar. Then clearly, any p-critical edge of $G$ must come from $E(U, W)$.
(b) Suppose $W$ is 2-edge connected and $G(W)$ is non-planar. Then $W$ is planar.

To see that Remark 1(b) is true, assume that $W$ is non-planar. Then any $p$-critical edge $e$ of $G$ must come from $E(W)$. Since $W$ is 2-edge connected, $W-e$ is connected. This implies that $G(W-e)$ is non-planar since $G(W-e) \cong G(W)$. But this is a contradiction since $G-e$ is a planar graph.

Let $G$ be a graph. If $G$ is not a null graph, let $G^{-}$denote any graph obtained by deleting an edge from $G$. If $G$ is not a complete graph, let $G^{+}$denote any graph obtained by adding a new edge to $G$. Let $W_{n}$ denote the graph obtained by joining a new vertex to every vertex of the cycle $C_{n-1}, n \geq 4$.

Lemma 4. Suppose $G \in \mathcal{G}(5,12,1)$. Then $K_{5}^{-}, K_{3,3}, K_{2,4}$ and $W_{6}^{+}$are forbidden subgraphs of $G$.
Proof. Suppose $H \in\left\{K_{5}^{-}, K_{3,3}, K_{2,4}, W_{6}^{+}\right\}$is a subgraph of $G$. Let $U$ be the subgraph of $G$ induced by the vertices of $H$. Let $W$ be the subgraph $G-U$.
(a) Suppose $H$ is $K_{5}^{-}$.

Then $U$ is either $K_{5}^{-}$or $K_{5}$. Hence $U$ (respectively $W$ ) has $9+\alpha$ (respectively $14+\alpha$ ) edges for some $\alpha$ such that $0 \leq \alpha \leq 1$.

If $W$ is disconnected, then $W$ has an isolated vertex $x$ (since $W$ has 7 vertices). In this case, $x$ is adjacent to all the vertices of $U$ giving a $K_{6}^{-}$or $K_{6}$ in $G$. But then $\operatorname{rem}(G) \geq 2$, a contradiction.

If $W$ is connected, then $G(W)$ is $K_{6}^{-}$or $K_{6}$. But then $\operatorname{rem}(G) \geq 2$, a contradiction.
(b) Suppose $H$ is $K_{3-r, 3+r}$ where $r \in\{0,1\}$.

Then $U$ (and so is $W$ ) has $9-r+\alpha$ edges for some $\alpha \geq 0$. As such if $W$ is disconnected, then $W$ has an isolated vertex $x$.
(i) Suppose $r=0$.

If $U$ has two or more vertices of degree 5 , then $U$ contains $K_{5}^{-}$as a subgraph. But this contradicts (a) and hence $U$ has at most one vertex of degree 5 .

If $W$ is connected, then $G(W)$ contains $K_{3,4}$ as a subgraph. If $W$ is disconnected, then the vertex $x$ (which is isolated) in $W$ is adjacent to 5 vertices of $U$ giving $K_{3,4}$ as a subgraph in $G$. In either case, $\operatorname{cr}(G) \geq 2$, a contradiction.
(ii) Suppose $r=1$.

Let $S$ be the partite set of $K_{2,4}$ having 4 vertices. If $S$ contains a vertex of degree 5 in $U$, then there is a $K_{3,3}$ in $U$. But this is impossible by (i). Therefore every vertex in $S$ is of degree at most 4 and hence is adjacent to some vertices in $W$.

Hence if $W$ is connected, then $G(W)$ contains $K_{3,4}$ as a subgraph implying that $\operatorname{rem}(G) \geq 2$, a contradiction. If $W$ is disconnected, then the vertex $x$ (which is isolated) in $W$ is adjacent to at least three vertices of $S$ giving $K_{3,3}$ as a subgraph in $G$, a contradiction to (i).
(c) Suppose $H$ is $W_{6}^{+}$

Then $U$ is also $W_{6}^{+}$otherwise $U$ contains $K_{5}^{-}$as a subgraph (which is impossible by (a)). It follows that $W$ is a connected graph on 6 vertices and 11 edges.

Now, among all the nine graphs on 6 vertices and 11 edges, only the graph $W_{6}^{+}$contains no forbidden subgraphs mentioned in (a) and (b). Hence $W$ is also the graph $W_{6}^{+}$.

Now both $U$ and $W$ are planar while $G(U)$ and $G(W)$ are both non-planar. Since $G \in \mathcal{G}(5,12,1)$, there is an edge $e$ in $G$ such that $G-e$ is planar. By Remark 1(a), e $e \in(U, W)$. However, it is routine to check that for any edge $f \in E(U, W)$, the subgraph $G^{*}=G-f$ is such that $G^{*}(U)$ and $G^{*}(W)$ are both non-planar which means that $G^{*}$ is non-planar, a contradiction and the proof is finished.

Lemma 5. Suppose $G \in \mathcal{G}(5,12,1)$. Then $G$ does not contain a subgraph $H$ such that $|V(H)|=5$ and $|E(H)|=8$.


Fig. 2.

Proof. Suppose $H$ is a subgraph of $G$ on 5 vertices and 8 edges. Let $U$ be the subgraph induced by the vertices of $H$. Then $U$ is also $H$ because otherwise $U$ contains $K_{5}^{-}$or $K_{5}$ as subgraph and is impossible by Lemma 4.

It is easy to see that $H$ is either $W_{5}$ or else the graph $H_{1}$ shown in Fig. 2.
Let $W$ be the subgraph $G-U$. Then $W$ has precisely 7 vertices and 13 edges.
If $W$ contains a vertex $v$ of degree $\leq 2$, then $v$ is adjacent to 3 or more vertices in $U$ giving rise to some forbidden subgraph described in Lemma 4. Hence each vertex of $W$ is of degree $\geq 3$ and so $W$ is connected. In fact, for any edge $e$ in $W, W-e$ is connected. That is $W$ is 2-edge connected.

Evidently, $G(W)$ is non-planar. As such, by Remark $1(\mathrm{~b}), W$ is a planar graph.

If $W$ contains no vertices of degree 5 , then $G(U)$ is a graph on 8 vertices having 20 edges so that $\operatorname{rem}(G(U)) \geq 2$ implying $\operatorname{cr}(G) \geq 2$, a contradiction. Hence there are only two possible degree sequences for $W$, namely $D_{1}=(3,3,3,4,4,4,5)$ and $D_{2}=(3,3,3,3,4,5,5)$.

If $D_{1}$ is the degree sequence of $W$, then $G(U)$ is a graph on 8 vertices having 19 edges. If $D_{2}$ is the degree sequence of $W$, then $G(U)$ contains $K_{3,3}$ as a subgraph because $W$ contains $K_{2,3}$ as a subgraph. In either case, $G(U)$ is nonplanar.

By Remark 1(a), any p-critical edge of $G$ is contained in $E(U, W)$.
Let $e \in E(U, W)$. If $U$ is the graph $H_{1}$, then $G^{*}=G-e$ is a non-planar graph because $G^{*}(W)$ contains $K_{3,3}$ as a subgraph (since the degree of the vertices $x, y, z$ are $\leq 3$ ). Hence $U$ is the graph $W_{5}$. If $e$ is not incident to the vertex $w$ of $W_{5}$, then $G^{*}=G-e$ is non-planar becuase $G^{*}(W)$ contains $K_{3,3}$ as a subgraph. Hence $e$ is incident to the vertex $w$ and $e$ is the unique $p$-critical edge of $G$. By Lemma $3, \operatorname{cr}(G) \geq 2$, a contradiction.

This completes the proof of the lemma.
Lemma 6. Suppose $G \in \mathcal{G}(5,12,1)$. Then $K_{4}$ is not a subgraph of $G$.
Proof. Suppose $K_{4}$ is a subgraph of $G$.
Let $U$ be the subgraph $K_{4}$. Then $W=G-U$ is the subgraph on 8 vertices having 16 edges.

Let $v$ be a vertex in $W$. If $d_{W}(v) \leq 3$, then $v$ is adjacent to at least two vertices of $U$ giving a subgraph $H_{1}$ in $G$. This is impossible by Lemma 5. Hence $W$ is a 4-regular graph. Consequently $G(U)$ is a graph on 9 vertices having 24 edges so that $\operatorname{rem}(G(U)) \geq 3$ implying that $\operatorname{cr}(G) \geq 3$, a contradiction.

Definition 1. A 4-cycle $a_{1} a_{2} a_{3} a_{4}$ is called $a C^{*}$ cycle if it is chordless and there exists no vertex $v$ such that $v$ is adjacent to $a_{i}$ for all $i=1, \ldots, 4$.
Lemma 7. Suppose $G \in \mathcal{G}(5,12,1)$. Then for any vertex $x$ in $G, A_{x}$ does not contain an independent set $\Phi$ of three vertices such that $\sum_{v \in \Phi} d_{A_{x}}(v) \leq 3$.

Proof. Let $\Phi$ be an independent set of three vertices in $A_{x}$. We observe that
(O1) if there is a vertex $y$ in $B_{x}$ having two neighbors $u$ and $v$ in $\Phi$, then $x u y v$ is a $C^{*}$ cycle in $G$.

If xuyv is not a $C^{*}$ cycle, then there exists a vertex $w$ in $G$ such that $w$ is adjacent to $x, u, y$ and $v$ giving $W_{5}$ as a subgraph in $G$. But this is impossible by Lemma 5 .

Assume that $\sum_{v \in \Phi} d_{A_{x}}(v) \leq 3$. Then there are at least 9 edges from $\Phi$ to $B_{x}$. We shall obtain a contradiction to Lemma 1 by showing that for any $e \in E(G)$, $G-e$ contains at least two $C^{*}$ cycles.

Suppose $B_{x}$ contains a vertex with 3 neighbors in $\Phi$ and another vertex with 2 (or more) neighbors in $\Phi$. Then by observation (O1), this means that, for any edge $e$ in $G, G-e$ has two or more $C^{*}$ cycles.

Hence $B_{x}$ contains 3 vertices each having 2 neighbors in $\Phi$. But again, by observation (O1), this means that, for any edge $e$ in $G, G-e$ has two or more $C^{*}$ cycles.

This completes the proof.
Let $G \in \mathcal{G}(5,12,1)$ and let $x$ be a vertex in $G$. We shall now use the above lemmas to draw some conclusions that would narrow down the number of possibilities for the subgraph $A_{x}$ of $G$.
(C1) $4 \leq\left|E\left(A_{x}\right)\right| \leq 7$.
If $\left|E\left(A_{x}\right)\right| \leq 3$, then $A_{x}$ contains an independent set $\Phi$ of three vertices such that $\sum_{v \in \Phi} d_{A_{x}}(v) \leq 3$, a contradiction to Lemma 7. By Lemma $5,\left|E\left(A_{x}\right)\right| \leq 7$.
(C2) It is not possible that $\left|E\left(A_{x}\right)\right|=6+k, k \in\{0,1\}$.
Suppose $\left|E\left(A_{x}\right)\right|=6+k, k \in\{0,1\}$. Then $B_{x}$ is a graph on 6 vertices having $11+k$ edges according to Lemma 2.

If every vertex of $B_{x}$ has degree $\geq 4+k$, then $\left|E\left(B_{x}\right)\right| \geq 12+3 k$. Hence $B_{x}$ contains a vertex $z$ such that $d_{B_{x}}(z) \leq 3+k$. But then $B_{x}-z$ is a subgraph on 5 vertices and having at least 8 edges. But this is a contradiction to Lemma 5 .
(C3) $A_{x}$ has no cycles of length 3 or 4.
This follows from Lemmas 5 and 6.
(C4) If $\left|E\left(A_{x}\right)\right|=5$, then $A_{x}$ is a cycle on 5 vertices.
If $A_{x}$ is not a cycle on 5 vertices, then it contains either a triangle or a cycle of length 4 . But this is impossible by (C3).
(C5) If $\left|E\left(A_{x}\right)\right|=4$, then $A_{x}$ is a path on 5 vertices.

If $A_{x}$ is not a path on 5 vertices, then either $A_{x}$ contains a 3 -cycle or a 4cycle (which is impossible by (C3)) or else $A_{x}$ is a tree with a vertex of degree at least 3 and contains three vertices of degree 1 . But this means that there is a forbidden independent set of three vertices satisfying the conditions of Lemma 7.

Hence we see that there are only two remaining cases to be considered for $A_{x}$.
(C6) $A_{x}$ is either a path or a cycle on 5 vertices.
In the next two lemmas, we shall get rid of these two possibilities thereby proving Proposition 4.
Lemma 8. Suppose $G \in \mathcal{G}(5,12,1)$. Then for any vertex $x$ in $G$, $A_{x}$ is not a path on 5 vertices.
Proof. Suppose $A_{x}$ is a path $v_{1} v_{2} \ldots v_{5}$ on 5 vertices.
By Lemma $2, B_{x}$ is a graph on 6 vertices having 9 edges. If $B_{x}$ contains a vertex $y$ such that $d_{B_{x}}(y) \leq 1$, then $B_{x}-y$ is a graph on 5 vertices having at least 8 edges, a contradiction to Lemma 5 . Hence each vertex of $B_{x}$ has degree at least 2 .
(O2) Let $z$ be a vertex of degree 2 in $B_{x}$. Then $z$ gives rise to at least two $C^{*}$ cycles in $G$.

This is because $z$ is adjacent to three vertices of $A_{x}$ which do not form a subpath on 3 vertices in $A_{x}$ (otherwise we have a $W_{5}$ in $G$ which is impossible by Lemma 5).

We assert that there is at most one vertex of degree 2 in $B_{x}$.
Suppose $y_{1}$ and $y_{2}$ are two vertices of degree 2 in $B_{x}$. Then by observation (O2), each $y_{i}$ gives rise to at least two $C^{*}$ cycles in $G$. This in turn implies that $G-e$ contains at least two $C^{*}$ cycles for any edge $e$ in $G$. However this is a contradiction to Lemma 1. This proves the assertion.

Therefore there are only two possible degree sequences for $B_{x}$, namely $D_{1}=$ $(3,3, \ldots, 3)$ and $D_{2}=(2,3, \ldots, 3,4)$.

If $B_{x}$ has $D_{1}$ as its degree sequence, then $B_{x}$ is the graph $K_{3} \times K_{2}$ since $K_{3,3}$ is a forbidden subgraph by Lemma 4. Clearly in this case, $B_{x}$ contains three $C^{*}$ cycles.

If $B_{x}$ has $D_{2}$ as its degree sequence, then $B_{x}$ is one of the three graphs $J_{1}, J_{2}$, and $J_{3}$ shown in Fig. 3. The graphs $J_{2}$ and $J_{3}$ each has two or more $C^{*}$ cycles while $J_{1}$ has only one $C^{*}$ cycle.

Notice that $\Phi=\left\{v_{1}, v_{3}, v_{5}\right\}$ is an independent set in $A_{x}$ and that there are 8 edges joining $\Phi$ to $B_{x}$. Hence either (i) there is a vertex in $B_{x}$ which has three neighbors in $\Phi$ giving rise to three $C^{*}$ cycles in $G$ or else (ii) there are two vertices in $B_{x}$ each having at least 2 neighbors in $\Phi$ giving rise to at least two $C^{*}$ cycles in $G$.

By Lemma 1, there is an edge $e$ in $G$ such that $G-e$ is planar. Let $U$ be the subgraph induced by the vertices in $A_{x} \cup\{x\}$. Then evidently $G(U)$ is a non-planar graph. This implies that the edge $e$ must come either from $B_{x}$ or else from those that joins a vertex in $A_{x}$ to a vertex in $B_{x}$. But then in either case, we see that $G-e$ contains two or more $C^{*}$ cycles, a contradiction to Lemma 1.

This completes the proof of the lemma.

$J_{1}$

$J_{2}$


Fig. 3.

Lemma 9. Suppose $G \in \mathcal{G}(5,12,1)$. Then for any vertex $x$ in $G$, $A_{x}$ is not a cycle on 5 vertices.

Proof. Suppose $A_{x}$ is a cycle $v_{0} v_{1} \ldots v_{4}$ on 5 vertices.
In view of conclusion (C6) and Lemma 8, we see that
(O3) for any vertex $u$ in $G, A_{u}$ is a cycle on 5 vertices.
Hence it follows that $B_{x}$ is a wheel $W_{6}$ on 6 vertices. Let the vertices of $B_{x}$ be denoted $z, u_{0}, u_{1}, \ldots, u_{4}$ where $d_{B_{x}}(z)=5$ and $u_{i}$ is adjacent to $u_{i+1}$, $i=0,1, \ldots, 4$ (the operation on the subscripts is reduced modulo 5).

Now each vertex $v_{i}, i=0,1, \ldots, 4$ is adjacent to two vertices of $B_{x}$ which must be adjacent in view of observation (O3). Likewise each vertex $u_{i}, i=0,1, \ldots, 4$ is adjacent to two adjacent vertices of $A_{x}$.

Without loss of generality, assume that $v_{i}$ is adjacent to $u_{i}$ and $u_{i+1}$ for some $i$. Since $A_{v_{i}}$ is a cycle, we may assume without loss of generality that $v_{i-1}$ is adjacent to $u_{i}$ for some $i$. This forces $v_{i+1}$ to be adjacent to $u_{i+1}$ by observation (O3). Applying (O3) to the vertex $u_{i+1}$, we see that $v_{i+1}$ must be adjacent to $u_{i+2}$. Continue with same argument, eventually we have $G$ isomorphic to the icosahedron. However this is a contradiction and the proof is finished.
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#### Abstract

We will study this problem and present an algorithm for finding the minimum-time-cost solution graph in an AND/OR graph. We will also study the following problems which often appear in industry when using AND/OR graphs to model manufacturing processes or to model problem solving processes: finding maximum (additive and nonadditive) flows and critical vertices in an AND/OR graph. Though there are well known polynomial time algorithms for the corresponding problems in the traditional graph theory, we will show that generally it is NP-hard to find a non-additive maximum flow in an AND/OR graph, and it is both NP-hard and coNP-hard to find a set of critical vertices in an AND/OR graph. We will also present a polynomial time algorithm for finding a maximum additive flow in an AND/OR graph, and discuss the relative complexity of these problems.


## 1 Introduction

Structures called AND/OR graphs are useful for depicting the activity of production systems (see, e.g., Nilsson [8]). Wang, Desmedt, and Burmester [10] used AND/OR graphs to make a critical analysis of the use of redundancy to achieve network survivability in the presence of malicious attacks. That is, they used AND/OR graphs to model redundant computation systems consisting of components which are based on computations with multiple inputs. Roughly speaking, an AND/OR graph is a directed graph with two types of vertices, labeled $\wedge$-vertices and $\vee$-vertices. The graph must have at least one input (source) vertex and one output (sink) vertex. In this case, processors which need all their inputs in order to operate could be represented by $\wedge$-vertices, whereas processors which can choose (using some kind of voting procedure) one of their "redundant"

[^10]inputs could be represented by $\vee$-vertices. It should be noted that our following definition is different from the standard definitions in artificial intelligence (see, e.g., [8]). That is, the directions of the edges are opposite. The reason is that we want to use the AND/OR graphs to model redundant computation systems too.

Definition 1. An AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ is a graph with a set $V_{\wedge}$ of $\wedge$-vertices, a set $V_{\vee}$ of $\vee$-vertices, a set INPUT $\subset V_{\wedge}$ of input vertices, an output vertex output $\in V_{\vee}$, and a set of directed edges $E$. The input vertices have no incoming edges and the output vertex has no outgoing edges.

Assume that an AND/OR graph is used to model a redundant computation system or a problem solving process. Then, information (for example, mobile codes) must flow from the input vertices to the output vertex. And a valid computation in an AND/OR graph can be described by a solution graph.

Definition 2. Let $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ be an $A N D / O R$ graph. A solution graph $P=\left(V_{P}, E_{P}\right)$ is a minimum subgraph of $G$ satisfying the following conditions: (1). output $\in V_{P}$. (2). For $\wedge$-vertex $v \in V_{P}$, all incoming edges of $v$ in $E$ belong to $E_{P}$. (3). For $\vee$-vertex $v \in V_{P}$, there is exactly one incoming edge of $v$ in $E_{P}$. (4). There is a sequence of vertices $v_{1}, \ldots, v_{n} \in V_{P}$ such that $v_{1} \in I N P U T, v_{n}=$ output, and $\left(v_{i} \rightarrow v_{i+1}\right) \in E_{P}$ for each $i<n$.

Wang, Desmedt, and Burmester [10] have studied the problem of finding vertex disjoint solution graphs in an AND/OR graph. Specifically, they have showed that it is NP-hard to find vertex disjoint solution graphs in an AND/OR graph. These problems are mainly related to that of achieving dependable computation using redundancy. Minimum-cost solution graphs have been studied extensively in artificial intelligence and many heuristic algorithms for finding minimum-cost solution graphs have been presented (see, e.g., 2678). When a problem solving process is modeled by an AND/OR graph, the minimum-cost solution graph can be used to attack the problem with the least resource. However, in many cases we want to solve the problem within the shortest time period and we assume that we have as many concurrent resources as we need to run all concurrent processes. Maximum-flow minimum-cut theorem (see, e.g., [315]) has played an important role in the study of networks. For example, it is used to direct the traffic in networks such as the Internet. However, this theorem is only for networks that have one kind of vertices: $\vee$-vertices (that is, directed graphs). And it is not applicable for networks which can only be modeled by AND/OR graphs. Indeed, in artificial intelligence and distributed computation systems, the realization of many important projects (such as the construction of a dam, of a shopping center, of a housing estate or of an aircraft; the carrying out of a sequence of manufacturing steps; the programming of a test flight of an aircraft; etc.) are dependent on the computations with multiple inputs and many problems in the realization are that of finding maximum flows in AND/OR graphs.

In this paper, we will consider the following problem: is there an equivalent theorem of maximum-flow minimum-cut theorem for AND/OR graphs? That is, does there exist a polynomial time heuristic algorithm for finding maximum flows
in AND/OR graphs? We will show that this problem is NP-hard. We will also consider the problems of finding critical vertices in AND/OR graphs and show these problems are even "harder", that is, they lie in the second level of the polynomial time hierarchy, which is believed to be harder than NP-complete problems. However, if we modify the flow structure and make it additive, as Martelli and Montanari [7] did for cost structures, then we will have a polynomial time (heuristic) algorithm for finding maximum additive flows in ADN/OR graphs.

The organization of the paper is as follows. We first present in Section 2 a polynomial time algorithm for finding a minimum-time-cost solution graph in an AND/OR graph. In Section 3 we discuss the problem of finding maximum flows in AND/OR graphs and prove the NP-hardness of several problems. Section $\square$ is devoted to the problem of finding critical vertices in an AND/OR graph. Several problems related to critical vertices are shown to be "harder", that is, they lie in the second level of the polynomial time hierarchy. In Section 5 we present a polynomial time algorithm for finding maximum additive flows in AND/OR graphs.

We will use (fairly standard) notions of complexity theory. We refer the reader to [4] for definitions of these. Here we only give an informal description of a few notions. A polynomial time many one reduction (denoted by $\leq_{m}^{p}$ ) from a problem $A$ to another problem $B$ is a polynomial time computable function $f$ with the property that $f(x) \in B$ if and only if $x \in A$ for all inputs $x$. A polynomial time Turing reduction (denoted by $\leq_{T}^{p}$ ) from a problem $A$ to another problem $B$ is a polynomial time oracle Turing machine $M$ with the property that, for any input $x$, the Turing machine $M$ with access to the oracle $B$ will decide in polynomial time whether $x \in A$. For a complexity class $\mathcal{C}$ and a problem $A \in \mathcal{C}$, by saying that $A$ is $\mathcal{C}$-complete we mean that every problem in $\mathcal{C}$ can be reduced to $A$ by a polynomial time many one reduction.

Due to the space limit, we will not give proofs for our results, the details are referred to the full version of this paper.

## 2 Minimum-Time-Cost Solution Graphs and PERT Graphs

The shortest path problem and maximum flow problem are among the oldest problems in graph theory (see, e.g., [5]). They appear either directly, or as subsidiary problems, in many applications. Amongst others, we can mention the following: vehicle routing problems, some problems of investment and of stock control, many problems of dynamic programming with discrete states and discrete time, network optimization problems, and the problem of a continuous electrical current through a network of dipoles. However, as showed in [10], traditional graphs do not present a model for all problems in practice, e.g., it is always the case that a processor needs more than one type of inputs. AND/OR graphs seem to be a possible candidate for modeling these problems with multiple inputs. For a given AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$, if we
associate with each edge $e \in E$ a rational number $l(e)$ called the length of the edge, then we can define a minimum-cost solution graph of $G$ to be a solution graph $P\left(V_{P}, E_{P}\right)$ in $G$ whose total length

$$
l(P)=\sum_{e \in E_{P}} l(e)
$$

is a minimum. In addition to its important applications in artificial intelligence (see, e.g., [8), minimum-cost solution graphs have many practical applications in distributed computation systems with multiple inputs, because length $l(e)$ may equally well be interpreted as being a cost of transportation along $e$, the time through $e$, and so on. Chang and Slagle [2] have proposed a heuristic search algorithm for finding minimum-cost solutions in an AND/OR graph, but it was subsequently shown by Sahni [9] that with above definition of the cost, this problem is NP-hard. Thus their algorithm cannot be implemented efficiently in practice. By modifying the cost structure and making it additive, Martelli and Montanari [7] were able to formulate a polynomial time "marking" (with or without heuristic functions) algorithm $\mathrm{AO}^{*}$ for AND/OR graphs (see also 6] for more discussions on the heuristic algorithm $\mathrm{AO}^{*}$ ). Roughly speaking, in the new cost structure, the cost of one edge may be counted as many times as it will be used in the unfolded AND/OR tree of the solution graph.

In the practice of distributed computation systems, many systems can be modeled by AND/OR graphs with only one $\vee$-vertex, that is, the output vertex is the only $\vee$-vertex. For such kind of AND/OR graphs, it is easy to find minimumcost solutions in them with respect to the above "non-additive" cost definition.

Theorem 1. There is a polynomial time algorithm to find a minimum-cost solution graph in an $A N D / O R$ graph with only one $\vee$-vertex.

Proof. Given an AND/OR graph $G$ with only one $\vee$-vertex, it is straightforward that there are at most $k$ solution graphs in it, where $k$ is the number of incoming edges of the $\vee$-vertex output. Whence it is easy to find a minimum-cost solution graph in it by an exhaustive search.
Q.E.D.

For a problem solving process modeled by an AND/OR graph, the minimumcost solution graph can be used to attack the problem with the least resource. However, in many cases we want to solve the problem within the shortest time period and we assume that we have as many concurrent resources as we need to run all concurrent processes. In the following, we present an algorithm for finding minimum-time-cost solution graphs in acyclic AND/OR graphs.

First we present the definition of PERT digraphs (Program Evaluation and Review Technique). A PERT digraph is an AND/OR graph $G\left(V_{\wedge}, V_{\vee}\right.$, INPUT, output; $E$ ) with the following properties: (1). INPUT $=\{$ in $\}$ has only one element. (2). $G$ has no directed circuits. (3). $G$ has only one $\vee$-vertex output which has only one incoming edge. (4). Every vertex $v \in V_{\wedge}$ is on some directed path from in to output.

PERT digraphs have been used to model the central scheduling problems (see, e.g., [5]). A PERT digraph has the following interpretation. Every edge
represents a process. All the processes which are represented by edges of $i n^{+}$, can be started right away. For every vertex $v$, the processes represented by edges of $v^{+}$ can be started when all the processes represented by edges of $v^{-}$are completed. Note that we use $v^{-}$and $v^{+}$to denote the incoming and outgoing edges of $v$ respectively. For a given PERT digraph, we want to know how soon the whole project can be completed; that is, what is the shortest time, from the moment the processes represented by $\mathrm{in}^{+}$are started, until the process represented by output $^{-}$is completed. We assume that the resources for running the processes are unlimited. For this problem to be well defined let us assume that each $e \in E$ has an assigned length $l(e)$, which specifies the time it takes to execute the process represented by $e$. The minimum completion time can be found by the following algorithm:

1. Assign in the label $O(\lambda(i n) \leftarrow 0)$. All other vertices are "unlabeled".
2. Find a vertex, $v$, such that $v$ is unlabeled and all edges of $v^{-}$emanate from labeled vertices. Assign

$$
\lambda(v) \leftarrow \max _{e=(u \rightarrow v)}\{\lambda(u)+l(e)\} .
$$

3. If $v=$ output, halt; $\lambda$ (output) is the minimum completion time. Otherwise, go to Step 2
For more discussions on the above algorithm it is referred to [5].
We define a redundant PERT digraph to be an AND/OR graph with the following properties: (1). INPUT $=\{i n\}$ has only one element. (2). $G$ has no directed circuits. (3). Every vertex $v \in V_{\wedge} \cup V_{\vee}$ is on some directed path from in to output.

As in a PERT digraph, every edge in a redundant PERT digraph represents a process. All the processes which are represented by edges of $i n^{+}$, can be started right away. For every $\vee$-vertex $v$, the processes represented by edges of $v^{+}$can be started when any one of the processes represented by edges of $v^{-}$is completed. And for every $\wedge$-vertex $v$, the processes represented by edges of $v^{+}$can be started when all the processes represented by edges of $v^{-}$are completed.

Our problem deals with the question of finding a solution graph in a redundant PERT digraph such that the minimum completion time of the solution graph is a minimum. That is, if we have enough resources to run these processes concurrently, then we can solve the problem within the shortest time period. Such kind of minimum-time-cost solution graphs can be found by the following algorithm.

1. Assign in the label $O(\lambda(i n) \leftarrow 0)$. All other vertices are "unlabeled".
2. Find a vertex, $v$, such that $v$ is unlabeled and all edges of $v^{-}$emanate from labeled vertices. If $v$ is an $\wedge$-vertex, then assign

$$
\lambda(v) \leftarrow \max _{e=(u \rightarrow v)}\{\lambda(u)+l(e)\} ;
$$

Otherwise assign

$$
\lambda(v) \leftarrow \min _{e=(u \rightarrow v)}\{\lambda(u)+l(e)\} ;
$$

3. If $v=$ output, halt; $\lambda$ (output) is the minimum completion time of the minimum-time-cost solution graph. Otherwise, go to Step 2.

In Step 22 the existence of a vertex $v$, such that all the edges of $v^{-}$emanate from labeled vertices is guaranteed by Condition (2) and (3) of the definition for a redundant PERT digraph: If no unlabeled vertex satisfies the condition then for every unlabeled vertex, $v$, there is an incoming edge which emanates from another unlabeled vertex. By repeatedly tracing back these edges, one finds a directed circuits. Thus if such vertex is not found then we conclude that either Condition (2) or (3) does not hold.

It is easy to prove, by induction on the order of the labeling, that $\lambda$ (output) is the minimum completion time of the minimum-time-cost solution graph.

Once the algorithm terminates, by going back from output to in, via the edge which determined the label of the vertex, we can trace the minimum-time-cost solution graph. Clearly, they may be more than one minimum-time-cost solution graph.

## 3 The Maximum Flow Problem in an AND/OR Graph

Given an AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$, a capacity function $c$ associated with $G$ is a positive integral function defined on edges of $G$. A flow $f$ in $G$ is a positive integral function defined on edges of $G$ with the property that for all $e \in E, 0 \leq f(e) \leq c(e)$, and

$$
\begin{equation*}
\sum_{e \in v^{-}} f(e)=\sum_{e \in v^{+}} f(e) \tag{1}
\end{equation*}
$$

for all $v \in V_{\vee}$, where $v^{-}$is the set of incoming edges of $v$ and $v^{+}$is the set of the outgoing edges of $v$, and for all $v \in V_{\wedge}$,

$$
\begin{equation*}
\forall e_{1}, e_{2} \in v^{-}\left(f\left(e_{1}\right)=f\left(e_{2}\right)\right) \text { and } \forall e_{1} \in v^{-} \forall e_{2} \in v^{+}\left(f\left(e_{2}\right) \leq f\left(e_{1}\right)\right) \tag{2}
\end{equation*}
$$

For a vertex $v \in V_{\vee} \cup V_{\wedge}$, the amount of flow into $v$ is defined to be the value $\sum_{e \in v^{-}} f(e)$. For a flow $f$ in the AND/OR graph $G$, the total flow $F_{f}(G)$ is defined to be the amount of flow into the output vertex output. And we will use $F_{c}(G)$ to denote the maximum of $F_{f}(G)$ for all flows $f$ in $G$, that is, $F_{c}(G)=$ $\max \left\{F_{f}(G): f\right.$ is a flow in $\left.G\right\}$.

Applications of the theory of flows in AND/OR graphs are extremely numerous and varied. For example, the optimal design and expansion of computation systems with multiple inputs, and the optimal design of a production manufacturing process. Though there are polynomial time algorithms for finding maximum flows in traditional graphs, we will show that the equivalent problem for AND/OR graphs is NP-hard. Specifically, we will show that the following problem MFAO (Maximum Flows for AND/OR Graphs) is NP-hard.
Instance: An AND/OR graph $G$, a capacity function $c$ associated with $G$, and a positive integer $k$.

Question: Does there exist a flow $f$ in $G$ such that the total flow $F_{f}(G)$ is at least $k$ ?

Theorem 2. MFAO is NP-complete for $k=1$ (i.e., $k$ is not a part of the input).

Proof. It is clear that MFAO $\in \mathbf{N P}$. In order to prove that MFAO is NP-hard for $k=1$, we can reduce the NP-complete problem $3 S A T$ to MFAO. The reduction is similar to the reductions in [10]. The details of the proof could be found in the full version of this paper.
Q.E.D.

In traditional graph theory, the problem of finding maximum flows in a graph is closely related to the problem of deciding the connectivity of the graph. However, Theorem 2 shows that there is a big difference between these two corresponding problems in AND/OR graphs. AND/OR graphs could have solution graphs but have no nonzero flow in them. AND/OR graphs could also have nonzero flows but do not have solution graphs in them. Such kind of examples could be found in the full version of this paper.

## 4 The Problem of Finding Critical Vertices in an AND/OR Graph

In this section, we assume the familiarity with the complexity classes within the Polynomial time Hierarchy like $\Sigma_{n}^{p}$ and $\Pi_{n}^{p}$. For more details, it is referred to (4).

Let us consider the following scenarios: A redundant computation system (or a problem solving process) with multiple inputs (e.g., the electrical power distribution systems, the air traffic control system, etc.) is modeled by an AND/OR graph $G$ with a capacity function $c$ associated with it. And an adversary has the power to destroy $k$ processors (that is, $k$ vertices of the graph $G$ ) of the system. Then the adversary wants to know how to choose $k$ vertices in the graph such that the destruction of these vertices results in the largest damage to the system. In another words, he wants to remove $k$ vertices from the AND/OR graph such that the maximum flows of the resulting AND/OR graphs (in this case, the flows coming from the corrupted vertices are all 0 ) is a minimum. The designer of the system is also concerned with this scenario because he wants to know how robust his system is.

In order to state our problem more precisely, we first give two definitions. Given an AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ with a capacity function $c$ and a vertex set $U \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{o u t p u t\})$, the capacity function $c_{U}$ is defined by

$$
c_{U}(e)= \begin{cases}0 & \text { if } e \text { is an outgoing edge of some vertex in } U, \\ c(e) & \text { otherwise } .\end{cases}
$$

And for a number $k>0$, a set of critical vertices with respect to both $c$ and $k$ is a vertex set $U \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\})$ with $|U| \leq k$ we have

- If $F_{c_{U}}(G)$ is the maximum (for the definition see the previous section) of all total flows in $G$ with respect to the capacity function $c_{U}$ then, for any other vertex set $U^{\prime} \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\})$ with $\left|U^{\prime}\right|=k$, $F_{c_{U}}(G) \leq F_{c_{U^{\prime}}}(G)$, where $F_{c_{U^{\prime}}}(G)$ is the maximum of all total flows in $G$ with respect to the capacity function $c_{U^{\prime}}$.

Whence the concise statement of our problem is the following: Given an AND/ OR graph $G$ with a capacity function $c$ and a positive integer $k$, how can one find a set of critical vertices with respect to both $c$ and $k$ ? We can show that this problem is NP-hard. Indeed, we can prove that the problem of deciding whether a given set of vertices is critical is in $\Pi_{2}^{p}$ and is both NP-hard and coNP-hard. The CV (Critical Vertices) problem is defined as follows:

Instance: An AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ with a capacity function $c$, and a vertex set $U \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\})$.
Question: Is $U$ a set of critical vertices with respect to both $c$ and $|U|$ ?
It is clear that $U$ is a set of critical vertices if and only if for all flows $f_{U}$ in $G$ (with respect to the capacity function $c_{U}$ ) and for all $U^{\prime} \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup$ \{output\}) of size $|U|$, there is a flow $f_{U^{\prime}}$ in $G$ (with respect to the capacity function $c_{U^{\prime}}$ ) such that $F_{f_{U}}(G) \leq F_{f_{U^{\prime}}}(G)$. Whence CV is in $\Pi_{2}^{p}=\operatorname{co} \Sigma_{2}^{p}$, that is, the second level of the polynomial time hierarchy.

Theorem 3. $C V$ is both NP-hard and coNP-hard. Thus if $\mathbf{N P} \neq c o \mathbf{N P}$, then $C V$ belongs neither to NP nor to coNP.

Applications of critical vertices are varied. For example, in order to attack a computation system modeled by an AND/OR graph with the least resource, an adversary wants to choose a minimal set of critical vertices to corrupt (e.g., to bomb). And in order for a system designer to make the computation system dependable, he should pay more attention to the processors corresponding to the critical vertices.

It is often the case that a system designer wants to know how many faults a system can tolerate, that is, he is interested in the following problem CVB (Critical Vertices with a given Bound).
Instance: An AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ with a capacity function $c$, two positive integers $k$ and $p$.
Question: Does there exist a vertex set $U \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\})$ in $G$ such that $|U| \leq k$ and $F_{c_{U}}(G) \leq p$ ?

It is clear that $F_{c_{U}}(G) \leq p$ if and only if for all flow $f_{U}$ with respect to the capacity function $c_{U}$ we have $F_{f_{U}}(G) \leq p$. Whence CVB belongs to the complexity class $\Sigma_{2}^{p}$. In the following we will show that CVB is both NPhard and coNP-hard. We first introduce a restricted version SCV of CVB and show that the problem SCV is NP-complete. Given an AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$, a set $U \subseteq\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\})$ is called a set of strictly critical vertices of $G$ if, for any solution graph $P$ in $G$, $P$ passes through at least one vertex of $U$. Note that a set of strictly critical
vertices is different from a vertex separator (though related) defined in [1]. The SCV (Strictly Critical Vertices) problem is defined as follows:

Instance: An AND/OR graph $G\left(V_{\wedge}, V_{\vee}, I N P U T\right.$, output; $\left.E\right)$ and a positive integer $k \leq \mid\left(V_{\wedge} \cup V_{\vee}\right) \backslash(I N P U T \cup\{$ output $\}) \mid$.
Question: Does there exist a size $k$ set of strictly critical vertices?
Theorem 4. 1. $S C V$ is NP-complete.
2. $C V B$ is NP-hard.
3. $C V B$ is coNP-hard.
4. If $\mathbf{N P} \neq c o \mathbf{N P}$, then $C V B$ belongs neither to $\mathbf{N P}$ nor to coNP.
5. $\overline{\mathrm{CV}} \leq_{T}^{p} C V B$.

## 5 Maximum Additive Flows in an AND/OR Graph

We have mentioned in Section [2] that after Sahni [9] proved the NP-hardness of finding minimum-cost solution graphs in AND/OR graphs, Martelli and Montanari [7] modified the cost structure to be additive and got a (heuristic) polynomial time algorithm $\mathrm{AO}^{*}$. Based on the similar idea, we can make our definition of flows in an AND/OR graph "additive" and then get a polynomial time algorithm for finding maximum additive flows in AND/OR graphs. Like the definition of the additive cost of edges by Martelli and Montanari [7], we can unfold each $\vee$-vertex. That is, let the $\vee$-vertex have the copy function. More precisely, an additive flow $f$ in an ADN/OR graph $G$ is a flow function $f$ defined on edges of $G$ with the equation (1) replaced by the following equation (3):

$$
\begin{equation*}
f\left(e^{\prime}\right) \leq \sum_{e \in v^{-}} f(e) \tag{3}
\end{equation*}
$$

for all $v \in V_{V}$ and $e^{\prime} \in v^{+}$. For an additive flow $f$ in the AND/OR graph $G$, the total additive flow $F_{f}^{\prime}(G)$ is defined to be the amount of additive flow into the output vertex output. And we will use $F_{c}^{\prime}(G)$ to denote the maximum of $F_{f}^{\prime}(G)$ for all additive flow $f$ in $G$, that is, $F_{c}^{\prime}(G)=\max \left\{F_{f}^{\prime}(G): f\right.$ is an additive flow in $G\}$.

Applications of the theory of additive flows in AND/OR graphs are varied. For example, data in computer systems are easy to copy. The additive flow may be interpreted that V-vertices in an AND/OR graph can "copy" data (note that in some production process, "hardwares" can not be easily "copied", whence can only be modeled by non-additive flows).

Theorem 5. There is an efficient algorithm to compute the maximum additive flows in AND/OR graphs.

Corollary 1. For an $A N D / O R$ graph $G$ with only one $\vee$-vertex and a capacity function $c$, there is a polynomial time algorithm for finding the maximum (nonadditive) flow in it.

As in Section we can also define the set of critical vertices for additive flows and we denote by A-CV, A-SCV and A-CVB the corresponding versions of CV, SCV and CVB respectively. Since $\mathrm{SCV}=\mathrm{A}-\mathrm{SCV}$ and there is a polynomial time algorithm to compute the maximum additive flow in an AND/OR graph, we have the following theorem.

Theorem 6. 1. Both $A-S C V$ and $A-C V B$ are NP-complete.
2. $A-C V \in$ coNP and $\overline{A-C V}$ is $\leq_{T}^{p}$-complete for $\mathbf{N P}$.

Note that we still do not know whether $\overline{\mathrm{A}-\mathrm{CV}}$ is NP-complete, that is, whether $\overline{\mathrm{A}-\mathrm{CV}}$ is polynomial time many one complete for NP.

## 6 Comments and Open Problems

In this paper, we have discussed the problem of finding maximum flows and the problem of finding critical vertices in an AND/OR graph. As a summary, we list our main results in the following.

1. MFAO, SCV, A-SCV, A-CVB are NP-complete problems.
2. A-CV could be reduced to $\overline{3 S A T}$ though we do not know whether A-CV is coNP-complete.
3. CVB lies between NP-complete and $\Sigma_{2}^{p}$-complete problems.
4. CV lies between coNP-complete and $\Pi_{2}^{p}$-complete problems.

The following interesting problems remain open yet.

1. Is CVB $\Sigma_{2}^{p}$-complete?
2. Can CVB be polynomial time Turing reduced to $\overline{\mathrm{CV}}$ ?
3. Is CV $\Pi_{2}^{p}$-complete?
4. Is A-CV coNP-complete?
5. Can CVB be polynomial time Turing reduced to $3 S A T$ ?

We conjecture that the answers to the above questions are all negative unless the polynomial time hierarchy collapses. In addition, it is interesting to show the exact relationship between $\overline{\mathrm{CV}}$ and CVB?
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#### Abstract

A radio network (RN) is a distributed system where each node is a small hand-held commodity device called a station, running on batteries. In a single-hop RN, every station is within the transmission range of every other station. Each station spends power while transmitting or receiving a message, even when it receives a message that is not destined for it. Since it is not possible to recharge batteries when the stations are on a mission, it is extremely important that the stations spend power only when it is necessary. In this paper, we are interested in designing an energy-efficient protocol for permutation routing which is one of the most fundamental problems in any distributed system. An instance of the permutation routing problem involves $p$ stations of an RN, each storing $\frac{n}{p}$ items. Each item has a unique destination address which is the identity of the destination station to which the item should be sent. The goal is to route all the items to their destinations while spending as little energy as possible. We show that the permutation routing problem of $n$ packets on an $R N(p, k)$ can be solved in $\frac{2 n}{k}+\left(\frac{p}{k}\right)^{2}+p+2 k^{2}$ slots and each station needs to be awake for at most $\frac{6 n}{p}+\frac{2 p}{k}+8 k$ slots. When $k \ll p \ll n$, our protocol is more efficient both in terms of total number of slots and the number of slots each station is awake compared to the protocol by Nakano et al. $\boxed{\square}$.


## 1 Introduction

Wireless and mobile communication technologies have grown explosively in recent years. New demands for enhanced capabilities for these technologies will continue to grow in future. The communication in most cellular systems is based on robust infrastructures. However, radio networks should be rapidly deployable and self-organizing. Radio networks are useful for disaster relief, search-and-rescue, collaborative computing and interactive mission planning [5]. The

[^11]first radio network was the PRNET, a packet radio network, developed in the 1970s [215].

A radio network ( RN ) is a distributed system with no central arbiter, consisting of $p$ radio transceivers called stations. The stations are usually small hand-held devices running on batteries and the batteries cannot be recharged while on a mission [3]. Hence, it is important that any protocol designed for an RN is power efficient, i.e., the stations spend as little power as possible. We assume that each of the $p$ stations in the RN has a unique integer ID in the range $[1, p]$. Assigning unique IDs to the stations in an RN is a separate problem and has been solved by Nakano and Olariu [6]. They have shown that even if the stations do not have ID numbers initially, it is possible to devise a protocol which assigns a unique ID to each station and terminates in $O\left(\frac{p}{k}\right)$ time slots with high probability, where $k$ is the number of available channels.

In this paper, we are interested in low-mobility, single-hop RNs where every station is within the transmission range of every other station and the mobility of the stations is low or, at least much smaller compared to the time taken by a protocol to complete. An example of such a network is a collection of researchers in a conference room when they wish to exchange information among themselves without any preexisting infrastructure [8]. Designing routing protocols for single-hop RNs is important since routing in a multi-hop RN is often done by decomposing it into multiple single-hop RNs [2]. While the computational power of small hand-held devices is increasing at a rapid rate, the lifetime of batteries is not expected to improve significantly in the near future [3]. Moreover, recharging batteries may not be possible while on a mission. It is known that a significant amount of energy is spent by a station while transmitting or receiving packets. For example, the DEC Roamabout portable radio consumes about 5.76 watts during transmission, 2.88 watts during reception and 0.35 watts when it is idle 89 . A station spends power when it receives a packet which is not destined for it [3]. Hence, a station should not receive packets that are not meant for it if we want to make a protocol energy-efficient. However, for a single-hop RN, this is a nontrivial problem to solve as all stations are within the transmission range of each other.

Conflict resolution is one of the main issues in designing protocols for RNs. Carrier Sense Multiple Access (CSMA) is a simple and robust random access method for media access suitable for RNs [1]. However, a fraction of the available bandwidth is wasted for resolving random conflicts of messages 2]. Several conflict-free multiple access schemes have been proposed recently for radio networks. The most popular of these schemes is the Demand Assignment Multiple Access (DAMA) schemes proposed for transmission networks [4]. In the DAMA scheme, all the stations that want to transmit a message on a given channel are ordered in a logical ring according to which they are given transmission access to the channel [4]. From the viewpoint of designing energy-efficient protocols, the DAMA scheme is better since transmission contention resolution results in high energy consumption [10. In a DAMA or reservation based protocol, collisions are avoided by reserving channels. Hence, there is no need for retransmission of
packets lost due to collision. As in the paper by Nakano et al. [8], we are interested in designing a reservation based DAMA protocol for permutation routing on a radio network. To make such a protocol energy efficient, we need to measure its performance against two conflicting criteria, $\mathbf{i}$. the overall number of time slots required for the protocol to terminate should be minimized and ii. the total number of slots for which an individual station is awake should be minimized.

The permutation routing problem is a useful abstraction for most routing problems in distributed systems. In the permutation routing problem, each station of a $p$-station RN stores $\frac{n}{p}$ packets and each packet has a unique destination. The task is to send the packets to their destination stations. The permutation routing problem has been explored for RNs recently in several papers. Nakano et al. [7] have designed a protocol that runs in $\frac{2 n}{k}+k-1$ time slots subject to $k$, the number of channels satisfying $k \leq \sqrt{\frac{p}{2}}$. The protocol by Nakano et al. [7] run extremely fast at the expense of high energy consumption, since every station must be awake for $\frac{2 n}{k}+k-1$ time slots. Note that since each station initially stores $\frac{n}{p}$ packets and receives $\frac{n}{p}$ packets, in the best case it is sufficient if a station is awake only for $\frac{2 n}{p}$ slots.

Nakano et al. [8] have recently published a protocol for energy-efficient permutation routing in an RN. Their protocol routes $n$ packets in a $k$-channel, $p$-station RN in at most $(2 d+2 b+1) \frac{n}{k}+k$ time slots with no station being awake for more than $(4 d+7 b-1) \frac{n}{p}$ time slots, where $d=\left\lceil\frac{\log \frac{p}{k}}{\log \frac{n}{p}}\right\rceil, b=\left\lceil\frac{\log k}{\log \frac{n}{p}}\right\rceil$, and $k \leq \frac{p}{2}$. Nakano et al. [8] argue that for most practical systems, the number of channels is much less than the number of stations and in turn, the number of stations is much less than the number of packets, i.e., $k \ll p \ll n$.

We show that the permutation routing problem of $n$ packets on an $R N(p, k)$ can be solved in $\frac{2 n}{k}+\left(\frac{p}{k}\right)^{2}+p+2 k^{2}$ slots and each station needs to be awake for at most $\frac{6 n}{p}+\frac{2 p}{k}+8 k$ slots. Our protocol is more efficient both in terms of total number of slots and the number of slots each station is awake compared to the protocol by Nakano et al. [8] when $k \ll p \ll n$.

The rest of the paper is organized as follows. In Section 2, we present some preliminaries and give a brief overview of our protocol. We present our permutation routing protocol in Section 3.

## 2 Preliminaries

We consider a radio network $R N(p, k)$ with $p$ stations and $k$ channels. The $i$-th station is denoted by $S(i), 1 \leq i \leq p$. As mentioned before, we assume that the stations have been initialized by running an initializing protocol as in [6]. Hence, each station has a unique ID in the range $[1, p]$. Each station holds $\frac{n}{p}$ packets to be routed. Also, each station is the recipient of $\frac{n}{p}$ packets. Each packet has a unique destination address which is the address of one of the $p$ stations. Station $S(i)$ knows the destinations of all the $\frac{n}{p}$ packets that it holds, however, $S(i)$ does not know which stations will send it packets. As in [68], we assume that each station has a local clock which keeps synchronous time by interfacing with
a Global Positioning System (GPS). Time is divided into slots and all packet transmissions take place at slot boundaries. Each station has the computing capabilities of a laptop computer.

There are $k$ transmission channels in the $R N(p, k)$. These $k$ channels are denoted by $C(1), C(2), \ldots, C(k)$. One data packet can be transmitted in a time slot. In each time slot, a station can tune to one of the $k$ channels and/or transmit a packet on one of the channels. These two channels may or may not be distinct. As in the paper by Nakano et al. [8], we assume that $k \leq \sqrt{\frac{p}{2}}$. This is a reasonable assumption, since in most real life situations, the number of channels is much less than the number of stations, i.e., $k \ll p$. If we want to design a protocol without collision, we need to ensure that only one station transmits a packet over a given channel in a time slot.

It is easy to design a simple protocol for permutation routing if energy efficiency is not an issue. Assume that there is only one channel, i.e., $k=1$. Each station transmits its $\frac{n}{p}$ packets one by one by taking turn. Every other station receives a packet in every time slot and either accepts or rejects it depending on whether the packet is destined for it. It is easy to see that this protocol terminates in $n$ slots, but every station should be awake for all of these $n$ time slots. Hence, this protocol is not efficient in terms of power usage by each station.

Nakano et al. [8] have presented several protocols which are more energy efficient compared to the above protocol. The basic protocol in $\overline{8}$ runs in $p$ rounds, in the $j$-th round all the packets destined for station $S(j)$ are routed to $S(j)$. In the $j$-th round, first a reservation protocol is run, when each station reserves the slots it requires for transmitting its packets destined for $S(j)$. Once the reservation protocol is complete, each station $S(i)$ knows exactly when it should wake up to send the packets destined for $S(j)$ among its $\frac{n}{p}$ packets. Hence, during the packet routing stage, each station needs to be awake for $\frac{n}{p}$ time slots for sending all of its $\frac{n}{p}$ packets and an additional $\frac{n}{p}$ time slots for receiving all the $\frac{n}{p}$ packets destined for it. Nakano et al. [8] have presented several efficient variations of this basic protocol.

The basic reservation protocol in [8] is the following. Consider for the time being that we have an $R N(p, 1)$, i.e., a single channel $R N$ populated by $p$ stations. Station $S(i)$ has $n_{i}$ items to transmit to station $S(j)$ for $1 \leq i \leq p$, $\sum_{i=1}^{p} n_{i}=\frac{n}{p}$, as station $S(j)$ receives $\frac{n}{p}$ items. The reservation protocol takes $p-1$ slots. In the first slot $S(1)$ sends $n_{1}$ to $S(2)$, in the second slot $S(2)$ sends $n_{1}+n_{2}$ to $S(3)$ and in general in the $i$-th time slot, $1 \leq i \leq p-1$ station $S(i)$ sends $n_{1}+n_{2}+\ldots+n_{i}$ to station $S(i+1)$. Note that each station is awake only for two time slots, one slot for receiving a packet from the station just before it and one slot for sending a packet to the next station. At the end of the protocol, each station $S(i)$ knows $n_{1}+n_{2}+\ldots+n_{i-1}$. Hence, during the packet routing stage station $S(i)$ will wake up at time slot $n_{1}+n_{2}+\ldots+n_{i-1}+1$ and start transmitting its $n_{i}$ packets to station $S(j)$. After $n_{1}+n_{2}+\ldots+n_{i}$ time slots station $S(i)$ will go to sleep again. Note that this is a prefix sum computation over the integers $n_{i}$.

### 2.1 An Overview of Our Protocol

The key idea behind our protocol is the following. We divide the $p$ stations $S(i), 1 \leq i \leq p$ into $k$ groups $G(1), G(2), \ldots, G(k)$ with $\frac{p}{k}$ stations in each group. Note that initially each group $G(j)$ holds $\frac{n}{p} \times \frac{p}{k}=\frac{n}{k}$ packets and also each group $G(j)$ is the recipient of $\frac{n}{k}$ packets.

Our protocol consists of two stages. In the first stage, stations in each group $G(j), 1 \leq j \leq k$, receive all the $\frac{n}{k}$ packets that have destination addresses in $G(j)$. We perform this packet transmission by utilizing all the $k$ channels in the following way. We assign channel $c(m), 1 \leq m \leq k$ exclusively to the stations in group $G(m)$. Note that the stations in $G(m)$ potentially hold packets whose destinations are in all the groups $G(1), G(2), \ldots, G(k)$. The $\frac{p}{k}$ stations in $G(m)$ use the channel $C(m)$ to transfer all these packets to their respective destination groups. However, at this point the packets are only sent to some station in their destination group, not necessarily to the correct destination station.

Once the first stage is complete, each group $G(m), 1 \leq m \leq k$ has received all the $\frac{n}{k}$ packets whose destinations are stations in $G(m)$. In the second stage, we again assign channel $C(m)$ to $G(m)$ and route the packets to their correct destination stations.

## 3 Permutation Routing on an $R N(p, k)$

### 3.1 First Stage

We first explain some notations. The packets in station $S(i)$ with destination address in group $G(j)$ are denoted by $S(i, j), 1 \leq i \leq p, 1 \leq j \leq k$. Consider group $G(m)$ and its $\frac{p}{k}$ stations $S\left((m-1) \frac{p}{k}+1\right), S\left((m-1) \frac{p}{k}+2\right), \ldots, S\left(m \frac{p}{k}\right)$. We use the notation $S U M(m, j)=S\left((m-1) \frac{p}{k}+1, j\right)+S\left((m-1) \frac{p}{k}+2, j\right)+$ $\ldots+S\left(m \frac{p}{k}, j\right)$ and the notation $\operatorname{sum}(m, j, r)=S\left((m-1) \frac{p}{k}+1, j\right)+S((m-$ 1) $\left.\frac{p}{k}+2, j\right)+\ldots+S\left((m-1) \frac{p}{k}+r, j\right), 1 \leq r \leq \frac{p}{k}$. In other words, $S U M(m, j)$ is the number of packets in the stations in $G(m)$ with destinations in group $G(j)$ and $\operatorname{sum}(m, j, r)$ is the prefix sum of the number of packets in stations $S((m-$ $\left.1) \frac{p}{k}+1\right), \ldots, S\left((m-1) \frac{p}{k}+r\right)$ with destinations in group $G(j)$. In particular, $\operatorname{SUM}(m, j)$ and $\operatorname{sum}\left(m, j, \frac{p}{k}\right)$ are the same integer. Note that we can compute $\operatorname{SUM}(m, j)$ as well as $\operatorname{sum}(m, j, r), 1 \leq r \leq \frac{p}{k}$ in $G(m)$ by running the basic reservation protocol by Nakano et al. [8 as described in Section 2 We will henceforth refer to the computations of $\operatorname{SUM}(m, j)$ and $\operatorname{sum}(m, j, r)$ as prefix sum computations. We need the following lemma for the computation in this phase.

Consider a group $G(j)$ and its $\frac{p}{k}$ stations. The $\frac{p}{k}$ stations are destinations for $\frac{n}{k}$ packets overall. In the first stage, we want to send all the packets with destinations in $G(j)$ to the stations in $G(j)$. Moreover, for each group $G(m)$, we want to send the $S U M(m, j)$ packets to a distinct set of stations in $G(j)$. In other words, each station in $G(j)$ will receive packets from stations in only one group $G(m), 1 \leq m \leq k$.

Lemma 1. We can send all the $\frac{n}{k}$ packets which are destined for $G(j)$ to the stations in $G(j)$, with the restriction that each station in $G(j)$ receives packets from only one group, if the following conditions are satisfied:

- Each station in $G(j)$ will receive at most $\frac{2 n}{p}$ packets, and
$-k \leq \sqrt{\frac{p}{2}}$
Proof. In the worst case, $k-1$ groups will have one packet each with destination in $G(j)$ and the remaining $\frac{n}{k}-k+1$ packets with destination in $G(j)$ will come from a single group, say, $G(s), s \leq k$. Since each station in $G(j)$ receives packets from only one group, $k-1$ distinct stations will receive one packet each from the $k-1$ groups. Hence, the remaining $\frac{p}{k}-k+1$ stations in $G(j)$ should receive the remaining $\frac{n}{k}-k+1$ packets. In other words, each of the $\frac{p}{k}-k+1$ stations will receive $\frac{\frac{n}{k}-k+1}{\frac{p}{k}-k+1}=\frac{n-k^{2}+k}{p-k^{2}+k}$ packets. For the lemma to hold, $\frac{n-k^{2}+k}{p-k^{2}+k} \leq \frac{2 n}{p}$. Simplifying, we get the inequality,

$$
k^{2} \leq \frac{n p}{2 n-p}+k
$$

If we replace the maximum value $\sqrt{\frac{p}{2}}$ for $k$, this inequality reduces to

$$
\frac{p}{2} \leq \frac{n p}{2 n-p}+\sqrt{\frac{p}{2}}
$$

Now, $\frac{n p}{2 n-p}>\frac{n p}{2 n}=\frac{p}{2}$, and hence $\frac{p}{2}<\frac{n p}{2 n-p}+\sqrt{\frac{p}{2}}$. Since this inequality is correct, the statement of the lemma holds.

## Step 1.

In the first step, we assign channel $C(m)$ to group $G(m), 1 \leq m \leq k$ and do the following computations in parallel in all the groups. First in $k$ rounds of prefix sum computations, we compute $S U M(m, j)$ and $\operatorname{sum}(m, j, r)$, for $1 \leq j \leq k$ and $1 \leq r \leq \frac{p}{k}$. Each round of this computation requires $\left(\frac{p}{k}-1\right)$ slots and hence overall $(p-k)$ slots. Since in each round each station is awake for 2 slots, overall each station is awake for $2 k$ slots.

After this computation, the last station in $G(m)$ i.e., $S\left(m \frac{p}{k}\right)$ will hold the $k$ integers $S U M(m, j), 1 \leq j \leq k$. The station $S\left(m \frac{p}{k}\right)$ now computes the $k$ indices $\operatorname{index}(m, j)=\left\lceil S U M(m, j) / \frac{2 n}{p}\right\rceil$, for $1 \leq j \leq k$. The purpose of computing index $(m, j)$ is to determine how many stations in $G(j)$ will receive packets from $G(m)$. Recall that from Lemma [1] we need to send upto $\frac{2 n}{p}$ packets to each station. This is clearly a local computation step and does not require any slot.

## Step 2.

Since the stations in group $G(j), 1 \leq j \leq k$ will receive packets from different groups over different channels, we need to inform each station in $G(j)$ at which time slot and over which channel its packets will arrive. We use the integers index $(m, j)$ computed in Step 1 for this computation.

We use a single channel for the computation in this step. The computation is done in $k$ rounds. Consider the $s$-th round, $1 \leq s \leq k$. We do a
prefix sum computation of the integers $\operatorname{index}(1, s), \operatorname{index}(2, s), \ldots, \operatorname{index}(k, s)$ for the $k$ groups. This prefix sum computation is again done by the basic protocol of Nakano et al. [8], as discussed in Section 2 and the last stations from each group participate in this computation. We denote pre_index $(r, s)=$ $\operatorname{index}(1, s)+\operatorname{index}(2, s)+\ldots, \operatorname{index}(r-1, s)$. pre_index $(r, s)+1$ is the index of the first station in $G(s)$ that will receive packets from stations in $G(r), 1 \leq r \leq k$. The computation in each round requires $k-1$ slots and hence the overall slot requirement is $k^{2}-k$. Further, the last station from each group needs to be awake for 2 slots in each round and hence overall $2 k$ slots over $k$ rounds.

Note that the last station in each group now can inform all the stations in the group the integer pre_index $(r, s)$. We can now use a different channel in each group and broadcast these $k$ integers within the group in $k$ slots. Each station needs to be awake for $k$ slots for recieving these $k$ integers. Hence, the overall slot requirement for this step is $k^{2}-k+k=k^{2}$ and each station remains awake for $2 k+k=3 k$ slots.

## Step 3.

When we send the $\frac{n}{k}$ packets from group $G(m)$ to stations in all the other groups, we plan to use only $\frac{n}{k}$ slots. Hence, we need to inform each station in $G(m)$ when it should transmit its packets. Recall that the stations in $G(m)$ will use the channel $C(m)$ for transmitting the packets. We plan to transmit the packets from stations in $G(m)$ in the following way. First, the stations in $G(m)$ will transmit packets with destinations in $G(1)$ one by one, starting from the first station in $G(m)$ and until the last station. Then the packets with destinations in $G(2)$ will be transmitted and so on until the packets for $G(k)$ are transmitted. Hence, each station in $G(m)$ should know when it should start transmitting its packets to the $k$ different groups. To simplify notations, we denote the $j$ th station in group $G(m)$ by $G(m, j), 1 \leq j \leq \frac{p}{k}$. Each station $G(m, j)$ will wake up $k$ times to transmit its share of $k$ batches of packets to the $k$ groups. By start_time $(m, j, q), 1 \leq m, q \leq k$, we denote the slot number when station $G(m, j)$ will start transmitting to a station in group $G(q)$. Our aim in this step is to compute all these starting slots. We use a different channel for each group and the computation is done in parallel in each group. We discuss the computation in $G(m)$.

Recall that the last station $G\left(m, \frac{p}{k}\right)$ holds the $k$ integers $\operatorname{SUM}(m, j), 1 \leq$ $m \leq q$ at the end of the computation in Step 1. Also, each station $G(m, j)$ holds the $k$ prefix sums $\operatorname{sum}(m, j, r), 1 \leq m, r \leq k$. Station $G(m, j)$ should send the packets to station $G(s)$ only after all the packets with destinations in stations $G(1), G(2), \ldots, G(s-1)$ as well as packets with destinations in $G(s)$ from all the stations $G(m, 1), G(m, 2), \ldots, G(m, j-1)$ have been sent. Note that the prefix sums $\operatorname{sum}(m, j, s)$ computed in Step 1 already holds the latter integer. We need only to compute the quantity $S U M(m, 1)+S U M(m, 2)+\ldots+S U M(m, s-1)$. This is again a prefix sum computation of $k$ quantities. The last station $G\left(m, \frac{p}{k}\right)$ can compute this and in $k$ slots broadcast the $k$ prefix sums to all the stations in $G(m)$. Each station needs to be awake for $k$ slots. After this each station in $G(m)$ can compute start_time $(m, j, q)$ for $1 \leq j \leq \frac{p}{k}$ and $1 \leq q \leq k$.

## Step 4.

After Step 3, each station knows the slot when it should start transmitting its packets. Each station also knows the address of the station where its packets will go. However, each station still does not know when to wake up to receive the packets. In other words, we need to inform each station when it will start receiving the packets and over which channel.

Recall that in Step 2, we have computed the integers pre_index $(r, s)$ in the last stations of each group. In particular, $\operatorname{pre} \operatorname{index}(r, s)+1,1 \leq s \leq k$ is the index of the first station in $G(s)$ that will receive packets from stations in $G(r), 1 \leq r \leq k$. Consider the last station $G\left(r, \frac{p}{k}\right)$ in group $G(r)$. After Step 2, $G\left(r, \frac{p}{k}\right)$ has $k$ such integers pre_index $(r, s), 1 \leq s \leq k$. Also, in Step 1 we have computed $k$ integers $\operatorname{SUM}(r, s), 1 \leq s \leq k$ in $G\left(r, \frac{p}{k}\right)$. If we broadcast both $\operatorname{SUM}(r, s)$ and pre_index $(r, s)$ to all the stations in $G(s)$, each station $G(s, t), 1 \leq t \leq \frac{p}{k}$ in $G(s)$ can identify the following :

- whether the index $t$ of $G(s, t)$ within $G(s)$ is the same as the integer pre_index $(r, s)+1$,
- whether $G(s, t)$ will receive any packet from the stations in $G(r)$. Recall that each station will receive at most $\frac{2 n}{p}$ packets. If $t \neq \operatorname{pre}$ _index $(r, s)+1, G(s, t)$ will receive a packet if and only if (pre_index $(r, s)+1)+\left\lceil\frac{S U M(r, s)}{\frac{2 n}{p}}\right\rceil=t$. In other words, $G(s, t)$ may not be the first station to receive packets from $G(r)$, but still it may receive some packets from $G(r)$.

Assume that $G\left(s, t_{1}\right)$ is the first station in $G(s)$ to receive packets from $G(r)$ and $G\left(s, t_{2}\right), t_{2}>t_{1}$, is another station that receives packets from $G(r)$. Then $G\left(s, t_{2}\right)$ starts receiving its packets at time slot $\frac{2 n}{p} \times\left(t_{2}-t_{1}\right)+1$ as the stations starting from $G\left(s, t_{1}\right)$ and until $G\left(s, t_{2}-1\right)$ each receives $\frac{2 n}{p}$ packets due to Lemma Hence, each station can decide exactly at which time slot it will start receiving packets.

The computation in this step is done in $k$ rounds with $k$ slots in each round. In the $r$-th slot of the $i$-th round, $1 \leq i, r \leq k$, the last station from $G(r)$ broadcasts the integers pre_index $(r, i), 1 \leq r \leq k$ and $S U M(r, i)$ to all the stations in $G(i)$. Note that all the stations in $G(i)$ need to be awake for receiving these $k$ broadcasts in the $i$-th round. Hence, overall this step takes $k^{2}$ slots. The last station in each group has to broadcast $k$ items and has to receive $k$ items. Hence, each station needs to be awake for at most $2 k$ time slots.

## Step 5.

Finally, in this step each group $G(i), 1 \leq i \leq k$ transmits its $\frac{n}{k}$ packets to all the other groups in $\frac{n}{k}$ slots. Since each station has to transmit $\frac{n}{p}$ packets and receive at most $\frac{2 n}{p}$ packets, each station should be awake for at most $\frac{3 n}{p}$ slots.

The total number of slots required for completion of Stage 1 is $\frac{n}{k}+p+2 k^{2}$ and each station needs to be awake for at most $\frac{3 n}{p}+8 k$ slots. This is calculated by adding the slot requirements and awake times for Steps 1-5 in Stage 1.

### 3.2 Second Stage

At the end of Stage 1, stations in $G(i), 1 \leq i \leq k$ hold all the $\frac{n}{k}$ packets with destination in $G(i)$. Our task in this stage is to route all these $\frac{n}{k}$ packets within each group to their correct destinations. This routing is done in parallel in all the groups using channel $C(i), 1 \leq i \leq k$ for $G(i)$ and we discuss the routing only in $G(i)$.

First, each station sorts all its packets according to their destination indices and there are $\frac{p}{k}$ destination stations in $G(i)$. Note that, this sorting can be done locally in each station and does not require any slot. We denote the $j$-th station in $G(i)$ by $G(i, j), 1 \leq j \leq \frac{p}{k}$. Further, the number of packets in $G(i, j)$ with their destination station $G(i, m)$ is denoted by $l(m, j), 1 \leq m \leq \frac{p}{k}$. For example, the integer $l(2,3)$ denotes the number of packets in station $G(i, 3)$ with destination station $G(i, 2)$. All the $l(m, j)$ values can be computed locally in each station after the sorting.

Now the routing proceeds in $\frac{p}{k}$ stages. In the $m$-th stage, the stations in $G(i)$ route all the packets with destination station $G(i, m)$. First, a prefix sum of the integers $l(m, j), 1 \leq j \leq \frac{p}{k}$ is computed by the basic protocol of Nakano et al. [8] in $\frac{p}{k}$ slots. Each station needs to be awake for 2 slots during this prefix computation. Next, station $G(i, m)$ keeps awake for $\frac{n}{p}$ slots and all the other stations transmit their packets one after another. The slot when a station will transmit its packets is determined by the prefix sum that it has got.

Hence, after $\frac{p}{k}$ rounds of the above routing, all the stations receive their packets. The total slot requirement for computing the prefix sums in $\frac{p}{k}$ rounds is $\left(\frac{p}{k}\right)^{2}$. The total slot requirement for routing the packets is $\frac{n}{k}$ as this is the total number of packets routed. Each station needs to be awake for $\frac{2 p}{k}$ slots during the prefix sum computations and at most $\frac{2 n}{p}$ slots for transmitting its packets. Also, each station needs to be awake for $\frac{n}{p}$ slots for receiving its packets. Hence, each station needs to be awake for $\frac{3 n}{p}+\frac{2 p}{k}$ slots overall in this stage.

Theorem 1. The permutation routing problem of $n$ packets on an $R N(p, k)$ can be solved in $\frac{2 n}{k}+\left(\frac{p}{k}\right)^{2}+p+2 k^{2}$ slots and each station needs to be awake for at most $\frac{6 n}{p}+\frac{2 p}{k}+8 k$ slots.

In Figure 1, we compare our protocol and the protocol by Nakano et al. [8]. It is clear that our protocol is more efficient both for $T_{t}$ and $T_{a}$ when $k \ll$ $p \ll n$. Our protocol is worse than the protocol in [8] when $n$ is not very large compared to $p$, or the number of channels $k$ is relatively smaller. However, the improvements in both $T_{t}$ and $T_{a}$ are noticeable when $n$ is much larger than $p$. For example, for $p=100, n=100,000$ and $k=16$, our protocol terminates in 13,148 slots compared to the 71,432 slots required by the protocol in [8]. For the same case, in our protocol each station remains awake for 6,140 slots compared to 10,000 slots in [8]. In most real-life situations the number of packets $n$ is usually much larger than the number of stations and we expect that our protocol is more suitable for such situations.

| p = |  |  |  | 100 |  |  | 1,000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=$ |  |  | 1,000 | 10,000 | 100,000 | 10,000 | 100,000 | 1,000,000 |
| $\mathrm{k}=2$ | [13] | $\mathrm{T}_{\mathrm{t}}$ | 3,502 | 25,002 | 250,002 | 45,002 | 350,002 | 2,500,002 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 140 | 1,000 | 10,000 | 180 | 1,400 | 10,000 |
|  | our | $\mathrm{T}_{\mathrm{t}}$ | 3,608 | 12,608 | 102,608 | 261,008 | 351,008 | 1,251,008 |
|  |  | $\mathrm{T}_{\mathbf{a}}$ | 176 | 716 | 6,116 | 1,076 | 1,616 | 7,016 |
| $\mathrm{k}=4$ | [13] | $\mathrm{T}_{\mathbf{t}}$ | 1,754 | 12,504 | 125,004 | 22,504 | 175,004 | 1,250,004 |
|  |  | $\mathrm{T}_{\mathbf{a}}$ | 140 | 1,000 | 10,000 | 180 | 1,400 | 10,000 |
|  | our | $\mathrm{T}_{\mathbf{t}}$ | 1,257 | 5,757 | 50,757 | 68,532 | 113,532 | 563,532 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 142 | 682 | 6,082 | 592 | 1,132 | 6,532 |
| k=8 | [13] | $\mathrm{T}_{\mathrm{t}}$ | 1,001 | 7,147 | 71,432 | 11,258 | 87,508 | 625,008 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 140 | 1,000 | 10,000 | 180 | 1,400 | 10,000 |
|  | our | $\mathrm{T}_{\mathrm{t}}$ | 622 | 2,872 | 25,372 | 19,253 | 41,753 | 266,753 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 149 | 689 | 6,089 | 374 | 914 | 6,314 |
| k=16 | [13] | $\mathrm{T}_{\mathrm{t}}$ | 1,001 | 7,147 | 71,432 | 5,641 | 31,266 | 312,516 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 140 | 1,000 | 10,000 | 210 | 1,000 | 10,000 |
|  | our | $\mathrm{T}_{\mathrm{t}}$ | 773 | 1,898 | 13,148 | 6,606 | 17,856 | 130,356 |
|  |  | $\mathrm{T}_{\mathrm{a}}$ | 200 | 740 | 6,140 | 313 | 853 | 6,253 |

Fig. 1. A comparison between our protocol and that by Nakano et al. 8. $T_{t}$ and $T_{a}$ respectively denote the number of slots for completion and the maximum number of slots each station needs to be awake.
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#### Abstract

We propose two simple algorithms based on bounded tickets for the mutual exclusion problem. These are modifications of the Bakery algorithm. An unattractive property of the Bakery algorithm is that the shared memory size is unbounded. The first algorithm based on bounded tickets uses one extra process that does not correspond to any user. It is lockout-free and mutual exclusion on the asynchronous single-writer/multi-reader shared memory model. We then modify it to reduce the shared memory size with the cost of another extra process. The maximum waiting time using each of them is bounded by $(n-1) c+O(n l)$, where $n$ is the number of users, $l$ is an upper bound on the time between two successive atomic steps, and $c$ is an upper bound on the time that any user spends using the resource. The shared memory size needed by the first algorithm and the second algorithm are $(n+1)(1+\lceil\log (2 n+1)\rceil)$ bits and $n(2+\lceil\log n\rceil)+2$ bits, respectively.


## 1 Introduction

Mutual exclusion is a problem of managing access to a single indivisible resource that can only support one user at a time. An early algorithm for the mutual exclusion problem proposed by Dijkstra [8 guarantees mutual exclusion, but it does not guarantee lockout-freedom. Subsequent algorithms are improvements on Dijkstra's algorithm by guaranteeing fairness to the different users [2 11|12 14 15 16|1819] and by weakening the type of shared memory 415671014,1516 .

The Bakery algorithm for the mutual exclusion problem is due to Lamport [14]. It works in a way like a queue of customers in a bakery, where customers draw tickets. It only uses single-writer/multi-reader shared variables, and satisfies the first-in first-served property. These are attractive features. An unattractive property of the Bakery algorithm is that it uses unbounded size shared variables. The problem of bounding the size of shared variables is important and has been much studied [1291320]. One of the solutions to this problem is an algorithm using a general technique, bounded time-stamping [9]. The algorithms given in [113] are also solutions to this problem. The shared memory size of the bounded Bakery algorithm given in [1] is $O\left(n^{2}\right)$, where $n$ is the number of the
users in the system. The algorithm given in [13] uses single-writer shared memory of size $O(n \log n)$ bits together with a multi-writer shared variable although any concurrency does not occur concerning the multi-writer shared variable.

In this paper we also propose simple algorithms based on bounded tickets for the mutual exclusion problem on the asynchronous single-writer/multi-reader shared memory model. Initially we modify the Bakery algorithm so that it requires only bounded size single-writer/multi-reader shared variables. This provisional version guarantees mutual exclusion under the condition that there is always a user trying to use the resource. In order to remove this condition we use an extra process in our first algorithm called $n$-bmexcll. The algorithm using the extra process guarantees lockout-freedom and mutual exclusion. The existence of an extra process may be unattractive feature, but the shared memory size for our algorithm is smaller than that of the algorithm given in [1]. We modify our algorithm to make a further reduction of the shared memory size with the penalty of the number of extra processes. For each of the algorithms proposed in this paper, the time from when a particular user tries to use the resource until it is actually granted to use the resource is bounded by $(n-1) c+O(n l)$, where $n$ is the number of the users, $l$ is an upper bound on the time between two successive atomic steps, and $c$ is an upper bound on the time that any user is granted to use the resource. The waiting time for obtaining the grant to use the resource by the algorithms given in 【I3] is also $(c-1) c+O(n l)$. The waiting time by the original Bakery algorithm is bounded by $(n-1) c+O\left(n^{2} l\right)$ [17]. The shared memory size needed by our first algorithm and second algorithm are $(n+1)(1+\lceil\log (2 n+1)\rceil)$ bits and $n(2+\lceil\log n\rceil)+2$ bits, respectively. The algorithms proposed in this paper is an improvement of the size of shared variables on the original Bakery algorithm and the algorithm given in [1].

## 2 Preliminaries

The computation model used here is the asynchronous single-writer/multi-reader shared memory model. It is a collection of processes and shared variables. The mutual exclusion problem is to devise a protocol of how to allocate a single indivisible and nonsharable resource among $n$ users $U_{1}, \ldots, U_{n}$. Interactions between a process and its corresponding user are by input actions from the user to the process and by output actions from the process to the user. Each process is considered to be a state machine with signals entering and leaving the process, representing its input and output actions. All communication among the processes is via the shared memory. Such a state machine is called an I/O automaton 17. We assume that the order of actions by processes can be serialized so that the serialization is consistent with the behavior of the whole system.

A user with access to the resource is modeled as being in the critical region. When a user is not involved in the resource, it is said to be in the remainder region. In order to gain admittance to the critical region, a process executes a trying protocol. The duration from the start of executing the trying protocol to the entrance of the critical region is called the trying region. After the end
of the use of the resource by a user, the corresponding process executes an exit protocol. The duration of executing the exit protocol is called the exit region. These procedures can be repeated in cyclic order, from the remainder region to the trying region, to the critical region, to the exit region, and then back again to the remainder region.

We assume that the $n$ processes are numbered $1, \ldots, n$. Each process $i$ corresponds to user $U_{i}(1 \leq i \leq n)$. An extra process is introduced in our first algorithm named $n$-bmexcl1, and two extra processes are introduced in our second algorithm named $n$-bmexcl 2 . The extra process used in $n$-bmexcl1, does not correspond to any user, but each extra process used in $n$-bmexcl 2 corresponds to a user. For $n$-bmexcl 1 the inputs to process $i$ from user $U_{i}$ are $\operatorname{tr} y_{i}$, which means a request by user $U_{i}$ for access to the resource, and exit ${ }_{i}$, which means an announcement of the end of the use of the resource by $U_{i}$. For $n$-bmexcl 1 the outputs from process $i$ to user $U_{i}$ are $c r i t_{i}$, which means the grant of the resource to $U_{i}$, and rem $_{i}$, which tells $U_{i}$ that it can continue with the rest of its work. For users $U_{n-1}$ and $U_{n}$ of $n$-bmexcl2, input and output correspondence between these users and processes are modified. A system solving the mutual exclusion problem should satisfy the following conditions.
(1) There is no reachable system state in which more than one user is in the critical region.
(2) If at least one user is in the trying region and no user is in the critical region, then at some later point some user enters the critical region.
(3) If a user is in the exit region, then at some later point the user enters the remainder region.
(4) If all users always return the resource, then any user wishing to enter the critical region eventually does so.

Conditions (1), (2), (3) and (4) above are called mutual exclusion, progress for the trying region, progress for the exit region, and lockout-freedom, respectively.

The following procedure $n$-Bakery is the Bakery algorithm quoted from [317], $(a, b)<\left(a^{\prime}, b^{\prime}\right)$ at line 07 means that $a<a^{\prime}$, or $a=a^{\prime}$ and $b<b^{\prime}$. The entry section of the Bakery algorithm begins with a part called the doorway (from line 02 to line 04 ) where processes in the trying region obtain their tickets. Then processes with their tickets proceed to execute the major part of the algorithm. If process $i$ completes executing the doorway before process $j$ begins the doorway, process $i$ enters the critical region before process $j$ does so. Hence, the Bakery algorithm satisfies the first-in first-served property.

```
procedure n-Bakery
shared variables
    for every i\in{1,\ldots,n}:
        choosing(i)\in{0,1}, initially 0, writable by }i\mathrm{ and readable by all
            j\not=i;
        ticket (i) \inN, initially 0, writable by i and readable by all j}=i\mathrm{ ;
process i
    input actions {inputs to process i from user }\mp@subsup{U}{i}{}}:\operatorname{try}\mp@subsup{y}{i}{},\mathrm{ , exit }\mp@subsup{}{i}{
```

```
output actions \(\left\{\right.\) outputs from process \(i\) to user \(\left.U_{i}\right\}\) : crit \(_{i}\), rem \(_{i}\);
** Remainder region **
    \(\operatorname{tr} y_{i}\) :
    \(\operatorname{choosing}(i):=1\);
    \(\operatorname{ticket}(i):=1+\max _{j \neq i} \operatorname{ticket}(j)\);
    \(\operatorname{choosing}(i):=0\);
    for each \(j \neq i\) do begin
        waitfor \(\operatorname{choosing}(j)=0\);
        waitfor \(\operatorname{ticket}(j)=0\) or \((\operatorname{ticket}(i), i)<(\operatorname{ticket}(j), j)\) end;
    \(c_{i t}{ }_{i}\)
    * Critical region **
    exit \(_{i}\) :
    \(\operatorname{ticket}(i):=0 ;\)
    rem \(_{i}\);
```

The Bakery algorithm uses only single-writer/multi-reader shared variables, but for each $i(1 \leq i \leq n)$, the size of $\operatorname{ticket}(i)$ is unbounded. The running time for the trying region by $n$-Bakery is bounded by $(n-1) c+O\left(n^{2} l\right)$. The computation of the for statement at line 05 takes $O\left(n^{2} l\right)$ time. The running time of this part can also be reduced to $O(n l)$ time by replacing the statements from line 05 to line 07 in $n$-Bakery with the statements from line 05 to line 10 in procedure $n$-provision in Section 3.

## 3 A Provisional Algorithm

The algorithm given in this section is a provisional one. It is a simple modification of the Bakery algorithm. For a technical reason, the domain of ticket numbers used by the algorithm is $\{-1,0, \ldots, 2 n-2\}$. A ticket with any number of $\{0, \ldots, 2 n-2\}$ is called a regular ticket and the ticket with -1 is called the invalid ticket. The algorithm works correctly as a lockout-free mutual exclusion protocol under the condition that there always exists a process with a regular ticket after a process first gets a regular ticket. The order of the regular tickets is cyclic in modulo $2 n-1$. It is not necessarily that regular ticket numbers appearing in the trying region at a time point in an execution are cyclically consecutive. We will show such a scenario in Example 1. Here a gap means a cyclically non-consecutive part in the set of regular tickets. For example, if $n=5$ and the set of regular tickets appearing at a time point is $\{8,0,1,4\}$, then from 2 to 3 and from 5 to 7 are gaps. Furthermore, there may be some processes with the same ticket number in the trying region. We define the order among the tickets in the trying region as follows: The first number just after the end of the largest gap is the smallest one. Starting from this number, the order is decided cyclically in modulo $2 n-1$. For the set of regular tickets, $\{8,0,1,4\}$, ticket 8 is the smallest one, and the order of these tickets are $8,0,1,4$, since gap from 5 to 7 is larger than gap from 2 to 3 . If two or more processes have the same ticket number, the order of these processes is the order of process identifiers.

We first define our terminology. Function scanticket() scans all shared variables ticket $(j)(1 \leq j \leq n)$ and returns the set of pairs of regular tickets and
process identifiers holding the regular tickets. Function $r \max (S)$ returns the largest ticket number in set $S$, if $S$ is not the empty set, and returns -1 otherwise. Function $\operatorname{prev}_{i}(S)$ returns the identifier of the largest process that is smaller than process $i$ in the order of pairs of ticket numbers and process identifiers if process $i$ is not the smallest one in $S$, and otherwise it returns an arbitrary process identifier except $i$ itself.

```
procedure n-provision
shared variables
    for every i}\in{1,\ldots,n}
        choosing(i)\in{0,1}, initially 0, writable by }i\mathrm{ and readable by all
                j\not=i;
        ticket (i)\in{-1,0,\ldots,2n-2}, initially -1, writable by }i\mathrm{ and
            readable by all }j\not=i\mathrm{ ;
process i
    input/output actions: the same as in n-Bakery
    ** Remainder region **
        try
        choosing(i):= 1;
        ticket(i):= (1+rmax(scanticket())) modulo 2n-1;
        choosing(i):= 0;
        index := {1,2,\ldots,n};
        while index }\not=\emptyset\mathrm{ do
            for each j\in index do
                if choosing}(j)=0\mathrm{ then index := index - {j};
        j := prev (scanticket());
        waitfor ticket (j)=-1 or (ticket (i),i)< (ticket (j),j);
        crit}\mp@subsup{}{i}{
    ** Critical region **
        exiti}\mp@subsup{}{i}{
        ticket(i):= -1;
        remi;
```

Example 1. Let $n=5$. The following scenario is possible in a fair execution of $n$ provision. Assume $\operatorname{ticket}(1)=0, \operatorname{ticket}(2)=1$, $\operatorname{ticket}(3)=2$, $\operatorname{ticket}(4)=3$, and ticket $(5)=-1$ at a time point. Then process 5 enters the trying region. During the execution of scanticket() by process 5 , it observes ticket $(1)=0$ but before observing ticket(2) and ticket(3), process 2 and process 3 quickly move to the critical region and exit the critical region in this order. Then process 5 observes $\operatorname{ticket}(2)=-1, \operatorname{ticket}(3)=-1$ and $\operatorname{ticket}(4)=3$, and obtains ticket $(5)=4$ since the gaps observed by process 5 are from 1 to 2 and from 4 to 8 (in this case the largest gap is observed to be from 4 to 8). This example shows that process may observe more than one gap in a certain situation.

Observation 1. If after a process first gets a regular ticket, scanticket() never becomes empty at any time when it is called by any process, then the latest ticket number in the trying region is the first number of the largest gap in the set
scanticket() called by the latest process. Note that this observation is not always correct if the size of the domain of regular tickets is less than $2 n-1$. This is the reason why we take $\{-1,0, \ldots, 2 n-2\}$ as the domain of regular tickets.

Theorem 1. For an execution by procedure n-provision, if scanticket() never becomes empty after a process first gets a regular ticket then both mutual exclusion and lockout-freedom are satisfied in the execution.

Proof Sketch. Assume that after a process first gets a regular ticket, scanticket() is always a non-empty set. From Observation 1, a new ticket number added at line 03 is cyclically larger by one than the largest ticket number among the ticket numbers in scanticket(). Hence, regular ticket numbers held by processes in the trying region are well ordered. Thus the order of ticket numbers in scanticket() can be correctly decided. Then the process, say process $i$, with the smallest ticket can send output signal crit $_{i}$ at line 11 to tell the corresponding user that the resource is now available. The smallest ticket is reset after the end of use of the resource at line 13 in the exit region. Therefore, mutual exclusion is satisfied in any fair execution by $n$-provision under the condition given in the theorem. Every step in any fair execution by $n$-provision is progressive if the condition given in the theorem is satisfied. Hence, the theorem holds.

Theorem 2. For any execution by n-provision such that scanticket() never becomes empty after a process first gets a regular ticket, the time from when a particular process enters its trying region until the process enters its critical region is bounded by $(n-1) c+O(n l)$. The total size of shared memory for $n$ provision is $n(2+\lceil\log n\rceil)$ bits.

Proof. The part from line 02 to line 04 of the program is called the doorway. The running time of the doorway is $O(n l)$ since each statement at lines 01, 02 and 04 can be executed in $O(l)$ time and the statement at line 03 can be executed in $O(n l)$ time. The while statement at lines 06 to 08 can be executed in $O(n l)$ time, since for any $j$ such that $\operatorname{choosing}(j)=1$ in the doorway, $\operatorname{choosing}(j)$ is set to 0 in $O(n l)$ time. The statement at line 09 can be executed in $O(n l)$ time. The statement at line 10 is completed in $(n-1) c+O(l)$ time, since the number of processes with smaller tickets at the beginning of executing the waitfor statement is at most $n-1$. The statement at line 11 is executed in $O(l)$ time. Hence, the running time in the trying region is $(n-1) c+O(n l)$. The algorithm needs $n$ 1 -bit shared variables, $\operatorname{choosing}(i), 1 \leq i \leq n$, and $n$ shared variables, ticket $(i)$ $(1 \leq i \leq n)$, each of which stores one of $2 n$ distinct values, $-1,0,1, \ldots, 2 n-2$. Hence, the total size of the shared memory is $n(2+\lceil\log n\rceil)$ bits.

In the case where scanticket() becomes empty at a time point during an execution of n-provision, it may not run properly as suggested in the next example.

Example 2. Let $n=5$. The following scenario is possible in a fair execution of $n$-provision. Assume that $\operatorname{ticket}(1)=4$ and all other tickets are invalid at a time
point. Then process 2 enters the trying region and observes scanticket ()$=\{4\}$. Just after that observation by process 2, process 1 enters the critical region and quickly exits the critical region. Before process 2 sets ticket $(2)=5$, process 3 enters the trying region and observes scanticket ()$=\emptyset$. Then process 3 sets ticket $(3)=0$. Immediately after that, process 4 enters the trying region and observes the two gaps, and then it sets its ticket to be 1. Consequently two gaps, $\{2,3,4\},\{6,7,8\}$ are created. In this situation, a new comer to the trying region cannot decide which is the largest gap. That is, the new comer cannot decide which is the largest ticket, 0 or 5 .

## 4 Mutual Exclusion Algorithms

We give two mutual exclusion algorithms that are modifications of $n$-provision. The first algorithm, called $n$-bmexcl1, uses an extra process that does not correspond to any user. It is first-in first-served as the Bakery algorithm. The extra process prevents the set of regular tickets from being empty. The order of tickets is defined as the order used in n-provision, but we take modulo $2 n$ instead of modulo $2 n-1$. The second algorithm, $n$-bmexcl 2 , is a marginal improvement on the first algorithm in the shared memory size.

```
procedure \(n\)-bmexcl1
shared variables
    for every \(i \in\{1,2, \ldots, n+1\}\) :
        \(\operatorname{choosing}(i) \in\{0,1\}\), initially 0 , writable by \(i\) and readable by all
            \(j \neq i\);
        ticket \((i) \in\{-1,0, \ldots, 2 n-1\}\), initially -1 for \(1 \leq i \leq n\) and
            0 for \(i=n+1\), writable by \(i\) and readable by all \(j \neq i\);
process \(i \quad\) for \(1 \leq i \leq n\)
    input/output actions: the same as in n-Bakery;
    ** Remainder region \({ }^{* *}\)
01: \(\quad \operatorname{tr} y_{i}\) :
02: \(\quad \operatorname{choosing}(i):=1\);
03: ticket \((i):=(1+\operatorname{rmax}(\) scanticket ()\())\) modulo \(2 n\);
04: choosing \((i):=0\);
05: index \(:=\{1,2, \ldots, n+1\}\);
06: \(\quad\) while inde \(x \neq \emptyset\) do
07: \(\quad\) for each \(j \in\) index do
08: \(\quad\) if \(\operatorname{choosing}(j)=0\) then index \(:=\) index \(-\{j\}\);
09: \(\quad j:=\operatorname{prev}_{i}(\) scanticket ()\()\);
        waitfor \(\operatorname{ticket}(j)=-1\) or \((\operatorname{ticket}(i), i)<(\operatorname{ticket}(j), j)\);
        crit \(_{i}\);
    ** Critical region **
        exit \(_{i}\) :
        ticket \((i):=-1\);
        rem \(_{i}\);
process \(n+1\)
    input/output actions: none
```

```
repeat
    choosing \((n+1):=1\);
    \(\operatorname{ticket}(n+1):=(1+\operatorname{rmax}(\operatorname{scanticket}()-\{\operatorname{ticket}(n+1)\}))\)
        modulo \(2 n\);
    \(\operatorname{choosing}(n+1):=0\);
    index \(:=\{1,2, \ldots, n, n+1\}\);
    while inde \(x \neq \emptyset\) do
        for each \(j \in\) index do
            if \(\operatorname{choosing}(j)=0\) then index \(:=\) index \(-\{j\}\);
    \(j:=\operatorname{prev}_{n+1}(\) scanticket());
    waitfor \(\operatorname{ticket}(j)=-1\) or \((\operatorname{ticket}(n+1), n+1)<(\operatorname{ticket}(j), j)\);
    waitfor \(\mid\) scanticket () \(\mid \geq 2\);
forever;
```

A ticket controlled by process $n+1$ always exists in the trying region. Hence, for scanticket() called by any process at any time point in a fair execution by $n$-bmexcl1, there is a unique largest gap in scanticket(). Any behavior of this extra process does not cause any harm. The mechanism of granting a process to enter the critical region in an execution by $n$-bmexcl 1 is the same as in an execution by $n$-provision. The existence of the extra process affects the running time in the trying region of any other process by $O(n l)$ time. The next theorem is straightforward.

Theorem 3. For any execution by n-bmexcl1, it satisfies lockout-freedom and mutual exclusion, and the time from when any user requests to use the resource until it is allowed to use the resource is bounded by $(n-1) c+O(n l)$. The total size of shared memory needed by n-bmexcl 1 is $(n+1)(1+\lceil\log (2 n+1)\rceil)$ bits.

The next algorithm, $n$-bmexcl 2 , is a variation of $n$-bmexcl 1 . For $n-1 \leq i \leq n$, the $i$-th user corresponds to process $i$ and process $i+2$ in the next procedure, where inputs $\operatorname{tr} y_{i}$ and exit $_{i}$ are sent to process $i+2$, output crit $_{i}$ is sent from process $i$, and output rem ${ }_{i}$ is sent from process $i+2$.

```
procedure \(n\)-bmexcl2
shared variables
    flag \((n-1) \in\{0,1\}\), initially 0 , writable by \(n+1\) and readable by
        \(n-1\);
    flag \((n) \in\{0,1\}\), initially 0 , writable by \(n+2\) and readable by \(n\);
    for every \(i \in\{1,2, \ldots, n\}\) :
        \(\operatorname{choosing}(i) \in\{0,1\}\), initially 0 , writable by \(i\) and readable by all
            \(j \neq i\);
            ticket \((i) \in\{-1,0,1, \ldots, 2 n-2\}\), initially -1 for \(1 \leq i \leq n-2\) and
                0 for \(n-1 \leq i \leq n\), writable by \(i\) and readable by all \(j \neq i\);
process \(i \quad\) for \(1 \leq i \leq n-2\)
    input/output actions: the same as in \(n\)-Bakery;
    ** Remainder region **
01: \(\quad \operatorname{tr} y_{i}\) :
02: \(\quad\) choosing \((i):=1\);
03: \(\operatorname{ticket}(i):=(1+\operatorname{rmax}(\) scanticket ()\())\) modulo \(2 n-1\);
```

```
04: \(\quad\) choosing \((i):=0\);
05: index :=\{1,2,..,n\};
06 to 11: the same as lines 06 to 11 in \(n\)-bmexcl1;
    ** Critical region \({ }^{* *}\)
12 to 14: the same as lines 12 to 14 in \(n\)-bmexcl1;
process \(i\) for \(n-1 \leq i \leq n\)
    input actions: none;
    output action: \(c r i t_{i}\);
01: repeat
02: \(\quad \operatorname{choosing}(i):=1\);
03: \(\operatorname{ticket}(i):=(1+\operatorname{rmax}(\operatorname{scanticket}()-\{\operatorname{ticket}(i)\}))\) modulo \(2 n-1\);
04: \(\quad \operatorname{choosing}(i):=0\);
05 to 10: the same as lines 05 to 10 for process \(i(1 \leq i \leq n-2)\);
11: \(\quad f l a g_{i}:=f l a g(i)\);
12: \(\quad\) if flag \(_{i}=1\) then crit \(_{i}\);
13: \(\quad\) waitfor \(\mid\) scanticket () \(\mid \geq 2\);
14: forever;
process \(i\) for \(n+1 \leq i \leq n+2\)
    input actions: try \(_{i-2}\), exit \(_{i-2}\);
    output action: \(\quad \mathrm{rem}_{i-2}\);
    ** Remainder region **
01: \(\operatorname{tr} y_{i-2}\) :
02: \(\operatorname{flag}(i-2):=1\);
    ** Critical region \({ }^{* *}\)
        exit \(_{i-2}\) :
        \(\operatorname{flag}(i-2):=0 ;\)
        rem \(_{\text {i-2 }}\);
```

The running time for the trying region of $n$-bmexcl 2 is the same as the running time for the trying region of $n$-bmexcl 1 within a constant factor. In $n$ bmexcl2, there are $n$ one-bit shared variables, $\operatorname{choosing}(i), 1 \leq i \leq n, n$ shared variables $\operatorname{ticket}(i), 1 \leq i \leq n$ of $\lceil\log 2 n\rceil$ bits, and two one-bit shared variables, flag $(n-1)$ and flag $(n)$. We, therefore, have the next theorem.

Theorem 4. For any execution by n-bmexcl2, it satisfies lockout-freedom and mutual exclusion, and the time from when any user requests to use the resource until it is allowed to use the resource is bounded by $(n-1) c+O(n l)$. The total size of shared memory for $n$-bmexcl 2 is $n(2+\lceil\log n\rceil)+2$ bits.

## 5 Concluding Remarks

The algorithms proposed in this paper are improvements on the Bakery algorithm, but we use an extra process in $n$-bmexcl1 and two extra processes in $n$-bmexcl2. The shared memory size of each of our algorithms is smaller than the shared memory size of the algorithm given in [1], the latter does not use any extra process. We are interested in a problem whether further modifications are possible to remove the extra process(es) either in $n$-bmexcl1 or in $n$-bmexcl2 without any penalty.
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#### Abstract

A Broadcast Communication Model (BCM, for short) is a distributed system with no central arbiter populated by $n$ processing units referred to as stations. The stations can communicate by broadcasting/receiving a data packet to one of $k$ distinct communication channels. The main contribution of this paper is to present time and energy optimal list ranking algorithms on the BCM. We first show that the rank of every node in an $n$-node linked list can be determined in $O(n)$ time slots with no station being awake for more than $O(1)$ time slots on the single-channel $n$-station BCM. We then extend this algorithm to run on the $k$-channel BCM. For any small fixed $\epsilon>0$, our list ranking algorithm runs in $O\left(\frac{n}{k}\right)$ time slots with no station being awake for more than $O(1)$ time slots, provided that $k \leq n^{1-\epsilon}$. Clearly, $\Omega\left(\frac{n}{k}\right)$ time is necessary to solve the list ranking problem for an $n$-node linked list on the $k$-channel BCM. Therefore, our list ranking algorithm on the $k$-channel BCM is time and energy optimal.


## 1 Introduction

A Broadcast Communication Model (BCM, for short) is a distributed system with no central arbiter populated by $n$ processing units referred to as stations $S(1), S(2), \ldots, S(n)$. The fundamental characteristic of the model is the broadcast nature of communications. A data packet broadcast on a channel can be received by every station that have tuned to the channel. The nature of end units is immaterial: they can be processors in a parallel computing environment or radio transceivers in a wireless network. Likewise, the nature of the transmission channel is immaterial: it could be a global bus in a multiprocessor system or a radio frequency channel in a radio network. It is important to note that the BCM model provides a common generalization of bus-based parallel architectures, cluster computing environment, local area networks, and single-hop radio networks. Although the BCM is assumed to be operate in synchronous mode, we do not prescribe a particular synchronization mechanism. We feel that this is best left to the particular application. For example, in radio networks, synchronization may be provided by an interface to a commercially-available Global Positioning System 9].

For simplicity, we assume that the BCM has the following collision detection capability [11]: In the BCM, the status of a channel is: NULL: if no station broadcasts on the channel in the current time slot; SINGLE: if exactly one station broadcasts on the channel in the current time slot; and COLLISION: if two or more stations broadcast on the channel in the current time slot. The status of a channel can be detected by stations that tune to it. Although our algorithms presented in this paper use the collision detection capability, it is not difficult to modify them such that they do not use this capability.

We assume that broadcasting/receiving data packets in the BCM is very costly. If the stations run on batteries and, therefore, saving battery power is exceedingly important, as recharging batteries may not be possible while on mission. It is well known that a station in the radio network expends power while its transceiver is active that is, while transmitting or receiving a packet [512]. Consequently, we are interested in developing algorithms that allow stations to power their transceiver off (i.e. go to sleep) to the largest extent possible. Accordingly, we judge the goodness of a algorithm by the following two yardsticks: running time slots: the overall number of time slots required by the algorithm to terminate awake time slots: for each individual station the total number of time slots when it has to be awake in order to broadcast/receive a data packet. As we are going to show later, the goals of optimizing these parameters are, of course, conflicting. It is relatively straightforward to minimize overall completion time at the expense of energy consumption.

A linked list is a basic data structure frequently used in many processing tasks. A linked list $L$ of $n$ nodes is specified by an array $p$ such that $p(i)$ contains a pointer to the node following node $i$ in the list of $L$. Figure illustrates an example of a linked list. A node $i$ is the end of the list if $p(i)=i$. Further, if there exists no node $j$ such that $p(i)=j$, then node $i$ is the top of the list. The list ranking problem asks to determine the rank of every node $i(1 \leq i \leq n)$, which is the distance to the end of the list. Nodes 2 and 8 in Figure 1 are the top and the end nodes of the list, respectively.


Fig. 1. An example of a linked list

The list ranking problem has been solved in several contexts 4.7.13. It is well known that the list ranking problem can be solved in $O(\log n)$ time using $n$ processors on the (EREW) PRAM 68 . This parallel list ranking algorithm uses the pointer jumping technique [18], which repeats changing each pointer such that a new pointer is the successor of the successor. The pointer jumping is repeated until all pointer points at the end of nodes. Further, it is known that the number of processors can be reduced to $\frac{n}{\log n}$ 48].

One of the straightforward strategies to design an energy-efficient algorithm on the BCM is to simulate a known PRAM algorithm. We are going to show that an energy-efficient list raking algorithm on the BCM can be obtained by simulating a known PRAM list ranking algorithm. First, it should be clear that any single step communication performed on the $n$-processor $O(n)$-memory-cell PRAM can be simulated by the $n$-station $n$-channel BCM in $O(1)$ time slots. This can be done by assigning $O(1)$ memory cells to each station. Then, read/write operations on the PRAM can be simulated using communication channels on the BCM in obvious way. Hence, any algorithm running in $O(\log n)$ time using $n$ processors and $O(n)$ memory cells on the PRAM can be simulated by the $n$-station $n$-channel BCM in $O(\log n)$ time. Further, communication using $n$ channels can be simulated on the $k$-channel BCM $(k \leq n)$ in $O\left(\frac{n}{k}\right)$ time slots. It is known that the list ranking problem can be solved in $O(\log n)$ time using $n$ processors on the PRAM [6, 8 . Thus, the list ranking problem can be solved in $O\left(\frac{n \log n}{k}\right)$ time slots with each station being awake for at most $O(\log n)$ time slots. However this algorithm is not time and energy optimal.

The main contribution of this paper is to present time and energy optimal ranking algorithms on the BCM. Surprisingly, stations are awake for only $O(1)$ time slots in our list ranking algorithms. We first show that the rank of every node in an $n$-node linked list can be done in $O(n)$ time slots with no station being awake for more than $O(1)$ time slots on the single-channel $n$-station BCM. We then extend this algorithm to run on the $k$-channel BCM. For every small fixed $\epsilon>0$, our algorithm runs in $O\left(\frac{n}{k}\right)$ time slots with no station being awake for more than $O(1)$ time slots, provided that $k \leq n^{1-\epsilon}$. Clearly, every $p(i)$ must be broadcast at least once. Hence, $\Omega\left(\frac{n}{k}\right)$ time is necessary to solve the list ranking problem for an $n$-node linked list on the $k$-channel BCM. Therefore, our algorithm is time and energy optimal.

## 2 List Ranking Using List Shrink

The main purpose of this section is to show fundamental techniques used in our time and energy-optimal list ranking algorithm.

We use a fundamental technique for solving the list ranking problem as follows: This technique uses two arrays of variables $q[i]$ and $r[i]$ for every $i$ $(1 \leq i \leq n)$. Initially, $q[i]$ is storing pointer $p(i)$ for every $i$, and $r[i]=0$ if node $i$ is the end of the list, and $r[i]=1$ otherwise. During the execution of list ranking algorithms, $r[i]$ is always storing the distance from node $i$ to $q[i]$. When the list ranking algorithm terminates, $q[i]$ is storing the pointer to the end of the list for every $i$. Thus, each $r[i]$ is storing the rank of node $i$. This technique used in the pointer jumping [ $[$ ], which repeats operations $q[i] \leftarrow q[q[i]]$ and $r[i] \leftarrow r[i]+r[q[i]]$ for every $i(1 \leq i \leq n)$ in parallel. After $\log n$ iterations, every $q[i]$ is storing the pointer to the end of the list, thus, $r[i]$ is storing the rank of node $i$. The reader should have no difficulty to confirm the correctness of the pointer jumping.

Our list ranking algorithm also uses the two arrays $q$ and $r$. For a current linked list stored in array $q$, a left sublist is a sequence $\left\langle i_{1}, i_{2}, \ldots, i_{m}\right\rangle$ of nodes such that $i_{1}>i_{2}>\cdots>i_{m}$ and $i_{j+1}=q\left[i_{j}\right]$ for every $j(1 \leq j \leq m-1)$. A left sublist is a maximal left sublist if no other left sublist contains it. We say that nodes $i_{1}$ and $i_{m}$ are the head and the tail of the maximal left sublist $\left\langle i_{1}, i_{2}, \ldots, i_{m}\right\rangle$. Similarly, we can define a right sublist, a maximal right sublist, and their head and tail nodes. In Figure $\langle 9,7,3,1\rangle$ is a maximal left sublist, and both $\langle 1,4,6,8\rangle$ and $\langle 2,5,9\rangle$ are maximal right sublists. Further, node 1 is the tail node of $\langle 9,7,3,1\rangle$ as well as the head of $\langle 1,4,6,8\rangle$.

Our list ranking algorithm repeats shrinking maximal left and right sublists. Further, every leaf node that has no predecessor is eliminated. More precisely, our algorithm repeats list-shrink described as follows:

## list-shrink

Step 1: shrink left sublists by procedure left-shrink.
Step 2: eliminate leaf nodes by procedure leaf-elimination.
Step 3: shrink right sublists by procedure right-shrink.
Step 4: eliminate leaf nodes by procedure leaf-elimination.
Figure 2 illustrates each step of list-shrink executed for the linked list in Figure $\mathbb{1}$ Somewhat surprisingly, list-shrink can be done in $O(n)$ time slots with no station being awake for more than $O(1)$ time slots. Further, list-shrink eliminates at least half of the nodes.


Fig. 2. Each step of list-shrink

We will show the details of each step of list-shrink. Let $q$ and $r$ be arrays storing pointers of a linked list and the distance as explained above. Procedure left-shrink is described as follows.

```
left-shrink
for }i\leftarrow1\mathrm{ to }n\mathrm{ do
    S(i) broadcasts q[i] and r[i] on the channel.
    S(j) satisfying q[j] =i<j receives them and
        sets q[j]}\leftarrowq[i] and r[j]\leftarrowr[j]+r[i]
```

Clearly, left-shrink takes $n$ time slots. Further, each $S(i)$ is awake at time slots $i$ and $p[i]$ and is asleep for the other time slots. Suppose that left-shrink is executed on the linked list in Figure $\square$ Note that $r[8]=0$, and $r[i]=1$ for all $i$

Table 1. The values of local variables for the list in Figure

| node | 1 | 2 | 23 | 3 | 4 | , | 5 | 6 |  | 7 | 8 |  | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | q ${ }^{1}$ | q ${ }^{\text {r }}$ | rq ${ }^{\text {r }}$ | q $r$ c | $q \mid r$ | r $q$ | ${ }_{1} \mid r$ | q ${ }^{\text {r }}$ | $q{ }^{\prime}$ | q ${ }^{\text {r }}$ | $q \mid r$ |  | q\|r |
| initial input | 41 | 151 | 11 | 116 | 61 | 19 | 91 | 81 | 131 | 18 | 80 | 0 | 71 |
| left-shrink | 41 | 151 | 142 | 426 | 61 | 19 | 91 | 81 | 143 | 438 | 80 | 0 | 44 |
| $\left\|\begin{array}{c} \text { leaf-elimination } \\ \text { right-shrink } \\ \text { leaf-elimination } \end{array}\right\|$ | 41 | 51 | , 4. | 420 |  | $\begin{array}{lllllllll}1 & 9 \\ 2 & 4 \\ 2 & 4 \\ 4\end{array}$ | 9 1 <br> 4 5 <br> 4 5 | ( 5 | $1{ }_{1} 143$ | $4-3 \begin{array}{r}3 \\ 8 \\ 8 \\ 8\end{array}$ |  | 0 <br> 0 <br> 0 <br> 0 |  |
| left-shrink <br> leaf elimination <br> right-shrink <br> leaf-elimination |  |  |  |  |  | 2 |  |  |  |  | 8 0 <br> 8 0 <br> 8 0 <br> 8 0 <br> 8 0 |  |  |
| $\begin{aligned} & \hline \text { rewind }(T=4) \\ & \text { rewind }(T=3) \\ & \text { rewind }(T=2) \\ & \text { rewind }(T=1) \end{aligned}$ |  | $\underline{\underline{3}} \underline{8} \underline{\varepsilon}$ | $\underline{8} \underline{8}$ | $8 \underline{4} \underline{4}$ |  | $\frac{2}{2} 2$ | $\left.\frac{8}{8} \right\rvert\, \frac{7}{7}$ | 78 | $1{ }_{1} 1$ |  | 8 0 <br> 8 0 <br> 8 0 <br> 8 0 <br> 8  |  |  |

$(i \neq 8)$. It is easy to see that, after executing left-shrink, $q\left[i_{1}\right]=q\left[i_{2}\right]=\cdots=$ $q\left[i_{m}\right]$ holds for each left sublist $\left\langle i_{1}, i_{2}, \ldots, i_{m}\right\rangle$, Table illustrates for the values of $q$ and $r$ after each step of list-shrink. In the figure, the values of $q$ and $r$ are with underlines when the corresponding nodes are eliminated. Further, they are blank if the corresponding station is asleep.

After left-shrink, the graph may have several leaves, which are nodes having no predecessor. Clearly, we obtain a new shrunk list by removing the leaves. The following procedure leaf-elimination finds all leaves.
leaf-elimination
for $i \leftarrow 1$ to $n$ do
$S(j)$ broadcasts $j$ if $j=p[i]$.
$S(i)$ monitors the channel.
If the status of the channel is NULL then node $i$ is a leaf.
In leaf-elimination, station $S(i)$ is awake at time slots $i$ and $p[i]$. Hence, no station is awake for more than two time slots.

Procedure right-shrink performs the same operation in the opposite order as left-shrink. Since each step of list-shrink can be done in $n$ time slots with every station being awake for two time slots, we have,

Lemma 1. Procedure list-shrink takes $4 n$ time slots with no station being awake for more than 8 time slots.

We are going to prove that no more than half nodes are in the list after executing list-shrink. Suppose that a list has $s$ maximal right sublists $L_{1}, L_{2}, \ldots, L_{s}$ in this order. For example, in Figure【 $s=2$ and $L_{1}=\langle 1,4,6,8\rangle$ and $L_{2}=\langle 2,5,9\rangle$. For simplicity, we assume that $L_{1}$ and $L_{s}$ contain the top and the end nodes of the whole list, respectively. We can show the proof similarly when this is not the case. From the definition, each maximal right sublist $L_{i}$
has at least two nodes. Further, no node is contained in two or more maximal right sublists. Hence, we have $2 s \leq n$. After Step 2, every node that are not in maximal right sublists are removed. For example, in Figure 2 nodes 3 and 7 are removed. Further, the head node (nodes 1 and 2 in Figure 2) of each maximal right sublist are removed. Clearly, the list obtained after Step 2 has at most $s$ maximal right sublists. Note that the lists may have less than $s$ maximal right sublists, because two adjacent sublists may be merged into one. Since every left sublist has two nodes, every node is in one of the maximal right sublists. Let $L_{1}^{\prime}, L_{2}^{\prime}, \ldots, L_{s^{\prime}}^{\prime}\left(s^{\prime} \leq s\right)$ denote the maximal sublists after Step 2 . We can evaluate the number of nodes in the list obtained after Step 4 as follows. The obtained list contains at most two nodes in $L_{s^{\prime}}^{\prime}$. The two nodes are the end of the whole list and the head of $L_{s^{\prime}}^{\prime}$. The list also contains the tail of each $L_{i}^{\prime}\left(2 \leq i \leq s^{\prime}\right)$. All nodes in $L_{1}^{\prime}$ are eliminated in Step 4. Thus, the list thus obtained has at most $s^{\prime}\left(\leq s \leq \frac{n}{2}\right)$ nodes. Therefore, we have the following lemma.

Lemma 2. After executing list-shrink on a list of nodes, the resulting list has no more than $\frac{n}{2}$ nodes.

Lemma 2 implies that all nodes but the end of the list are eliminated by repeating list-shrink for $\log n$ times. After that, the rank of every node can be computed by rewinding $2 \log n$ iterations of leaf-elimination as follows. For each node $i$ but the end of the list, let $t(i)$ denote an integer such that node $i$ has eliminated in $t(i)$-th $(1 \leq i \leq 2 \log n)$ leaf-elimination. For convenience, let $t(j)=2 \log n$ for the end node $j$ of the whole list. Suppose that node $q[i]$ is the end of the list and $r[i]$ is storing the rank of node $i$. Then, for every node $j$ satisfying $q[j]=i$, its rank is the sum of $r[j]$ and $r[i]$. Using this fact, the rank of node $i$ is stored in $r[i]$ by the following procedure.
rewind
for $T \leftarrow 2 \log n$ downto 1 do
for $i \leftarrow 1$ to $n$ do
if $t(i) \leq T$ then $S(i)$ broadcasts $q[i]$ and $r[i]$
every $S(j)$ satisfying $t(j)=T$ and $q[j]=i$ receives $q[i]$ and $r[i]$ and sets $q[i] \leftarrow q[j]$ and $r[j] \leftarrow r[j]+r[i]$.

Table 1 also shows the values of $q$ and $r$ during the execution of rewind. They have underlines, when the corresponding station is awake and change its $q$ and $r$. Clearly, station $i$ is awake for $O(t(i))$ time slots for list ranking. From Lemma 2 the number of nodes $i$ satisfying $t(i) \geq 2 A$ is at most $\frac{n}{2^{A}}$ for every $1 \leq A \leq \log n$. Therefore, we have,

Lemma 3. The list ranking problem can be solved in $O(n \log n)$ time slots with at most $\frac{n}{2^{A}}(1 \leq A \leq \log n)$ station being awake for $O(A)$ time slots.

## 3 Time and Energy Optimal List Ranking

Recall that, in each list-shrink, at most half of the nodes remain in the list. By renumbering the remaining nodes after each leaf-elimination, we can reduce
the running time slots. More precisely, we give a unique number in the range [ $\left.1, n^{\prime}\right]$ to each remaining node, where $n^{\prime}$ is the number of remaining nodes.

For this purpose, we use an energy-optimal prefix-sums algorithm described next. Suppose that we have an array $a$ of $n$ numbers. Each $a(i)(1 \leq i \leq n)$ is stored in $S(i)$. The prefix-sums problem asks to compute the $i$-th prefix-sum $\operatorname{prefix}(i)=a(1)+a(2)+\cdots+a(i)$ for every $i$. The prefix sums problem can be solved in $n-1$ time slots with every station being awake for at most two time slots. The details of the algorithm are spelled out as follows.

```
prefix-sums
```

$S(1)$ sets prefix $(1) \leftarrow a(1)$.
for $i \leftarrow 1$ to $n-1$ do
$S(i)$ broadcasts prefix $(i)$
$S(i+1)$ receives prefix $(i)$ and sets prefix $(i+1) \leftarrow \operatorname{prefix}(i)+a(i)$.
It is easy to see that every $S(i)$ leans prefix $(i)$ when prefix-sums terminates. Further each station $S(i)$ is awake for at time slots $i$ and $i-1$ and is asleep for the other time slots.

The remaining nodes can be renumbered using prefix-sums. Suppose that list-shrink is executed on a list of $n$ nodes. Let $a(i)=1$, if node $i$ is remaining, and $a(i)=0$ if node $i$ is eliminated. By computing the prefix-sums of $a$, each remaining node $i$ is assigned new ID prefix $(i)$. Then, every remaining node has a unique ID in the range $\left[1, n_{1}\right]$, where $n_{1}$ is the number of remaining nodes.

After assigning new IDs to the remaining nodes, we arrange them in stations $S(1), S(2), \ldots S\left(n_{1}\right)$ such that each $S(i)\left(1 \leq i \leq n_{1}\right)$ is storing remaining node with new ID $i$. After that, pointers are changed according to the new ID using node-transfer as follows:
node-transfer
for $i \leftarrow 1$ to $\frac{n}{2}$ do
if node $j$ is remaining and $\operatorname{prefix}(j)=i$ then $S(j)$ broadcasts $q[j]$ and $r[j]$.
$S(i)$ receives them. Let $q^{\prime}(i)$ denote the value of $q[j]$.
for $i \leftarrow 1$ to $n$ do
$S(i)$ broadcasts prefix $(i)$.
$S(j)$ such that $q^{\prime}(j)=i$ receives and store it in $q[j]$.
After executing list-shrink on the list in Figure $\boldsymbol{\square}$ two nodes 4 and 8 are remaining. By prefix-sums, nodes 4 and 8 receives new IDs prefix (4) $=1$ and prefix $(8)=2$, respectively.

From Lemma [2] $n_{1} \leq \frac{n}{2}$ holds. Thus, node-transfer correctly moves node $i$ to $S(p r e f i x(i))$ and runs in $\frac{3}{2} n$ time slots. If $S(i)$ has remaining node $i$, it is awake at time slots prefix $(i)$ and $\frac{n}{2}+i$. Further, for every $S(i)\left(1 \leq i \leq n_{1}\right)$, it is awake at time slots $\frac{n}{2}+i$ and $\frac{n}{2}+q^{\prime}(i)$. Thus no station is awake for more than four time slots.

After node-transfer, we execute list-shrink on the new list with $n_{1}$ nodes. Suppose that we have $n_{2}$ nodes after executing the second list-shrink. We use prefix-sums and node-transfer to move the $n_{2}$ nodes to $n_{2}$ stations
$S\left(\frac{n}{2}+1\right), S\left(\frac{n}{2}+2\right), \ldots, S\left(\frac{n}{2}+n_{2}\right)$. Continuing similarly, the list ranking problem can be solved. After $i$-th list-shrink ( $1 \leq i \leq \log n-1$ ), the $n_{i}$ remaining nodes are moved to $n_{i}$ stations $S\left(n-\frac{n}{2^{i-1}}+1\right), S\left(n-\frac{n}{2^{i-1}}+2\right), \ldots S\left(n-\frac{n}{2^{i-1}}+n_{i}\right)$. Using the $n_{i}$ stations, list-shrink is executed on the new list of $n_{i}$ nodes. This takes $O\left(\frac{n}{2^{i}}\right)$ time slots and stations storing remaining nodes are awake for $O(1)$ time slots. From Lemma 2, $n_{i} \leq \frac{n}{2^{i}}$ holds for every $i(1 \leq i \leq \log n)$. Hence, no station is working for more than two iterations after the first iteration of list-shrink. Thus, the $\log n$ iterations of list-shrink, prefix-sums, and node-transfer can be done in $O\left(n+\frac{n}{2}+\frac{n}{4}+\cdots+1\right)=O(n)$ time slots with each station being awake for $O(1)$ time slots. We can modify rewind according to new position of nodes. Finally, we have the following important theorem.

Theorem 1. The list ranking of an n-node linked list given to $n$ stations can be done in $O(n)$ time slots with no station being awake for more than $O(1)$ time slots on the single-channel BCM.

## 4 List Ranking on the $k$-Channel BCM

This section is devoted to show that the list ranking can be done in $O\left(\frac{n}{k}\right)$ time slots on the $k$-channel BCM with no station being awake for $O(1)$ time slots. Our idea is to simulate the single-channel list ranking algorithm on the $k$-channel BCM. We first show a list ranking algorithm on the BCM which has exactly $\sqrt{n}$ channels. We then go on to generalize this algorithm to run on the $k$-channel BCM. Due to the stringent page limitation, we only demonstrate how we simulate left-shrink and leaf-elimination on the $\sqrt{n}$-channel BCM. The other procedures can be simulated similarly.

Imagine that nodes are partitioned into $\sqrt{n}$ groups such that $i$-th $(1 \leq i \leq$ $\sqrt{n})$ group consists of nodes in the range $[(i-1) \sqrt{n}+1, i \sqrt{n}]$. Each maximal sublist is partitioned into segments so that a segment consists of nodes in the same group. Procedure left-shrink is simulated by two subprocedures left-shrink1 and left-shrink2 that we describe next. In left-shrink1, each segment is shrunk. After removing leaf nodes, left-shrink2 shrinks each maximal left sublist.

In list-shrink1, segments consist of nodes in the range $[(i-1) \sqrt{n}+1, i \sqrt{n}]$ are shrunk using channel $i(1 \leq i \leq \sqrt{n})$. For any pair $i, j(1 \leq i, j \leq \sqrt{n})$, let $|i, j|$ denote $(i-1) \sqrt{n}+j$. The details of left-shrink1 are spelled out as follows:

## left-shrink1

for $i \leftarrow 1$ to $\sqrt{n}$ do in parallel
for $j \leftarrow 1$ to $\sqrt{n}$ do
$S(|i, j|)$ broadcasts $q[|i, j|]$ and $r[|i, j|]$ on channel $i$.
$S\left(\left|i, j^{\prime}\right|\right)$ satisfying $q\left[\left|i, j^{\prime}\right|\right]=|i, j|<\left|i, j^{\prime}\right|$ receives them from channel $i$ and sets $q\left[\left|i, j^{\prime}\right|\right] \leftarrow q[|i, j|]$ and $r\left[\left|i, j^{\prime}\right|\right] \leftarrow r\left[\left|i, j^{\prime}\right|\right]+r[|i, j|]$.

Clearly, left-shrink1 runs in $\sqrt{n}$ time slots with each station being awake for at most two time slots. After executing left-shrink1, $q[|i, j|]$ is storing a new
pointer, which is the successor of the tail node of the segment. After that, leaves are eliminated using the $\sqrt{n}$ channel similarly as follows:

```
leaf-elimination
for }i\leftarrow1\mathrm{ to }\sqrt{}{n}\mathrm{ in parallel
    for }j\leftarrow1\mathrm{ to }\sqrt{}{n}\mathrm{ do
    S(|\mp@subsup{i}{}{\prime},\mp@subsup{j}{}{\prime}|) broadcasts |\mp@subsup{i}{}{\prime},\mp@subsup{j}{}{\prime}| on channel i if |i,j| =p[|\mp@subsup{i}{}{\prime},\mp@subsup{j}{}{\prime}|].
    S(|i,j|) monitors channel i.
        If the status of the channel is NULL then node |i,j| is a leaf.
```

Clearly, all nodes in the maximal left sublists but the tails of the segments are removed by leaf-elimination. Note that the remaining tails in the same maximal left sublist are in distinctive groups. Using this fact, left-shrink2 shrinks maximal left sublists. Recall that, in left-shrink1, nodes $|i, 1|,|i, 2|, \ldots,|i, \sqrt{n}|$ are broadcast on channel $i$ in this order. On the other hand, in left-shrink2, nodes $|1, j|,|2, j|, \ldots,|\sqrt{n}, j|$ are broadcast on channel $j$. This broadcast enables us to shrink maximal left sublists. The details are spelled out as follows:

```
left-shrink2
for }j\leftarrow1\mathrm{ to }\sqrt{}{n}\mathrm{ in parallel
    for }i\leftarrow1\mathrm{ to }\sqrt{}{n}\mathrm{ do
        S(|i,j|) broadcasts q[|i,j|] and r[|i,j|] on channel j.
        S(|\mp@subsup{i}{}{\prime},j|) satisfying q[|\mp@subsup{i}{}{\prime},j|]=|i,j|<|\mp@subsup{i}{}{\prime},j| receives them from channel j
            and sets q[\mp@subsup{i}{}{\prime},j]\leftarrowq[i,j] and r[\mp@subsup{i}{}{\prime},j]\leftarrowr[\mp@subsup{i}{}{\prime},j]+r[i,j].
```

Again, left-shrink2 runs in $\sqrt{n}$ time slots with each station being awake for at most two time slots. It is easy to see that, after executing left-elimination again, all nodes but one in each maximal sublist are removed. Similarly, we can simulate right-shrink and rewind, prefix-sums, node-transfer on the $k$-channel BCM.

After executing list-shrink, prefix-sums, and node-transfer on an $n$ node list, we obtain the shrunk list with less than $n$ nodes. Let $n_{1}, n_{2}, \ldots, n_{\log n}$ be the number of nodes such that $n_{i}$ is the number of remaining $n$ nodes after $i$-th iteration of list-shrink and prefix-sums on the $k$-channel BCM. We use $\frac{n}{2^{i}}\left(\geq n_{i}\right)$ processors and $\sqrt{\frac{n}{2^{i}}}$ channels to perform $i$-th iteration, which takes $O\left(\sqrt{\frac{n}{2^{i}}}\right)$ time slots. It follows that $\log n$ iterations take at most $O\left(\sqrt{n}+\sqrt{\frac{n}{2^{1}}}+\right.$ $\left.\sqrt{\frac{n}{2^{2}}}+\cdots+\sqrt{1}\right)=O(\sqrt{n})$ time slots. Thus, the list ranking can be done in $O(\sqrt{n})$ time slots with no station being awake for $O(1)$ time slots on the $\sqrt{n}$-channel BCM.

Next, let us consider the case when the BCM has less than $\sqrt{n}$ channels. Let $k$ ( $\leq \sqrt{n}$ ) be the number of available channels. Communication using $\sqrt{n}$ channels can be simulated in $\frac{\sqrt{n}}{k}$ time slots in obvious way. Hence, the list ranking problem can be solved in $\frac{\sqrt{n}}{k} \times O(\sqrt{n})=O\left(\frac{n}{k}\right)$ time slots. Thus, we have,

Lemma 4. The list ranking of an n-node linked list given to $n$ stations can be done in $O\left(\frac{n}{k}\right)$ time slots with no station being awake for more than $O(1)$ time slots on the $k$-channel BCM provided that $k \leq \sqrt{n}$.

It is not difficult to generalize our list ranking algorithm on the $\sqrt{n}$-channel BCM to run on the $n^{1-\frac{1}{c}}$-channel BCM for any fixed $c \geq 2$. For example, procedure left-shrink can be simulated by executing the $n^{1-\frac{1}{c}}$-channel version of left-shrink for $c$ times, each of which runs in $O\left(n^{c}\right)$ time slots. Consequently, we have the following theorem:

Theorem 2. For every $c \geq 2$, the list ranking of an n-node linked list given to $n$ stations can be done in $O\left(c n^{\frac{1}{c}}\right)$ time slots with no station being awake for more than $O(c)$ time slots on the $n^{1-\frac{1}{c}}$-channel BCM.

Let $\epsilon=\frac{1}{c}$ be a small fixed real number. From above theorem, we have the following important corollary.

Corollary 1. For any small fixed $\epsilon>0$, the list ranking of an n-node linked list can be done in $O\left(\frac{n}{k}\right)$ time slots with no station being awake for more than $O(1)$ time slots on the $k$-channel $n$-station BCM provided that $k \leq n^{1-\epsilon}$.
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#### Abstract

Algorithms for radio networks are studied in two scenarios: (a) the number of active stations is known (or approximately known) (b) the number of active stations is unknown. In the second (more realistic) case it is much harder to design efficient algorithms. For this reason, we design an efficient randomized algorithm for a single-hop radio network that approximately counts the number of its active stations. With probability higher than $1-\frac{1}{n}$, this approximation is within a constant factor, the algorithm runs in poly-logarithmic time and its energy cost is $o(\log \log n)$. This improves the previous $O(\log n)$ bound for energy. In particular, our algorithm can be applied to improve energy cost of known leader election and initialization protocols (without loss of time efficiency).


## 1 Introduction

Background. In recent years mobile and wireless communication focuses a lot of attention. New technologies provide communication means, quite exact positioning and global time via GPS systems, and finally, quite reasonable computing resources in mobile devices. This provides grounds for new applications such as law enforcement, logistics, disaster-relief, and so on.

This development redefines the demands on communication algorithms. Communication through radio channels enables easy broadcasting and delivery of messages in a distributed system. However, new problems arise: collision of messages sent simultaneously produces noise, sending and receiving periods have to be minimized due to energy consumption (pocket radio devices run on batteries). Moreover, we cannot control which stations are in use, even cannot say how many of them are switched on. This chaotic behavior has also one advantage: once we are able to run an algorithm on such a network, then it is very robust.

The model. A radio network considered in this paper (see e.g. 134916 19), or $R N$ for short, consists of an unknown number of computing devices called here stations communicating through a shared channel. This model corresponds to

[^12]hand-held devices running on batteries using a radio channel for communication. The devices are bulk-produced so we assume, as many authors, that the stations of a RN have no ID's or serial numbers.

We assume that the RN stations have local clocks synchronized to global time (this is realistic due to GPS technology). Communication is possible in time slots determined by global time, called steps. During a single step any station may send and/or receive a message. If exactly one station sends a message, then it is available to all stations listening at this moment. Thus, we consider here single-hop RN's. Many authors consider also the case in which several independent communication channels are available. Other important generalization considered is that a network is defined by a graph, where nodes denote stations and a station $v$ is reachable from the station $u$ if and only if there is an edge $(u, v)$ in the graph (so-called multi-hop $R N$, [1,4,5,8]).

If more than one station sends during a step, then a collision occurs, the messages are scrambled so that the stations receive noise. We consider here a weak no-collision-detection model, no-CD for short, in which the stations cannot even recognize that a collision has occurred. It is quite often assumed that the station sending a message may simultaneously hear and thereby recognize that a collision has occurred [23710]15 16,1719]. This feature is quite strong algorithmically, but unavailable in some technologies (see [11] for results concerning the weaker model). Let us remark that the algorithm presented in this paper can be adopted to such a weak model.

The stations of a RN that are switched on are called active. An active station is awake, when it is sending a message or listening, otherwise it is asleep.

Complexity measures. Most important complexity measures for RN's are time and energy cost 151617 : time is the number of steps required for executing an algorithm, energy cost is the maximal number of steps at which a station of a RN is awake. This is motivated by the fact that sending and receiving messages are main sources of energy consumption ( 6 18]). For the sake of simplicity we neglect here differences between energy consumption of sending and listening.

RN's intensively use randomization. This is absolutely necessary, for instance, for symmetry breaking. In the case of a randomized algorithm energy cost $e$ means that with high probability no station is awake for more than $e$ steps. This is motivated by the fact that an accidental burst of energy consumption at a single station may exhaust its batteries and prevent the station to follow the algorithm. For this reason, a lot of recent research is focused on energy efficient RN algorithms (see e.g. [251516 17]).

Known versus unknown number of stations. The algorithms for RN's are designed under the following assumptions:
scenario I: the number of active stations is known;
scenario II: the number of active stations is unknown, but can be approximated within a constant factor;
scenario III: there is no information on the number of active stations.

Since many algorithms for RN are designed for known number of active stations, it is desirable to design an efficient procedure for converting scenario III into scenario I or at least II. Therefore we consider the following size approximation problem:
given a RN with unknown number $n$ of active stations, find a number $n^{\prime}$ such that $\frac{1}{c} n \leq n^{\prime} \leq c \cdot n$ for a certain constant $c$. At the end of the protocol each active station should be aware of $n^{\prime}$.

In [2], a solution with logarithmic energy cost and $O\left(\log ^{2} n\right)$ time is given.
It is much harder to design algorithms in scenario I than in scenario III. For instance, an energy efficient solution to initialization problem in scenario I is proposed in in [16]: with probability at least $1-\frac{1}{n}$ its energy cost is $O(\log \log n)$ and execution time is $O(n)$. It can be easily generalized to the case of scenario II; finding an energy efficient solution for scenario III was left as open problem.

For another important problem of leader election, energy efficient algorithms have been designed in [15]. The authors present a randomized algorithm that for $n$ stations elects a leader in scenario I in time $O(\log f)$ and energy $O(\log \log f+$ $\frac{\log f}{\log n}$ ) with probability $1-1 / f$ for any $f \geq 1$. Moreover, they present algorithms that work in scenario III and elect a leader within $O(\log n)$ energy cost and $O\left(\log ^{2} n\right)$ time with probability $1-\frac{1}{n}$.

A deterministic RN algorithm determining the number of active stations (for stations with distinct ID's from the set $\{1, \ldots, n\}$ ) is presented in [12, Theorem 2] (formulated as a solution for leader election):

Lemma 1 ([12]). Consider a $R N$ with at most $n$ active stations with labels in the range $[1, n]$, each $t<n$ assigned to at most one active station. There is a deterministic protocol finding the station with the largest label and counting the number of active stations which runs in time $O(n)$ and has energy cost $O\left((\log n)^{\varepsilon}\right)$ for any $\varepsilon>0$.

## 2 New Results

Our main result is an energy efficient solution to size approximation problem:
Theorem 1. There is a randomized algorithm for weak no-CD RN such that with probability at least $1-\frac{1}{n}$ a number $n_{0}$ is found such that $\frac{1}{c} n_{0} \leq n \leq c n_{0}$ (for some constant $c \geq 1)$ within time $O\left(\log ^{2+\varepsilon} n\right)$ with energy cost $O\left((\log \log n)^{\varepsilon}\right)$ for any constant $\varepsilon>0$.

An example for application of this result is that together with [16, Theorem 6.1] it solves an open problem from [16]:

Corollary 1. There is an initialization protocol for a no-CD $R N$ with n stations in scenario III that runs in time $O(n)$ and has energy cost $O(\log \log n)$ with probability at least $1-\frac{1}{n}$.

Corollary 1 also yields an algorithm for leader election in scenario III with poly-logarithmic time and energy cost $O(\log \log n)$ (with probability $1-\frac{1}{n}$ ). This improves exponentially energy cost upon the algorithms from [15], without loss of time efficiency, when time achieved with high probability (that is, $1-1 / n$ ) is considered.

## 3 Size Approximation Algorithm

### 3.1 Basic Algorithm

Let us consider the following experiment. During a step each of $n$ active stations sends a message with probability $p$. If exactly one station chooses to send, then we say that the step is successful and that the station that have sent a message succeeds. Note that the probability $p_{S}$ that a step is successful, equals $n p(1-$ $p)^{n-1}$. The largest value of this expression is obtained for $p=1 / n$; then $p_{S} \approx 1 / e$. If we repeat the experiment independently $l$ times, then the expected number of successful steps is approximately $l / e$. By Chernoff Bounds [14] we may bound the probability that the number of successes is far from its expectation.

Using these observations we construct the first, energy inefficient, algorithm. Let $d$ be a sufficiently large constant.

## Basic Algorithm

for $k=1,2, \ldots$ run phase $k$ :
repeat $d \cdot k$ times:
each station sends with probability $1 / 2^{k}$ and
listens all the time counting the number of successful steps
if the number of successful steps is close to $d \cdot k / e$ then $n_{0} \leftarrow 2^{k}$, halt

Using Chernoff Bounds one can show that the value of $n_{0}$ found by the algorithm is not far from the number of active stations. However, this simple algorithm has large energy cost: about $\log n$ phases are to be executed, during each phase every active station is listening all the time. So each station is awake for $\Theta\left(\log ^{2} n\right)$ steps.

### 3.2 Improvements Idea

The first change is that a station listens only when it sends a message. This reduces the energy cost of each station to the number of steps in which it sends. However, then no station knows the number of successful steps, but only the number of the successful steps during which it has been sending. To solve this problem we apply the algorithm from Lemma For this algorithm each station has a "temporary" ID - the first $i$ such that it has succeeded in step $i$ during this phase. In this way, all successful stations learn the total number of successful steps (a slight adjustment is necessary since the same station may succeed more
than once). In an extra step the station with the smallest "temporary" ID informs all stations about this number.

Still, every station has to listen at the end of each phase, and about $\log n$ phases are to be executed making energy cost $\Omega(\log n)$. A relatively simple remedy is to make such a step "all have to listen" only for the phases $l$ such that $l=g(j)$ for $j \in \mathbb{N}$ where $g$ is a function satisfying $g(j+1) \geq\left\lceil g(j)^{1+\epsilon}\right\rceil$ for some $\varepsilon>0$ (again, we apply Lemma for determining the first successful phase among $g(j-1)+1, \ldots, g(j))$. This does not postpone getting the final result very much: we may expect that the number of phases is at most $m^{1+\varepsilon}$, where $m$ is such that Basic Algorithm finishes its work at phase $m$, i.e. $m=\Theta(\log n)$. Now the number of the "obligatory listening steps" is reduced to the minimal $l$ such that $g(l) \geq \log n$.

Even with these changes, we are unable to guarantee with high probability that every station is awake for $o(\log \log n)$ steps. Namely, we have to guarantee low energy cost due to sending messages. For technical reasons, we split the protocol in two parts. During the first part, we execute the simple algorithm described above for $k=1,2, \ldots, k_{0}$, where $k_{0}$ is some constant. For the second part, we make a crucial change that every station sends at most once in the loop taken from Basic Algorithm. (However, some additional activities will be necessary for informing all stations about the number $n$ found.) Then, it becomes "passive" and only listens to the results. The idea is that this modification does not change the number of successful steps at each phase substantially, because the number of stations "eliminated" in this way is very small with respect to $n$. However, we are faced with nasty technical details due to the fact that the steps are stochastically dependent. So, a careful argument is required to estimate the number of successes.

### 3.3 Description of the Algorithm

Let $g(1)=2, g(i+1)=\left\lceil(g(i))^{1+\varepsilon}\right\rceil$ for a constant $\varepsilon>0$; let $d$ and $k_{0}$ be large enough constants.

## Algorithm ApproxSize( $\varepsilon$ ):

(01) run $k_{0}$ phases of Basic Algorithm
(02) each station sets status $\leftarrow$ fresh and temp $2 I D \leftarrow 0$
(03) for $k=k_{0}+1, k_{0}+2 \ldots$ do
(04) each station sets tempID $\leftarrow 0$
(05) for $j=1$ to $d \cdot k$ do
(06) each fresh station sends and listens with probability $1 / 2^{k}$
(07) each fresh station that sends a message sets status $\leftarrow$ used
if a station have sent successfully then it sets tempID $\leftarrow j$ using Lemma $\square$ for $n=d k$ and $\varepsilon$ the stations with tempID $\neq 0$ :
compute $N$, the number of stations with tempID $\neq 0$ and find a station with the smallest tempID
if $N \geq d k / 20$ then
the station with the smallest tempID sets its temp2ID $\leftarrow k$

$$
\begin{align*}
& \text { if } k=g(l) \text { for an } l \in \mathbb{N} \text { then }  \tag{14}\\
& \text { all stations with temp2ID } \neq 0 \text { elect a leader (with the smallest }  \tag{15}\\
& \text { temp2ID) using Lemma for } n=k \text { and } \varepsilon \\
& \text { a leader (if elected) sends its temp2ID and all other stations listen }  \tag{16}\\
& \text { if not(noise/silence) then }  \tag{17}\\
& \quad \text { every station sets } n_{0} \leftarrow 2^{p} \text { after receiving } p \text { and halts } \tag{18}
\end{align*}
$$

Let the loop consisting of lines (05)-(08) for $k=i$ be called phase $i$. Let trial $j$ of phase $i$ denote the $j$ th execution of line (06) during phase $i$.

The following properties follow directly from the construction: if ApproxSize halts with $k=k^{\prime \prime}$, then the first value $k^{\prime}$ of $k$, for which the condition from line (12) has been satisfied, fulfills $\left\lceil\left(k^{\prime}\right)^{1+\varepsilon}\right\rceil \geq k^{\prime \prime}$. Also, after halting all active stations hold the same number $n_{0}=2^{k^{\prime}}$ assigned in line (18).

## 4 Analysis of the Algorithm

### 4.1 Complexity Analysis

Let $n$ be the number of active stations. We say that the protocol succeeds for a number $k^{\prime}$, if the condition in (12) is satisfied for $k=k^{\prime}$. Let $k_{s}$ be the smallest number $k$ for which the condition in (12) is satisfied.

Lemma 2 (Main Lemma). For a $k$ such that $k \leq \log n-6$ algorithm ApproxSize succeeds with probability $O\left(\frac{1}{n^{2}}\right)$. For $k=\lceil\log n\rceil$ it does not succeed with probability $O\left(\frac{1}{n^{2}}\right)$.

We postpone the proof of this result and yield corollaries which establish Theorem [

Corollary 2. ApproxSize running on $n$ active stations halts and outputs $n_{0}$ such that $n_{0}=\Theta(n)$ with probability $1-q$, where $q=O\left(\log n / n^{2}\right)$.

Proof. It follows from the fact that with high probability $\log n-6 \leq k_{s} \leq \log n+1$ and $n_{0}=2^{k_{s}}$.

Corollary 3. ApproxSize( $\varepsilon$ ) running on $n$ active stations halts within $O\left(\log ^{2+2 \varepsilon}\right.$ $n$ ) steps for any $\varepsilon \geq 0$ with probability $1-q$, where $q=O\left(1 / n^{2}\right)$.

Proof. Assume that $\log n>k_{0}$. Our algorithm needs a constant time for steps (01)-(02) and with high probability it finishes the loop (03)-(18) for $k=k_{f}$ for some $k_{f} \leq(\log n)^{1+\varepsilon}$ (by Lemma 22). One execution of (05)-(08) takes time $O\left((\log n)^{1+\varepsilon}\right)$. By Lemma steps (09)-(11) take time $O\left((\log n)^{1+\varepsilon}\right)$. The same applies to the line (15). So the loop (05)-(18) takes $O\left(\log ^{1+\varepsilon} n\right)$ steps, and the whole protocol $O\left(\log ^{2+2 \varepsilon} n\right)$ steps.

Corollary 4. ApproxSize( $(\varepsilon)$ running on $n$ active stations has energy $\operatorname{cost} O((\log$ $\log n)^{\epsilon}$ ) with probability $1-q$, where $q=O\left(1 / n^{2}\right)$.

Proof. Assume that $\log n>k_{0}$. Every station needs a constant energy for lines (01)-(02) and with high probability it finishes the loop (03)-(18) for $k=k_{f}$ for some $k_{f} \leq(\log n)^{1+\varepsilon}$. In lines (05)-(08) each station sends (and listens) at most once (after the step in which the station was awake for sending and listening, it becomes used). Every station takes part in lines (09)-(13) at most once (in iteration in which it becomes used) and is awake $O\left((\log \log n)^{\varepsilon}\right)$ times. Similarly, every station executes line (15) at most once (also $O\left((\log \log n)^{\varepsilon}\right)$ energy). Finally, each station listens in line (16), but with high probability, this line is executed $O\left(\log ^{-1}(1+\varepsilon) \cdot \log \log \left(\log ^{1+\varepsilon} n\right)\right)$ times.

Remark. If we put $g(l+1)=2 \cdot g(l)$, then we obtain energy bound $O(\log \log n)$ and time $O\left(\log ^{2} n\right)$ with probability bigger than $1-1 / n$ (the same time bound as in the algorithm for leader election from [15], which requires logarithmic energy).

### 4.2 Proof of Main Lemma

Probability that a station becomes used is upper bounded by the expression

$$
\sum_{k=k_{0}+1}^{\infty} d k / 2^{k} \leq c
$$

for some small constant $c$. Hence the expected number of used stations does not exceed $c n$. By choosing $k_{0}$ sufficiently large we get $c \leq \frac{1}{4 e}$. If we imagine that stations continue the lines (03)-(08) infinitely, then the probabilities of being used are independent. Using Chernoff Bound on sums of independent random variables [14] we get:

Corollary 5. Probability that the number of used stations exceeds $n / 2$ is at most $2^{-n / 2}$.

One may be tempted to apply the results on Poisson trials in order to estimate the expected value of $N$ in line (10) of ApproxSize and deviations from the expected value. The main technical problem that arises here is that our modification (making the station used after sending) makes different iterations of the loop in the lines (06)-(08) stochastically dependent. Moreover, one success may improve success probabilities in subsequent steps, even if the increase is not substantial. Note that nice properties of sums of Poisson random variables are based on the fact that success probabilities do not depend on the history of computation!

This section is organized as follows: First we analyze success probabilities in line (06) provided that less than $n / 2$ stations are used. We analyze separately the stages for $k \leq \log n-6$ and for $k=\lceil\log n\rceil$. The core of the proof is showing a relationship between the number of successes in a line (06) during a phase and the sum of independent random variables.

Success probabilities. A simple calculation shows the following properties:
Proposition 1. Assume that the number of unused stations before a step is at least $n / 2$. Then for $k=\lceil\log n\rceil$, the probability that exactly one station sends at line (06) is at least 0.1 .

Proposition 2. Assume that the number of unused stations before a step is at least $n / 2$. Then for $k \leq \log n-6$ and some constant $c^{\prime}$, the probability that line (06) is successful is not greater than $p_{k}=\frac{n}{2^{k-1}}\left(1-\frac{1}{2^{k}}\right)^{n / 2}$.

Sums of independent random variables. Let $\mathbf{P}[A]$ denote probability of an event $A$. Let $p_{k}=\frac{n}{2^{k-1}}\left(1-\frac{1}{2^{k}}\right)^{n / 2}$ for $k \leq \log n-6$, and $p_{k}=0.1$ for $k=\lceil\log n\rceil$. We consider independent random variables $x_{1}, \ldots, x_{d k}$, where $x_{i} \in$ $\{0,1\}, \mathbf{P}\left[x_{i}=1\right]=p_{k}$ for $i \leq d k$ (from the context it will be clear which $k$ do we mean.)
Lemma 3. Let $X=\sum_{i=1}^{d k} x_{i}$. Then for sufficiently large $n$ :
(a) $\mathbf{P}\left[X>\frac{d k}{20}\right]<\frac{1}{n^{2}} \quad$ for $\quad k \leq \log n-6$,
(b) $\mathbf{P}\left[X>\frac{d k}{20}\right] \geq 1-\frac{1}{n^{2}} \quad$ for $\quad k=\lceil\log n\rceil$.

The proof of this lemma, based on Chernoff Bounds, is tedious, but straightforward so we omit it here.

Estimating the number of successes. Let $\mathcal{S}_{i}^{j}$ denote the event "the number of used stations is less than $n / 2$ immediately before trial $j$ of phase $i$. Recall that by Corollary $5 \mathbf{P}\left[\mathcal{S}_{i}^{j}\right] \geq 1-2^{-n / 2}$. First, we examine the number of successes during phase $k$, for a $k$ such that $k \leq \log n-6$, under assumption that event $\mathcal{S}_{k}^{1}$ holds. Let $w_{i}$ be a random variable, such that $w_{i}=1$ if the trial $i$ at phase $k$ is successful, and $w_{i}=0$ otherwise. Let $x_{i}$ be random variables defined as above. Note that, for every $U \subseteq S_{k}^{i}, \mathbf{P}\left[w_{i}=1 \mid U\right] \leq \mathbf{P}\left[x_{i}=1\right]$ if $k \leq \log n-6$ (by Proposition (2) and $\mathbf{P}\left[w_{i}=1 \mid U\right] \geq \mathbf{P}\left[x_{i}=1\right]$ if $k=\lceil\log n\rceil$ (by Proposition (1).
Lemma 4. Let $M=2^{n / 2}, k \leq \log n-6$. For each $c>0$ holds:

$$
\mathbf{P}\left[\sum_{i=1}^{d k} w_{i}>c \mid \mathcal{S}_{k}^{1}\right] \leq \mathbf{P}\left[\sum_{i=1}^{d k} x_{i}>c\right]+\frac{2^{d k}-1}{M \cdot \mathbf{P}\left[\mathcal{S}_{k}^{1}\right]}
$$

Proof. We prove the lemma in a slightly more general form by inverse induction on $j$ : let $U$ be any event such that $U \subseteq \mathcal{S}_{k}^{j}$, then

$$
\begin{equation*}
\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \mid U\right] \leq \mathbf{P}\left[\sum_{i=j}^{d k} x_{i}>c\right]+\frac{2^{(d k-j)}-1}{M \cdot \mathbf{P}[U]} \tag{1}
\end{equation*}
$$

The case $j=d k$ is given by Proposition 2 Now, for $j<d k$ we have

$$
\begin{aligned}
\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \mid U\right]= & \mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \wedge \mathcal{S}_{k}^{j+1} \mid U\right] \\
& +\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \wedge \neg \mathcal{S}_{k}^{j+1} \mid U\right]
\end{aligned}
$$

Since the second term is bounded from above by

$$
\mathbf{P}\left[\neg \mathcal{S}_{k}^{j+1} \mid U\right] \leq \frac{\mathbf{P}\left[\neg \mathcal{S}_{k}^{j+1}\right]}{\mathbf{P}[U]} \leq \frac{1}{M \cdot \mathbf{P}[U]},
$$

we get

$$
\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \mid U\right] \leq \mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \wedge \mathcal{S}_{k}^{j+1} \mid U\right]+\frac{1}{M \cdot \mathbf{P}[U]}
$$

The first term on the left hand side of the last inequality equals

$$
\begin{aligned}
& \mathbf{P}\left[\sum_{i=j+1}^{d k} w_{i}>c \wedge w_{j}=0 \wedge \mathcal{S}_{k}^{j+1} \mid U\right] \\
& +\mathbf{P}\left[\sum_{i=j+1}^{d k} w_{i}>c-1 \wedge w_{j}=1 \wedge \mathcal{S}_{k}^{j+1} \mid U\right]
\end{aligned}
$$

Let the probabilities above be denoted by $H_{0}$ and $H_{1}$, respectively. We estimate $H_{0}$. Let $W_{0}$ denote the event $\mathcal{S}_{k}^{j+1} \wedge w_{j}=0 \wedge U$. Then, by induction hypothesis:

$$
\begin{aligned}
H_{0}= & \mathbf{P} \\
& {\left[\sum_{i=j+1}^{d k} w_{i}>c \mid W_{0}\right] \cdot \mathbf{P}\left[W_{0} \mid U\right] \leq } \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right]+\frac{2^{d k-j-1}-1}{M \cdot \mathbf{P}\left[W_{0}\right]}\right) \cdot \frac{\mathbf{P}\left[W_{0}\right]}{\mathbf{P}[U]}= \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right] \cdot \frac{\mathbf{P}\left[W_{0}\right]}{\mathbf{P}[U]}\right)+\frac{2^{d k-j-1}-1}{M \cdot \mathbf{P}[U]}= \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right] \cdot \mathbf{P}\left[\mathcal{S}_{k}^{j+1} \wedge w_{j}=0 \mid U\right]\right)+\frac{2^{d k-j-1}-1}{M \cdot \mathbf{P}[U]} \leq \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right] \cdot \mathbf{P}\left[w_{j}=0 \mid U\right]\right)+\frac{2^{d k-j-1}-1}{M \cdot \mathbf{P}[U]} .
\end{aligned}
$$

Similarly we obtain

$$
H_{1} \leq\left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c-1\right] \cdot \mathbf{P}\left[w_{j}=1 \mid U\right]\right)+\frac{2^{d k-j-1}-1}{M \cdot \mathbf{P}[U]}
$$

So we get

$$
\begin{aligned}
\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \mid U\right] \leq & \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right] \cdot \mathbf{P}\left[w_{j}=0 \mid U\right]\right)+ \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c-1\right] \cdot \mathbf{P}\left[w_{j}=1 \mid U\right]\right)+\frac{2\left(2^{d k-j-1}-1\right)+1}{M \cdot \mathbf{P}[U]} .
\end{aligned}
$$

The last term equals $\frac{2^{d k-j}-1}{M \cdot \mathbf{P}[U]}$. In order to estimate the sum of the first two terms note that by replacing $\mathbf{P}\left[w_{j}=1 \mid U\right]$ by any number $p \geq \mathbf{P}\left[w_{j}=1 \mid U\right]$ and $\mathbf{P}\left[w_{j}=0 \mid U\right]$ by $1-p$ we do not decrease the sum. Indeed, it follows from the fact that

$$
\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c-1\right] \geq \mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right]
$$

By taking $p=\mathbf{P}\left[x_{1}=1\right]$, we get

$$
\begin{aligned}
\mathbf{P}\left[\sum_{i=j}^{d k} w_{i}>c \mid U\right] \leq & \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c\right] \cdot \mathbf{P}\left[x_{1}=0\right]\right)+ \\
& \left(\mathbf{P}\left[\sum_{i=j+1}^{d k} x_{i}>c-1\right] \cdot \mathbf{P}\left[x_{1}=1\right]\right)+\frac{2^{d k-j}-1}{M \cdot \mathbf{P}[U]}= \\
& \mathbf{P}\left[\sum_{i=j}^{d k} x_{i}>c\right]+\frac{2^{d k-j}-1}{M \cdot \mathbf{P}[U]} .
\end{aligned}
$$

This concludes the proof of inductive step for inequality (11).
It follows from Lemma 4 that if there are at least $n / 2$ unused stations at the beginning of phase $k, k \leq \log n-6$, then the probability that $\sum_{i=1}^{d k} w_{i}>c$ is bounded by

$$
\mathbf{P}\left[\sum_{i=1}^{d k} x_{i}>c\right]+\frac{2^{d k}-1}{M \cdot \mathbf{P}\left[\mathcal{S}_{k}^{1}\right]} \leq \mathbf{P}\left[\sum_{i=1}^{d k} x_{i}>c\right]+\frac{2^{d k}-1}{M-1}
$$

(we have used the fact that $\left.\mathbf{P}\left[\mathcal{S}_{k}^{1}\right] \geq 1-1 / M\right)$. For $c=d k / 20$, we have $\mathbf{P}\left[\sum_{i=1}^{d k} x_{i}>c\right] \leq n^{-2}$, so

$$
\begin{aligned}
& \mathbf{P}\left[\sum_{i=1}^{d k} w_{i}>\frac{d k}{20}\right]=\mathbf{P}\left[\sum_{i=1}^{d k} w_{i}>\frac{d k}{20} \wedge \mathcal{S}_{k}^{1}\right]+\mathbf{P}\left[\sum_{i=1}^{d k} w_{i}>\frac{d k}{20} \wedge \neg \mathcal{S}_{k}^{1}\right] \leq \\
& \mathbf{P}\left[\left.\sum_{i=1}^{d k} w_{i}>\frac{d k}{20} \right\rvert\, \mathcal{S}_{k}^{1}\right] \cdot \mathbf{P}\left[\mathcal{S}_{k}^{1}\right]+2^{-n / 2} \leq \frac{1}{n^{2}}+\frac{2^{d(\log n-6)}-1}{2^{n / 2}}+2^{-n / 2}=O\left(\frac{1}{n^{2}}\right)
\end{aligned}
$$

For $\kappa=\lceil\log n\rceil$, a similar estimation from below of $\mathbf{P}\left[\sum_{i=1}^{\kappa} w_{i} \leq c\right]$ can be obtained by considering the variables $v_{i}=1-w_{i}$ and $y_{i}=1-x_{i}$. Exactly as before we show that

$$
\begin{aligned}
\mathbf{P}\left[\sum_{i=1}^{\kappa} w_{i} \leq c\right]= & \mathbf{P}\left[\sum_{i=1}^{\kappa} v_{i}>d \kappa-c\right] \leq \\
& \mathbf{P}\left[\sum_{i=1}^{\kappa} y_{i}>d \kappa-c\right]+\frac{2^{d \kappa}-1}{M-1}=\mathbf{P}\left[\sum_{i=1}^{\kappa} x_{i} \leq c\right]+\frac{2^{d \kappa}-1}{M-1} .
\end{aligned}
$$

Since $\mathbf{P}\left[\sum_{i=1}^{d k} x_{i} \leq d \kappa / 20\right] \leq n^{-2}$, so we get in a similar way that $\mathbf{P}\left[\sum_{i=1}^{d k} w_{i}<\right.$ $d \kappa / 20]=O\left(\frac{1}{n^{2}}\right)$.

Notes and Comments. Our complexity analysis of the algorithm ApproxSize convince that it has desirable asymptotic behavior. Although we did not care about values of constants a more detailed probabilistic analysis and fine tuning for small $n$ should show that the algorithm is quite practical.
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#### Abstract

Starting from the way the inter-cellular communication takes place by means of protein channels and also from the standard knowledge about neuron functioning, we propose a computing model called a tissue $P$ system, which processes symbols in a multiset rewriting sense, in a net of cells similar to a neural net. Each cell has a finite state memory, processes multisets of symbol-impulses, and can send impulses ("excitations") to the neighboring cells. Such cell nets are shown to be rather powerful: they can simulate a Turing machine even when using a small number of cells, each of them having a small number of states. Moreover, in the case when each cell works in the maximal manner and it can excite all the cells to which it can send impulses, then one can easily solve the Hamiltonian Path Problem in linear time. A new characterization of the Parikh images of ETOL languages are also obtained in this framework.


## 1 Introduction

This paper can be seen at the same time as a contribution to neural networks (of a symbolic type), to membrane computing (with cells arranged in "tissues"), to finite automata networks (working not with strings, but with multisets of symbols), to multiset processing, to (distributed) automata and language theory. The motivation is two-fold: the inter-cellular communication (of chemicals, energy, information) by means of complex networks of protein channels (see, e.g., [1] [11]), and the way the neurons co-operate, processing impulses in the complex net established by synapses (see, e.g., [1], [2]).

The common mathematical model of these two kinds of symbol-processing mechanisms is the net of finite state devices, and this is the type of computing mechanisms we are going to consider: networks of finite-automata-like processors, dealing with symbols, according to local states (available in a finite number for each "cell"), communicating through these symbols, along channels ("axons") specified in advance. Note that the neuron modelling was the starting point of the theory of finite automata ([13], [I0]), that symbol processing neural networks have a rich (and controversial) history (see [5] and its references), and that
networks of string-processing finite automata have appeared in many contexts (6], 9], 12, etc), but our models are different in many respects from all these previous models.

Having in mind the bio-chemical reality we refer to, a basic problem concerns the organization of the bunch of symbols available in each node, and the easiest and most natural answer is: no organization. Formally, this means that we have to consider multisets of symbols, sets with multiplicities associated with their elements. In this way, we need a kind of finite automata dealing with multisets of symbols, a topic which falls into an area of (theoretical) computer science not very much developed, although some recent (see, e.g., [7), or not so recent (see, e.g., [4]) approaches can be found in the literature. Actually, most of the vivid area of membrane computing ( P systems) [15] is devoted to multiset processing (details at http://bioinformatics.bio.disco.unimib.it/psystems).

The computing models we propose here, under the name of tissue $P$ systems, in short, $t P$ systems, consist of several cells, related by protein channels. In order to preserve also the neural intuition, we will use the suggestive name of synapses for these channels. Each cell has a state from a given finite set and can process multisets of objects, represented by symbols from a given alphabet. The standard rules are of the form $s M \rightarrow s^{\prime} M^{\prime}$, where $s, s^{\prime}$ are states and $M, M^{\prime}$ are multisets of symbols. Some of the elements of $M^{\prime}$ may be marked with the indication "go", and this means that they have to immediately leave the cell and pass to the cells to which we have direct links through synapses. This communication (transfer of symbol-objects) can be done in a replicative manner (the same symbol is sent to all adjacent cells), or in a non-replicative manner; in the second case we can send all the symbols to only one adjacent cell, or we can distribute them, nondeterministically. One more choice appears in using the rules $s M \rightarrow s^{\prime} M^{\prime}$ : we can apply such a rule only to one occurrence of $M$ (that is, in a sequential, minimal way), or to all possible occurrences of $M$ (a parallel way), or, moreover, we can apply a maximal package of rules of the form $s M_{i} \rightarrow s^{\prime} M_{i}^{\prime}, 1 \leq i \leq k$, that is, involving the same states $s, s^{\prime}$, which can be applied to the current multiset (the maximal mode). By the combination of the three modes of processing objects and the three modes of communication among cells, we get nine possible behaviors of our machinery.

A way to use such a computing device is to start from a given initial configuration (that is, initial states of cells and initial multisets of symbol-objects placed in them) and to let the system proceed until reaching a halting configuration, where no further rule can be applied, and to associate a result with this configuration. Because of the nondeterminism, starting from one given initial configuration we can reach arbitrarily many different halting configurations, hence we can get arbitrarily many outputs. Another possibility is to also provide inputs, at various times of a computation, and to look for the outputs related to them. Here we will consider only the first possibility, of generative tP systems, and the output will be defined by sending symbols out of the system. To this aim, one cell will be designated as the output one, and in its rules $s M \rightarrow s^{\prime} M^{\prime}$ we will also allow that symbols from $M^{\prime}$ are marked with the indication "out";
such a symbol will immediately leave the system, contributing to the result of the computation.

At the first sight, such a machinery (a finite net of finite state devices) seems not to be very powerful, e.g., as compared with Turing machines. Thus, it is rather surprising to find that tP systems with a small number of cells (two or four), each of them using a small number of states (resp., at most five or four) can simulate any Turing machine, even in the non-cooperative case, that is, only using rules of the form $s M \rightarrow s^{\prime} M^{\prime}$ with $M$ being a singleton multiset; moreover, this is true for all modes of communication for the minimal mode of using the rules, and, in the cooperative case, also when using the parallel or the maximal mode of processing objects. When the rules are non-cooperative and we use them in the maximal mode, a characterization of Parikh images of ETOL languages is obtained, which completes the study of the computing power of our devices (showing that in the parallel and maximal cases we dot not get computational universality).

The above mentioned results indicate that our cells are "very powerful"; as their power lies in using states, hence in remembering their previous work, a natural idea is to consider tP systems with a low bound on the number of states in each cell. In view of the previously mentioned results, $t \mathrm{P}$ systems with at most $1,2,3$, or 4 states per cell are of interest. We only briefly consider this question here, and we show that even reduced tP systems as those which use only one state in each cell can be useful: using such a net we can solve the Hamiltonian Path Problem in linear time (this is a direct consequence of the structure of a tP system, of the maximal mode of processing objects, and of the power of replicating the objects sent to all adjacent cells); remember that HPP is an NP-complete problem.

The power of tP systems with a reduced number of states per component remains to be further investigated. Actually, many other natural research topics can be considered, with motivations from automata and language theory (variants, power, normal forms), neural networks (learning, dynamic sets of neurons, dynamic synapses), computability (other NP-complete problems treated in this framework), dynamic systems (reachable configurations), etc.

## 2 Some Mathematical Prerequisites

The computability notions we use here are standard and can be found in many books, so we specify only some notations.

A multiset over a set $X$ is a mapping $M: X \longrightarrow \mathbf{N}$; for $a \in X$, we say that $M(a)$ is the multiplicity of $a$ in $M$. Here we work only with multisets over finite sets $X$. For two multisets $M_{1}, M_{2}$ over some set $X$ we write $M_{1} \subseteq M_{2}$ if and only if $M_{1}(a) \leq M_{2}(a)$ for all $a \in X$ (we say that $M_{1}$ is included in $M_{2}$ ). The union of $M_{1}, M_{2}$ is the multiset $M_{1} \cup M_{2}: X \longrightarrow \mathbf{N}$ defined by $\left(M_{1} \cup M_{2}\right)(a)=M_{1}(a)+M_{2}(a)$, for all $a \in X$. If $M_{1} \subseteq M_{2}$, then we also define the difference multiset $M_{2}-M_{1}: X \longrightarrow \mathbf{N}$ by $\left(M_{2}-M_{1}\right)(a)=M_{2}(a)-M_{1}(a)$,
for all $a \in X$. For $Y \subseteq X$ and $M$ a multiset over $X$, we define the projection on $Y$ by $\operatorname{pr}_{Y}(M)(a)=\left\{\begin{array}{ll}M(a), & \text { if } a \in Y, \\ 0, & \text { otherwise }\end{array}\right.$.

For a given alphabet $V, V^{*}$ is the language of all strings over $V$, including the empty string, denoted by $\lambda$. The Parikh mapping associated with $V$ is denoted by $\Psi_{V}$. A multiset $M$ over an alphabet $V$ can be represented by a string $w \in V^{*}$ such that $\Psi_{V}(w)$ gives the multiplicities in $M$ of the symbols from $V$; obviously, all permutations of $w$ are representations of the same multiset. For a family $F A$ of languages, we denote by $P s F A$ the family of Parikh images of languages in $F A$. By $C F, C S, R E$ we denote the families of context-free, context-sensitive, and recursively enumerable languages, respectively.

## 3 Tissue P Systems

We now pass to the definition of our variant of membrane (P) systems, which can also be considered as a model of a symbolic neural net. We introduce it in the general form, then we will consider variants of a restricted type.

A tissue $P$ system, in short, a tP system, of degree $m \geq 1$, is a construct

$$
\Pi=\left(E, \sigma_{1}, \ldots, \sigma_{m}, s y n, i_{\text {out }}\right), \text { where }
$$

1. $E$ is a finite non-empty alphabet (of chemical objects, but we also call them excitations/impulses);
2. syn $\subseteq\{1,2, \ldots, m\} \times\{1,2, \ldots, m\}$ (synapses among cells);
3. $i_{\text {out }} \in\{1,2, \ldots, m\}$ indicates the output cell;
4. $\sigma_{1}, \ldots, \sigma_{m}$ are cells, of the form $\sigma_{i}=\left(Q_{i}, s_{i, 0}, w_{i, 0}, P_{i}\right), 1 \leq i \leq m$, where:
(a) $Q_{i}$ is a finite set (of states);
(b) $s_{i, 0} \in Q_{i}$ is the initial state;
(c) $w_{i, 0} \in E^{*}$ is the initial multiset of impulses;
(d) $P_{i}$ is a finite set of rules of the form $s w \rightarrow s^{\prime} x y_{g o} z_{o u t}$, where $s, s^{\prime} \in Q_{i}$, $w, x \in E^{*}, y_{g o} \in(E \times\{g o\})^{*}$ and $z_{\text {out }} \in(E \times\{o u t\})^{*}$, with the restriction that $z_{\text {out }}=\lambda$ for all $i \in\{1,2, \ldots, m\}$ different from $i_{\text {out }}$.

A tP system as above is said to be cooperative if it contains at least a rule $s w \rightarrow s^{\prime} w^{\prime}$ such that $|w|>1$, and non-cooperative in the opposite case.

Any $m$-tuple of the form $\left(s_{1} w_{1}, \ldots, s_{m} w_{m}\right)$, with $s_{i} \in Q_{i}$ and $w_{i} \in E^{*}$, for all $1 \leq i \leq m$, is called a configuration of $\Pi ;\left(s_{1,0} w_{1,0}, \ldots, s_{m, 0} w_{m, 0}\right)$ is the initial configuration of $\Pi$.

Using the rules from the sets $P_{i}, 1 \leq i \leq m$, we can define transitions among configurations. To this aim, we first consider three modes of processing the stimuli and three modes of transmitting excitations from a cell to another one. Let us denote $E_{\text {go }}=\{(a$, go $) \mid a \in E\}, E_{\text {out }}=\{(a$, out $) \mid a \in E\}$, and $E_{\text {tot }}=$ $E \cup E_{g o} \cup E_{\text {out }}$. For $s, s^{\prime} \in Q_{i}, x \in E^{*}, y \in E_{t o t}^{*}$, we write

$$
\begin{aligned}
& s x \Longrightarrow_{\text {min }} s^{\prime} y \text { iff } s w \rightarrow s^{\prime} w^{\prime} \in P_{i}, w \subseteq x \text {, and } y=(x-w) \cup w^{\prime} \text {, } \\
& s x \Longrightarrow_{p a r} s^{\prime} y \text { iff } s w \rightarrow s^{\prime} w^{\prime} \in P_{i}, w^{k} \subseteq x, w^{k+1} \nsubseteq x,
\end{aligned}
$$

> for some $k \geq 1$, and $y=\left(x-w^{k}\right) \cup w^{\prime k}$ $s x \Longrightarrow_{\max } s^{\prime} y$ iff $\quad s w_{1} \rightarrow s^{\prime} w_{1}^{\prime}, \ldots, s w_{k} \rightarrow s^{\prime} w_{k}^{\prime} \in P_{i}, k \geq 1$  such that $w_{1} \ldots w_{k} \subseteq x, y=\left(x-w_{1} \ldots w_{k}\right) \cup w_{1}^{\prime} \ldots w_{k}^{\prime}$  and there is no $s w \rightarrow s^{\prime} w^{\prime} \in P_{i}$ such that $w_{1} \ldots w_{k} w \subseteq x$.

In the first case, only one occurrence of the multiset from the left hand side of a rule is processed (replaced by the multiset from the right hand of the rule, at the same time changing the state of the cell), in the second case a maximal change is performed with respect to a chosen rule, in the sense that as many as possible copies of the multiset from the left hand side of the rule are replaced by the corresponding number of copies of the multiset from the right hand side, while in the third case a maximal change is performed with respect to all rules which use the current state of the cell and introduce the same new state after processing the impulses.

We also write $s x \rightarrow_{\alpha} s x$, for $s \in Q_{i}, x \in E^{*}$, and $\alpha \in\{$ min, par, max $\}$, if there is no rule $s w \rightarrow s^{\prime} w^{\prime}$ in $P_{i}$ such that $w \subseteq x$. This encodes the case when a cell cannot process the current impulses in a given state (it can be "unblocked" after receiving new impulses from its ancestors).

The multiset $w^{\prime}$ from a rule $s w \rightarrow s^{\prime} w^{\prime}$ contains symbols from $E$, but also symbols of the form ( $a, g o$ ) (or, in the case of cell $i_{\text {out }}$, of the form ( $a, o u t$ )). Such symbols will be sent to the cells related by synapses to cell $\sigma_{i}$ where the rule $s w \rightarrow s^{\prime} w^{\prime}$ is applied, according to the following modes:

- repl: each symbol $a$, for ( $a, g o$ ) appearing in $w^{\prime}$, is sent to each of the cells $\sigma_{j}$ such that $(i, j) \in s y n$;
- one: all symbols $a$ appearing in $w^{\prime}$ in the form ( $a, g o$ ) are sent to one of the cells $\sigma_{j}$ such that $(i, j) \in$ syn, nondeterministically chosen; more exactly, in the case of modes par and max of using the rules, we first perform all applications of rules, and after that we send all obtained symbols to a unique descendant of the cell (that is, we do not treat separately the impulses introduced by each rule, but all of them in a package);
- spread: the symbols $a$ appearing in $w^{\prime}$ in the form ( $a, g o$ ) are non-deterministically distributed among the cells $\sigma_{j}$ such that $(i, j) \in$ syn.

In order to formally define the transition among the configurations of $\Pi$ we need some further notations. For a multiset $w$ over $E_{t o t}$, we denote by $g o(w)$ the multiset of symbols $a \in E$ appearing in $w$ in the form ( $a, g o$ ), and by out $(w)$ the multiset of symbols $a \in E$, appearing in $w$ in the form ( $a$,out). Clearly, $g o(w)(a)=w((a, g o))$ and $\operatorname{out}(w)(a)=w((a$, out $)), a \in E$. Moreover, for a node $i$ in the graph defined by syn we denote $\operatorname{ant}(i)=\{j \mid(j, i) \in \operatorname{syn}\}$ and $\operatorname{succ}(i)=$ $\{j \mid(i, j) \in \operatorname{syn}\}$ (the ancestors and the successors of node $i$, respectively).

Now, for two configurations $C_{1}=\left(s_{1} w_{1}, \ldots, s_{m} w_{m}\right), C_{2}=\left(s_{1}^{\prime} w_{1}^{\prime \prime}, \ldots, s_{m}^{\prime} w_{m}^{\prime \prime}\right)$ we write $C_{1} \Longrightarrow_{\alpha, \beta} C_{2}$, for $\alpha \in\{$ min, par, $\max \}, \beta \in\{$ repl, one, spread $\}$, if there are $w_{1}^{\prime}, \ldots, w_{m}^{\prime}$ in $E_{\text {tot }}^{*}$ such that $s_{i} w_{i} \Longrightarrow{ }_{\alpha} s_{i}^{\prime} w_{i}^{\prime}, 1 \leq i \leq m$, and

- for $\beta=$ repl we have $w_{i}^{\prime \prime}=p r_{E}\left(w_{i}^{\prime}\right) \cup \bigcup_{j \in \operatorname{ant}(i)} g o\left(w_{j}^{\prime}\right)$;
- for $\beta=$ one we have $w_{i}^{\prime \prime}=\operatorname{pr}_{E}\left(w_{i}^{\prime}\right) \cup \bigcup_{j \in I_{i}} g o\left(w_{j}^{\prime}\right)$, where $I_{i}$ is a subset of $\operatorname{ant}(i)$ such that the set ant $(i)$ was partitioned into $I_{1}, \ldots, I_{m}$; at this transition, all non-empty sets of impulses of the form $\bigcup_{j \in I_{k}} g o\left(w_{j}^{\prime}\right), 1 \leq k \leq$ $m$, should be sent to receiving cells (added to multisets $w_{l}^{\prime \prime}, 1 \leq l \leq m$ );
- for $\beta=$ spread we have $w_{i}^{\prime \prime}=p r_{E}\left(w_{i}^{\prime}\right)-g o\left(w_{i}^{\prime}\right) \cup z_{i}$, where $z_{i}$ is a submultiset of the multiset $\bigcup_{j \in \operatorname{ant}(i)} g o\left(w_{j}^{\prime}\right)$ such that $z_{1}, \ldots, z_{m}$ are multisets with the property $\bigcup_{j=1}^{m} z_{j}=\bigcup_{j \in \operatorname{ant}(i)} g o\left(w_{j}^{\prime}\right)$, and such that all $z_{1}, \ldots, z_{m}$ are sent to receiving cells (added to multisets $w_{l}^{\prime \prime}, 1 \leq l \leq m$ ).

Note that in the case of the cell $\sigma_{i_{\text {out }}}$ we also remove all symbols $a \in E$ appearing in $w_{i_{\text {out }}}^{\prime}$ in the form (a,out).

During any transition, some cells can do nothing: if no rule is applicable to the available multiset of impulses in the current state, then a cell waits until new impulses are sent to it from its ancestor cells.

A sequence of transitions among configurations of the tP system $\Pi$ is called a computation of $\Pi$. A computation which ends in a configuration where no rule in no cell can be used, is called a halting computation. Assume that during a halting computation the tP system $\Pi$ sends out, through the cell $\sigma_{i_{\text {out }}}$, the multiset $z$. We say that the vector $\Psi_{E}(z)$, representing the multiplicities of impulses from $z$, is computed (or generated) by $\Pi$. We denote by $N_{\alpha, \beta}(\Pi), \alpha \in$ $\{\min , \operatorname{par}, \max \}, \beta \in\{$ repl, one, spread $\}$, the set of all vectors of natural numbers generated by a tP system $\Pi$, in the mode $(\alpha, \beta)$. The family of all sets $N_{\alpha, \beta}(\Pi)$, generated by all cooperative tP systems with at most $m \geq 1$ cells, each of them using at most $r \geq 1$ states, is denoted by $N t P_{m, r}(C o o, \alpha, \beta)$; when non-cooperative tP systems are used, we write $N t P_{m, r}(n C o o, \alpha, \beta)$ for the corresponding family of vector sets. When one (or both) of the parameters $m, r$ are not bounded, then we replace it (them) with $*$, thus obtaining families of the form $N t P_{m, *}(\gamma, \alpha, \beta), N t P_{*, r}(\gamma, \alpha, \beta)$, etc.

We have 18 families of the form $N t P_{*, *}(\gamma, \alpha, \beta)$, but, as we will see below, not all of them are different.

## 4 An Example

Before investigating the power and the properties of tP systems, let us examine an example, in order to clarify and illustrate the previous definitions. Consider the rather simple tP system:

$$
\begin{aligned}
\Pi_{1} & =\left(\{a\}, \sigma_{1}, \sigma_{2}, \sigma_{3}, \text { syn }, 1\right), \\
\sigma_{1} & =(\{s\}, s, a,\{s a \rightarrow s(a, g o), s a \rightarrow s(a, \text { out })\}), \\
\sigma_{2} & =(\{s\}, s, \lambda,\{s a \rightarrow s(a, g o)\}), \\
\sigma_{3} & =(\{s\}, s, \lambda,\{s a \rightarrow s(a, g o)\}), \\
\text { syn } & =\{(1,2),(1,3),(2,1),(3,1)\} .
\end{aligned}
$$

The reader can easily check that we have:

$$
N_{\alpha, \text { repl }}\left(\Pi_{1}\right)=\{(n) \mid n \geq 1\}, \text { for } \alpha \in\{\min , \max \},
$$

$$
\begin{aligned}
& N_{\text {par }, \text { repl }}\left(\Pi_{1}\right)=\left\{\left(2^{n}\right) \mid n \geq 0\right\} \\
& N_{\alpha, \beta}\left(\Pi_{1}\right)=\{(1)\}, \text { for } \alpha \in\{\text { min, par, } \max \}, \beta \in\{\text { one, spread }\}
\end{aligned}
$$

Indeed, in the non-replicative mode of communication, no further symbol is produced, hence we only generate the vector (1). In the replicative case, the symbols produced by the rule $s a \rightarrow s(a, g o)$ from cell 1 are doubled by communication. When the rules are used in the parallel mode, then all symbols are processed at the same time by the same rule, which means that all symbols present in the system are doubled from a step to the next one, therefore, the powers of 2 are obtained. When the rules are used in the minimal mode, the symbols are processed or sent out one by one, hence all natural numbers can be obtained. In the maximal mode, we can send copies of $a$ at the same time to cells 2 and 3 , and outside the system, hence again any number of symbols can be sent out.

## 5 The Power of tP systems

The following relations are direct consequences of the definitions.
Lemma 1. (i) For all $1 \leq m \leq m^{\prime}, 1 \leq r \leq r^{\prime}, \gamma \in\{C o o, n C o o\}, \alpha \in\{$ min, par, $\max \}$, and $\beta \in\{$ repl, one, spread $\}$, we have:

$$
\begin{aligned}
& N t P_{m, r}(\gamma, \alpha, \beta) \subseteq N t P_{m^{\prime}, r^{\prime}}(\gamma, \alpha, \beta) \subseteq N t P_{*, *}(\gamma, \alpha, \beta) \subseteq P s R E \\
& N t P_{m, r}(n C o o, \alpha, \beta) \subseteq N t P_{m, r}(\operatorname{Coo}, \alpha, \beta)
\end{aligned}
$$

(ii) For all $t P$ systems $\Pi$, cooperating or not, where each cell has at most one successor, and for all $\alpha \in\{$ min, par, max $\}$ we have

$$
N_{\alpha, \text { repl }}(\Pi)=N_{\alpha, \text { one }}(\Pi)=N_{\alpha, \text { spread }}(\Pi) .
$$

As it is standard when considering a new computing device, we compare the power of tP systems with that of Turing machines and restricted variants of them. Refined classifications of the power of such machines are provided by the Chomsky and the Lindenmayer hierarchies. We start by considering the minimal mode of using the rules in a tP system, and this turns out to be computationally universal, a fact which makes natural the comparison with (Parikh images of) Chomsky families, in particular, $P s R E$. In a subsequent section we will consider the parallel and the maximal modes of using the rules, and this will make necessary the comparison with (Parikh images of) Lindenmayer families.

### 5.1 Comparison with Chomsky Families

Rather surprising, if we take into consideration the apparently weak ingredients of our models, when using the mode min of applying the rules, even the noncooperative tP systems turn out to be computationally universal. (As expected, the same result holds true also when using cooperative rules, in all modes min, par, max.) In proving such results we try to keep as reduced as possible both the number of cells and the maximal number of states used by the cells.

Theorem 1. PsRE $=N t P_{2,5}(\gamma, \min , \beta)$ for all $\gamma \in\{C o o, n C o o\}, \beta \in\{r e p l$, one, spread\}.

At the price of using two more cells, we can decrease the number of used states (the proof is omitted).

Theorem 2. PsRE $=N t P_{4,4}(\gamma, \min , \beta)$ for all $\gamma \in\{C o o, n C o o\}, \beta \in\{o n e$, spread $\}$.

If we use cooperative rules, then we can further decrease both the number of cells and of states. Moreover, we can characterize PsRE for all modes min, par, max of processing the impulses, and this completes the study of the cooperative case.

Theorem 3. PsRE $=N t P_{2,2}(C o o, \alpha, \beta)$ for all $\alpha \in\{$ min, par $\}, \beta \in\{r e p l$, one, spread $\}$.

We do not know whether or not the results in Theorems [12 and 3 are optimal in the number of cells and of states.

### 5.2 Comparison with Lindenmayer Families

The maximal mode of using the rules in a tP system resembles the parallel mode of rewriting the strings in an L system, and this makes the following results expected.

Theorem 4. (i) $P s E 0 L \subseteq N t P_{1,2}(n C o o, \max , \beta)$ for all $\beta \in\{r e p l$,one, spread $\}$. (ii) PsET0L $\subseteq N t P_{1,3}(n C o o, \max , \beta)$ for all $\beta \in\{$ repl, one, spread $\}$.

For tP systems working in the min mode, we need further additional cells (and states) in order to simulate E0L and ETOL systems.

Theorem 5. PsE0L $\subseteq N t P_{2,3}(n C o o, \min , \beta)$ for all $\beta \in\{$ repl, one, spread $\}$.
In the case of ETOL systems we needed one more cell and one more state (but we do not know whether or not this result can be improved).

Theorem 6. PsET0L $\subseteq N t P_{3,4}(n C o o$, min,$\beta)$ for all $\beta \in\{$ repl, one, spread $\}$.
Interestingly enough, the converse of assertion (ii) from Theorem $\mathbb{Z}_{\text {is }}$ is also true, even in the following more general form (and this settles the study of modes par and max: they do not lead to computational universality).

Theorem 7. $N t P_{*, *}(n C o o, \alpha, \beta) \subseteq P s E T 0 L$, for all $\alpha \in\{p a r, \max \}$ and $\beta \in$ $\{$ repl, one, spread $\}$.

Together with assertion (ii) from Theorem $\pi$ we get the following characterization of $\operatorname{PsETOL}$, which precisely describes the power of the mode max in the non-cooperative case.

Theorem 8. $N t P_{1,1}(n C o o, \max , \beta) \subseteq N t P_{1,2}(n C o o, \max , \beta) \subseteq N t P_{1,3}(n C o o$, $\max , \beta)=N t P_{m, r}(n \operatorname{Coo}, \max , \beta)=N t P_{*, *}(n C o o, \max , \beta)=P s E T 0 L$, for all $m \geq 1, r \geq 3$.

A more precise characterization of families $N t P_{m, r}(n C o o, p a r, \beta), \beta \in\{r e p l$, one, spread\}, remains to be found (but we already know that such systems only generate Parikh images of ET0L languages).

## 6 Solving HPP in Linear Time

The architecture of tP systems and their way of working (especially the fact that in the maximal mode of using the rules we can process all impulses which may be processed in such a way that the same next state is obtained, irrespective which rules are used, and the fact that in the replicative mode one can send the same impulses to all successors of a cell) have an intrinsic computational power. More precisely, problems related to paths in a (directed) graph can be easily solved by a tP system, just by constructing a net with the synapses graph identical to the graph we deal with, constructing all paths in the graph with certain properties by making use of the maximal mode of applicating the rules and of the replicative communication, and checking the existence of a path with a desired property.

We illustrate this power of tP systems with the Hamiltonian Path Problem (HPP), which asks whether or not in a given directed graph $G=(V, U)$ (where $V=\left\{a_{1}, \ldots, a_{m}\right\}$ is the set of vertices, and $U \subseteq V \times V$ is the set of edges) there is a path starting in some vertex $a_{\text {in }}$, ending in some vertex $a_{\text {out }}$, and visiting all vertices exactly once. For simplicity, in what follows we assume that $a_{i n}=a_{1}$ and $a_{\text {out }}=a_{m}$. It is know that the HPP is a NP-complete problem, hence it is one of the problems considered as intractable for the sequential computers (for the Turing machines).

Having a graph $G=(V, U)$ as above, we construct the tP system $\Pi=$ $\left(E, \sigma_{1}, \ldots, \sigma_{m}, U, m\right)$, with

$$
\begin{aligned}
E= & \left\{[z ; k]\left|z \in V^{*}, 0 \leq|z| \leq m, 0 \leq k \leq m\right\}\right. \\
\sigma_{1}= & (\{s\}, s,[\lambda ; 0],\{s[\lambda ; 0] \rightarrow s([1 ; 1], g o)\}) \\
\sigma_{i}= & \left(\{s\}, s, \lambda,\left\{s [ z ; k ] \rightarrow s ( [ z i ; k + 1 ] , g o ) \left|z \in V^{*}, 1 \leq|z| \leq m-2,\right.\right.\right. \\
& \left.\left.|z|_{i}=0,1 \leq k \leq m-2\right\}\right), \text { for each } i=2,3, \ldots, m-1, \text { and } \\
\sigma_{m}= & \left(\{s\}, s, \lambda,\left\{s[z ; m-1] \rightarrow s([z m ; m], \text { out })\left|z \in V^{*},|z|=m-1\right\}\right) .\right.
\end{aligned}
$$

It is easy to see that $N_{\text {max,repl }}(\Pi) \neq \emptyset$ if and only if HPP has a solution for the graph $G$ : the paths in $G$ grow simultaneously in all cells of $\Pi$, because of the max mode of using the rules (each cell has only one state, hence all rules can be used at the same time). Moreover, the cell $\sigma_{m}$ can work only after $m-1$ steps and a symbol is sent out of the net at the step $m$. Thus, it is enough to watch the tP system at step $m$ and if any symbol is sent out, then HPP has a solution, otherwise we know that such a solution does not exist. (Note that the symbol sent out describes a Hamiltonian path in $G$.)
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#### Abstract

We consider transducers with set output, i.e., finite state machines which produce a set of output symbols upon reading any input symbol. When a word consisting of input symbols is read, the union of corresponding output sets is produced. Such transducers are instrumental in some important data classification tasks, such as multi-field packet classification. Two transducers are called equivalent if they produce equal output upon reading any input word. In practical data classification applications, it is important to store in memory only one transducer of every equivalence class, in order to save memory space. This yields the need of finding, in any equivalence class, one transducer, called canonical which is easy to compute, given any transducer from this class. One of the results of this paper is the construction of an algorithm which completes this task. Assuming that the input and output alphabets are of bounded size, for a given $n$-state transducer $T$, our algorithm finds the canonical transducer $\Psi(T)$ equivalent to $T$ in time $O(n \log n)$.


## 1 Introduction

Data classification is among crucial problems in network information processing. Packets arriving from a communication channel have to be divided into several classes, based on their content. Among different ways of classifying data, used in modern technology, the following approaches are the most significant: the network processor approach, used by such companies as Intel, Motorola, and Vitesse, the content addressable memory (CAM) approach [1], used, e.g., by Netlogic, IDT and Kawasaki, and the dedicated chip approach based on finite state automata, used, e.g., by Agere, Raqia, and Solidum Systems Corp. 2]. Among the three, the approach using a dedicated chip is by far the fastest: it enables classifying data packets at wire speed, i.e., it permits to complete the classification as soon as the last bit of the packet is read.

In particular, the mechanism of data classification used by Solidum Systems Corp. (see http://www.solidum.com) uses the concept of a transducer which is, roughly speaking, a finite state machine producing some output after reading every input symbol. The entire output produced after reading an input string, called the tag of this string, can be considered as the name of the class to which the processed packet is assigned.

Classic transducers [3] 67] output strings of symbols after reading every input symbol, and concatenate these strings as the input word is read. However, for some important tasks, such as multi-field packet classification [8], also
called multi-dimensional range matching [9], transducers producing strings of symbols are not a good tool. Indeed, in this context, the order in which output symbols are produced, is not important, and once a symbol has been produced during the classification process, producing this symbol again at a later stage does not change the result. Hence, in this important application of multi-field packet classification, it appears more natural to define tags as sets of output symbols, rather than strings of such symbols. More precisely, upon reading an input symbol, a (possibly empty) set of output symbols is produced, and the union of such consecutive sets is produced on every classification path. Transducers of this new type are called set transducers and are used as a theoretical tool forming the base of data classification technology in the above mentioned context. It turns out that classic transducers would be, indeed, entirely inappropriate to solve the multi-field packet classification problem: it can be shown that using classic transducers instead of set transducers in this context may result in an exponential growth of the number of states.

Transducers used in practical applications are very large: they are composed of hundreds of thousands of states. Hence it is necessary to decompose them into smaller building blocks, and store these blocks, reusing the same blocks for the construction of many different complex transducers. From the point of view of efficient memory use, it is of crucial importance to store in the memory only one such building block of given functionality, avoiding simultaneous storage of many equivalent transducers. (Two transducers are called equivalent if they produce equal output upon reading any input word: intuitively, they classify all packets in the same way.) To this end we need to choose, in every class of equivalent transducers, one representative, called the canonical transducer of this class. The choice of the canonical transducer must satisfy the property that, given any transducer, the canonical transducer equivalent to it can be produced efficiently. If this is the case, it becomes easy to avoid duplication of equivalent transducers stored in the memory: if a given transducer is needed as a building block, it is enough to compute the canonical transducer of its class and check if it is already stored in the memory. We add it to the memory only if it is not yet there.

Hence the problem of efficient finding of the canonical transducer equivalent to a given one is of significant practical importance. One of the results of this paper is the construction of an algorithm which completes this task. Assuming that we are given an $n$-state transducer $T$ and that the alphabets are of bounded size, our algorithm finds the canonical transducer equivalent to $T$ in time $O(n \log n)$.

Related work. Classic transducers (those with string output) have been extensively studied in the literature [3467. In this context, the particular problem of efficient finding of the canonical transducer equivalent to a given one has been considered in [7]. In our case this problem seems to be different because the idea from [7] directly using minimization cannot work: minimal set transducers are not unique.

As for the multi-field packet classification problem, which was our main reason for introducing and studying the concept of set transducers, its solutions in [89] were based on a combination of hardware and software tools, as opposed
to our approach which uses a general purpose transducer entirely implemented in hardware, and thus permitting much faster classification.

## 2 Set Transducers

We consider transducers which output sets. They differ from usual sequential transducers in that they define partial mappings from words over an input alphabet into subsets of an output alphabet.

Let $\Sigma$ and $\Delta$ be two disjoint finite sets of input and output symbols, respectively. A deterministic finite automaton (dfa) $A=(Q, s, \delta, F)$ consists of a finite set $Q$ of states, a partial transition function $\delta: Q \times \Sigma \mapsto Q$, an initial state $s \in Q$, and a set of final states $F \subseteq Q$. We call transition of $A$ any pair $(x, a)$ of state and input symbol for which transition function $\delta(x, a)$ is defined.

A labeling $L$ of an dfa $A=(Q, s, \delta, F)$ is a pair $(I, \lambda)$ consisting of an initial output $I \subseteq \Delta$ and a partial labeling function $\lambda: Q \times \Sigma \mapsto 2^{\Delta}$ with the same domain as $\delta$.

A set transducer $T=(A, L)$ is a pair consisting of a dfa $A$ and labeling $L$ of $A$. The transition function $\delta$ and labeling function $\lambda$ naturally extend into $\hat{\delta}: Q \times \Sigma^{*} \mapsto Q$ and $\hat{\lambda}: Q \times \Sigma^{*} \mapsto 2^{\Delta}$ by:

$$
\begin{array}{ll}
\hat{\delta}(x, \varepsilon) \stackrel{\text { def }}{=} x, & \hat{\delta}(x, a w) \stackrel{\text { def }}{=} \hat{\delta}(\delta(x, a), w) \\
\hat{\lambda}(x, \varepsilon) \stackrel{\text { def }}{=} \emptyset, & \hat{\lambda}(x, a w) \stackrel{\text { def }}{=} \lambda(x, a) \cup \hat{\lambda}(\delta(x, a), w)
\end{array}
$$

for $a \in \Sigma, w \in \Sigma^{*}$, and $x \in Q$, where $\varepsilon \in \Sigma^{*}$ denotes the empty word. Note that $\hat{\delta}$ and $\hat{\lambda}$ are partial functions: $\hat{\delta}(x, w)$ is defined if and only if $\hat{\lambda}(x, w)$ is.

From now on, we will use $\delta$ and $\lambda$ instead of $\hat{\delta}$ and $\hat{\lambda}$, respectively. We will also assume that the underlying $d f a A$ is always trimmed by eliminating nonessential states, i.e., for every state $x \in Q$ there exist $w, w^{\prime} \in \Sigma^{*}$ such that $\delta(s, w)=x$ and $\delta\left(x, w^{\prime}\right) \in F$.

Every set transducer $T$ defines a partial mapping $|T|: \Sigma^{*} \mapsto 2^{\Delta}$, from the set of words over input symbols into sets of output symbols. The mapping $|T|$ is defined for an input word $w$ if the word leads from the initial state to a final state. The value of $|T|(w)$ is the union of all output sets produced on the path including the initial output:

$$
|T|(w) \stackrel{\text { def }}{=} \begin{cases}I \cup \lambda(s, w) & \text { if } \delta(s, w) \in F  \tag{1}\\ \text { not defined } & \text { otherwise }\end{cases}
$$

Transducers $T_{1}$ and $T_{2}$ are called equivalent if $\left|T_{1}\right|=\left|T_{2}\right|$.
Consider transducers in Fig. [1. They define the same partial mapping, $T$, from words over alphabet $\{a, b\}$ into subsets of $\{\alpha, \beta\}$ :

$$
T=\{a a \mapsto\{\alpha\}, a b \mapsto\{\alpha, \beta\}, b a \mapsto\{\alpha, \beta\}, b b \mapsto\{\beta\}\} .
$$

In the sequel, we will define a canonical transducer in every equivalence class. More precisely, we will describe a transformation $\Psi$ on the class of all


Fig. 1. Two equivalent set transducers
transducers such that $\Psi(T)$ is equivalent to $T$; and if $T_{1}$ is equivalent to $T_{2}$ then $\Psi\left(T_{1}\right)=\Psi\left(T_{2}\right)$. Our main goal will then be efficient computation of $\Psi(T)$, given a transducer $T$.

For any state $x$ of a finite deterministic automaton $A=(Q, s, \delta, F)$ and any labeling $L=(I, \lambda)$ of $A$ we define:

$$
\begin{align*}
& D(x, L) \stackrel{\text { def }}{=}\left\{\alpha \in \Delta \mid \forall w \in \Sigma^{*}((\delta(x, w) \in F) \Rightarrow(\alpha \in \lambda(x, w)))\right\}  \tag{2}\\
& U(x, L) \stackrel{\text { def }}{=} I \cup\left\{\alpha \in \Delta \mid \forall w \in \Sigma^{*}((\delta(s, w)=x) \Rightarrow(\alpha \in \lambda(s, w)))\right\} \tag{3}
\end{align*}
$$

Intuitively, $D(x, L)$ and $U(x, L)$ denote the intersection of output sets generated on all paths starting at, respectively ending in, state $x$.

We define the following transformation $\Phi$ on the class of all labelings of an automaton. It will be used later in the construction of transformation $\Psi$.

Definition 1. Let $A=(Q, s, \delta, F)$ be an automaton with labeling $L=(I, \lambda)$. The labeling $\Phi(L)=\left(I^{\prime}, \lambda^{\prime}\right)$ of $A$ is defined as follows:
$-I^{\prime} \stackrel{\text { def }}{=} I \cup D(s, L) ;$

- $\lambda^{\prime}(x, a) \stackrel{\text { def }}{=}(\lambda(x, a) \cup D(\delta(x, a), L)) \backslash(U(x, L) \cup D(x, L))$, for every state $x \in Q$ and input symbol $a \in \Sigma$.

We extend $\Phi$ on transducers, i.e., if $T=(A, L)$ then $\Phi(T) \stackrel{\text { def }}{=}(A, \Phi(L))$. Output symbols in labels of transducers can be sometimes moved along directed paths keeping the resulting transducer equivalent. Intuitively $\Phi(T)$ is the result of moving those symbols as close to the initial state as possible.

We will prove below that transformation $\Phi$ preserves the semantics of the transducer.

Theorem 1. For any transducer $T$ we have $|T|=|\Phi(T)|$.
Proof. Let $T=(A, L), A=(Q, s, \delta, F), L=(I, \lambda)$, and $\Phi(L)=\left(I^{\prime}, \lambda^{\prime}\right)$.
We prove that $\forall w \in \Sigma^{*} \forall \alpha \in \Delta(\alpha \in|T|(w) \Leftrightarrow \alpha \in|\Phi(T)|(w))$.
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1. $\forall w \in \Sigma^{*} \forall \alpha \in \Delta(\alpha \in|\Phi(T)|(w) \Rightarrow \alpha \in|T|(w))$

Let us take the shortest prefix $w^{\prime}$ of $w$, such that $\alpha \in I^{\prime} \cup \lambda^{\prime}\left(s, w^{\prime}\right)$. If $w^{\prime}$ is the empty word then $\alpha \in I \cup D(s, L)$ and thus $\alpha \in|T|(w)$.
If $w^{\prime}$ is not the empty word, i.e., $w^{\prime}=w^{\prime \prime} a$ for some input word $w^{\prime \prime}$ and an input symbol $a$, then $\alpha \in \lambda^{\prime}\left(\delta\left(s, w^{\prime \prime}\right), a\right)$, i.e., $\alpha \in \lambda\left(\delta\left(s, w^{\prime \prime}\right), a\right)$ or $\alpha \in$ $D\left(\delta\left(s, w^{\prime}\right), L\right)$. In both cases this implies $\alpha \in \lambda(s, w)$ and thus $\alpha \in|T|(w)$.
2. $\forall w \in \Sigma^{*} \forall \alpha \in \Delta(\alpha \in|T|(w) \Rightarrow \alpha \in|\Phi(T)|(w))$

Let us take the shortest prefix $w^{\prime}$ of $w$, such that $\alpha \in I \cup \lambda\left(s, w^{\prime}\right)$.
If $w^{\prime}$ is the empty word then $\alpha \in I$. Since $I \subseteq I^{\prime}$ we have $\alpha \in|\Phi(T)|(w)$.
If $w^{\prime}$ is not the empty word, i.e., $w^{\prime}=w^{\prime \prime} a$ for some input word $w^{\prime \prime}$ and an input symbol $a$, then $\alpha \in \lambda\left(\delta\left(s, w^{\prime \prime}\right), a\right)$ and $\alpha \notin U\left(\delta\left(s, w^{\prime \prime}\right), L\right)$.
Two cases are possible:
(a) $\alpha \in \lambda^{\prime}\left(\delta\left(s, w^{\prime \prime}\right), a\right)$

In this case $\alpha$ is obviously present in $\lambda^{\prime}(s, w)$, i.e., $\alpha \in|\Phi(T)|(w)$.
(b) $\alpha \notin \lambda^{\prime}\left(\delta\left(s, w^{\prime \prime}\right), a\right)$

By definition of $\Phi(L)$ we have $\alpha \in D\left(\delta\left(s, w^{\prime \prime}\right), L\right) \cup U\left(\delta\left(s, w^{\prime \prime}\right), L\right)$, thus $\alpha \in D\left(\delta\left(s, w^{\prime \prime}\right), L\right)$.
If for all prefixes $z$ of $w^{\prime \prime}$ we have $\alpha \in D(\delta(s, z), L)$ then $\alpha$ will be in $I^{\prime}$. Otherwise, we find a non-empty prefix $v b\left(v \in \Sigma^{*}, b \in \Sigma\right)$ of $w^{\prime \prime}$ such that $\alpha \notin D(\delta(s, v), L)$ and $\alpha \in D(\delta(s, v b), L)$ (notice that such a prefix $v b$ must exist). By definition $\left.\lambda^{\prime}(\delta(s, v), b)=\lambda(\delta(s, v), b)\right) \cup D(\delta(s, v b), L) \backslash$ $(D(\delta(s, v), L) \cup U(\delta(s, v), L))$. Thus $\alpha \in \lambda^{\prime}(\delta(s, v), b)$ which implies $\alpha \in$ $\lambda^{\prime}(s, w)$, i.e., $\alpha \in|\Phi(T)|(w)$.

A naive idea of finding the canonical transducer equivalent to a given transducer $T$, would be to minimize $\Phi(T)$, hoping that such a minimal transducer is unique. However, it turns out that this is not the case.

In Fig. 2 transducer (b) is the result of applying transformation $\Phi$ to transducer (a). Transducer (a) can be further minimized by collapsing states $\delta(s, a)$ and $\delta(s, b)$ yielding transducer (c), or by collapsing states $\delta(s, b)$ and $\delta(s, c)$ yielding transducer (d). This example shows that minimization of $\Phi(T)$ may, in case
of an arbitrary transducer $T$, lead to many different transducers. Hence we have to proceed in a more subtle way. In the sequel, we define a class of transducers called simple. For any transducer $T$ we construct a simple transducer $T^{\prime}$ equivalent to it. Then we show that $\Phi\left(T^{\prime}\right)$ is also a simple transducer, and finally we prove that there exists exactly one minimal simple transducer equivalent to $\Phi\left(T^{\prime}\right)$. This unique transducer will then be taken as the canonical transducer $\Psi(T)$.

## 3 Simple Transducers

In this section we introduce a class of transducers which, on one input word, never produce the same output symbol twice. This will enable us to produce efficiently a canonical (unique) representative of each equivalence class.

Definition 2. A labeling $L=(I, \lambda)$ of a dfa $A=(Q, s, \delta, F)$ is simple if for any word $w w^{\prime}$ accepted by A, i.e., $\delta\left(s, w w^{\prime}\right) \in F$, we have $(I \cup \lambda(s, w)) \cap$ $\lambda\left(\delta(s, w), w^{\prime}\right)=\emptyset$. A transducer is simple if its labeling is simple.

In Fig. 2 transducer (b) is simple however (a), (c), and (d) are not.
We now describe a transformation $\Xi$ which, given a transducer $T=(A, L)$, produces a transducer $\Xi(T)$ which is simple and equivalent to $T$.

Definition 3. Let $T=(A, L)$ be a transducer with $A=(Q, s, \delta, F)$ and $L=$ $(I, \lambda)$. We define $\Xi(T)=\left(A^{\prime}, L^{\prime}\right)$ with $A^{\prime}=\left(Q^{\prime}, s^{\prime}, \delta^{\prime}, F^{\prime}\right)$ and $L^{\prime}=\left(I, \lambda^{\prime}\right)$ in the following way:
$-Q^{\prime} \subseteq Q \times 2^{\Delta}$, i.e., states are pairs of original states with subsets of output symbols;
$-s^{\prime}=(s, I)$;
$-\delta^{\prime}((x, O), a)=(\delta(x, a), O \cup \lambda(x, a))$;
$-(x, O) \in F^{\prime}$ whenever $x \in F$;
$-I^{\prime}=I$;
$-\lambda^{\prime}((x, O), a)=\lambda(x, a) \backslash O$.
The following lemma shows that $\Xi$ transformation of the transducer preserves its semantics. The next lemma will prove that the resulting transducer is simple.

Lemma 1. For every input word $w \in \Sigma^{*}$ we have:

1. $\delta^{\prime}\left(s^{\prime}, w\right)=(\delta(s, w), \lambda(s, w) \cup I)$;
2. $I \cup \lambda(s, w)=I^{\prime} \cup \lambda^{\prime}\left(s^{\prime}, w\right)$.

Proof. The property can be proved by induction on the length of $w$. It holds for $w$ being empty word. Let suppose that the property holds for any $w$ of length $k$. Consider a word $w^{\prime}$ of length $k+1, w^{\prime}=w a$.

1. $\delta^{\prime}\left(s^{\prime}, w a\right)=\delta^{\prime}\left(\delta^{\prime}\left(s^{\prime}, w\right), a\right)$. By the induction hypothesis we have, $\delta^{\prime}\left(s^{\prime}, w a\right)=$ $\delta^{\prime}((\delta(s, w), O), a)=\left(\delta(\delta(s, w), a), O^{\prime}\right)$, for $O=I \cup \lambda(s, w)$ and $O^{\prime}=(O \cup$ $\lambda(\delta(s, w), a)$ ). Finally, $O^{\prime}=O \cup \lambda(\delta(s, w), a)=I \cup \lambda(s, w) \cup \lambda(\delta(s, w), a)=$ $I \cup \lambda(s, w a)$. I.e., $\delta^{\prime}\left(s^{\prime}, w a\right)=(\delta(s, w a), I \cup \lambda(s, w a))$.
2. $\lambda^{\prime}\left(s^{\prime}, w a\right)=\lambda^{\prime}\left(s^{\prime}, w\right) \cup \lambda^{\prime}\left(\delta^{\prime}\left(s^{\prime}, w\right), a\right)$ and $\delta^{\prime}\left(s^{\prime}, w\right)=(\delta(s, w), I \cup \lambda(s, w))$. By the induction hypothesis and the definition of $\lambda^{\prime}, \lambda^{\prime}\left(s^{\prime}, w a\right)=\lambda(s, w) \cup$ $(\lambda(\delta(s, w), a) \backslash I \cup \lambda(s, w))$. Finally, $I^{\prime} \cup \lambda^{\prime}\left(s^{\prime}, w a\right)=I \cup \lambda(s, w) \cup \lambda(\delta(s, w), a)=$ $I \cup \lambda(s, w a)$.

Lemma 2. Transducer $\Xi(T)$ is simple.
Proof. Let $T=(A, L), A=(Q, s, \delta, F), L=(I, \lambda), \Xi(T)=\left(A^{\prime}, L^{\prime}\right), A^{\prime}=$ $\left(Q^{\prime}, s^{\prime}, \delta^{\prime}, F^{\prime}\right)$, and $L^{\prime}=\left(I^{\prime}, \lambda^{\prime}\right)$. For every word $w w^{\prime}$ accepted by $A$ (and thus, by Lemma凹, also by $\left.A^{\prime}\right)$ we have $\left(I^{\prime} \cup \lambda^{\prime}\left(s^{\prime}, w\right)\right) \cap \lambda^{\prime}\left(\delta^{\prime}\left(s^{\prime}, w\right), w^{\prime}\right)=(I \cup \lambda(s, w)) \cap$ $\left(\lambda\left(\delta(s, w), w^{\prime}\right) \backslash(I \cup \lambda(s, w))=\emptyset\right.$.

Lemmas $\square$ and $\square$ imply the following theorem.
Theorem 2. For any transducer $T$ there exists a simple transducer $T^{\prime}$ such that $|T|=\left|T^{\prime}\right|$.

The next lemma shows that the transformation $\Phi$ preserves simplicity.
Lemma 3. If $L$ is a simple labeling then so is $\Phi(L)$.
Proof. Let $L=(I, \lambda), \Phi(L)=\left(I^{\prime}, \lambda^{\prime}\right)$ be labelings of $d f a A=(Q, s, \delta, F)$.
Suppose that $\Phi(L)$ is not simple. Then there is a word $w w^{\prime}$ accepted by $A$ such that $\left(I^{\prime} \cup \lambda^{\prime}(s, w)\right) \cap \lambda^{\prime}\left(\delta(s, w), w^{\prime}\right) \neq \emptyset$. Since $I^{\prime} \subseteq U(x, L) \cup D(x, L)$ for every state $x \in Q$, we have $I^{\prime} \cap \lambda^{\prime}\left(\delta(s, w), w^{\prime}\right)=\emptyset$ and thus $\lambda^{\prime}(s, w) \cap \lambda^{\prime}\left(\delta(s, w), w^{\prime}\right) \neq \emptyset$.

Without loss of generality we suppose that $w=w_{1} a w_{2}, w^{\prime}=b w_{3}$, and there exists an input symbol $\alpha$ such that $\alpha \in \lambda^{\prime}\left(\delta\left(s, w_{1}\right), a\right) \cap \lambda^{\prime}\left(\delta\left(s, w_{1} a w_{2}\right), b\right)$. Hence

$$
\begin{align*}
& \alpha \in \lambda\left(\delta\left(s, w_{1}\right), a\right) \cup D\left(\delta\left(s, w_{1} a\right), L\right)  \tag{4}\\
& \alpha \notin D\left(\delta\left(s, w_{1} a w_{2}\right), L\right)  \tag{5}\\
& \alpha \in \lambda\left(\delta\left(s, w_{1} a w_{2}\right), b\right) \cup D\left(\delta\left(s, w_{1} a w_{2} b\right), L\right) \tag{6}
\end{align*}
$$

(14) and (5) imply $\alpha \in \lambda\left(\delta\left(s, w_{1}\right)\right.$, aw $w_{2}$ ), and (6i) implies $\alpha \in \lambda\left(\delta\left(s, w_{1} a w_{2}\right), b w_{3}\right)$. Hence $\alpha \in \lambda(s, w) \cap \lambda\left(\delta(s, w), w^{\prime}\right)$, which contradicts $L$ being simple.

A transducer may be viewed as a finite state automaton accepting words over both (input and output) alphabets. The canonical form of the transducer will be obtained as the minimization of such automaton.

Definition 4. Let $A=(Q, s, \delta, F)$ be a dfa and $L=(I, \lambda)$ its labeling. We call in-out word of the transducer $T=(A, L)$ any finite list of pairs $\omega=$ $\left(a_{1}, o_{1}\right) \ldots\left(a_{k}, o_{k}\right)$ with $a_{i} \in \Sigma, o_{i}=\lambda\left(\delta\left(s, a_{1} \ldots a_{i-1}\right), a_{i}\right)$, for $i \in[1, k]$, and such that $\delta(s, w) \in F$, for $w=a_{1} a_{2} \ldots a_{k}$.

Theorem 3. Let $T_{1}=\left(A_{1}, \Phi\left(L_{1}\right)\right)$, $T_{2}=\left(A_{2}, \Phi\left(L_{2}\right)\right)$ be equivalent simple transducers with labelings $\Phi\left(L_{1}\right)=\left(I_{1}, \lambda_{1}\right)$ and $\Phi\left(L_{2}\right)=\left(I_{2}, \lambda_{2}\right)$, respectively. Then $I_{1}=I_{2}$ and the sets of in-out words of $T_{1}$ and $T_{2}$ are equal.

Proof. $I_{1}=I_{2}$ because this is the intersection of all possible results which for both transducers are the same if they are equivalent.

Let $A_{1}=\left(Q_{1}, s_{1}, \delta_{1}, F_{1}\right)$ and $A_{2}=\left(Q_{2}, s_{2}, \delta_{2}, F_{2}\right)$.
Take an input word $w$ accepted by the transducers. By equivalence of $T_{1}$ and $T_{2}$ we have $\left|T_{1}\right|(w)=\left|T_{2}\right|(w)$, i.e., $I_{1} \cup \lambda_{1}\left(s_{1}, w\right)=I_{2} \cup \lambda_{2}\left(s_{2}, w\right)$. Since $I_{1}=I_{2}$ and the labelings are simple thus $I_{i} \cap \lambda_{i}\left(s_{i}, w\right)=\emptyset$, for $i \in\{1,2\}$, we have $\lambda_{1}\left(s_{1}, w\right)=\lambda_{2}\left(s_{2}, w\right)$.

Take a letter $\alpha \in \lambda_{1}\left(s_{1}, w\right)$. Let $w_{1} a_{1}, w_{2} a_{2}$ be unique prefixes of $w$, with $w_{i} \in$ $\Sigma^{*}$ and $a_{i} \in \Sigma$, for $i \in\{1,2\}$, such that $\alpha \in \lambda_{1}\left(\delta_{1}\left(s_{1}, w_{1}\right), a_{1}\right) \cap \lambda_{2}\left(\delta_{2}\left(s_{2}, w_{2}\right), a_{2}\right)$.

We prove that in-out words in $T_{1}$ and $T_{2}$ are equal by showing that $w_{1}$ and $w_{2}$ must be equal.

Suppose not. Without loss of generality, let $w_{1}$ be a proper prefix of $w_{2}$. By simplicity and definition of $\Phi\left(L_{2}\right), \alpha \notin \lambda_{2}\left(s_{2}, w_{1} a\right)$ and $\alpha \notin D\left(\delta_{2}\left(s_{2}, w_{1} a\right), L_{2}\right)$. Thus there is a word $w^{\prime}$ such that $\alpha \notin \lambda_{2}\left(\delta_{2}\left(s_{2}, w_{1} a\right), w^{\prime}\right)$ and $\delta_{2}\left(s_{2}, w_{1} w^{\prime}\right) \in F_{2}$. Hence $\alpha \notin\left|T_{2}\right|\left(w_{1} w^{\prime}\right)$ whereas $\alpha \in\left|T_{1}\right|\left(w_{1} w^{\prime}\right)$, which contradicts the equivalence of $T_{1}$ and $T_{2}$.

## 4 The Algorithm for Finding the Canonical Transducer

In this section we present an algorithm which, given a transducer $T$ of size $n$, finds the canonical transducer $\Psi(T)$ equivalent to $T$, in time $O(n \log n)$.

Algorithm Canonical ( $T$ ).

1. Compute $T^{\prime}=\Xi(T)$ (a simple transducer equivalent to $T$ ).
2. Compute $\Phi\left(T^{\prime}\right)$.
3. Compute $\Psi(T)$, i.e., the transducer which is the result of minimization of $\Phi\left(T^{\prime}\right)$ treated as a dfa on in-out words.

The following result shows that, given any transducer $T$, Algorithm Canonical $(T)$ correctly computes the canonical transducer equivalent to $T$.

Theorem 4. For any equivalent transducers $T_{1}, T_{2}$, we have $\Psi\left(T_{1}\right)=\Psi\left(T_{2}\right)$.
Proof. Let $T_{1}$ and $T_{2}$ be equivalent transducers. By Theorem 2 and transitivity of transducer equivalence, transducers $\Xi\left(T_{1}\right)$ and $\Xi\left(T_{2}\right)$ are equivalent. By Lemma 3 and Theorem transducers $\Phi\left(\Xi\left(T_{1}\right)\right)$ and $\Phi\left(\Xi\left(T_{2}\right)\right)$ are simple equivalent transducers. By Theorem [3, these transducers, viewed as automata, accept the same sets of in-out words. Hence their minimization (as automata over in-out words) yields the same result.

It remains to estimate the complexity of Algorithm Canonical. To this end, we need the following results.

Definition 5. Let $A=(Q, s, \delta, F)$ be a dfa. A transition $(x, a)$, where $x \in Q$ and $a \in \Sigma$ is called cyclic transition if there is a word $w \in \Sigma^{*}$ such that $\delta(x, a w)=x$. A labeling $L=(I, \lambda)$ of $A$ is called acyclic labeling if every cyclic transition ( $x, a$ ) in $A$ is labeled by the empty set, $\lambda(x, a)=\emptyset$.

Lemma 4. Let $L=(I, \lambda)$ be a labeling of dfa $A=(Q, s, \delta, F), x \in Q$ a state, and $w \in \Sigma^{*}$ an input word. If $\lambda(x, w)=\emptyset$ then $D(x, L) \subseteq D(\delta(x, w), L)$.

Proof. From the definition of $D(x, L)$ we have:

$$
D(x, L) \subseteq\left\{\alpha \in \Delta \mid \forall v \in w \Sigma^{*}((\delta(x, v) \in F) \Rightarrow(\alpha \in \lambda(x, v)))\right\}
$$

where $w \Sigma^{*}\left(\subseteq \Sigma^{*}\right)$ denotes all input words starting by $w$. Thus $D(x, L) \subseteq$ $\lambda(x, w) \cup D(\delta(x, w), L)$, i.e., $D(x, L) \subseteq D(\delta(x, w), L)$ while $\lambda(x, w)=\emptyset$.

Corollary 1. If $x$ and $y$ are in an empty-labeled cycle, i.e., there is a word $w w^{\prime}$ such that $\delta(x, w)=y, \delta\left(y, w^{\prime}\right)=x$, and $\lambda\left(x, w w^{\prime}\right)=\emptyset$, then $D(x, L)=D(y, L)$.

Lemma 5. Given a simple transducer $T$ of size $n$, the transducer $\Phi(T)$ can be computed in time $O(n)$.

Proof. It follows from Definition that it is enough to compute the values of $D(x, L)$ and $U(x, L)$, for all nodes $x$ of $T$, in linear time. To this end, we construct the following multi-graph $G^{*}$ (with labeled arcs), called the component graph of the graph $G$ underlying $T$ [10]. Nodes of $G^{*}$ are strongly connected components of $G$, and arcs are defined as follows. If there is a transition in $T$ from $v$ to $w$ with label $a$, then there is an arc from the component of $v$ to the component of $w$, with the same label $a$.

Let $\mathcal{F}$ be the set of nodes $X$ of $G^{*}$, such that at least one element of $X$ is a finite state of $T$. For any node $X$ of $G^{*}$, let $\Pi_{d}(X)$ be the set of all directed paths from $X$ to a node in $\mathcal{F}$. For any path $\pi$, let $L(\pi)$ be the union of labels on $\pi$. Define $D^{*}(X)=\bigcap\left\{L(\pi) \mid \pi \in \Pi_{d}(X)\right\}$. Similarly, let $J$ be the node of $G^{*}$ containing the initial node of $T$. For any node $X$ of $G^{*}$, let $\Pi_{u}(X)$ be the set of all directed paths from $J$ to $X$. Define $U^{*}(X)=\bigcap\left\{L(\pi) \mid \pi \in \Pi_{u}(X)\right\} \cup I$, where $I$ is the initial output of $T$.

By simplicity of $T$, all self-loops in $G^{*}$ have empty labels. This implies that $D(x, L)=D^{*}(X)$ and $U(x, L)=U^{*}(X)$, where $X$ is the strongly connected component of $x$. On the other hand, observe that, since all self-loops in $G^{*}$ have empty labels, removing them from $G^{*}$ does not affect the values of $D^{*}(X)$ and $U^{*}(X)$. Denote by $\bar{G}$ the multi-graph resulting from $G^{*}$ after removing all self-loops. This is a directed acyclic multi-graph.

Given transducer $T$, the multigraph $\bar{G}$ can be computed in linear time, because strongly connected components of a graph can be obtained in time linear in its size [11]. On the other hand, all sets $D^{*}(X)$ and $U^{*}(X)$ can be computed in linear time, using topological sorting. Given those sets, and hence all sets $D(x, L)$ and $U(x, L)$, the value of $\Phi(T)$ can be computed in linear time, using Definition

Theorem 5. Let $T$ be an arbitrary transducer of size $n$, over bounded size alphabets. Algorithm Canonical ( $T$ ) computes $\Psi(T)$ in time $O(n \log n)$.

Proof. Since alphabets are of bounded size, the size of $\Xi(T)$ has the same order of magnitude as that of $T$, i.e., $O(n)$. By the construction from Definition 3 step 1 of Algorithm Canonical $(T)$ (computing transducer $\Xi(T)$ ) takes time $O(n)$. By Lemma [5, step 2 of Algorithm Canonical $(T)$ takes time $O(n)$. Finally, minimization of $\Phi(\Xi(T))$ takes time $O(n \log n)$ [3].

Remark. Notice that steps 1 and 2 of Algorithm Canonical $(T)$ are executed in linear time. Time $O(n \log n)$ is needed only because of the minimization procedure in step 3, [3]. However, if the underlying graph of the transducer is a directed acyclic graph, then minimization can be carried out in linear time [12. This implies that, in the case of such transducers, Algorithm Canonical ( $T$ ) computes $\Psi(T)$ in linear time.
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#### Abstract

We investigate a model of self-assembling finite automata. An automaton is assembled on demand during its computation from copies out of a finite set of items. The items are pieces of a finite automaton which are connected to the already existing automaton by overlaying states. Depending on the allowed number of such interface states, the degree, infinite hierarchies of properly included language families are shown. The presented model is a natural and unified generalization of regular and context-free languages since degrees one and two are characterizing the finite and pushdown automata, respectively. Moreover, by means of different closure properties nondeterministic and deterministic language families are separated.


## 1 Introduction

Self-assembly appears in nature in several ways. One of the simplest mechanisms is the merging of drops of water when placed close together. The process is directed by minimization of potential energy and, thus, an example for uncoded self-assembly. On the other extreme in complexity protein molecules inside biological cells self-assemble to reproduce cells each time they divide. In this example the assembly instructions are built in the components and, therefore, it is coded self-assembly [4]. Originally, the study of self-assembly was motivated by biologists. A well-studied example is the assembly of bacteriophages, a type of virus which infects bacterial cells [1]. Formal investigations in this field are accompanied by the development of corresponding computational models which are also of great interest from an engineering point of view. An introduction can be found in [8] where an automaton model of self-assembling systems is presented.

Here, in some sense, we adapt self-assembly to the theory of automata and formal languages. Basically, the idea is to assemble an automaton during its computation. Therefore, we provide a finite set of items, the so-called modules. The automata are assembled from module copies on demand. The assembling rules are encoded by the state transition function. Starting with one piece of a finite automaton during the computation so-called assembling transitions are
traversed that direct the assembling of another copy of some item in a wellspecified manner.

Each of the modules has a set of entry and a set of return states which together are called interface states. An assembling transition specifies how the new copy of the module fits to the already existing part of the automaton. The connection is made by overlaying the interface states by existing states. So the result of the self-assembly is a finite automaton, but the number of its states may depend on the input. It will turn out that the generative capacity of such models depend on their degree, i.e. the number of interface states of the modules.

Related to the work of the present paper are the so-called self-modifying finite automata [ 5679 ]. In this model modifications of the automaton are allowed during transitions. The modifications include adding and deleting states and transitions. A weak form of self-modifying automata has been shown to accept the metalinear languages as well as some other families of context-free and non-context-free languages. Less restricted variants can accept arbitrarily hard languages, even non-recursive ones.

Since assembling modules sounds like calling subroutines another related paper is [3], where finite automata are considered that have a stack for storing return addresses (states). Every time a final state is entered the computation continues in the state at the top of the stack. Depending on the number of states which may be stored during one transition an infinite hierarchy in between the regular and context-free languages is shown.

Here by means of self-assembling finite automata of degree $k$ we obtain a natural and unified generalization of finite automata and pushdown automata. In particular, infinite hierarchies depending on the degree are shown. For degree one and two the regular and context-free languages are characterized, respectively. Moreover, some closure properties are proved which lead to a separation result between nondeterministic and deterministic computations.

## 2 Self-Assembling Finite Automata

In order to introduce the model under consideration in more detail at first we define the basic items, the modules, which are used in the assembling process more formally:

Definition 1. Let $u, v \in \mathbb{N}_{0}$ be constants. $A$ (nondeterministic) module with $u$ entries and $v$ exits (u:v-module) is a system $\langle Q, I, O, A, \delta, F\rangle$, where

1. $Q$ is the finite set of inner states,
2. $I=\left\{r_{1}, \ldots, r_{u}\right\}$ is the ordered set of $u$ entry states such that $I \cap Q=\emptyset$,
3. $O=\left\{r_{u+1}, \ldots, r_{u+v}\right\}$ is the ordered set of $v$ return states such that $O \cap(Q \cup I)=\emptyset$,
4. A is the finite set of input symbols,
5. The module transition function $\delta$ maps $Q \times A$ to the finite subsets of $Q \cup O \cup\left(\mathbb{N} \times Q^{+} \times(Q \cup O)^{+}\right)$and $I \times A$ to the subsets of $Q$,
6. $F \subseteq Q \cup I \cup O$ is the set of accepting (or final) states.

So, the nondeterministic transition function may map states to states in which case we have state changes without assembling new items as usual.

In the second case $\delta$ requires to assemble a new copy of a module which is identified by an index from $\mathbb{N}$. The interface states $I^{\prime}$ and $O^{\prime}$ of the new module are overlayed by the states specified by $Q^{+} \times(Q \cup O)^{+}$. From this point of view the restrictions of $\delta$ are convenient and natural: A return state is for exit purposes and, therefore, $\delta$ is not defined for states in $O$. Otherwise, a return state would at the same time be an entry state. Conversely, an entry state cannot be reached from inside the module. Otherwise it also would be a return state. Finally, after assembling a new module the computation should enter the module for at least one time step without assembling further modules, i.e., $I \times A$ is mapped to subsets of $Q$ only.

Since modules are the basic items from which $k$-self-assembling finite automata are assembled, for their definition we need to ensure that only pieces are connected that fit together.

Definition 2. Let $k \in \mathbb{N}_{0}$ be a constant. A nondeterministic self-assembling finite automaton $\mathcal{M}$ of degree $k\left(k\right.$-NFA) is an ordered set $\left\langle M_{0}, \ldots, M_{m}\right\rangle$ of modules over a common input alphabet $A$, where for all $0 \leq i \leq m$ the module $M_{i}=\langle Q, I, O, A, \delta, F\rangle$

1. has at most $k$ interface states, i.e. $|I|+|O| \leq k$,
2. for all $(s, a) \in(Q \times A)$ the assembling transition
$\left(j,\left(p_{1}, \ldots, p_{u}\right),\left(p_{u+1}, \ldots, p_{u+v}\right)\right) \in \delta(s, a)$ implies
(a) $j \leq m$ and $M_{j}$ is a u:v-module,
(b) $\left\{p_{1}, \ldots, p_{u+v}\right\}$ are different and $s \in\left\{p_{1}, \ldots, p_{u}\right\}$,
3. $M_{0}$ is a 0:0-module with a designated starting state $s_{0}$.

Condition $2 b$ ensures that at most two states are overlayed and, moreover, an assembling transition transfers the computation into the new module.

The general behavior of a $k$-NFA is best described by configurations and their successor configurations.

A configuration $c_{t}$ of $\mathcal{M}$ at some time $t \geq 0$ is a description of its global state which is a set of existing states $S_{t}$, transition and assembling rules given by a mapping $\delta_{t}$ from $S_{t} \times A$ to the finite subsets of $S_{t} \cup\left(\mathbb{N} \times S_{t}^{+} \times S_{t}^{+}\right)$, the currently active state $s_{t}$, the current set of final states $F_{t}$ and the remaining input word $w_{t}$. Thus, a configuration is a 5 -tuple $c_{t}=\left(S_{t}, \delta_{t}, s_{t}, F_{t}, w_{t}\right)$.

The initial configuration $c_{0}=\left(Q_{0}, \delta_{0}, s_{0}, F_{0}, w\right)$ at time 0 is defined by the input word $w=a_{0} \cdots a_{n-1} \in A^{*}$ and the components of module $M_{0}=$ $\left\langle Q_{0}, \emptyset, \emptyset, A, \delta_{0}, F_{0}\right\rangle$, where $s_{0}$ is the designated starting state from $Q_{0}$.

Let $c_{t}=\left(S_{t}, \delta_{t}, s_{t}, F_{t}, a_{t} \cdots a_{n-1}\right)$ be a configuration, then for each element from $\delta_{t}\left(s_{t}, a_{t}\right)$ successor configurations $\left(S_{t+1}, \delta_{t+1}, s_{t+1}, F_{t+1}, a_{t+1} \cdots a_{n-1}\right)$ are defined as follows.

During an ordinary state transition, as usual for finite automata, only the active state changes.

During an assembling transition a copy of the new module $M_{j}$ has to be created, the active state has to be computed and the interface states have to be overlayed, what includes the appropriate update of the rules.


Fig. 1. Modules of a 3-DFA accepting $L_{3}$.

Let $\left(j,\left(p_{1}, \ldots, p_{u}\right),\left(p_{u+1}, \ldots, p_{u+v}\right)\right) \in\left(\mathbb{N} \times S_{t}^{+} \times S_{t}^{+}\right)$be an element from $\delta_{t}\left(s_{t}, a_{t}\right)$.

The copy $\bar{M}_{j}$ is created by renaming all states and correspondingly the transition rules such that they are different from the states in $S_{t}$. Set $S_{t+1}=S_{t} \cup \bar{Q}$ and identify the entry states of $\bar{M}_{j}$ by $p_{1}, \ldots, p_{u}$ and the return states by $p_{u+1}, \ldots, p_{u+v}$. Accordingly, $F_{t+1}$ is the union of all present final states.

In order to define $s_{t+1}$ we first observe that by definition state $s_{t}$ has to belong to $\left\{p_{1}, \ldots, p_{u}\right\}$, say $s_{t}=p_{l}$. Next $s_{t+1}$ is chosen from the set of possible successor states (under input $a_{t}$ ) of the unique state which is overlayed by $p_{l}$, i.e., the computation enters the newly assembled module.

It remains to join the mappings $\delta_{t}$ and $\bar{\delta}$ to $\delta_{t+1}$. This is done by taking the mapping $\bar{\delta}$ of $\bar{M}_{j}$ and textually rename each occurrence of interface states by their overlaying states. Finally, the traversed assembling transition is replaced by an ordinary state transition.

An input word $a_{0} \cdots a_{n-1}$ is accepted by a $k$-NFA iff the set of possible configurations at time $n$ (i.e., after processing the whole input) is not empty and contains at least one configuration whose active state $s_{n}$ belongs to the set of accepting states $F_{n}$.

A $k$-NFA is deterministic ( $k$-DFA) iff for any input all configurations have deterministic mappings, i.e., $\delta_{t}: S_{t} \times A \rightarrow S_{t} \cup\left(\mathbb{N} \times S_{t}^{+} \times S_{t}^{+}\right)$is a partial function.

The family of all languages that are acceptable by some $k$-NFA ( $k$-DFA) is denoted by $\mathscr{L}(k$-NFA $)(\mathscr{L}(k$-DFA $))$.

The following example illustrates self-assembling finite automata more figurative. It becomes important for proving hierarchies in later sections.

Example 3. For any constant $k \geq 1$ let $A_{k}=\left\{a_{1}, \ldots, a_{k}\right\}$ be an alphabet and $L_{k}=\left\{a_{1}^{n} \cdots a_{k}^{n} \mid n \in \mathbb{N}\right\}$.

In order to show that $L_{k}$ is accepted by a $k$-DFA we present constructions for $k=3$ which can easily be generalized to arbitrary $k$.

Figure $\square$ shows the graphical representation of a 3-DFA $\mathcal{M}=\left\langle M_{0}, M_{1}, M_{2}\right\rangle$ that accepts $L_{3}$. Assembling transitions are indicated by double arrows. The assembled 3 -DFA after accepting the input $a_{1}^{4} a_{2}^{4} a_{3}^{4}$ is depicted in Figure [2]


Fig. 2. Structure of a 3-DFA accepting $L_{3}$ after processing $a_{1}^{4} a_{2}^{4} a_{3}^{4}$.

The self-assembling finite automata in Example have an important and interesting property, they are loop-free. Exactly this restriction of the model yields a natural and unified generalization of finite and pushdown automata. In particular, the generative capacity of self-assembling finite automata depends on their degree. Later on we are going to show infinite hierarchies of properly included language families for loop-free and unrestricted variants. Here we present the results concerning degrees 1 and 2 . We prove that loop-free 1-DFAs accept exactly the regular and loop-free 2-NFAs exactly the context-free languages.

Definition 4. Let $k \geq 1$ be a constant. A computation of a self-assembling finite automaton $\mathcal{M}$ of degree $k$ is loop-free if $\mathcal{M}$ enters each of its existing states at most once. An automaton $\mathcal{M}$ is loop-free if all of its computations are loop-free.

In order to distinguish loop-free languages we denote the family of all languages that are acceptable by some loop-free $k$-NFA ( $k$-DFA) by $\mathscr{L}_{l f}(k$-NFA $)$ ( $\mathscr{L}_{l f}(k$-DFA $\left.)\right)$.
Theorem 5. Every context-free language is accepted by some loop-free 2-NFA.
Proof. It is well known that for every context-free language not containing $\lambda$ there exists a grammar in Greibach normal form. I.e., every production is of the form $X \rightarrow a \gamma$, where $X$ is a variable, $a$ a terminal and $\gamma$ a possibly empty word of variables. In the following a loop-free 2-NFA is constructed that computes leftmost derivations of such a grammar $\mathcal{G}$. Subsequently, the empty word can be included simply by making the starting state final.

For each production $X \rightarrow a Y_{1} \cdots Y_{n}$ in $\mathcal{G}$ whose right-hand side has at least one variable a module $M_{Y_{1} \cdots Y_{n}}$ is constructed as follows: $Q=\left\{Y_{1}, \ldots, Y_{n}\right\}$, $I=\left\{r_{1}\right\}, O=\left\{r_{2}\right\}, F=\emptyset, \delta\left(r_{1}, a\right)=\left\{Y_{1}\right\}$. For all $x \in A$ :
$Y_{i+1} \in \delta\left(Y_{i}, x\right)$ iff there exists the production $Y_{i} \rightarrow x$ in $\mathcal{G}$,
$r_{2} \in \delta\left(Y_{n}, x\right)$ iff there exists the production $Y_{n} \rightarrow x$ in $\mathcal{G}$,
$\left(j,\left(Y_{i}\right),\left(Y_{i+1}\right)\right) \in \delta\left(Y_{i}, x\right)$ iff there exists a production $Y_{i} \rightarrow x Z_{1} \cdots Z_{l}$ in $\mathcal{G}$ and $M_{j}=M_{Z_{1} \cdots Z_{l}}$
$\left(j,\left(Y_{n}\right),\left(r_{2}\right)\right) \in \delta\left(Y_{n}, x\right)$ iff there exists a production $Y_{n} \rightarrow x Z_{1} \cdots Z_{l}$ in $\mathcal{G}$ and $M_{j}=M_{Z_{1} \cdots Z_{l}}$


Fig. 3. Modules of a 2-DFA accepting $L$ of Example 10

Therefore, with input symbol $x$, the computation process assembles a module $M_{\gamma}$ iff a leftmost derivation step of $\mathcal{G}$ generates $x \gamma$. The process returns from $M_{\gamma}$ iff the variables $\gamma$ have been completely replaced by terminals.

In order to complete the construction module $M_{0}$ is defined as the others, with the exception that $r_{1}$ is omitted, $r_{2}$ is now an inner state, the axiom of $\mathcal{G}$ is the second inner state, $F=\left\{r_{2}\right\}$ and the starting state is the axiom.

Altogether, the $2-\mathrm{NFA}$ starts in a state that corresponds to the axiom of $\mathcal{G}$, simulates leftmost derivations and returns to the unique final state only if all variables that appear during the derivation of the input could be replaced.

In order to complete the characterization we need also the converse of Theorem 5 A proof can be found in [2].
Theorem 6. The family $\mathscr{L}_{l f}(2-\mathrm{NFA})$ is equivalent to the context-free languages.
Now we climb down the Chomsky-hierarchy and consider regular languages.
Theorem 7. [R] Every 1-NFA language is regular.
Theorem 8. [2] Every regular language is accepted by some loop-free 1-DFA.
Corollary 9. The nondeterministic families $\mathscr{L}(1-\mathrm{NFA}), \mathscr{L}_{l f}(1-\mathrm{NFA})$ and the deterministic families $\mathscr{L}(1-\mathrm{DFA}), \mathscr{L}_{\text {lf }}(1-\mathrm{DFA})$ are equivalent to the regular languages.

These results immediately raise the question for the power and limitations of loop-freeness in connection with self-assembling finite automata. Are all loopfree automata with a given degree equivalent to unrestricted automata with the same degree? Quite the contrary, there is a difference for all $k \geq 2$. The next example proves the claim for $k=2$. In the next section it is extended to arbitrary degrees.

Example 10. The 2-DFA whose modules are depicted in Figure 3 accepts the language $L=\left\{a^{n_{1}} b^{n_{1}} \cdots a^{n_{j}} b^{n_{j}} a^{m} c \mid j \in \mathbb{N}, n_{i} \geq 2\right.$ for $1 \leq i \leq j$ and $m<$ $\left.\max \left\{n_{1}, \ldots, n_{j}\right\}\right\}$. Since $L$ is not context-free it does not belong to $\mathscr{L}_{l f}(2$-NFA $)$.

In order to determine where the generative power of $k$-NFAs ends up here we state that for any $k \in \mathbb{N}$ the family $\mathscr{L}(k$-NFA) is a proper subfamily of the context-sensitive languages.

## 3 Hierarchies

Now we are going to explore the relative computation power of self-assembling finite automata. In particular, we compare nondeterministic and deterministic computations and investigate the relationships between degrees $k$ and $(k+1)$.

The following pumping lemma is in some sense weaker than others, since it contains no statement about the usual ordering in which the repeated subwords appear.

Lemma 11. Let $k \in \mathbb{N}$ be a constant and $\mathcal{M}$ be a loop-free $k$-NFA accepting a language $L$. Then there exists a constant $n \in \mathbb{N}$ such that every $w \in L$ with $|w| \geq n$ may be written as $x_{0} y_{1} x_{1} y_{2} \cdots y_{k} x_{k}$, where $\left|y_{1}\right|+\left|y_{2}\right|+\cdots+\left|y_{k}\right| \geq 1$, and for all $i \in \mathbb{N}$ there exists a word $w^{\prime} \in L$ such that $w^{\prime}$ is in some order a concatenation of the (sub)words $x_{0}, x_{1}, \ldots, x_{k}$ and $i$ times $y_{j}$ for each $1 \leq j \leq k$.

Proof. $\mathcal{M}$ consists of finitely many modules each having finitely many interface states. For long enough words from $L$ there exists an accepting computation such that a module is assembled at least twice whereby the ordering of passed through interface states is identical. Obviously, the necessary input length can be calculated. It depends on $\mathcal{M}$ only and defines the constant $n$.

Now let $w$ be an accepted input with $|w| \geq n$. We denote the first instance of the module by $\hat{M}$ and the second one by $\tilde{M}$. The input symbols consumed until $\hat{M}$ is assembled define the subword $x_{0}$. Thus, after processing $x_{0}$ an interface state of $\hat{M}$ and $\tilde{M}$ appears for the first time. Next we consider the sequence of input symbols until the next interface state (of $\hat{M}$ or $\tilde{M}$ ) is entered and define it to be $y_{1}$. We continue as follows (cf. Figure (4): Input sequences connecting return states of $\hat{M}$ with entry states of $\hat{M}$, or entry states of $\tilde{M}$ with return states of $\tilde{M}$ form the subwords $x_{j}$. Input sequences connecting each other pair of interface states from $\hat{M}$ or $\tilde{M}$ form the subwords $y_{j}$. The input sequence after entering an interface state for the last time forms the subword $x_{k}$.

Since there must exist at least one path from an entry state of $\hat{M}$ to an entry state of $\tilde{M}$, at least one subword $y_{i}$ is not empty. On the other hand, since $\mathcal{M}$ is loop-free and its modules have at most $k$ interface states, there exist at most $k$ paths defining subwords $y_{j}$.

From the given accepting computation we derive another one by using a third copy $\bar{M}$ of the module and placing it in between the paths connecting $\hat{M}$ and $\tilde{M}$. The idea is as follows:

Since the interface states appearing in the same ordering $\bar{M}$ behaves like $\hat{M}$ when the computation enters one of its entry states. Thus, the connections between $\bar{M}$ and $\tilde{M}$ are identical to the connections between $\hat{M}$ and $\tilde{M}$. On the other hand, $\bar{M}$ behaves like $\tilde{M}$ when the computation enters one of its return states. Thus, the connections between $\hat{M}$ and $\bar{M}$ are identical to the connections between $\hat{M}$ and $\tilde{M}$. But the connections are exactly the subwords $y_{j}$. We conclude that the new accepting computation is for an input that is a concatenation of $x_{0}, \ldots, x_{k}$ and 2 times $y_{j}$ for each $1 \leq j \leq k$. Trivially, we can insert $i$ copies of $\bar{M}$.


Fig. 4. Accepting computations for $x_{0} y_{1} x_{1} y_{2} x_{2} y_{3} x_{3} y_{4} x_{4} y_{5} x_{5}$ (left) and $x_{0} y_{1} x_{1} y_{2} y_{1} y_{3} x_{3} y_{4} y_{2} x_{2} y_{3} y_{5} y_{4} x_{4} y_{5} x_{5}$ (right).

We apply the pumping lemma to the language $L_{k}=\left\{a_{1}^{n} \cdots a_{k}^{n} \mid n \in \mathbb{N}\right\}$ of Example 3

Lemma 12. Let $k \in \mathbb{N}$ be a constant, then $L_{k+1}$ does not belong to $\mathscr{L}_{\text {lf }}(k$-NFA).
Since the constructions in Example 3 are deterministic and loop-free, as an immediate corollary we obtain hierarchies of loop-free self-assembling automata.

Corollary 13. Let $k \in \mathbb{N}$ be a constant, then $\mathscr{L}_{l f}(k-\mathrm{DFA}) \subset \mathscr{L}_{l f}((k+1)$-DFA $)$ and $\mathscr{L}_{l f}(k$-NFA $) \subset \mathscr{L}_{l f}((k+1)$-NFA $)$.

Now we return to the question concerning the limitations of loop-freeness. The answer has been given for the cases $k=1,2$. For $k>2$ the question is answered by the next result. It proves also that the pumping lemma does not hold for unrestricted self-assembling finite automata.

Lemma 14. Let $k \in \mathbb{N}$ be a constant. There exists a language $L \in \mathscr{L}(3$-DFA) which does not belong to $\mathscr{L}_{l f}$ ( $k$-NFA).

Proof. The witness for the assertion is the language $L=\left\{a_{1}^{n}\left(a_{2}^{n} a_{3}^{n}\right)^{+} \mid n \in \mathbb{N}\right\}$.
A 3-DFA accepting $L$ is a simple modification of the 3-DFA accepting the language $L_{3}$ given in Example 3. Simply insert a transition $\delta\left(q_{5}, a_{2}\right)=q_{3}$ in module $M_{0}$ and a transition $\delta\left(q_{2}, a_{2}\right)=q_{1}$ in module $M_{2}$.

By the pumping lemma it is easy to see that $L$ cannot be accepted by any loop-free $k$-NFA for any $k \in \mathbb{N}$.

Corollary 15. Let $k \geq 2$ be a constant, then $\mathscr{L}_{l f}(k$-DFA $) \subset \mathscr{L}(k$-DFA) and $\mathscr{L}_{l f}(k$-NFA $) \subset \mathscr{L}(k$-NFA $)$.

The hierarchy result for loop-free self-assembling finite automata can be adapted to the unrestricted case. Though the pumping argument requires loopfreeness, the acceptors for the languages $L_{k}$ may not contain any useful loop even in the unrestricted case.

Lemma 16. Let $k, k^{\prime} \in \mathbb{N}$ be two constants and $\mathcal{M}$ be a $k^{\prime}$-NFA accepting the language $L_{k}$. Then during all accepting computations $\mathcal{M}$ does not enter any existing state more than once.

This observation suffices to apply the proof of the pumping lemma in order to show that $L_{k}$ cannot be accepted by any $k$-NFA.

Corollary 17. Let $k \in \mathbb{N}$ be a constant, then $L_{k+1} \notin \mathscr{L}(k$-NFA) and, therefore, $\mathscr{L}(k-\mathrm{NFA}) \subset \mathscr{L}((k+1)-\mathrm{NFA})$ and $\mathscr{L}(k-\mathrm{DFA}) \subset \mathscr{L}((k+1)$-DFA $)$.

## 4 Closure Properties under Boolean Operations

It turns out that the loop-free $k$-DFA languages are properly contained in the loop-free $k$-NFA languages. Thus, nondeterministic and deterministic language families are separated by different closure properties.

We start the investigation by showing that none of the families is closed under intersection.

Theorem 18. Let $k \geq 2$ be a constant. Then there exist languages $L, L^{\prime} \in$ $\mathscr{L}_{l f}\left(k\right.$-DFA) such that $L \cap L^{\prime} \notin \mathscr{L}(k$-NFA). In particular, none of the families $\mathscr{L}_{l f}(k-\mathrm{DFA}), \mathscr{L}_{l f}(k-\mathrm{NFA}), \mathscr{L}(k-\mathrm{DFA})$ and $\mathscr{L}(k-\mathrm{NFA})$ is closed under intersection.

Proof. Let $L=\left\{a_{1}^{n} \cdots a_{k}^{n} a_{k+1}^{m} \mid m, n \in \mathbb{N}\right\}$ and $L^{\prime}=\left\{a_{1}^{m} a_{2}^{n} \cdots a_{k+1}^{n} \mid m, n \in \mathbb{N}\right\}$.
In order to construct a loop-free $k$-DFA for $L$ and $L^{\prime}$ we only need minor modifications of the loop-free $k$-DFAs given in Example 3 But $L \cap L^{\prime}=\left\{a_{1}^{n} \cdots a_{k+1}^{n} \mid\right.$ $n \in \mathbb{N}\}=L_{k+1}$ which by Corollary $\square 7$ cannot be accepted by any $k$-NFA.

In order to disprove the nondeterministic closure under complement we prove the closure under union. The following technical lemma prepares for the construction. A proof can be found in [2].

Lemma 19. Let $k \in \mathbb{N}$ be a constant. For any (loop-free) $k$-NFA $\mathcal{M}$ there exists an equivalent (loop-free) $k$-NFA $\mathcal{M}^{\prime}$ such that there is no assembling transition from the starting state.

Theorem 20. Let $k \geq 2$ be a constant, then $\mathscr{L}_{\text {lf }}(k$-NFA) and $\mathscr{L}(k-\mathrm{NFA})$ are closed under union.

Proof. Let $L$ and $L^{\prime}$ be two $k$-NFA-languages. As usual for nondeterministic devices the construction for $L \cup L^{\prime}$ relies on the idea that an acceptor can initially guess whether the input belongs to $L$ or $L^{\prime}$. Technical problems are solved by applying Lemma [10] The details are presented in [2].

Corollary 21. Let $k \geq 2$ be a constant, then $\mathscr{L}_{\text {lf }}(k$-NFA) and $\mathscr{L}(k$-NFA) are not closed under complement.

The corollary follows from the closure under union by de Morgan's law: The closure under complement would imply the closure under intersection. Now we consider deterministic devices. One might expect their closure under complement
by exchanging final and non-final states. But to this end the transition functions need to be total mappings.

In order to make them total we have to cope with the situation that states will eventually be overlayed by entry states of successor modules. Therefore, in general more than one transition function must be considered. On the other hand, some computations may enter these states without assembling the successor modules which implies that only one transition function must be total. The problem can be solved for loop-free $k$-DFAs [2].

Lemma 22. Let $k \in \mathbb{N}$ be a constant and $\mathcal{M}$ be a loop-free $k$-DFA. Then there exists an equivalent loop-free $k$-DFA $\mathcal{M}^{\prime}$ such that for any state in any reachable configuration the local transition function is totally defined.

Theorem 23. Let $k \in \mathbb{N}$ be a constant, then $\mathscr{L}_{l f}(k-\mathrm{DFA})$ is closed under complement.

Since $\mathscr{L}_{l f}(k$-DFA) has been shown not to be closed under intersection but to be closed under complement we obtain immediately:

Corollary 24. Let $k \geq 2$ be a constant, then $\mathscr{L}_{l f}(k$-DFA) is not closed under union.

From the different closure properties and for structural reasons the separation of nondeterministic and deterministic loop-free languages follows.

Theorem 25. Let $k \geq 2$ be a constant, then $\mathscr{L}_{l f}(k$-DFA $) \subset \mathscr{L}_{l f}(k$-NFA $)$.
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#### Abstract

With ideas from data compression and combinatorics on words, we introduce a complexity measure for words, called repetition complexity, which quantifies the amount of repetition in a word. The repetition complexity of $w, \mathrm{R}(w)$, is defined as the smallest amount of space needed to store $w$ when reduced by repeatedly applying the following procedure: $n$ consecutive occurrences $u u \ldots u$ of the same subword $u$ of $w$ are stored as $(u, n)$. The repetition complexity has interesting relations with well-known complexity measures, such as subword complexity, SUB, and Lempel-Ziv complexity, Lz. We have always $\mathrm{R}(w) \geq \mathrm{LZ}(w)$ and could even be that the former is linear while the latter is only logarithmic; e.g., this happens for prefixes of certain infinite words obtained by iterated morphisms. An infinite word $\alpha$ being ultimately periodic is equivalent to: (i) $\operatorname{SUB}\left(\operatorname{pref}_{n}(\alpha)\right)=\mathcal{O}(n)$, (ii) $\mathrm{LZ}\left(\operatorname{pref}_{n}(\alpha)\right)=\mathcal{O}(1)$, and (iii) $\mathrm{R}\left(\operatorname{pref}_{n}(\alpha)\right)=\lg n+\mathcal{O}(1)$. De Bruijn words, well known for their high subword complexity are shown to have almost highest repetition complexity; the precise complexity remains open. $\mathrm{R}(w)$ can be computed in time $\mathcal{O}\left(n^{3}(\log n)^{2}\right)$ and it is open, and probably very difficult, to find very fast algorithms.
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## 1 Introduction

The repetitions in words constitute one of the oldest and most important properties of words. The study of repetitions dates back to the pioneering work of Thue Th06 Th12 at the beginning of the last century. He was concerned with infinite repetition-free words. Ever since, various aspects of repetitions in words were quite extensively investigated, see, e.g., Lo8.3, ChKa.97, Lo()2] and the references therein.

[^13]In the present paper we investigate repetition in words from a new perspective: word complexity. Several measures of the complexity of words were proposed in the literature. The complexity of a word can be considered from different points of view: the shortest program to generate it (Kolmogorov [Ko65], see also [Ma66|Ch74]), the shortest compressed form (Lempel and Ziv [LeZi76]), the number of subwords ([Lo83dB46]), the number of maximal repetitions (KoKu99), the highest order of repetitions ( De72]). The new complexity measure we introduce concerns the amount of repetition in a word; we call it repetition complexity. The basic idea is that the more the repetitions, the less the complexity. However, measures related with classical properties of words, such as the number of repetitions or highest order of repetitions, seem to be less appropriate.

Our complexity measure takes ideas from both data compression theory and combinatorics on words. Essentially, from a repetition of a word we remember only the base and the exponent; that is, we replace $n$ consecutive occurrences of the same word $u u \cdots u$ by $(u, n)$. The complexity is the minimum size to which a word is reduced by iteratively applying this procedure. As we shall see, the problem of doing optimally such reductions can be very intricate.

We investigate the repetition complexity from several points of view. It turns out that, aside from introducing challenging combinatorial problems, it is closely connected with well-known complexity measures, such as Lempel-Ziv complexity and subword complexity.

Due to the optimal compression it produces, [ZiLe77HPS92], the Lempel-Ziv complexity turns out to be always lower than the repetition complexity. Moreover, there are arbitrarily long words for which Lempel-Ziv complexity is much smaller. To prove this, we use prefixes of infinite words obtained by iterating exponential prolongable morphisms. The general result we use here, interesting in its own, says that prefixes of such infinite words have logarithmic Lempel-Ziv complexity.

Next, we give a result which relates all three complexities: subword, LempelZiv, and repetition. Certain orders of these complexities for prefixies of infinite words turn out to be equivalent with ultimate periodicity. Precisely, an infinite word being ultimately periodic is equivalent to any of the following three properties, where $n$ states for the length of the prefixes:
(i) the subword complexity of its prefixes is linear in $n$,
(ii) the Lempel-Ziv complexity of prefixes is constant, and
(iii) the repetition complexity of prefixes is $\lg n$ plus a constant.

In particular, these provide new characterizations of ultimate periodicity of infinite words.

Another connection with the subword complexity is done via de Bruijn words. These are well known as having very high repetition complexity. We give a lower bound on their repetition complexity which is close to linear, that is, highest. We believe they have actually linear repetition complexity. However, this remains open.

Finally, we present an algorithm for computing the repetition complexity in time $\mathcal{O}\left(n^{3}(\log n)^{2}\right)$. Although this might seem slow, we give clear insight on why
it seems a very difficult problem to find very fast algorithms to compute the repetition complexity. Other open questions are proposed at the end.

Due to limited space, all proofs are omitted.

## 2 Repetition Complexity

We give here the basic definitions and notations we need in the paper. For basic results in combinatorics on words we refer to Lo83, ChKa.97 Lo02.

Let $A$ be a finite alphabet and $A^{*}$ the free monoid generated by $A$ with the identity $\varepsilon ; A^{+}=A^{*}-\{\varepsilon\}$. For $u, v \in A^{*}$, we say that $v$ is a subword of $u$ if $u=u^{\prime} v u^{\prime \prime}$, for some $u^{\prime}, u^{\prime \prime} \in A^{*} ; v$ is a prefix (resp., suffix) of $u$ if $u^{\prime}=\varepsilon$ (resp., $u^{\prime \prime}=\varepsilon$ ). The prefix relation is denoted $\leq_{\text {pref }}$ and the prefix of length $n$ of $w$ is denoted $\operatorname{pref}_{n}(w)$.

For any word $w \in A^{*}$, the length of $w$ will be denoted by $|w|$. If $w=$ $w_{1} w_{2} \cdots w_{|w|}$, where $w_{i} \in A$, then any integer $i, 1 \leq i \leq|w|$ is called a position in $w$; for $1 \leq i \leq|w|, i \leq j \leq|w|, w[i, j]$ denotes the subword $w_{i} w_{i+1} \cdots w_{j}$ of $w$; it has length $j-i+1$. For $n \geq 0$, the $n$th power of $w$, denoted $w^{n}$, is defined inductively by $w^{0}=\varepsilon, w^{n}=w^{n-1} w . w$ is primitive if there is no $n \geq 2$ such that $w=u^{n}$, for some word $u$. The primitive root of $w$, denoted $\rho(w)$, is the unique primitive word $u$ such that $w \in u^{+}$. The order of $w$ is $\operatorname{ord}(w)=\frac{|w|}{|\rho(w)|}$; we have $w=\rho(w)^{\operatorname{ord}(w)}$. A period of $w$ is $p$ such that $w_{i}=w_{i+p}$, for any $1 \leq i \leq|w|-p$.

A repetition in $w$ is a subword of $w$ of the form $u^{n}$ for some nonempty word $u$ and integer $n \geq 2 ; n$ is the order and $|u|$ is the period of the repetition. For technical reasons, we formally define a repetition in $w$ as a triple of positive integers $(i, p, e)$ such that the word $(w[i, i+p-1])^{e}$ is a subword of $w$ starting at position $i$; that is, we have at position $i$ a repetition of order $e$ and period $p$.

We use repetitions to reduce the representation of a word, that is, we iteratively replace $n$ consecutive occurrences of the same word $u u \cdots u$ by $u$ and $n$. While the former takes $n|u|$ units of space to represent, we assume that the latter needs only $|u|+\lceil\lg (n+1)\rceil$. We shall assume decimal representation for exponents but the results hold essentially unchanged for any base greater than two. Notice that, if $n$ is in decimal then $u^{n}$ is shorter than $n$ consecutive $u$ 's, for any word $u$, as soon as $n \geq 2$; this helps avoiding special irrelevant cases in our reasoning.

We shall call this procedure a reduction; $u^{n}$ is a reduced form of $u u \cdots u$. A word $w$ can be iteratively reduced using the above procedure for repetitions inside $w$. However, some repetitions cannot be reduced simultaneously (because of overlapping), while further reductions can be applied inside already reduced repetitions. We formally define the repetition complexity below.

Let $D=\{0,1, \ldots, 9\}$ be the set of decimal digits, $D \cap A=\emptyset$, and let $\langle\rangle,, \wedge$ be three new letters; put $T=A \cup D \cup\{\langle\rangle,, \wedge\}$. For a positive integer $n, \operatorname{dec}(n) \in D^{*}$ is the decimal representation of $n$. (For a word $w,|\operatorname{dec}(|w|)|=\lceil\lg (|w|+1)\rceil$ is the length of the decimal representation of the length of $w$.) Define the binary relation $\Rightarrow \subseteq T^{*} \times T^{*}$

$$
u \Rightarrow v \quad \text { iff } \quad u=u_{1} x^{n} u_{2}, v=u_{1}\langle x\rangle^{\wedge}\langle\operatorname{dec}(n)\rangle u_{2}
$$

for some $u_{1}, u_{2} \in T^{*}, x \in A^{+}, n \geq 2$.

Let $\Rightarrow^{*}$ be the reflexive and transitive closure of $\Rightarrow$; if $u \Rightarrow^{*} v$, then $v$ is a reduced form of $u$. Define also a morphism $h: T^{*} \rightarrow(A \cup D)^{*}$ which simply erases all letters from $\{\langle\rangle,, \wedge\}$ and keeps those in $A \cup D$ unchanged. The repetition complexity of a word $w \in A^{*}$, denoted $\mathrm{R}(w)$, is formally defined as

$$
\mathrm{R}(w)=\min _{w \not{ }^{*} u}|h(u)| .
$$

Such an $u$ with $\mathrm{R}(w)=|h(u)|$ is called a shortest reduced form of $w$ and $w \Rightarrow^{*} u$ is an optimal reduction of $w$.

We notice that our reduction relation $\Rightarrow$ is not confluent. For instance, if $w=$ ababcbc, then we have two reductions which cannot be continued any further: $w \Rightarrow\langle\mathrm{ab}\rangle^{\wedge}\langle 2\rangle \mathrm{cbc}$ and $w \Rightarrow \mathrm{aba}\langle\mathrm{bc}\rangle^{\wedge}\langle 2\rangle$. Actually, both are optimal reductions.

Example 1 Consider the word $w=$ ababaabababbbabb. Several possible reductions for $w$ are shown below (the first is optimal and so $\mathrm{R}(w)=10$ ):

$$
\begin{aligned}
& w \Rightarrow\langle\mathrm{ababa}\rangle^{\wedge}\langle 2\rangle \mathrm{bbbabb} \Rightarrow\langle\mathrm{ababa}\rangle^{\wedge}\langle 2\rangle\langle\mathrm{b}\rangle^{\wedge}\langle 3\rangle \mathrm{abb} \Rightarrow\left\langle\langle\mathrm{ab}\rangle^{\wedge}\langle 2\rangle \mathrm{a}\right\rangle^{\wedge}\langle 2\rangle\langle\mathrm{b}\rangle^{\wedge}\langle 3\rangle \mathrm{abb} \\
& w \Rightarrow^{*}\langle\mathrm{ab}\rangle^{\wedge}\langle 2\rangle \mathrm{aaba}\langle\mathrm{babb}\rangle^{\wedge}\langle 2\rangle \\
& w \Rightarrow^{*} \mathrm{a}\langle\mathrm{ba}\rangle^{\wedge}\langle 2\rangle\langle\mathrm{ab}\rangle^{\wedge}\langle 2\rangle \mathrm{a}\langle\mathrm{~b}\rangle^{\wedge}\langle 3\rangle \mathrm{a}\langle\mathrm{~b}\rangle^{\wedge}\langle 2\rangle
\end{aligned}
$$

The next lemma gives the bounds for the R-complexity.
Lemma 2 For any $w \in A^{*}$ with $|w| \geq 2,1+|\operatorname{dec}(|w|)| \leq \mathrm{R}(w) \leq|w|$.
The next result concerns words with highest repetition complexity. Using results from combinatorics of words we show that there are many of such words.

Theorem 3 The number of words over three (or more) letters of maximum repetition complexity is exponential in terms of the length.

A property expected from a complexity measure is subadditivity. The complexity we introduced has it.

Lemma 4 For any $u, v, \mathrm{R}(u v) \leq \mathrm{R}(u)+\mathrm{R}(v)$.

## 3 The Definition of Repetition Complexity

We discuss here our choice of defining the repetition complexity. Another choice could have been the highest order of a repetition. This is a local property which does not necessarily affect the whole word. If the highest order is very low, then it becomes more relevant. For instance, if it is less than 2, then we obtain our highest complexity, but for higher values we can have totally different words. For instance, the word $\left(\left(\cdots\left(a_{1}^{2} \mathrm{a}_{2}\right)^{2} \cdots a_{n}\right)^{2}\right.$ has highest order of repetition 2 but it clearly contains a lot more repetition than a prefix of a $2^{-}$-free word (see ChKa97). The difference with respect to the highest order of repetition is
smallest but the repetition complexities are quite different: logarithmic for the former and linear for the latter.

The number of repetitions is another candidate. A good example here is the Fibonacci word defined by $\boldsymbol{f}=\lim _{n \rightarrow \infty} f^{n}(\mathrm{a})$, where $f(\mathrm{a})=\mathrm{ab}, f(\mathrm{~b})=\mathrm{a}$. By [Cr81], any prefix of length $n$ of $\boldsymbol{f}$ has $\Theta(n \lg n)$ maximal repetitions (i.e., repetitions which cannot be extended). A much less complex word, $a^{n}$ has only one maximal repetition. For further results concerning the number of repetitions in words, see KoKu99 and the references therein.

Of course, the repetition in $\mathrm{a}^{n}$ is very long. We should therefore take into account both the number of repetitions and their lengths. But our complexity does it. Moreover, it takes implicitly into account overlappings among the repetitions by the fact that overlapping repetitions cannot be reduced simultaneously.

Finally, one could argue that the exponents should be counted as one unit of space each, as in a RAM model. But then, an infinite word like $a a a \ldots$ would have all prefixes reduced to size two which is unreasonable.

## 4 Subword and Lempel-Ziv Complexities

We recall two basic complexity measures of words to which we compare the repetition complexity. These are the subword complexity and Lempel-Ziv complexity.

For a word $w$, the subwords complexity of $w$ is the number of subwords of $w$, denoted by $\operatorname{sub}(w)$. The next lemma gives the optimal range for the subword complexity.

Lemma 5 For any $w$, we have $|w|+1 \leq \operatorname{suB}(w) \leq 1+\frac{1}{2}\left(|w|^{2}+|w|\right)$.
Essential for us in the above lemma is the fact that, on fixed alphabets, $\operatorname{SUB}(w)$ is at least linear and at most quadratic; e.g., for $w=a^{n} \mathbf{b}^{n}, \operatorname{SUB}(w)=$ $\Theta\left(|w|^{2}\right)$.

One of the most famous complexity measure is the one introduced by Lempel and Ziv [LeZi76] in connection with their algorithm for data compression, see [ZiLe77 ZiLe78 CrRy94.

For a word $w$, we define the e-decompositior ${ }^{1}$ of $w$ as the (unique) decomposition $w=w_{1} w_{2} \cdots w_{k}$ such that, for any $1 \leq i \leq k$ (with the possible exception of $i=k$ ), $w_{i}$ is the shortest prefix of $w_{i} w_{i+1} \cdots w_{k}$ which does not occur before in $w$; that is, $w_{i}$ does not occur as a subword of $\pi\left(w_{1} w_{2} \cdots w_{i}\right)$, where the application $\pi$ removes the last letter of its argument.

The complexity measure introduced by Lempel and Ziv represents the number of subwords in the e-decomposition of $w$; we denote it by LZ $(w)$.

Example 6 Consider the word $w=$ aababbabbabb. The $e$-decomposition of $w$ is $w=$ a.ab.abb.abbabb, where the subwords are marked by dots. Therefore, $\mathrm{LZ}(w)=4$.

[^14]We notice that the $e$-decomposition can be defined in the same way for rightinfinite words; at each step we take the longest prefix of the remaining infinite suffix which does not appear before; this prefix may be the remaining suffix of the infinite word, in which case it is the last element of the decomposition.

The next lemma is a weak form of a result of LeZi76 which states the bounds for the Lz-complexity.

Lemma $7 \mathrm{LZ}(w)=\mathcal{O}\left(\frac{|w|}{\lg |w|}\right)$.

## 5 Relation with Lempel-Ziv Complexity

We shall compare in this section our complexity with the Lempel-Ziv complexity. We start by investigating closer the R-complexity. As defined above, $\mathrm{R}(w)$ is the size of $h(v)$ for an optimal reduction $u \Rightarrow^{*} v$. At each step in this reduction, we use a repetition $(i, p, e)$ in $w$ to decrease the size; denote the space saved by reducing $w$ according to this repetition by $\operatorname{red}(w, i, p, e)=(e-1) p-|\operatorname{dec}(e)|$. When $w$ is understood, we write simply red $(i, p, e)$. Of course, the saving in space does not depend on the position of the repetition in $w$, but we still keep $i$ as an argument in order to be able to identify precisely what repetition we are talking about.

The next lemma shows how an optimal reduction is obtained.
Lemma 8 For any word $w$, there is an ordered sequence of $m \geq 0$ repetitions in $w$

$$
\begin{equation*}
\left(i_{1}, p_{1}, e_{1}\right),\left(i_{2}, p_{2}, e_{2}\right), \ldots,\left(i_{m}, p_{m}, e_{m}\right) \tag{1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathrm{R}(w)=|w|-\sum_{k=1}^{m} \operatorname{red}\left(i_{k}, p_{k}, e_{k}\right) \tag{2}
\end{equation*}
$$

and any two repetitions $\left(i_{k}, p_{k}, e_{k}\right)$ and $\left(i_{l}, p_{l}, e_{l}\right), 1 \leq k<l \leq m$, are
(i) either disjoint, i.e., $\left[i_{k}, i_{k}+p_{k} e_{k}-1\right] \cap\left[i_{l}, i_{l}+p_{l} e_{l}-1\right]=\emptyset$,
(ii) or the one appearing later in (1) is contained in the first period of the other, i.e., $i_{k} \leq i_{l}$ and $i_{l}+p_{l} e_{l} \leq i_{k}+p_{k}$.

We give next an example of an application of Lemma 8 .
Example 9 For the word

$$
w=\text { aabbbabbbbaaababbbabbbbaaabbababab, }
$$

an ordered sequence (II) can be $(2,13,2),(2,4,2),(3,1,3),(11,1,3),(29,2,3)$. The space saved by each of them is, in order, 12, 3, 1, 1, 3. Finally, $\mathrm{R}(w)=|w|-(12+$ $3+1+1+3)=34-20=14 ; w$ can be written as $w=\mathrm{a}\left(\left(\mathrm{ab}^{3}\right)^{2} \mathrm{ba}^{3} \mathrm{~b}\right)^{2} \mathrm{~b}(\mathrm{ab})^{3}$.

We establish next the connection in one direction with the Lempel-Ziv complexity and give some non-trivial examples showing the optimality of the result.

Theorem 10 For any word $w, \mathrm{R}(w) \geq \mathrm{LZ}(w)$.
Example 11 Consider $n \geq 1$ and $n$ different letters $\mathrm{a}_{i}, 1 \leq i \leq n$, and construct the word

$$
w_{n}=\left(\left(\ldots\left(\mathrm{a}_{1}^{9} \mathrm{a}_{2}\right)^{9} \mathrm{a}_{3}\right)^{9} \cdots \mathrm{a}_{n-1}\right)^{9} \mathrm{a}_{n} .
$$

We have $\left|w_{n}\right|=\frac{9^{n}-1}{8}$ and $\mathrm{R}\left(w_{n}\right)=2 n-1=\Theta\left(\lg \left|w_{n}\right|\right)$. Denoting $x_{n}=w_{n-1}^{8} \mathrm{a}_{n}$, we have $w_{n}=w_{n-1} x_{n}$. The $e$-decomposition of $w_{n}$ is $w_{n}=\mathrm{a}_{1} \cdot x_{2} \cdot x_{3} \cdot x_{4} \cdots \cdot x_{n}$ and so $\operatorname{LZ}\left(w_{n}\right)=n=\Theta\left(\lg \left|w_{n}\right|\right)$. Therefore the result in Theorem 10 cannot be improved by more than a constant.

We now consider the relation in the opposite direction. We show that we have the opposite case: there are words of high R-complexity but low LZ-complexity. We shall need a result about infinite words which is interesting in itself. We denote by $A^{\omega}$ the set of right-infinite words over $A$. For $w \in A^{*}$, we denote $w^{\omega}=w w w \cdot .$.

A morphism $\varphi: A^{*} \rightarrow A^{*}$ is called prolongable on $a \in A$ if $\varphi(a) \in a A^{+}$. If $\varphi$ is prolongable on $a$, then $\lim _{n \rightarrow \infty} \varphi^{n}(a) \in A^{\omega}$ exists and we denote it by $\varphi^{\infty}(a)$. $\varphi$ is called exponential if there are an integer $n \geq 1$ and a real $c>1$ such that, for any $w \in A^{*},\left|\varphi^{n}(w)\right| \geq c^{n}|w|$.
Lemma 12 Let $\varphi: A^{*} \rightarrow A^{*}$ be an exponential morphism prolongable on $a \in A$ and denote $\alpha=\varphi^{\infty}(a)$. Then, $\operatorname{LZ}\left(\operatorname{pref}_{n}(\alpha)\right)=\mathcal{O}(\lg n)$.

Remark 13 We notice that the condition on $\varphi$ being exponential in Lemma 12 is essential as shown by the following example. Take $\varphi:\{a, b, c\}^{*} \rightarrow\{a, b, c\}^{*}$, given by $\varphi(\mathrm{a})=\mathrm{a}, \varphi(\mathrm{b})=\mathrm{ba}, \varphi(\mathrm{c})=\mathrm{cba} . \varphi$ is prolongable on c and we have the $e$-decomposition of $\varphi^{\infty}$ (c)

$$
\varphi^{\infty}(c)=\text { c.b.a.baa.baaa.baaaa.baaaaa.baaaaaa } \cdot \cdots
$$

Hence LZ $\left(\operatorname{pref}_{n}\left(\varphi^{\infty}(\mathrm{c})\right)\right)=\Theta(\sqrt{n})$.
Lemma 12 gives a relation in the other direction between R and Lz .
Theorem 14 There are arbitrarily long words $w$ for which $\mathrm{R}(w)=|w|$ and $\mathrm{LZ}(w)=\mathcal{O}(\lg |w|)$.

## 6 Periodic Infinite Words and Complexity of Prefixes

We show in this section a strong connection between all low R-, LZ-, and SUBcomplexities for prefixes of infinite words. This gives us also new characterizations of ultimately periodic infinite words. (The characterization (ii) resembles the famous one by Coven and Hedlund [CoHe73].)
Theorem 15 For any infinite word $\alpha$, the following assertions are equivalent:
(i) $\alpha$ is ultimately periodic,
(ii) $\operatorname{sUB}\left(\operatorname{pref}_{n}(\alpha)\right)=\mathcal{O}(n)$,
(iii) $\mathrm{LZ}\left(\operatorname{pref}_{n}(\alpha)\right)=\mathcal{O}(1)$,
(iv) $\mathrm{R}\left(\operatorname{pref}_{n}(\alpha)\right)=\lg n+\mathcal{O}(1)$.

Remark 16 We notice that in Theorem 15 we have at (ii) and (iii) the order of the lower bound for the respective complexity from Lemmas 5 and 7 while at (iv) we have a stronger condition: the lower bound in Lemma 2 plus a constant instead of $\mathcal{O}(\lg n)$. In fact, $\mathcal{O}(\lg n)$ is not good as shown by the following example. Consider the word $\left.\left.w_{k}=\left(\left(\cdots(\mathrm{bab})^{10}\right) \mathrm{ba}^{2} \mathrm{~b}\right)^{10^{2}} \mathrm{ba}^{3} \mathrm{~b}\right)^{10^{3}} \cdots \mathrm{ba}^{k} \mathrm{~b}\right)^{10^{k}}$. We have $w_{k} \leq_{\text {pref }} w_{k+1}$, so we can construct the infinite word $\boldsymbol{w}=\lim _{k \rightarrow \infty} w_{k}$. It can be shown that $\mathrm{R}\left(\operatorname{pref}_{n}(\boldsymbol{w})\right)=\mathcal{O}(\lg n)$. But $\boldsymbol{w}$ is not ultimately periodic. Therefore, we have from the R-complexity a slightly finer characterization of ultimately periodic words.

## 7 De Bruijn Words and Subword Complexity

We next investigate the case of words with high subword complexity. We consider de Bruijn words $\boldsymbol{b}_{k}$ (see [dB46]) which have very high SUB-complexity. For $k \geq 1$, a de Bruijn word $\boldsymbol{b}_{k} \in A^{*}$ has the properties $\left|\boldsymbol{b}_{k}\right|=\operatorname{card}(A)^{k}+k-1$ and $\operatorname{suB}\left(\boldsymbol{b}_{k}\right) \cap A^{k}=A^{k}$; that is, $\boldsymbol{b}_{k}$ has as subwords all words of length $k$ and any two subwords of length $k$ of $\boldsymbol{b}_{k}$ starting from different positions are different. (There are many such words but our result holds for all of them.)

If $\operatorname{card}(A)=l$, then the number of all subwords of $\boldsymbol{b}_{k}$ is $\operatorname{SUB}\left(\boldsymbol{b}_{k}\right)=\frac{l^{k}-1}{l-1}+$ $\frac{l^{k}\left(l^{k}+1\right)}{2}$. So, not only that $\operatorname{SUB}\left(\boldsymbol{b}_{k}\right)$ is of the order of maximal subword complexity in Lemma but also the difference between the upper bound in Lemma 5 and $\operatorname{suB}\left(\boldsymbol{b}_{k}\right)$ is of strictly lower order: $\mathcal{O}\left(\left|\boldsymbol{b}_{k}\right| \lg \left|\boldsymbol{b}_{k}\right|\right)$. We show that de Bruijn words have also high repetition complexity.

Theorem $17 \mathrm{R}\left(\boldsymbol{b}_{k}\right)=\Omega\left(\frac{\left|\boldsymbol{b}_{k}\right| \lg \lg \left|\boldsymbol{b}_{k}\right|}{\lg \left|\boldsymbol{b}_{k}\right|}\right)$.

## 8 Computing the Repetition Complexity

We show in this section that the repetition complexity can be computed in time $\mathcal{O}\left(n^{3}(\log n)^{2}\right)$. Due to the very intricate nature of repetitions, this problem is by no means trivial. (A good example of how complex can be the repetitions in a word are the Fibonacci words.) In fact, it can be seen as a restricted case of the optimal data compression which is NP-complete; see [StSz78 GaJo79.

We give next another example which, although simple from algorithmic point of view, shows that a word can have exponentially many optimal reductions; which again makes the problem hard. Consider the Morse-Hedlund infinite word $\boldsymbol{m}$, MoHe44, defined as $\boldsymbol{m}=m^{\infty}(\mathrm{a})$, where $m:\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}^{*} \rightarrow\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}^{*}, m(\mathrm{a})=$ $\mathrm{abc}, m(\mathrm{~b})=\mathrm{ac}, m(\mathrm{c})=\mathrm{b}$. For the morphism $\varphi$ given by $\varphi(\mathrm{a})=\mathrm{ababa}, \varphi(\mathrm{b})=$ $\mathbf{a}^{\prime} \mathbf{b}^{\prime} \mathbf{a}^{\prime} \mathrm{b}^{\prime} \mathrm{a}^{\prime}, \varphi(\mathrm{c})=\mathrm{a}^{\prime \prime} \mathrm{b}^{\prime \prime} \mathrm{a}^{\prime \prime} \mathrm{b}^{\prime \prime} \mathrm{a}^{\prime \prime}$, we have that $\varphi\left(\operatorname{pref}_{n}(\boldsymbol{m})\right)$ has length $5 n$ and $2^{n}$ optimal reductions.

We present next our method to compute $\mathrm{R}(w)$. The following observation is the basis of our algorithm. For any non-empty word $w$, we have

$$
\begin{equation*}
\mathrm{R}(w)=\min \left(\min _{w=u v}(\mathrm{R}(u)+\mathrm{R}(v)), \min _{k \mid \operatorname{ord}(w)}\left(\mathrm{R}\left(\rho(w)^{\frac{\operatorname{ord}(w)}{k}}\right)+|\operatorname{dec}(k)|\right)\right) . \tag{3}
\end{equation*}
$$

Based on (3), we use then dynamic programming to compute the repetition complexities of all subwords of $w$.

Theorem 18 The repetition complexity of $w$, for $|w|=n$, can be computed in time $\mathcal{O}\left(n^{3}(\log n)^{2}\right)$.

Here is where $\mathcal{O}\left(n^{3}(\log n)^{2}\right)$ comes from. We compute the repetition complexity for all subwords, which are $n^{2}$. For each, we investigate linearly many possiblities and therefore we get $n^{3}$. The logarithms come from arithmetic operations and comparisons. The preprocessing for computing the primitive roots and the orders for all subwords of $w$ can be done in time $\mathcal{O}\left(n^{2}(\log n)^{2}\right)$.

## 9 Conclusions and Further Research

We invetigate the repetitions in words from the point of view of complexity of words. Our work is related to the study of repetitions in words in general, see, e.g., KoKu99, but our goals are different. We want to measure the complexity of words from this perspective. We introduce the notion of repetition complexity of a word and discuss its appropriateness by comparison with other potential candidates.

We give results which relate our complexity to well-known complexity measures like subword or Lempel-Ziv complexity. These turn out to give interesting results about infinite words. We mention here several problems which deserve further investigation.

The algorithm we gave for computing the repetition complexity is, of course, not very fast (compared to usual algorithms dealing with repetitions in words, e.g., Cr81 ApPr83 MaLo84 KoKu99), but it seems very difficult to give very fast algorithms. Notice that we used dynamic programming so, using this idea we cannot find algorithms with sub-quadratic time. Completely new ideas and properties of words are needed for fast algorithms.

Another problem is that the algorithm is not of much use if we try to compute (or only approximate) the repetition complexity of some families of words, say all prefixes of the Fibonacci infinite word. Some different tools for lower bounds are needed.

We showed in Theorem 17 that de Bruijn words have high repetition complexity. We believe they have in fact linear complexity, that is, $\mathrm{R}\left(\boldsymbol{b}_{k}\right)=\Theta\left(\left|\boldsymbol{b}_{k}\right|\right)$.

A related complexity which we did not discuss here can be naturally defined using rational repetitions. For instance, consider the words abcdabc and abcdefg. Both have R-complexity 7 as none contains any integer repetitions, although the former contains clearly more repetition than the latter. Using rational powers, we may write $a b c d a b c=(a b c d)^{3 / 4}$ which takes only 6 units of space.

Finally, a problem which we have not approached concerns the connection between our complexity and randomness. It should be investigated how much random are the words with high repetition complexity, in particular the squarefree words.
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#### Abstract

Recent work on modeling the Web graph has dwelt on capturing the degree distributions observed on the Web. Pointing out that this represents a heavy reliance on "local" properties of the Web graph, we study the distribution of PageRank values (used in the Google search engine) on the Web. This distribution is of independent interest in optimizing search indices and storage. We show that PageRank values on the Web follow a power law. We then develop detailed models for the Web graph that explain this observation, and moreover remain faithful to previously studied degree distributions. We analyze these models, and compare the analyses to both snapshots from the Web and to graphs generated by simulations on the new models. To our knowledge this represents the first modeling of the Web that goes beyond fitting degree distributions on the Web.


## 1 Introduction

There has been considerable recent work on developing increasingly sophisticated models of the structure of the Web $[1,3,4,9,13,14]$. The primary drivers for such modeling include developing an understanding of the evolution of the Web, better tools for optimizing Web-scale algorithms, mining communities and other structures on the Web, and studying the behavior of content creators on the Web. Prior modeling has dwelt on fitting models to the observed degree distribution of the Web. While this represents a significant step (both empirically and analytically), a weakness of this approach is the heavy reliance on a single set of parameters - the degree distribution. Moreover, the degree distribution is a very "local" property of graphs, something that is well recognized from at least two distinct viewpoints: (1) as a ranking mechanism, ordering the Web pages in search results by in-degree (popularity of linkage) is very easy to spam and thus not reliable; (2) from a graph-theoretic standpoint, it is easy to exhibit "very different" graphs that conform to the same degree distribution. Indeed, the first of these reasons led to the PageRank function [8] used in the Google engine.

In this paper we present a more detailed approach to modeling, to explain the distributions of PageRank values on the Web. Our model augments the de-

[^15]gree distribution approach, so that as a by-product we achieve previous models' success in explaining degree distributions.

Our study of PageRank distributions is also of independent interest for Web search and ranking pages. For search engines employing PageRank and associated ranking schemes, it is important to understand whether, for instance, $99 \%$ of the total PageRank is concentrated in (say) $10 \%$ of the pages. This (especially in conjunction with query distribution logs) has implications for compressing inverted indices and optimizing the available storage.

## 2 Background and Related Work

The Web as a graph. View the Web as a directed graph whose nodes are html pages. Each hyperlink is a directed edge in the natural manner. The in-degree of a node is the number of edges (hyperlinks) into it; a simplistic interpretation of the in-degree of a page is as a popularity count. The out-degree of a node is the number of links out of it; this is simply the number of href tags on the page. The degree distribution of a graph is the function of the non-negative integers that specifies, for each $k \geq 0$, what fraction of the pages have degree $k$; there are naturally two degree distributions for a directed graph, the in-degree distribution and the out-degree distribution.

These distributions have been the objects of considerable prior study $[1,3$, $4,9,13,14]$, on various snapshots of the Web ranging from the Web pages at a particular university to various commercial crawls of the Web. Despite the varying natures of these studies, the in-degree distribution appears to be very well approximated by the function $c / k^{2.1}$ where $c$ is the appropriate normalization constant (so that the fractions add to one). Likewise, the out-degree distributions seem to be very well approximated by the function $c_{o} / k^{2.7}$. Such distributions are known as power law distributions.

Recent work of Dill et al. [10] provides some explanation for this "self-similar" behavior: that many properties of the Web graph are reflected in sub-domains and other smaller snapshots of the Web. Indeed, this will provide the basis for some of our experiments, in which we derive an understanding of certain properties of the Web by studying a crawl of the brown.edu domain. (This methodology was pioneered by Barabasi et al. [3, 4], who extrapolated from the nd.edu domain of Notre Dame University. They made a prediction on the diameter of the undirected version of the Web graph, in which one ignores link directions.)

Other properties of the Web graph that have been studied (analytically or empirically) include connectivity [9], clique distributions [13] and diameter [7].
PageRank. The PageRank function was presented in $[8,17]$ and is reportedly used as a ranking mechanism in the commercial search engine Google [12]. It assigns to each Web page a positive real value called its PageRank. In the simplest use of the PageRank values, the documents matching a search query are presented in decreasing order of PageRank.

The original intuition underlying PageRank was to visualize a random surfer who browsed the Web from page to page. Given the current location (page) $q$ of the surfer, the successor location is a page reached by following a hyperlink out of page $q$ uniformly at random. Thus each hyperlink is followed with probability proportional to the out-degree of $q$. In this setting, the PageRank of each page is the frequency with which, in the steady state, the page $q$ is visited by such a surfer. Intuitively, the surfer frequently visits "important" pages such as yahoo.com because many pages hyperlink to it. Moreover, by calculations from elementary probability theory, the PageRank of a page $q$ is increased if those pages that hyperlink to $q$ have high PageRank themselves. An immediate difficulty with this notion: some pages, or an (internally) connected cluster of pages may have no hyperlinks out of them, so that the random surfer may get stuck. To address this, Brin and Page [8] introduced a decay parameter $p$ : at each step, with probability $p$ the surfer proceeds with the random walk, and with probability $1-p$, the surfer "teleports" to a completely random Web page, independent of the hyperlinks out of the current page. We refer to $[8,17]$ for details on the mathematics of PageRank and its practical implementation using the decay parameter.

## 3 Web Graph Models

The classical random graph models of Erdös-Renyi [5] do not explain the power law properties of the degree distribution nor the the superabundance of cliquelike structures [14] in the Web graph. Thus, it is clear that the Web graph does not conform to the Erdös-Renyi model. One of the first models to explain the power law property was proposed by Barabasi et al. which has two key features: (1) nodes and edges are added to the graph one at a time (uniform growth) and
(2) each incoming node chooses to connect to a node node $q$ in proportion to the current in-degree of $q$ (preferential attachment). This model yields Web graphs whose in-degree distributions have been shown to converge to the distribution $\approx 1 / k^{2}[3,4]$.

However, as noted earlier, empirical studies have shown that in-degrees are in fact distributed as $\approx 1 / k^{2.1}$ (rather than $1 / k^{2}$ ). To help explain the exponent of 2.1, Kumar et al. [15] introduced the following more detailed process by which each edge chooses the node to point to. Some fraction of the time (a parameter they call $\alpha \in[0,1]$ ) the edge points to a node chosen uniformly at random. The rest of the time (a fraction $1-\alpha$ ), the edge picks an intermediate node $v$ at random, and copies the destination of a random edge out of $v$. In other words, the new edge points to the destination of an edge $e$, chosen at random from the outgoing edges of a random node $v$. Kumar et al. offer the following behavioral explanation for this process: some fraction of the time a content creator creating a page refers to a random new topic and thus creates a link (edge) to a random destination. The remainder of the time, the content creator copies a hyperlink off an existing page (in this case $v$ ), having decided that this is an interesting link. They then explain a number of empirical observations on the Web graph includ-
ing the in-degree exponent of 2.1 and the large number of clique-like structures observed by [14]. Their model can be viewed as a generalization of the models of Barabasi and others, parameterized by $\alpha$. We will henceforth refer to this model as the degree-based selection model. Could it be that this model would also explain the PageRank distributions we observe on the Web?

Before we address this question, we next introduce a new model inspired by the $\alpha$ model above. Suppose that each edge chose its destination at random a fraction $\beta \in[0,1]$ of the time, and the rest of the time chose a destination in proportion to its PageRank. Following the behavioral motivation of Kumar et al., this can be thought of as a content-creator who chooses to link to random pages some fraction of the time, and to pages highly rated by a PageRank-based engine such as Google the remainder of the time. In other words, content creators are more likely to link to pages that score high on PageRank-based search results, because these pages are easy to discover and link to. This is not implausible from the behavioral standpoint, and could help capture the PageRank distributions we observe (just as in-degree based linking helped explain in-degree distributions in prior work). We will call this the PageRank-based selection model.

However, this now raises the question: if we could develop a model that explained observed PageRank distributions, could it be that we lose the ability to capture observed degree distributions? To address this, we now present the most general model we will study. There are two parameters $a, b \in[0,1]$ such that $a+b \leq 1$. With probability $a$ an edge points to a page in proportion to its in-degree. With probability $b$ it points to a page in proportion to its PageRank. With the remaining probability $1-a-b$, it points to a page chosen uniformly at random from all pages. We thus have a family of models; using these 2 parameter models we can hope to simultaneously capture the two distributions we investigate - the PageRank distribution (representing global properties of the graph), and the in-degree distribution (representing local properties of the graph). We will call this the hybrid selection model.

## 4 Experiments

To set the context for exploring the models in Section 3, we study the distribution of PageRanks (as well as of the in- and out-degrees) on several snapshots of the Web.

Brown University domain. Our first set of experiments was on the Web graph underlying the Brown University domain (*.brown.edu). Our approach is motivated by recent results on the "self-similar" nature of the Web (e.g., [10]): a thematically unified region (like a large subdomain) displays the same characteristics as the Web at large. The Brown Web consisted of a little over 100,000 pages (and nearly 700,000 hyperlinks) with an average in-degree (and thus out-degree) of around 7 . This is very close to the average in-degree reported in large crawls of the Web [14]. Our crawl started at the Brown University homepage (www. brown.edu - "root" page) and proceeded in breadth-first fashion; any

URL outside the *.brown.edu domain was ignored. We did prune our crawl for example, URL's with /cgi-bin/ were not explored.

Our experiments show that the in-degree and out-degree distribution follows a power law with exponent 2.1 and 2.7 respectively. The plots are strikingly similar to the ones reported on far larger crawls of the Web (see [9, 14]). For example [9] report exactly the same power law exponents on a crawl of over 200 million pages and 1.5 billion hyperlinks.

However, the most interesting result of our study was that of the PageRank distribution. We first describe our PageRank computation. As in [17], we first pre-process pages which do not have any hyperlinks out of them (i.e., pages with out-degree 0): we assume that these have links back to the pages that point to them [2]. This is intuitively more justifiable than just dropping these pages: we expect surfers to trace back their trail when they reach a dead end. In our PageRank computation we set the decay parameter to 0.9 ; this is a typical value reportedly used in practice (e.g., [8] uses 0.85 ), and the convergence is fast (under 20 iterations). Similar fast convergence is reported in [8, 17]. However, varying the decay parameter does not significantly change our results, as long as the parameter is fairly close to 1 . In particular, we get essentially the same results for decay parameter values down to 0.8 .

The main result of our PageRank distribution plot (Figure 1) is that a large majority of pages (except those with very small PageRank) follow a power law with an exponent close to 2.1. That is, the fraction of nodes having PageRank $r$ is proportional to $1 / r^{2.1}$. This appears to be the same as the in-degree exponent; more on this later. In Section 5 we will give an analysis suggesting this PageRank distribution, based on various models from Section 3.

WT10g data. We repeated our experiments on the WT10g corpus [18], a recently released, 1.69 million document testbed for conducting Web experiments. The results are almost identical to those on the Brown Web; the in-degree, outdegree, and PageRank distributions follow power laws with exponent close to 2.1, 2.7 and 2.1 respectively. Figure 1 shows the plot of PageRank distribution of the wt 10 g corpus. The power law here appears much sharper than in the Brown Web. Also, unlike the Brown Web, the plot has slope 2.1 across almost the entire spectrum of PageRank values, except for those with very low PageRank values; a possible explanation is that unlike the Brown domain, the WT10g corpus is constructed by a careful selection of Web pages so as to characterize the whole Web [18].

## 5 Fitting the Models: Analysis and Simulations

In this section we address some of the modeling questions raised in Section 3. Having obtained the empirical distributions in Section 4, we first give analytical predictions of the shape of the PageRank distributions for the degree-based and PageRank-based selection models of Section 3. The intent is to infer what choices of these model parameters would give rise to the distributions observed in our experiments. Finally, in Section 5.3 we generate random graphs according to


Fig. 1. Log-log plot of the PageRank distribution of the Brown domain (left) and the WT10g (right). A vast majority of the pages (except those with very low PageRank) follow a power law with exponent close to 2.1.
these fitted models, to see if in fact they give rise to graphs that match the distributions observed on the Web.

### 5.1 Degree-Based Selection

Consider a graph evolving in a sequence of time steps - as noted in Section 3 such evolution is not only realistic in the context of the Web, it is also a feature of all Web graph models. A single node with $r$ outgoing edges is added at every time step. (We assume that we start with a single node with a self-loop at time 0 [6]).) Each edge chooses its destination node independently with probability proportional to $1+$ in-degree ${ }^{1}$ of each possible destination node. This model is essentially the one analyzed by Barabasi et al. and is a special case of the $\alpha$ model (where $\alpha=0$ ) of Kumar et al.

Let $\pi^{t}(v)$ represent the PageRank of $v$ at time step $t$. We can interpret the PageRank as the stationary probability of a random walk on the underlying graph, with the teleport operation (Section 2) being modeled by a "central" node $c$. At each step, the surfer either decides to continue his random walk with probability $p$ or chooses to return to the central node with probability $1-p$; from the central node he jumps to a random node in the graph. To write an expression for $\pi^{t}(v)$ it is useful to define $f^{t}(v)$, the "span" of $v$ at time $t$ : the sum of the in-degrees of all nodes in the network (including $v$ itself) that have a path to $v$ that does not use the central node (we also refer to the nodes contributing to the span as "span nodes"). Since each edge contributes a $1 / r$ fraction of the stationary probability of its source node (using the standard stationary equations (see [16])), we can bound $\pi^{t}(v)$ for the above random walk as follows:

$$
\begin{equation*}
\frac{f^{t}(v) \pi(c) p^{D}}{r t} \leq \pi^{t}(v) \leq \frac{f^{t}(v) \pi(c)}{r t} \tag{1}
\end{equation*}
$$

[^16]where $\pi(c)$ is the stationary probability of the central node and $D$ is the diameter of the network (ignoring link directions). We note two facts here. First, a simple observation shows that $\pi(c)$ is a constant, independent of $t$; second, it can be shown that when $t$ is sufficiently large, the diameter of the graph at time $t$ is logarithmic in the size of the graph (which is $t$ ) [7]. Thus if the decay factor $p$ is sufficiently close to 1 , we can approximate $\pi^{t}(v)$ as
\[

$$
\begin{equation*}
\pi^{t}(v) \approx \frac{f^{t}(v) \pi(c)}{r t} \tag{2}
\end{equation*}
$$

\]

We can estimate $f^{t}(v)$, using the "mean-field" approach of Barabasi et al. [4]. Treating $f^{t}(v)$ as continuous, we can write the differential equation for the rate of change of $f^{t}(v)$ with time: $\frac{d\left(f^{t}(v)\right)}{d t}=\frac{f^{t}(v)}{t}$, where the right hand side denotes the probability that an incoming edge connects to one of the span nodes of $v$. The solution to the above equation with the initial condition that node $v$ was added at time $t_{v}$ is $f^{t}(v)=t / t_{v}$. Using this in equation (2), and assuming that nodes are added at equal time intervals, we can show that the probability density function $F$ for $\pi^{t}(v)$ is: $F(\phi) \approx \pi(c) / r t \phi^{2}$, implying that the PageRank follows a power law with exponent 2, independent of $r$ and $t$. Simulations of this model (shown in Figure 2) agree well with this prediction.

As already mentioned in Section 3, the in-degree distribution of this model follows a power law with exponent 2, the same as the PageRank distribution derived above. However, the empirically observed power laws of both PageRank and in-degree have exponents of 2.1 ; thus the degree-based selection model does not quite match the in-degree and PageRank exponents observed in practice. Now a natural question is whether we can make it match both the distributions by changing $\alpha$, i.e., by incorporating a random selection component in choosing nodes. The answer is surprisingly ${ }^{2}$ yes; more on this in Section 5.3.

### 5.2 PageRank-Based Selection

We show that power law emerges for the PageRank and degree distributions in this model (we assume $\beta=0$, i.e, the node selection is based only on Pagerank), but the exponents are different from the degree-based model.

Using the same argument as before, we can show that Equation (2) holds. However, $f^{t}(v)$ here follows a different differential equation than the one in the previous analysis: $\frac{d\left(f^{t}(v)\right)}{d t} \approx \frac{f^{t}(v) r}{2 r t}$. The reasoning is as follows. The probability that $f^{t}(v)$ increases by one is the probability that the incoming node chooses any one of the nodes in the span to connect to, which is proportional to the sum of the PageRanks of all the span nodes of $v$. To calculate this probability, we see that each directed edge contributes nearly twice to the sum (if $p$ is sufficiently

[^17]

Fig. 2. Log-log plot of degree-based selection with $\alpha=0$. The number of nodes shown is $300,000(+), 200,000\left(^{*}\right)$ and $100,000(\mathrm{x})$. It clearly shows that the slope is 2, confirming the power law predicted by analysis.
large) and the total PageRank is thus proportional to the sum of the degrees which is $2 r t$.

Plugging the solution of the above differential equation in Equation (2), we can show that the probability density function $F$ for $\pi^{t}(v)$ in this model is: $F(\phi) \approx(\pi(c))^{2} / r^{2} t^{2} \phi^{3}$, i.e., predicting that the PageRank follows a power law with exponent 3. Analogously, we can show that the degree also a follows a power law with exponent 3. Simulations also agree quite well with this prediction.

Thus, the PageRank-based selection model with $\beta=0$ does not match the empirically observed in-degree and PageRank exponents. Can we hope to match the observations by varying $\beta$ ? Unlike the degree-based selection model, the answer is no; increasing $\beta$ will only increase the power law exponent (above 3 ) for the in-degree distribution. This can be verified by experiments. We are thus left with the degree-based selection model and the hybrid selection model of Section 3 as candidates for explaining the observations.

### 5.3 Simulations of the Generative Models

An accurate model of the Web graph must conform with the experimentally observed in-degree, out-degree, and PageRank distributions. We simulated the degree-based and hybrid selection models defined in section 3 under various parameters to find settings that generate the observed empirical distributions. We simulated graphs of size up to 300,000 nodes, and we varied the average number of new edges generated per new node generation (time step). In particular, to be "close" to the real Web's average out-degree (and in-degree), we focused on the range in which the average number of edges added per new node is around 7. We obtained essentially the same results for the power laws, irrespective of the size (from 10,000 nodes onwards) or the number of outgoing edges.

Our first step was fitting the out-degree distribution. Following Kumar et al., we use the degree-based copying model with a suitable value of $\beta$ to fit the out-degree distribution to a power law with exponent 2.7. At each time
step, the incoming node receives edges from existing nodes. With probability $\beta$ a node is chosen uniformly at random, with probability $1-\beta$ the node is chosen proportional to the current out-degree distribution. Note that the outdegree distribution is fixed independently of the in-degree distribution. We use $\beta=0.45$ to get a power law exponent equal to 2.7 .

We turn now to the problem of fitting the in-degree distribution. We first simulated the degree-based selection model. Setting $\alpha=0$, both the in-degree and PageRank distributions followed a power law with exponent 2. We observed that increasing $\alpha$ increases the exponents in the in-degree and PageRank distributions. In particular, setting $\alpha \approx 0.2$ brings both exponents to the empirical value of 2.1. This value is unique; by increasing or decreasing $\alpha$ we lose the fit. Thus, we found a setting of the parameters for which the degree-based selection model simultaneously fits all the three distributions.

Since degree-based selection model fits the empirical data, a natural question is whether PageRank-based selection is irrelevant in modeling the Web graph. To answer this, we experimented with the 2-parameter hybrid selection model proposed in Section 3. Surprisingly when $a=b \approx 0.33$, we could again simultaneously fit all three distributions. Thus we have an alternative model, with a substantial PageRank-based selection component, that fits the Web empirical data. As mentioned in Section 3, this model is plausible from the behavioral standpoint.

## 6 Conclusion

We present experimental and analytical studies of PageRank distribution on the Web graph, and use it to develop more accurate generative models for the evolution of the Web graph. We consider three possible models: degree-based selection, PageRank-based selection, and a hybrid model. Our analysis shows that the PageRank-based selection model cannot fit the empirical data. For the two other models we found settings of parameters under which the model fits simultaneously the in-degree and out-degree distributions and the PageRank distribution. A natural question for further study is whether one of these models describes the Web better than the other. Another interesting question is investigating the relationship between PageRank and in-degree which may shed new insight into Web structure.
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#### Abstract

This paper has two parts. In the first part we give an alternative (and much simpler) proof for the best known lower bound of $\Omega(D \log (N / D))$ time-steps for randomized broadcasting in radio networks with unknown topology. In the second part we give an $O\left(N \log ^{3} N\right)$ time randomized algorithm for gossiping in such radio networks. This is an improvement over the fastest previously known algorithm that works in time $O\left(N \log ^{4} N\right)$.


## 1 Introduction

We consider two classical problems of distributing information in radio networks: broadcasting and gossiping. In broadcasting, the goal is to distribute a message from a distinguished source node to all other nodes in the network. In gossiping each node in the network holds a message, and the goal is to distribute each message to all nodes in the network. In both problems we want to use as less time as possible to finish the task. The radio network is an abstraction of communication networks with minimal assumptions and features and it can model many situations. Communication in radio networks and variants thereof have been widely studied for a long time [1, 4, 7-11, 15-18].

A radio network $[4,8]$ is modeled as a directed graph $G(V, E)$ where $|V|=N$. The nodes of the graph represent processors in the network and they are assigned different identifiers from the set $\{1,2, \ldots, N\}$. A directed edge from node $u$ to node $v$ means that $u$ can send messages to $v$, and we say that $v$ is an out-neighbor of $u$ and $u$ is an in-neighbor of $v$. Time is divided into discrete time steps. All nodes have access to a global clock and work synchronously. Two prominent features of the radio network model are: (1) Processors have no knowledge of the network topology. They only know the size of the network $N^{1}$. (2) A node $v$ receives the message from its in-neighbor $u$ in a step if and only if $u$ is the only inneighbor of $v$ that is transmitting in that time step. If two or more in-neighbors of $v$ transmit then a collision occurs and none of the messages is received by $v$. Furthermore $v$ cannot distinguish such collisions from the situation where none of its neighbors is transmitting. See $[3,4,8,14,19]$ for discussions on this and related models.

[^18]This model is suited for channels with high noise and unreliable collision detection. Further the topology of the network is considered unknown to the processors, which makes it suitable to model mobile networks or networks with dynamically configured topology or unreliable links ${ }^{2}$. Thus algorithms for radio networks have potentially wide applications.

On the other hand one is also interested in lower bounds in this model, because along with efficient algorithms in less stricter models (for instance see [12, 13]) it demonstrates the importance of the various components in the communication model. Our model allows unlimited computational power and unbounded message size. This makes the lower bounds strong, whereas the algorithms typically do not exploit such unreasonable assumptions.

Previous results. Chlebus [6] surveys the state of the art in randomized protocols for radio networks. For deterministic broadcasting in unknown radio networks, the best currently known upper bound is due to Chrobak, Gąsieniec and Rytter [9]. Their algorithm runs in time $O\left(N \log ^{2} N\right)$ in a network with $N$ nodes. Their algorithm is non-constructive in the sense that they show the existence of such algorithms without explicitly constructing one. Recently Indyk [16] gave a constructive solution with similar bounds. The best known lower bound is $\Omega(N \log N)[5,7]$. Bar-Yehuda, Goldreich and Itai [4] gave a randomized algorithm that achieves broadcast in expected time $O\left(D \log N+\log ^{2} N\right)$. For lower bounds we let the algorithm know the diameter of the network, $D$ also. Kushilevitz and Mansour [17] established a lower bound of $\Omega(D \log (N / D))$. For deterministic gossiping Chrobak, Ga̧sieniec and Rytter [9] presented the first sub-quadratic algorithm whose running time is $O\left(N^{3 / 2} \log ^{2} N\right)$. Again their algorithm is non-constructive and a constructive solution with similar time bound was recently provided by Indyk [16]. Chrobak, Gạsieniec and Rytter also gave a randomized $O\left(N \log ^{4} N\right)$-time algorithm for gossiping in radio networks with unknown topology [10].

Our results. In section 3 we give an alternative proof for the $\Omega(D \log (N / D))$ lower bound on randomized broadcasting algorithms. Our proof is essentially different from, and much simpler than the previous one [17], which is complicated and involves a reduction from the general case to a special "uniform" case. We hope that our proof will give a fresh view of the lower bounds for the problem, and may help in bridging the gap between the known upper and lower bounds. In section 4 we give a randomized $O\left(N \log ^{3} N\right)$-time algorithm for gossiping in radio networks with unknown topology. Our basic algorithm is Monte Carlo type and it easily yields a Las Vegas algorithm with expected running time $O\left(N \log ^{3} N\right)$. Our algorithm follows the one in [10], and the essential difference is that we replace a deterministic procedure in that algorithm by a new randomized procedure. Finally in section 5 we note that a linear time deterministic gossiping algorithm exists for symmetric networks, which is asymptotically optimal.

[^19]

Fig. 1. The graph family $\mathcal{D}_{m}$.

## 2 Preliminaries

An algorithm in the radio network is a distributed protocol that for each node $v$ and each time step $t$, specifies the action (either Transmit or Receive) of $v$ at step $t$, possibly based on all past messages received by $v$. The model allows unlimited computational power and all computations are carried out between time steps. If $v$ transmits at time step $t$ the algorithm also specifies the message, which could be arbitrarily long. The running time of a Monte Carlo broadcasting algorithm is the smallest $t$ such that for any connected network topology ${ }^{3}$, and for any assignment of identifiers to the nodes, the probability of completing the broadcast no later than at step $t$ is $\Omega(1)$. For a Las Vegas algorithm, the running time is defined as the expected time of completion. The running time for a gossiping algorithm is defined similar to that of broadcasting algorithm. Both of our upper and lower bounds are based on some observations about a special family of networks denoted by $\mathcal{D}_{m}$ which we define next.
Definition 1. The network family $\mathcal{D}_{m}$ is the set of all $2^{m}-1$ networks of the following type. There are totally $m+2$ nodes: one source, one destination and $m$ intermediate nodes (Fig. 1). There are edges from the source to all intermediate nodes, and edges from some intermediate nodes (at least one) to the destination.

We consider broadcasting on family $\mathcal{D}_{m}$. Initially only the source holds the message and it transmits first. After that every intermediate node gets the message. Now the goal is to send the message to the destination. It is easy to show that any deterministic algorithm for $\mathcal{D}_{m}$ must use $m$ steps in the worst case. On the other hand, there exists a randomized broadcasting algorithm that runs in $O(\log m)$ time. We give one below; a similar algorithm appears in [4]. Note that the algorithm is executed in parallel by all the nodes.

```
Procedure DecayingBroadcast ( }m\mathrm{ )
for }i\leftarrow1\mathrm{ to }\operatorname{log}m+1\mathrm{ do
    with probability 1/2 2-1 Transmit
```

DecayingBroadcast runs in $O(\log m)$ time and achieves a constant success probability ${ }^{4}$. To see this, note that if there are $k$ edges connecting intermediate nodes to the destination, then in the $i$-th round the success probability is

[^20]$k / 2^{i-1}\left(1-1 / 2^{i-1}\right)^{k-1}$. So in round $i=\lceil\log k\rceil+1$ this probability is lower bounded by a constant, at least $1 / 8$. In the next section we shall see that the running time of this algorithm is asymptotically optimal.

## 3 The $\Omega(D \log (N / D))$ Lower Bound for Randomized Radio Broadcast: A Simple Proof

In [17] an $\Omega(D \log (N / D))$ lower bound for randomized (Las Vegas type) broadcasting algorithm was established. Here we give an alternative proof of the same result. We think our proof is interesting not only because it is much simpler than the previous one, but also it uses a completely different approach. We hope that our proof will open a new line of attack for proving lower bounds on similar problems.

Theorem 1. For any Monte Carlo broadcasting algorithm (i.e., randomized broadcasting algorithm that succeeds with probability $\Omega(1))$ there is a network with $N$ nodes and diameter $D$, in which the algorithm takes $\Omega(D \log (N / D))$ expected time.

The proof of Theorem 1 is based on the well-known Yao's minimax principle (see [20], Theorem 3). This principle reduces the task of proving randomized lower bound to that of proving deterministic lower bound. In order to prove Theorem 1, we pick a probability distribution over a suitable family of networks with $N$ nodes and diameter $D$, such that any deterministic algorithm that succeeds with probability $\Omega(1)$ for this distribution has expected running time $\Omega(D \log (N / D))$. In view of the minimax principle this will prove Theorem 1. On the other hand, the proof of [17] is based on direct analysis of randomized algorithms. We first prove two preliminary lemmas.

Lemma 1. There exists a probability distribution $\mathcal{P}$ over $\mathcal{D}_{m}$ such that the probability for the destination to get the message in any one deterministic step is $O(1 / \log m)$.
Proof. We partition $\mathcal{D}_{m}$ into $m$ subfamilies $\bigcup_{k=1}^{m} \mathcal{D}_{m}^{k}$, where $\mathcal{D}_{m}^{k}$ is the set of networks with exactly $k$ intermediate nodes connected to the destination. We pick $\mathcal{P}$ in two steps. First for each $k(1 \leq k \leq m)$ we assign weight $c /(k \log m)$ to subfamily $\mathcal{D}_{m}^{k}$, where $c$ is a normalization factor such that the weights add up to 1 . When $m$ is large $c$ is close to $\ln 2$. Then for each $\mathcal{D}_{m}^{k}$ we evenly distribute its total weight to all $\binom{m}{k}$ networks belonging to it. In other words, each network with exactly $k$ intermediate nodes connected to the destination is assigned weight $c /\left(k\binom{m}{k} \log m\right)$.

Now look at any deterministic step and suppose that $j(1 \leq j \leq m)$ intermediate nodes are transmitting in that step. Over the distribution $\mathcal{P}$ we picked, the success probability is easily seen to be

$$
c \cdot \sum_{k=1}^{m} \frac{j\binom{m-j}{k-1}}{k\binom{m}{k} \log m}=\frac{c}{\log m} \cdot \frac{j}{m} \cdot \sum_{k=1}^{m-j+1} \frac{\binom{m-j}{k-1}}{\binom{m-1}{k-1}}
$$



Fig. 2. Structure of the network family $\mathcal{F}_{N, D}$.

Note that we have used the fact $k\binom{m}{k}=m\binom{m-1}{k-1}$. In order to show that this probability is $O(1 / \log m)$ we only need to show that for any $j, \sum_{k=1}^{m-j+1}\binom{m-j}{k-1} /\binom{m-1}{k-1}$ is $O(m / j)$. When $j=1$ this is obvious. So we assume that $j>1$. Let $A_{k}=$ $\binom{m-j}{k-1} /\binom{m-1}{k-1}$; then for $k \geq 1, A_{k+1} / A_{k}=(m-j-k+1) /(m-k)<(m-j+1) / m$. Also $A_{1}=1$, so $\sum_{k=1}^{m-j+1}\binom{m-j}{k-1} /\binom{m-1}{k-1}$ is bounded by the sum of an infinite geometric series with initial value 1 and decreasing ratio $(m-j+1) / m$. This series sums to $m /(j-1) \leq 2 m / j$.

We define the running time of a deterministic algorithm as the time taken till the broadcast succeeds or till the algorithm terminates, whichever is earlier. Note that the algorithm may succeed before it terminates (as the nodes may not realize that all nodes received the message). In the following lemma it is this definition of running time that is used ${ }^{5}$.

Lemma 2. Over the probability distribution $\mathcal{P}$ in Lemma 1, the expected running time of any deterministic broadcasting algorithm for $\mathcal{D}_{m}$ that succeeds with probability $\Omega(1)$ is $\Omega(\log m)$.

Proof. Let $p=\Omega(1)$ be the success probability of the algorithm over $\mathcal{P}$. Let $t$ be the smallest number such that the algorithm succeeds for $p / 2$ fraction (according to $\mathcal{P}$ ) of the inputs in at most $t$ steps. Thus for at least $p / 2$ fraction, the algorithm runs for at least $t$ steps. So the expected running time is at least $t p / 2$. But by Lemma 1, succeeding in $p / 2$ fraction of $\mathcal{P}$ requires $t=\Omega(\log (m) p / 2)=\Omega(\log m)$ steps.

By Yao's minimax principle Lemma 2 implies a $\Omega(\log m)$ lower bound for Monte Carlo algorithms for $\mathcal{D}_{m}$, and thus DecayingBroadcast given in section 2 (with an initial transmission by the source) is asymptotically optimal.

To prove the general lower bound of $\Omega(D \log (N / D))$ we construct a family $\mathcal{F}_{N, D}$ of networks, pick a probability distribution $\mathcal{P}^{*}$ over $\mathcal{F}_{N, D}$, and prove the same lower bound on the expected running time (over $\mathcal{P}^{*}$ ) of any deterministic algorithm that succeeds with probability $\Omega(1)$. Theorem 1 then follows from Yao's minimax principle.

Figure 2 illustrates the structure of $\mathcal{F}_{N, D}$. It consists of $D$ layers $G_{1}$ through $G_{D}$ and each $G_{i}$ is a network in $\mathcal{D}_{m}$ where $m=\lfloor N / D\rfloor$. Note that the graph

[^21]is directed from left to right, and there are no edges within each layer. Every network in $\mathcal{F}_{N, D}$ has $\Theta(N)$ nodes and diameter $\Theta(D)$. The probability distribution $\mathcal{P}^{*}$ is picked by letting each $G_{i}(1 \leq i \leq D)$ independently comply to the probability distribution $\mathcal{P}$ specified in the proof of Lemma 1 . The intuition is that on each layer the algorithm is expected to run $\Omega(\log (N / D))$ steps and so the total time is $\Omega(D \log (N / D))$. Following is the proof of Theorem 1 .

Proof. Let $t_{i}(1 \leq i \leq D)$ be the number of steps a deterministic algorithm $A$ spends on layer $G_{i}$ (i.e., the duration for which the message does not reach $S_{i}$ after reaching $S_{i-1}$ ). They are random variables. If the message never reaches $S_{i-1}$ then $t_{i}$ is 0 . The expected running time of $A$ is $\mathbf{E}\left(\sum_{i=1}^{D} t_{i}\right)=\sum_{i=1}^{D} \mathbf{E}\left(t_{i}\right)$. We would like to use Lemma 2 to prove that $\mathbf{E}\left(t_{i}\right)=\Omega(\log (N / D))$. But there are a few subtleties. (i) $\mathbf{E}\left(t_{i}\right)$ is over $\mathcal{P}^{*}$ but Lemma 2 is about $\mathcal{P}$; (ii) we should take into account the possibility that the algorithm can "learn" from history and behave differently on networks with identical $G_{i}$; in other words, $t_{i}$ not only depends on the topology of $G_{i}$ but also those of $G_{1}$ through $G_{i-1}$. Below we take care of both these subtleties.

Fix a layer $i$ and consider the success probability on this layer: this is no less than the overall success probability and hence is $\Omega(1)$. Now we partition the input space of $A$ into finer subspaces such that: (i) within each subspace layers $G_{1}$ through $G_{i-1}$ are all fixed; (ii) each subspace has equal weight (for this we may subdivide some instances having the same layers $G_{1}$ through $G_{i-1}$ into finer subspaces). Since in $\mathcal{P}^{*}, G_{i}$ is independent of the earlier layers, for each subspace restricted to $G_{i}$, the distribution is $\mathcal{P}$. Within each subspace the algorithm behaves identically on $G_{i}$. For each subspace consider the probability of success at the layer $G_{i}$, conditional to that subspace (i.e., for fixed $G_{1}$ through $\left.G_{i-1}\right)$. Then, in at least $\Omega(1)$ fraction of the subspaces the algorithm must have $\Omega(1)$ success probability. These subspaces are called good. We apply Lemma 2 to each good subspace to get a $\Omega(\log (N / D))$ lower bound on $\mathbf{E}_{\mathcal{P}}\left(t_{i}\right)^{6}$, where the expectation is over the subspace (with distribution $\mathcal{P}$ in $G_{i}$ ). Taking the expectation over distribution $\mathcal{P}^{*}$ amounts to averaging over all subspaces. Since there are $\Omega(1)$ fraction good subspaces the expectation $\mathbf{E}_{\mathcal{P}^{*}}\left(t_{i}\right)$ is also $\Omega(\log (N / D))$.

We do this for each $i$. Linearity of expectation gives the lower bound.

## 4 The $O\left(N \log ^{3} N\right)$ Randomized Algorithm for Gossiping

In this section we give an $O\left(N \log ^{3} N\right)$-time randomized algorithm for gossiping. The algorithm is an improvement over the recent work in [10], which gives an $O\left(N \log ^{4} N\right)$-time randomized algorithm.
[10] describes their algorithm in terms of Distributed Coupon Collection. There a simple randomized and distributed procedure DistCouponColl is

[^22]described, in which each node is a bin and each message a coupon. In a time step, each bin can be opened or left closed; if at some time step exactly one bin is opened all the coupons in that bin are collected. There may be many copies of a coupon in the network. The aim of $\operatorname{DistCouponColL}(s)$ is to collect all coupons (i.e., at least one copy of each message), and for that each node repeats for $s$ times the following: with probability $1 / N$ open itself. Lemma 3 proved in [10], tells us how large an $s$ we need for a good probability of collecting all coupons.

Lemma 3. [10] If we have $N$ bins and $N$ coupons and each coupon has at least $K$ copies (each copy belonging to a different bin), then for any constant $\varepsilon, 0<\varepsilon<1$, if we run DistCouponColl $(s)$ with $s=(4 N / K) \ln (N / \varepsilon)$, with probability at least $1-\varepsilon$ all coupons will be collected.

The overall algorithm in [10] is as follows: there are $\log N$ stages, and in each stage (with high probability) the number of copies of each message in the network is doubled; when stage $i$ begins $K=2^{i}$ copies of each message should be present in the network. For this, in stage $i$ the DistCouponColl is performed $(4 N / K) \ln (N / \varepsilon)$ times so that at the end of the stage each message would have got collected. When a node is opened, it does a limited broadcast to double the number of copies of its coupons. Using a deterministic procedure called LtdBroadcast, this takes time $O\left(K \log ^{2} N\right)$. Thus each stage takes $O\left(N \log ^{2} N \log (N / \varepsilon)\right)$ time and has an error probability of $\varepsilon$. Since there are $\log N$ stages, with $\varepsilon=\epsilon / \log N$, the overall error probability is bounded by $\epsilon$ and the total time is $O\left(N \log ^{3} N \log (N / \epsilon)\right)$.

## The New Algorithm

Our new algorithm runs in two phases: in the first phase it does $\log N$ roundrobins. After this each message has at least $\log N$ copies in the network. The second phase is identical to the old algorithm, except that the LtdBroadcast is replaced by a new procedure RandLtdBroadcast given here. As we shall see, this allows us to save an asymptotic factor of $\log N$ in the running time.

Recall that in section 2 we give a randomized procedure DecayingBroadCAST that finishes broadcasting in $\mathcal{D}_{m}$ with constant probability. Here we use it to send a broadcast message to a new node with constant probability. In other words, if some nodes have not got the message yet, then there exists one such node $v$ such that at least one in-neighbor of $v$ has the message. Regarding $v$ as the destination node (Fig. 1), one round of DecayingBroadcast gives a constant probability of sending the message to $v$. In RandLtdBroadcast we use repeated DecayingBroadcast for carrying out limited broadcast. In fact, if we repeat it $O(N)$ times we get a simple $O(N \log N)$ algorithm for broadcast whose error probability can be easily bounded by a constant by using Markov inequality. But in order to use this as a module in our final algorithm we will need tighter Chernoff-type bounds.

RandLtdBroadcast ${ }_{v}$ is executed in parallel by all the nodes. Each node has a local Boolean flag active $e_{v}$; initially this variable is set to True for some
nodes (the "open" bins) and set to False for all other nodes. Note that if during some round of RandLtdBroadcast ${ }_{v}$ node $v$ receives a message, active ${ }_{v}$ becomes True in the next round.

```
Procedure \(^{\text {RandLtdBroadcast }} v(N, K)\)
for \(i \leftarrow 1\) to \(c K\) do \(\{c\) is an absolute constant to be determined later\}
    Round \(i\) :
    if active \(_{v}\) then
        DecayingBroadcast \(_{v}(N)\)
    else
        Receive for \(\log N+1\) steps
        if received a new message then
            active \(_{v} \leftarrow\) True
```

Analysis of RandLtdBroadcast Time taken is clearly $O(K \log N)$. We define Boolean random variables $X_{i}$, for $1 \leq i \leq c K$, as follows. $X_{i}=1$ if a new node receives the message or all nodes have already received the message at round $i$. Otherwise $X_{i}=0$. It is clear that if $\sum_{i=1}^{c K} X_{i} \geq K$ then the limited broadcast has succeeded in getting the message to at least $K$ new nodes. Since $X_{i}$ 's are not independent of each other, we cannot directly use the Chernoff Bounds. But they have the following property: For all $2^{i-1}$ settings of $\left(x_{1}, \ldots, x_{i-1}\right)$, $\operatorname{Pr}\left(X_{i}=1 \mid X_{1}=x_{1}, \ldots, X_{i-1}=x_{i-1}\right) \geq 1 / 8$, as guaranteed by DecayingBroadcast. This allows us to use Chernoff-Bound-like argument to bound the error probability as summarized in the following lemma. The proof, omitted here, follows essentially along the same line as that of the Chernoff bound.

Lemma 4. When the network is initialized with a single node as active, in $O(K \log N)$ time, RandLtdBroadcast $(N, K)$ succeeds in broadcasting the messages in that node to at least $K$ nodes with probability at least $1-\exp (-\alpha K)$, where $\alpha$ can be made arbitrarily large by choosing a sufficiently large $c$.

Now we are ready to analyze our final algorithm. The first phase takes time $O(N \log N)$. The second phase consists of $O(\log N)$ stages. In the $i$-th stage there are $O(N / K \ln (N / \varepsilon))$ calls to RandLtdBroadcast, with each call takes $O(K \log N)$ time. Hence each stage takes $O(N \log N \ln (N / \varepsilon))$ time and the whole phase takes $O\left(N \log ^{2} N \log (N / \varepsilon)\right)$ time. The second phase dominates the overall running time.

The first phase is deterministic. In the second phase, there are two sources of error: the RandLtdBroadcast and the DistCouponColl. First we analyze the error probability due to RandLtdBroadcast in the $i$-th stage. Recall that $K \geq \log N$. Error probability for each invocation of RandLtdBroadcast( $N$, $K)$ is $\leq \exp (-\alpha K) \leq 1 / N^{2}$, by choosing a sufficiently large $c$, and for $s_{i}=$ $O\left(\frac{N}{K} \log \frac{N}{\varepsilon}\right)$ invocations it is $O(\log (N / \varepsilon) / N)$. Thus (as long as $\varepsilon$ is not exponentially small in $N$ ) the error probability due to RandLtdBroadcast is comfortably $o(1)$. In fact, by choosing $c$ sufficiently large this error probability can be driven down to any inverse polynomial in $N$. Note that for $K=o(\log N)$,
$(N / K) \exp (-\alpha K)$ is not $O(1)$. This is the reason for having a separate first phase, so that before the second phase starts, the number of copies per message is large enough.

For DistCouponColl in each stage, by Lemma 3 we bound the error probability by $\varepsilon$. Since we have $\varepsilon=\epsilon / \log N$, and there are less than $\log N$ stages, the error probability due to DistCouponColl is bounded by $\epsilon$. This dominates the error probability of the overall algorithm.

Theorem 2. For any given constant $\epsilon, 0<\epsilon<1$, RandGossip $(N, \epsilon)$ run on an $N$ node radio network completes gossiping in time $O\left(N \log ^{2} N \log (N / \epsilon)\right)$ with probability at least $1-\epsilon$.

Finally like in [10], this Monte Carlo algorithm can be converted into a Las Vegas algorithm with expected running time $O\left(N \log ^{3} N\right)$.

## 5 Gossiping in Symmetric Radio Networks

A radio network is symmetric if for any two nodes $u$ and $v$, whenever there is an edge from $u$ to $v$, there is also an edge from $v$ to $u$. For symmetric networks broadcasting can be done deterministically in linear time [7]. Here we note that the same is true for gossiping.

Theorem 3. There exists a deterministic algorithm that finishes gossiping in $5 N-4$ rounds in any unknown symmetric radio networks with $N$ nodes.

The algorithm has three phases and it is an extension of the broadcast algorithm in [7]. The first phase is a round-robin, after which each node knows all its neighbors. The second and the third phases are Depth-First-Search (DFS) initiated by a pre-determined root node. Though the nodes have no knowledge on the topology of the network, they can carry out DFS in a distributed way in linear time [2]. At the end of the second phase the root has all the messages. In the third phase this message is sent to all the nodes in the network using DFS. We omit the details.
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#### Abstract

A graph $G=(V, E)$ is called a hyper-ring with $N$ nodes ( $N$-HR for short) if $V=\{0, \ldots, N-1\}$ and $E=\{\{u, v\} \mid v-u$ modulo $N$ is a power of 2$\}$. The following results are shown. We prove that the node-connectivity $\kappa$ of an $N-\mathrm{HR}$ is equal to its degree, say $\delta$, by presenting an algorithm for the explicit construction of $\delta$ node-disjoint paths connecting nodes $s$ and $t$. The length of these paths is bounded by $\lceil\log D\rceil+3$, where $D$ is the positional distance between $s$ and $t$. Finally, we show a node-to-node communication scheme for HRs that requires only $\lceil\log D\rceil+3$ rounds, even in the presence of up to $\delta-1$ node failures.
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## 1 Introduction

Various topologies have been proposed for interconnecting processors in large scaled parallel and/or distributed systems. Hyper-rings (HRs) [2] and their variations have appeared in the literature under several names, including optimal broadcasting scheme [1] and binary jumping networks [8. Detailed discussions on the structure, properties, and advantages of this family of networks and their fault tolerance were presented in $[278]$.

Node-connectivity of a network is fundamental in the analysis of network reliability and/or security. Menger's Theorem relates the connectivity of a graph $G$, denoted by $\kappa(G)$, to the size of the smallest set (among the maximal sets) of pair-wise internally node-disjoint paths between any pair of nodes $s$ and $t$ [12]. Note that in any $G, \kappa \leq \delta$, where $\delta$ denotes the minimal nodal degree of $G$. Hence, in a network, multiple copies of a message may be sent through a number of disjoint paths and fault tolerance can be achieved in this manner [10].

In addition to increased reliability, disjoint paths provide an excellent mechanism for transmitting secret messages through a network. Using Rabin's Information Dispersal Algorithm [11], or partitioning a secret message into submessages, where every $i$-th packet is transmitted via the $i$-th $\bmod \kappa$ path, may prevent (or at least make it more difficult) for adversaries to intercept and decipher it.

Han et al. [8], have extended the results obtained in [7] addressing the problem of broadcasting in faulty binary jumping networks, a directed version of

HRs with roughly half the number of edges. However, their work was limited to the general broadcasting problem (one source sending the same message to all nodes in the network), and not to the more interesting problem of an explicit construction of the $\kappa$ node-to-node disjoint paths, investigated here.

It is relatively easy to show that for any $N-\mathrm{HR}, \delta-2 \leq \kappa \leq \delta$, by applying the results of [4] to a reduced HR in which the maximal positional distance between any connected nodes is $2^{\lfloor\log N\rfloor-1}$ and not the standard $2^{\lfloor\log N\rfloor}$. The reduced HR would be a circulant with the property of convexity, which is sufficient (but not a necessary) condition for $\kappa=\delta$ [45].

The major contribution of this paper is showing that HRs' connectivity is maximal by presenting an algorithm that generates the $\delta$ node-disjoint paths between any source node $s$ and destination node $t$. Moreover, the length of all of these paths is bounded from above by $\lceil\log D\rceil+3$, where $D \leq\lfloor N / 2\rfloor$ is the positional distance between $s$ and $t$.

The rest of the paper is organized as follows. In Section 2, we present two fundamental methods of HR construction. There, we also introduce Semi Hyperrings (SHRs) and enriched SHRs, discuss their connectivities, and node-disjoint path construction for SHRs. These will play a fundamental role in our node-tonode disjoint-path construction and communication schemes of Section 3.

## 2 Preliminaries

### 2.1 HR Construction

Let us begin with a formal definition of a hyper-ring.
Definition 1. A graph $G=(V, E)$ is called a hyper-ring with $N$ nodes ( $N$-HR for short) if $V=\{0, \ldots, N-1\}$ and $E=\left\{\{u, v\} \mid[v-u]_{N}\right.$ is a power of 2$\}$, where $[m]_{r}$ is $m$ modulo $r$.

Definition 2. The positional distance between node $s$ and node $t$ of $N-\mathrm{HR}$ is defined to be $\min \left\{[t-s]_{N},[s-t]_{N}\right\}$.

The number of edges between nodes in an HR is roughly twice that of a hypercube ( HC ) with the same number of nodes, but the proposed organization possesses a number of advantages over the HC. In particular, for any $N$ we can construct an $N$ node HR, whereas a hypercube must contain exactly $2^{k}$ nodes for some $k$. An example of an $11-\mathrm{HR}$ is shown in Figure 1. Note that what appears to be a connection of positional distance 3 is really a (counterclockwise) connection of positional distance 8 . This class of edges, connecting nodes $2^{\lfloor\log N\rfloor}$ away from each other, will be addressed in more detail in the path construction procedures of this section.

The HCs have a natural and an elegant recursive structure that does not seem to extend to HRs in an obvious way. In particular, the number of edges in HRs does not grow monotonically with the number of nodes [2]. It turns out, however, that HRs do possess an interesting recursive construction that encompasses HCs


Fig. 1. An example of an 11-HR.
in a sense as a special case. examine First, let us observe a simple (nonrecursive) construction of N -HRs. The following procedure is straightforward and needs no further explanation.

$$
\begin{aligned}
& \text { for } i:=0 \text { to } N-1 \text { do } \\
& \text { for } k:=0 \text { to }\lfloor\log N\rfloor \text { do } \\
& \quad \text { if there is no edge between } i \text { and }\left[i+2^{k}\right]_{N} \\
& \quad \text { then connect node } i \text { to nodes labeled }\left[i \pm 2^{k}\right]_{N}
\end{aligned}
$$

Observe that in HRs, the two edges usually connecting nodes that are either $2^{\lfloor\log N\rfloor}$ or $2^{\lfloor\log N\rfloor-1}$ positional distance away from each other either do not exist as such (examine the $\left(2^{i}+2^{j}\right)$-HR family), may merge into one ( $2^{k}$ - HR family), or crisscross (all of the remaining HRs). Again, see edges $(0,8)$ and $\left(0,[-8]_{11}=3\right)$ in Figure 1.

Assume that an $N$-HR has already been constructed. Suppose we wish to construct a $2 N-H R$ from it. The following procedure [2], takes as input an N $\mathrm{HR}_{0}$ and returns a 2 N -HR.

```
make a duplicate copy of \(N-\mathrm{HR}_{0}\), call it \(N-\mathrm{HR}_{1}\)
for \(i:=0\) to \(N-1\) do
    relabel node \(i\) in \(N-\mathrm{HR}_{0}\) to \(2 i\)
    relabel node \(i\) in \(N-\mathrm{HR}_{1}\) to \(2 i+1\)
for \(i:=0\) to \(2 N-1\) do
    connect node \(i\) and node \([i+1]_{2 N}\)
```

Figure 2 shows the connections for one node of the HR constructed using the doubling construction procedure. It shows that if $\delta$ is the degree of an $N$ - HR , $N>1$, then the degree of $2 N-\mathrm{HR}$ is $\delta+2$. Previously, it was shown that the doubling of an HR increases its connectivity from $\kappa$ to $\kappa+2$ [3]. The essence of the proof is captured by the two paths containing nodes $\alpha$ and $\beta$ in Figure 2, however, it will not be discussed here.


Fig. 2. An HR constructed using the doubling procedure and the two additional nodedisjoint paths via $\alpha$ and $\beta$.

### 2.2 Semi Hyper-rings

Before we can proceed with the node-disjoint path construction algorithm for HRs, let us introduce a related structure and examine its connectivity and path algorithms.

Definition 3. A Semi Hyper-ring is a graph corresponding to any segment of $P$ consecutive integers, $(P$-SHR for short) in which any two nodes (integers) are connected iff they are a power of 2 positional distance away from each other.

Lemma 1. The node-connectivity of a $P$-SHR is equal to $\lceil\log P\rceil$, which is also the degree of its first and last nodes.

Proof. It is obvious that the degree of the first and last nodes of any $P$-SHR is $\lceil\log P\rceil$. Observe that for all $r>0$, the SHRs of size $2^{r}+1$ through $2^{r+1}$ will have the same connectivity. This is due to the Expansion Lemma (see, e.g., [12]) which states that if $G$ is a $k$-connected graph, and $G^{\prime}$ is obtained from $G$ by adding a new vertex $y$ with at least $k$ neighbors in $G$, then $G^{\prime}$ is $k$-connected. This allows us to focus on SHRs of size $P=2^{q}+1$, e.g., the integers $0,1, \ldots, 2^{q}$.

We show, by induction on $q$, that $P$-SHRs have connectivity of $\lceil\log P\rceil$. For $q=1$, the 3 -SHR is obviously 2 -connected.

Inductive Hypothesis: Assume that any $\left(2^{q}+1\right)$-SHR is $q+1$-connected, i.e., between any two nodes $s$ and $t$, there exist $q+1$ node-disjoint paths. Equivalently, if $S_{1}$ and $S_{2}$ are two disjoint sets of $q+1$ nodes each, all located within the same $\left(2^{q}+1\right)$-SHR, then there exist $q+1$ node-disjoint paths within it that pairwise connect the nodes of both sets.

Let us now examine a $\left(2^{q+1}+1\right)$-SHR. Observe that the degrees of all nodes in the $\left(2^{q+1}+1\right)$-SHR have increased by 1 , e.g., the degree of node 0 is now $q+2$, etc. We must show that for any $0 \leq s<t \leq 2^{q+1}$ there are now $q+2$ node-disjoint paths between $s$ and $t$. There are two cases to consider:

1. If $t-s \leq 2^{q}$, then by the Inductive Hypothesis there exist $q+1$ node-disjoint paths between $s$ and $t$ such that the internal nodes of these paths will be totally contained within a $\left(2^{q}+1\right)$-SHR whose one endpoint is either node $s$, or $t$, or an SHR whose endpoints are $t-2^{q}+1$ and $s+2^{q}-1$.
The ( $q+2$ nd) path will have one of three possible forms, which will depend on the relative placement of $s$ and $t$ :

$$
\begin{aligned}
& \left\{s, s-1, s-2, \ldots, 0,2^{q+1}, 2^{q+1}-1,2^{q+1}-2, \ldots, t+2^{q}, t\right\}, \text { if } s, t \leq 2^{q} ; \\
& \left\{s, s-2^{q}, s-2^{q}-1, s-2^{q}-2, \ldots, 0,2^{q+1}, 2^{q+1}-1,2^{q+1}-2, \ldots, t\right\}, \text { if } s, t \geq 2^{q} ; \\
& \left\{s, s+2^{q}, s+2^{q}+1, s+2^{q}+2, \ldots, 2^{q+1}, 0,1,2, \ldots, t-2^{q}, t\right\}, \text { if } s<2^{q}<t
\end{aligned}
$$

2. If $t-s>2^{q}$, then by the Inductive Hypothesis and the Expansion Lemma there already exist $q+1$ node-disjoint paths between $s$ and $t$. Furthermore, all of the internal nodes of these $q+1$ paths have indices greater than $s$ and less than $t$. The ( $q+2$ nd $)$ path will have the form: $\left\{s, s-1, s-2, \ldots, 0,2^{q+1}, 2^{q+1}-\right.$ $\left.1,2^{q+1}-2, \ldots, t\right\}$.

### 2.3 Path Construction for SHRs

For ease of presentation and clarity, let us visualize the problem of SHR/HR node-disjoint path construction as a simple (one player) blue/green pebble game, which has only three rules:

1. The only pebble movements (hops) allowed are via the existing edges.
2. A pebble may not be placed on a node previously visited by any other pebble.
3. If node $i$ is occupied by a pebble, the player may capture it by hopping a different color pebble to $i$ and removing both pebbles from the game.

The object of the game is to maximize the number of captured pebbles, given some initial pebble configuration. It should be clear that the traces of the pebble hops uniquely define a set of node-disjoint paths and that a capture indicates a completion of a path between the nodes where the pebbles were originally placed.

Let us now present procedure CompressSHR that given $t$ as input generates the $\lceil\log t\rceil$ node-disjoint paths between 0 and $t$ within the $(t+1)$-SHR. We will describe the steps of this procedure in terms of pebble movements.
procedure CompressSHR(t)
Initialize: place $\lceil\log t\rceil$ blue and $\lceil\log t\rceil$ green pebbles in locations $\left\{2^{0}, 2^{1}, \ldots, 2^{\lfloor\log t\rfloor}\right\}$ and $\left\{t-2^{0}, t-2^{1}, \ldots, t-2^{\lfloor\log t\rfloor}\right\}$, respectively.

0 . Check for any green and blue pebbles placed on the same node, (including blue on $t$ and green on 0 ) and if found, capture them.
while any pebbles are left do

1. Identify the green pebble $g$ that is closest and to the right of the rightmost blue pebble $b$.
2. For all of the remaining green pebbles to the right of $b$ use an appropriate single-hop to move them to the left of $b$.
If any land on another blue pebble, consider it a capture.
3. Construct the appropriate sequence of hops for $g$ to capture $b$.

It is clear that the green pebble movements represent the node $t$ to node $s$ paths and that they are node-disjoint (see Figure 3). Observe that at each loop iteration at least one capture is made, limiting the number of loops to $\lceil\log t\rceil$, making the maximal number of hops made by any pebble to be no more than $\lceil\log t\rceil$. Furthermore, if for some reason (e.g., an incorrect initial placement of one of the blue pebbles) step 1 fails, then let $g$ be the green pebble closest to the rightmost blue pebble and continue with step 3, for that particular while-loop iteration. Later, we will see how that may become necessary during the HR path construction.


Fig. 3. Compression of an SHR and node-disjoint path construction.

Definition 4. A $P$-SHR is said to be enriched if it is extended by allowing additional connections between all pairs of nodes that are of $k$ positional distance away from each other, for a fixed $k, 3 \leq k<P$, which is not a power of 2 .

Hence, the degree of the first and last nodes in any enriched $P$-SHR is equal to $\lceil\log P\rceil+1$. Observe that procedure CompressSHR $(t)$ can be naturally extended to include enriched SHRs by initially placing additional blue and green pebbles in locations $k$ and $t-k$, respectively.

Observation 1 Procedure CompressSHR will capture all of the pebbles in any (enriched) $P$-SHR.

Let $s<t$ be two nodes in an $N$-HR that are $D \leq\lfloor N / 2\rfloor$ positions away from each other. We may construct a (possibly enriched) $D$ - $\operatorname{SHR}_{(s, t)}$ that spans $s$ and $t$ by removing from the $N-\mathrm{HR}$ all of the nodes (and their edges) outside the line segment $(s, t)$, (i.e., outside $\{s, s+1, \ldots, t-1, t\}$ ).

Let us focus on the family of $N$-HRs that possess the crisscrossing edges connecting nodes of $2^{\lfloor\log N\rfloor}$ positional distance.

Observation 2 If $D \geq N-2^{\lfloor\log N\rfloor}$ then the degree of nodes $s$ and $t$ as well as the number of node-disjoint paths between $s$ and $t$ in the $D-S H R_{(s, t)}$ is equal to $\lceil\log D\rceil+1$, otherwise it is $\lceil\log D\rceil$.

The next result will allow us to obtain the disjoint-path length bounds for not only SHRs, but eventually, HRs.

Lemma 2. For any (enriched) D-SHR, the length of the node-disjoint paths constructed by procedure CompressSHR is bounded by $\lceil\log D\rceil+2$.

## 3 Path Construction for HRs

We now present our algorithm for the construction of node-disjoint paths in HRs. First, given $N, s$, and $t$ we will make the initial pebble placement by putting the blue (and green) pebbles on nodes which are exactly $\pm 2^{i}, i=0, \ldots,\lfloor\log N\rfloor$, positions away from $s$ (and $t$ ), respectively (making any immediate capture(s), if any blue/green pair of pebbles has been found on the same node). Observe that a placement of a blue pebble on $t$ and a green one on $s$ indicates that $s$ and $t$ are directly connected by an edge and calls for an immediate capture of the two pebbles.

Let $D$ be the minimal (clockwise, counterclockwise) positional distance between $s$ and $t$ and $d=\lceil\log D\rceil$. Denote by $M_{s}$ and $M_{t}$ the nodes $[s+\lfloor N / 2\rfloor]_{N}$ and $[t-\lfloor N / 2\rfloor]_{N}$, respectively.

Next, as shown in Figure 4, the following six SHRs will be identified. Note that, in certain extreme cases, (e.g., $2 K$-HRs and $D=K$ ), $\mathrm{SHR}_{B}, \mathrm{SHR}_{B^{\prime}}$, $\mathrm{SHR}_{C}$, and $\mathrm{SHR}_{C^{\prime}}$ may contain no nodes, and $s$ and $t$ may serve as end nodes for both $\mathrm{SHR}_{A}$ and $\mathrm{SHR}_{E}$.

1. $\mathrm{SHR}_{A}$ is the segment $(s, t)$ of size $2 \leq D \leq\lfloor N / 2\rfloor$.
2. $\mathrm{SHR}_{B}$ is bounded by $s-1$ and the closer of two nodes $\left(s-2^{d}, M_{t}+1\right)$. $\mathrm{SHR}_{B^{\prime}}$ is bounded by $t+1$ and the closer of two nodes $\left(t+2^{d}, M_{s}-1\right)$.
3. $\mathrm{SHR}_{C}$ is bounded by closer of two nodes $\left(s-2^{d}-1, M_{t}+1\right)$, and $M_{t}+1$. $\mathrm{SHR}_{C^{\prime}}$ is bounded by closer of two nodes $\left(t+2^{d}+1, M_{s}-1\right)$, and $M_{s}-1$.
4. $\mathrm{SHR}_{E}$ is bounded by $M_{t}$ and $M_{s}$.

We can easily capture all of the pebbles in $\mathrm{SHR}_{A}$ by CompressSHR.
Next, we will capture the pebbles from the nodes of $\mathrm{SHR}_{B}$ and $\mathrm{SHR}_{B^{\prime}}$. We single-hop the blue pebbles from $\mathrm{SHR}_{B}$ to $\mathrm{SHR}_{B^{\prime}}$ by taking their $2^{d+1}$ (clockwise) connections. While it is clear that all of the blue pebbles would wind up in $\mathrm{SHR}_{B^{\prime}}$, there are two potential problems.

1. One blue pebble may already be in $\mathrm{SHR}_{B^{\prime}}$ via the $2^{d}$-connection. To address this problem, one of the blue pebbles should be left behind in $\mathrm{SHR}_{B}$, the question of which one is answered below.
2. One blue pebble may already be in $\mathrm{SHR}_{B^{\prime}}$ via the $2^{\lfloor\log N\rfloor}$-connection. If so, a second blue pebble would have to be left behind in $\mathrm{SHR}_{B}$.


Fig. 4. Partitioning of an $N$-HR.

A quick check would determine if any of the $\mathrm{SHR}_{B}$ blue pebbles could land on the above-mentioned (blue) problem pebbles in $\mathrm{SHR}_{B^{\prime}}$ (and those would be the ones that would stay behind in $\mathrm{SHR}_{B}$. If no such pebble(s) exist in $\mathrm{SHR}_{B}$, then we pick them randomly. In any case, at most $d+1$ blue (and the same number of green) pebbles would be present in $\mathrm{SHR}_{B^{\prime}}$ after this $2^{d+1}$ cross-over. Observe that the one/two blue pebble(s) left behind will now be used within $\mathrm{SHR}_{B}$ to join the one/two green pebbles that (by symmetry) would have been in $\mathrm{SHR}_{B}$ from the beginning. At this time CompressSHR would be used on $\mathrm{SHR}_{B^{\prime}}$.

We now turn our attention to $\mathrm{SHR}_{C}$ and $\mathrm{SHR}_{C^{\prime}}$. Observe that if $D \neq 2^{d}$, the pebbles in $\mathrm{SHR}_{C}$ are in locations (blue) $2^{d+1}, 2^{d+2}, \ldots$ and (green) $2^{d+1}-$ $D, 2^{d+2}-D, \ldots$, positions away from $s$. The blue/green pebble pairs in $\mathrm{SHR}_{C}$ from locations $\left(2^{d+j}, 2^{d+j}-D\right)$ away from $s$ will be appropriately moved and captured. The positional distance between the blue and green pebbles within these pairs is bounded by $D$. The possible presence of the pebbles (via the $2^{\lfloor\log N\rfloor}$-connection) is not a significant problem here, since we are joining at most two pairs of pebbles within at least a 2D-sized subsegments of $\mathrm{SHR}_{C}$. The blue/green pebble pairs in $\mathrm{SHR}_{C^{\prime}}$ would be captured in a symmetrical fashion.

If $D=2^{d}$, then we would proceed as above, except there could be two lonely pebbles left: a blue pebble, $b$, located $2^{d+1}$ positions away from $s$ in $\mathrm{SHR}_{C}$ and a green pebble, $g$, located $2^{d+1}$ positions away from $t$ in $\mathrm{SHR}_{C^{\prime}}$. These will be paired-up by allowing $b$ to cross-over into $\mathrm{SHR}_{C^{\prime}}$ via a $2^{d+2}$ connection. Of course a direct hop from $b$ 's original position is not possible since it would collide with another blue pebble's location (the $2^{d+1}$ edge of $s$ ). Therefore, $b$ could take a mini-hop of distance $2^{d-1}$ toward $s$ and then take the cross-over edge $2^{d+2}$. The
(potential) problem in the case when the mini-hop would land $b$ on a location of blue pebble corresponding to the $2^{\lfloor\log N\rfloor}$ connection from $s$ can be resolved easily by making the mini-hop of distance $2^{d-2}$ instead. Once in $\mathrm{SHR}_{C^{\prime}}, b$ and $g$ would be less than $D$ distance away from each other and would be captured. Alternatively, $b$ and $g$ may be moved into $\mathrm{SHR}_{E}$ and captured there.

Finally, the pebbles from $\mathrm{SHR}_{E}$ would be captured using CompressSHR. Observe that as $D$ approaches $\lfloor N / 2\rfloor, \mathrm{SHR}_{E}$ will have more and more pebbles. In fact, for $2 K$-HRs and $D=K, \mathrm{SHR}_{A}$ and $\mathrm{SHR}_{E}$ are both $K$-SHRs with identical pebble distribution.

The above steps, summarized below, form procedure Hop-a-log that will construct the node-disjoint $(s, t)$-paths in a given HR.

```
procedure Hop- \(a-\log (N, s, t)\)
    Make the initial pebble placement and an immediate capture check
    Partition the HR into the six SHRs
    Compress \(\mathrm{SHR}_{A}\)
    Identify which and cross-over the blue pebbles from \(\mathrm{SHR}_{B}\) to \(\mathrm{SHR}_{B^{\prime}}\)
    Compress SHR \(_{B^{\prime}}\)
    Capture the one/two remaining pebble pairs in \(\mathrm{SHR}_{B}\)
    Capture the \(\left(2^{d+j}, 2^{d+j}-D\right)\) pairs in \(\mathrm{SHR}_{C}\) and \(\mathrm{SHR}_{C^{\prime}}\)
    If they exist, capture the two lonely pebbles using the \(2^{d+2}\) hop
    Compress \(\mathrm{SHR}_{E}\).
```

Lemma 3. For any HR the Hop-a-log procedure will generate $\kappa=\delta$ nodedisjoint paths between any source node $s$ and destination node $t$. Moreover, the length of each such path is bounded by $\lceil\log D\rceil+3$.

Proof. Follows from proof of Lemma 1, Observation 2, and Lemma 2, and the fact that the sizes of all of the SHRs on which CompressSHR was used, were bounded by $D$.

Theorem 1. A node-to-node communication scheme using procedure Hop-a-log will send a message from s to $t$ within $\lceil\log D\rceil+3$ rounds, even in the presence of $\kappa-1$ node failures.

## 4 Concluding Remarks

Besides facilitating a fast and reliable node-to-node communication, HRs provide an excellent means for network broadcasting. Assuming a multi-port broadcasting model in which a node can send a message to all of its immediate neighbors in one round, broadcasting in HRs may be carried out in only $\lceil\log N\rceil$ rounds to send information from any source to all destination nodes, if no nodes have failed. The bound on the path lengths in Lemma 3, however, guarantees that an HR broadcasting scheme using this procedure will send a message from any
source to all destinations within $\lceil\log N\rceil+2$ rounds, even in the presence of $\kappa-1$ node failures.

Hyper-rings appear to be the first log-sparse connection architecture that allows for dependable communication in time of $\lceil\log D\rceil+3$, where $D$ is the positional distance between the source and destination nodes. This speed of locality is especially important for fast and dependable none-to-node communication protocols and distributed computing. Examples of such applications would include distributed pattern recognition algorithms, battlefield communication management, monitoring systems, etc. HRs are certainly worthy of further studies.
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#### Abstract

In this paper we show lower bounds for the on-line version of Heilbronn's triangle problem in three and four dimensions. Specifically, we provide incremental constructions for positioning $n$ points in the 3 -dimensional (resp., 4 -dimensional) unit cube, for which every tetrahedron (resp., pentahedron) defined by four (resp., five) of these points has volume $\Omega\left(\frac{1}{n^{3.333 \ldots}}\right)$ (resp., $\Omega\left(\frac{1}{n^{5.292 \ldots}}\right)$ ).


## 1 Introduction

Heilbronn posed his famous (off-line) triangle problem [5] about 50 years ago:
Given $n$ points in the unit square, what is $\mathcal{H}_{2}(n)$, the maximum possible area of the smallest triangle defined by some three of these points?

There is a large gap between the best currently-known lower and upper bounds for $\mathcal{H}_{2}(n), \Omega\left(\log n / n^{2}\right)$ [3] and $O\left(1 / n^{8 / 7-\varepsilon}\right)$ (for any $\varepsilon>0$ ) [2]. A comprehensive survey of the history of this problem (excluding the results of Komlós et al.) is given by Roth in (6).

In [1] we presented a generalization of the triangle problem to $d$ dimensions:
Given $n$ points in the $d$-dimensional unit cube, what is $\mathcal{H}_{d}(n)$, the maximum possible volume of the smallest simplex defined by some $d+1$ of these points?

It was shown in [1] that $\mathcal{H}_{d}(n)=\Omega\left(\frac{1}{n^{d}}\right)$. This lower bound was achieved by a specific example and by a probabilistic argument. Lefmann [4] slightly improved this bound, showing by using uncrowded hypergraphs that $\mathcal{H}_{d}(n)=\Omega\left(\frac{\log n}{n^{d}}\right)$. In particular, $\mathcal{H}_{3}(n)=\Omega\left(\frac{\log n}{n^{3}}\right)$ and $\mathcal{H}_{4}(n)=\Omega\left(\frac{\log n}{n^{4}}\right)$.

The on-line variant of the triangle problem is harder than the off-line variant because the value of $n$ is not specified in advance. In other words, the points are positioned one after the other in a $d$-dimensional unit cube, while $n$ is incremented by one after every point-positioning step. The procedure can be stopped at any time, and the already-positioned points must have the property that every subset of $d+1$ points define a polytope whose volume is at least some quantity, where the goal is to maximize it. It was shown in [1] that this quantity is $\Omega\left(\frac{1}{n^{4}}\right)$ in three dimensions.

In this paper we use nested packing arguments of balls to provide a sharper lower bound in three dimensions, and use a much more complex version of this method to give a lower bound in four dimensions. Specifically, we provide incremental procedures for positioning $n$ points (one by one) in a 3 -dimensional (resp., 4 -dimensional) unit cube so that all the tetrahedra (resp., pentahedra) defined by quadruples (resp., 5 -tuples) of the points have volume $\Omega\left(\frac{1}{n^{10 / 3}}\right)=\Omega\left(\frac{1}{n^{3.333 \ldots}}\right)$ (resp., $\Omega\left(\frac{1}{n^{127 / 24}}\right)=\Omega\left(\frac{1}{n^{5.292 \ldots \ldots}}\right)$ ). Obviously, these results do not match the known lower bounds for the off-line variant of the problem.

In a sense our method is a nontrivial generalization of Schmidt's incremental construction [7] that shows that $\mathcal{H}_{2}(n)=\Omega\left(\frac{1}{n^{2}}\right)$. The planar construction of Schmidt does not use, however, nested packing arguments as do we in the current work.

## 2 The Construction in Three Dimensions

We first develop the construction in three dimensions.

### 2.1 Notation and Plan

We use the following notation: Let $p_{1}, p_{2}, p_{3}, p_{4}$ be any four points in $\Re^{3}$. Then, $\left|p_{1}, p_{2}\right|$ denotes the distance between two points $p_{1}, p_{2} ;\left|p_{1}, p_{2}, p_{3}\right|$ denotes the area of the triangle $p_{1} p_{2} p_{3}$; and $\left|p_{1}, p_{2}, p_{3}, p_{4}\right|$ denotes the volume of the tetrahedron $p_{1} p_{2} p_{3} p_{4}$. We denote by $C^{3}$ the unit cube. The line defined by the pair of points $p_{i}, p_{j}$ is denoted by $\ell_{i j}$.

We want to construct a set $S$ of $n$ points in $C^{3}$ such that
(i) $\left|p_{i} p_{j}\right| \geq \frac{a}{n^{1 / 3}}$, for any pair of distinct points $p_{i}, p_{j} \in S$ and for some constant $a>0$.
(ii) $\left|p_{i} p_{j} p_{k}\right| \geq \frac{b}{n}$, for any triple of distinct points $p_{i}, p_{j}, p_{k} \in S$ and for some constant $b>0$.
(iii) $\left|p_{i} p_{j} p_{k} p_{l}\right| \geq \frac{c}{n^{10 / 3}}$, for any quadruple of distinct points $p_{i}, p_{j}, p_{k}, p_{l} \in S$ and for some constant $c>0$.

The goal is to construct $S$ incrementally. That is, assume that we have already constructed a subset $S_{v}$ of $v$ points, for $v<n$, that satisfies conditions (i)-(iii) above. We want to show that there exists a new point $p \in C^{3}$ that satisfies
(i') $\left|p p_{i}\right| \geq \frac{a}{n^{1 / 3}}$, for each point $p_{i} \in S_{v}$.
(ii') $\left|p p_{i} p_{j}\right| \geq \frac{b}{n}$, for any pair of distinct points $p_{i}, p_{j} \in S_{v}$.
(iii') $\left|p p_{i} p_{j} p_{k}\right| \geq \frac{c}{n^{10 / 3}}$, for any triple of distinct points $p_{i}, p_{j}, p_{k} \in S_{v}$.
We will show this by summing up the volumes of the 'forbidden' portions of $C^{3}$ where one of the inequalities ( $\mathrm{i}^{\prime}$ )-(iii') is violated, and by showing that the sum of these volumes is less than 1, implying the existence of the desired point $p$, which we then add to $S_{v}$ to form $S_{v+1}$, and continue in this manner until the entire set $S$ is constructed.

### 2.2 The Construction

The forbidden regions where one of the inequalities (i') is violated are $v$ balls of radius $a / n^{1 / 3}$. Their overall volume (within $C^{3}$ ) is at most $v \cdot \frac{4 \pi a^{3}}{3 n}=O\left(\frac{a^{3} v}{n}\right)=$ $O\left(a^{3}\right)$.

The forbidden regions where one of the inequalities (ii') is violated are $\binom{v}{2}$ cylinders $Q_{i j}$, for $1 \leq i<j \leq v$, where the cylinder $Q_{i j}$ has radius $2 b /\left(n\left|p_{i} p_{j}\right|\right)$. Their overall volume (within $C^{3}$ ) is at most $\sum_{1 \leq i<j \leq v} \frac{4 \sqrt{3} \pi b^{2}}{n^{2}\left|p_{i} p_{j}\right|^{2}}$. To bound this sum, we fix $p_{i}$ and sum over $p_{j}$. We use a spherical packing argument that exploits the fact that $S_{v}$ satisfies (i). Specifically, we have

$$
\sum_{j \neq i} \frac{1}{\left|p_{i} p_{j}\right|^{2}} \leq \sum_{t=1}^{O\left(n^{1 / 3} / a\right)} \frac{M_{t} n^{2 / 3}}{a^{2} t^{2}}
$$

where $M_{t}$ is the number of points of $S_{v}$ that lie in the spherical shell centered at $p_{i}$ with inner radius $a t / n^{1 / 3}$ and outer radius $a(t+1) / n^{1 / 3}$. There are $O\left(n^{1 / 3} / a\right)$ such spherical shells. (Further shells would be outside $C^{3}$ ). Because of (i), the number of such points is $M_{t}=O\left(t^{2}\right)$. This follows by an argument of packing spheres of volume $a^{3} / n$ within a shell whose volume is $a^{3} t^{2} / n$. Hence the above sum is $O\left(n / a^{3}\right)$. Repeating this for each $p_{i} \in S_{v}$, we see that the total volume of the forbidden cylinders is $O\left(b^{2} v /\left(a^{3} n\right)\right)=O\left(b^{2} / a^{3}\right)$.

Finally, the forbidden regions where one of the inequalities (iii') is violated are $\binom{v}{3}$ slabs $\sigma_{i j k}$, for $1 \leq i<j<k \leq v$, where the slab $\sigma_{i j k}$ has width $12 c /\left(n^{10 / 3}\left|p_{i} p_{j} p_{k}\right|\right)$. Their overall volume (within $C^{3}$ ) is at most

$$
\begin{equation*}
\sum_{1 \leq i<j<k \leq v} \frac{36 c}{n^{10 / 3}\left|p_{i} p_{j} p_{k}\right|} \tag{1}
\end{equation*}
$$

To bound this sum, we fix $p_{i}, p_{j}$ and sum over $p_{k}$. We use a cylindrical packing argument that exploits the fact that $S_{v}$ satisfies (i) and (ii). Specifically, we have

$$
\begin{equation*}
\sum_{k \neq i, j} \frac{1}{\left|p_{i} p_{j} p_{k}\right|} \leq \frac{N_{0} n}{b}+\sum_{t=1}^{O\left(n^{1 / 3} / a\right)} \frac{2 N_{t} n^{1 / 3}}{a t\left|p_{i} p_{j}\right|} \tag{2}
\end{equation*}
$$

where $N_{0}$ is the number of points of $S_{v}$ that lie in the inner-most cylinder of the packing, and $N_{t}$ is the number of points of $S_{v}$ that lie in the cylindrical shell centered at $\ell_{i j}$ with inner radius $a t / n^{1 / 3}$ and outer radius $a(t+1) / n^{1 / 3}$. There are $O\left(n^{1 / 3} / a\right)$ such cylindrical shells. Obviously $N_{0}=O\left(n^{1 / 3} / a\right)$, since the volume of the inner-most cylinder is $a^{2} / n^{2 / 3}$ and because of (i). Also, because of (i), $N_{t}=O\left(t n^{1 / 3} / a\right)$. This follows by an argument of packing spheres of volume $a^{3} / n$ within a shell whose volume is $a^{2} t / n^{2 / 3}$. Hence the above sum is $O\left(n^{4 / 3} /(a b)+n /\left(a^{3}\left|p_{i} p_{j}\right|\right)\right)$. We now substitute this bound in (11) and sum over all $p_{i}, p_{j}$ to obtain the upper bound

$$
O\left(\sum_{1 \leq i<j \leq v} c\left(\frac{1}{a b n^{2}}+\frac{1}{a^{3} n^{7 / 3}\left|p_{i} p_{j}\right|}\right)\right)
$$

The sum of the first summand is $O\left(c v^{2} /\left(a b n^{2}\right)\right)=O(c /(a b))$. We bound the sum of the second summand as above, fixing $p_{i}$ and using a spherical packing argument within spherical shells centered at $p_{i}$. Arguing as above, we obtain

$$
\sum_{j \neq i} \frac{c}{a^{3} n^{7 / 3}\left|p_{i} p_{j}\right|} \leq \frac{c}{a^{3} n^{7 / 3}} \sum_{t=1}^{O\left(n^{1 / 3} / a\right)} \frac{M_{t} n^{1 / 3}}{a^{4} t}=\frac{c}{n^{2}} \sum_{t=1}^{O\left(n^{1 / 3} / a\right)} \frac{O\left(t^{2}\right)}{a t^{4}}=O\left(\frac{c}{a^{6} n^{4 / 3}}\right)
$$

And summing this over all $p_{i}$, we obtain a final bound of $O\left(c v /\left(a^{6} n^{4 / 3}\right)\right)=o(1)$.
In summary, the overall total volume of the forbidden regions is $O(1)$, which can be made smaller than 1 by an appropriate choice of the constants $a, b, c$. More precisely, the forbidden volume is at most $C_{1} a^{3}+C_{2} b^{2} / a^{3}+C_{3} c /(a b)$, where $C_{1}, C_{2}, C_{3}$ are real constants that do not depend on $a, b, c$. It is easy to make this term at most 1 by first choosing any value for $a$ such that $0<a \leq \sqrt[3]{1 /\left(3 C_{1}\right)}$, then choosing any value for $b$ such that $0<b \leq \sqrt{a^{3} /\left(3 C_{2}\right)}$, and finally choosing any value for $c$ such that $0<c \leq a b /\left(3 C_{3}\right)$. This completes the construction.

## 3 The Construction in Four Dimensions

We are now ready to use the same ideas for the more-involved four-dimensional construction. For clarity of exposition we omit the tuning constants from the $O(\cdot)$ and $\Omega(\cdot)$ notations.

### 3.1 Notation and Plan

Our current notation and plan are similar to those of the 3 -dimensional construction. Let $p_{1}, p_{2}, p_{3}, p_{4}, p_{5}$ be any five points in $\Re^{4}$. As in the previous section, $\left|p_{1}, p_{2}\right|$ denotes the distance between two points $p_{1}, p_{2} ;\left|p_{1}, p_{2}, p_{3}\right|$ denotes the area of the triangle $p_{1} p_{2} p_{3} ;\left|p_{1}, p_{2}, p_{3}, p_{4}\right|$ denotes the (3-dimensional) volume of the tetrahedron $p_{1} p_{2} p_{3} p_{4}$; and $\left|p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right|$ denotes the (4-dimensional) volume of the pentahedron $p_{1} p_{2} p_{3} p_{4} p_{5}$. We denote by $C^{4}$ the 4 -dimensional unit cube. Again, the line defined by the pair of points $p_{i}, p_{j}$ is denoted by $\ell_{i j}$.

We want to construct a set $S$ of $n$ points in $C^{4}$ such that
(i) $\left|p_{i} p_{j}\right| \geq \frac{a}{n^{1 / 4}}$, for any pair of distinct points $p_{i}, p_{j} \in S$ and for some constant $a>0$.
(ii) $\left|p_{i} p_{j} p_{k}\right| \geq \frac{b}{n^{2 / 3}}$, for any triple of distinct points $p_{i}, p_{j}, p_{k} \in S$ and for some constant $b>0$.
(iii) $\left|p_{i} p_{j} p_{k} p_{l}\right| \geq \frac{c}{n^{43 / 24}}$, for any quadruple of distinct points $p_{i}, p_{j}, p_{k}, p_{l} \in S$ and for some constant $c>0$.
(iv) $\left|p_{i} p_{j} p_{k} p_{l} p_{m}\right| \geq \frac{d}{n^{127 / 24}}$, for any 5 -tuple of distinct points $p_{i}, p_{j}, p_{k}, p_{l}$, $p_{m} \in S$ and for some constant $d>0$.

The goal is again to construct $S$ incrementally. That is, assume that we have already constructed a subset $S_{v}$ of $v$ points, for $v<n$, that satisfies conditions (i)-(iv) above. We want to show that there exists a new point $p \in C^{4}$ that satisfies


Fig. 1. A cylinder in $\Re^{4}$
(i') $\left|p p_{i}\right| \geq \frac{a}{n^{1 / 4}}$, for each point $p_{i} \in S_{v}$.
(ii') $\left|p p_{i} p_{j}\right| \geq \frac{b}{n^{2 / 3}}$, for any pair of distinct points $p_{i}, p_{j} \in S_{v}$.
(iii') $\left|p p_{i} p_{j} p_{k}\right| \geq \frac{c}{n^{43 / 24}}$, for any triple of distinct points $p_{i}, p_{j}, p_{k} \in S_{v}$.
(iv') $\left|p p_{i} p_{j} p_{k} p_{l}\right| \geq \frac{d}{n^{127 / 24}}$, for any quadruple of distinct points $p_{i}, p_{j}, p_{k}, p_{l} \in$ $S_{v}$.

We will show this by summing up the volumes of the 'forbidden' portions of $C^{4}$ where one of the inequalities ( $\mathrm{i}^{\prime}$ )-(iv') is violated, and by showing that the sum of these volumes is less than 1, implying the existence of the desired point $p$, which we then add to $S_{v}$ to form $S_{v+1}$, and continue in this manner until the entire set $S$ is constructed.

### 3.2 Forbidden Balls

The forbidden regions where one of the inequalities ( $\mathrm{i}^{\prime}$ ) is violated are $v$ 4dimensional balls of radius $a / n^{1 / 4}$. Their overall volume (within $C^{4}$ ) is at most $v \cdot O\left(\frac{1}{n}\right)=O\left(\frac{v}{n}\right)=O(1)$.

### 3.3 Forbidden Cylinders

The forbidden regions where one of the inequalities (ii') is violated are $\binom{v}{2} 4$ dimensional "cylinders" $Q_{i j}$, for $1 \leq i<j \leq v$. The cylinder $Q_{i j}$ is centered at $\ell_{i j}$, its length is at most $\sqrt{4}=2$, and its cross-section perpendicular to $\ell_{i j}$ is a 3 -dimensional sphere of radius $2 b /\left(n^{2 / 3}\left|p_{i} p_{j}\right|\right)$ (see Figure $\mathbb{I}$ ). The overall volume of the cylinders (within $C^{4}$ ) is at most


Fig. 2. A spherical packing of balls in $\Re^{4}$

$$
\begin{equation*}
\sum_{1 \leq i<j \leq v} \frac{64 \pi b^{3}}{3 n^{2}\left|p_{i} p_{j}\right|^{3}} \tag{3}
\end{equation*}
$$

To bound this sum, we fix $p_{i}$ and sum over $p_{j}$. We use a 4-dimensional spherical packing argument that exploits the fact that $S_{v}$ satisfies (i). Specifically, we have

$$
\begin{equation*}
\sum_{j \neq i} \frac{1}{\left|p_{i} p_{j}\right|^{3}} \leq \sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{M_{t} n^{3 / 4}}{a^{3} t^{3}} \tag{4}
\end{equation*}
$$

where $M_{t}$ is the number of points of $S_{v}$ that lie in the 4-dimensional spherical shell centered at $p_{i}$ with inner radius $a t / n^{1 / 4}$ and outer radius $a(t+1) / n^{1 / 4}$; see Figure [2. There are $O\left(n^{1 / 4}\right)$ such spherical shells. Because of (i), the number of such points is $M_{t}=O\left(t^{3}\right)$. This follows by an argument of packing spheres of volume $\Omega(1 / n)$ within a shell whose volume is $O\left(t^{3} / n\right)$.

Hence the sum in Equation (4) is $O(n)$. Summing this over all $p_{i}$, we obtain a final bound of $O(v n)$. Substituting this in Equation (31), we see that the total volume of the forbidden cylinders is $O(v / n)=O(1)$.

### 3.4 Forbidden Prisms

The forbidden regions where one of the inequalities (iii') is violated are $\binom{v}{3} 4$ dimensional "prisms" $\phi_{i j k}$, for $1 \leq i<j<k \leq v$. The base area of $\phi_{i j k}$ is at most 4, and its "height" (in the 3rd and 4th dimensions) is a 2 -dimensional circle


Fig. 3. A 4-D cylindrical packing (an extruded 3-D spherical packing) of balls in $\Re^{4}$
of radius $O\left(1 /\left(n^{43 / 24}\left|p_{i} p_{j} p_{k}\right|\right)\right)$. The overall volume of the prisms (within $C^{4}$ ) is at most

$$
\begin{equation*}
\sum_{1 \leq i<j<k \leq v} O\left(\frac{1}{n^{43 / 12}\left|p_{i} p_{j} p_{k}\right|^{2}}\right) \tag{5}
\end{equation*}
$$

To bound this sum, we fix $p_{i}, p_{j}$ and sum over $p_{k}$. We use a 4 -dimensional cylindrical packing argument that exploits the fact that $S_{v}$ satisfies (i) and (ii). The cylinders are centered at $\ell_{i j}$. (See Figure 3; the line $\ell_{i j}$ is emanating from $p_{i}$ toward $p_{j}$ through the 4 th dimension.) Specifically, we have

$$
\begin{equation*}
\sum_{k \neq i, j} \frac{1}{\left|p_{i} p_{j} p_{k}\right|^{2}} \leq \frac{N_{0} n^{4 / 3}}{b^{2}}+\sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{4 N_{t} n^{1 / 2}}{a^{2} t^{2}\left|p_{i} p_{j}\right|^{2}} \tag{6}
\end{equation*}
$$

where $N_{0}$ is the number of points of $S_{v}$ that lie in the inner-most 4-dimensional cylinder of the packing (centered at $\ell_{i j}$ and of radius $a / n^{1 / 4}$ ), and $N_{t}$ is the number of points of $S_{v}$ that lie in the cylindrical shell centered at $\ell_{i j}$ with inner radius $a t / n^{1 / 4}$ and outer radius $a(t+1) / n^{1 / 4}$.

Obviously $N_{0}=O\left(n^{1 / 4}\right)$, since the volume of the 3 -dimensional cross-sectional sphere of the inner-most cylinder is $O\left(1 / n^{3 / 4}\right)$ and because of (i). Also, we have $N_{t}=O\left(t^{2} n^{1 / 4}\right)$. This follows by an argument of packing spheres of volume $\Omega(1 / n)$ within a shell whose volume is $O\left(t^{2} / n^{3 / 4}\right)$.

Hence the sum in Equation (6]) is $O\left(n^{19 / 12}+\frac{n}{\left|p_{i} p_{j}\right|^{2}}\right)$. Substituting this in Eq. (5), we obtain the upper bound on the total volume of the forbidden prisms

$$
\begin{equation*}
O\left(\sum_{1 \leq i<j \leq v}\left(\frac{1}{n^{2}}+\frac{1}{n^{31 / 12}\left|p_{i} p_{j}\right|^{2}}\right)\right)=O\left(\frac{v^{2}}{n^{2}}+\frac{1}{n^{31 / 12}} \sum_{1 \leq i<j \leq v} \frac{1}{\left|p_{i} p_{j}\right|^{2}}\right) \tag{7}
\end{equation*}
$$

We bound the sum in the second summand similarly to our bounding of the term in Equation (4) (in Section [3.3). We fix $p_{i}$ and use a 4-dimensional spherical packing argument within spherical shells centered at $p_{i}$. Arguing as above, we obtain

$$
\sum_{j \neq i} \frac{1}{\left|p_{i} p_{j}\right|^{2}} \leq \sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{M_{t} n^{1 / 2}}{a^{2} t^{2}}=\sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{O\left(t^{3}\right) n^{1 / 2}}{a^{2} t^{2}}=O(n)
$$

Summing this over all $p_{i}$, we obtain a final bound of $O(v n)$. Substituting this in Equation (7), we see that the total volume of the forbidden prisms is $O\left(\frac{v^{2}}{n^{2}}+\right.$ $\left.\frac{v}{n^{19 / 12}}\right)=O(1)$.

### 3.5 Forbidden Slabs

The forbidden regions where one of the inequalities (iv') is violated are $\binom{v}{4}$ 4-dimensional slabs $\sigma_{i j k l}$, for $1 \leq i<j<k<l \leq v$, whose "base" is a 3 -dimensional tetrahedron with volume at most 8 . The height (in the 4 th dimension) of the slab $\sigma_{i j k l}$ is $O\left(1 /\left(n^{127 / 24}\left|p_{i} p_{j} p_{k} p_{l}\right|\right)\right)$. The overall volume of the slabs (within $C^{4}$ ) is at most

$$
\begin{equation*}
\sum_{1 \leq i<j<k<l \leq v} O\left(\frac{1}{n^{127 / 24}\left|p_{i} p_{j} p_{k} p_{l}\right|}\right) \tag{8}
\end{equation*}
$$

To bound this sum, we fix $p_{i}, p_{j}, p_{k}$ and sum over $p_{l}$. We use a 2-dimensional quasi-circular packing argument that exploits the fact that $S_{v}$ satisfies (i), (ii), and (iii). The packing consists of the Cartesian products of the plane $\pi_{i j k} \in \Re^{4}$ that passes through $p_{i}, p_{j}$, and $p_{k}$, and circles that lie in the 2 -space orthogonal to $\pi_{i j k}$ and whose centers belong to $\pi_{i j k}$ (see Figure (4). Specifically, we have

$$
\begin{equation*}
\sum_{l \neq i, j, k} \frac{1}{\left|p_{i} p_{j} p_{k} p_{l}\right|} \leq \frac{L_{0} n^{43 / 24}}{c}+\sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{L_{t} n^{1 / 4}}{a t\left|p_{i} p_{j} p_{k}\right|} \tag{9}
\end{equation*}
$$

where $L_{0}$ is the number of points of $S_{v}$ that lie in the inner-most shape of the packing (centered at $\pi_{i j k}$ ) and of radius $a / n^{1 / 4}$, and $L_{t}$ is the number of points of $S_{v}$ that lie in the shell centered at $\pi_{i j k}$ with inner radius $a t / n^{1 / 4}$ and outer radius $a(t+1) / n^{1 / 4}$.

Obviously $L_{0}=O\left(n^{1 / 2}\right)$, since the volume of the inner-most shape is $O(1 /$ $n^{1 / 2}$ ) and because of (i). Also, we have $L_{t}=O\left(t n^{1 / 2}\right)$. This follows by an argument of packing spheres of volume $\Omega(1 / n)$ within a shell whose volume is $O\left(t / n^{1 / 2}\right)$.


Fig. 4. A 2-D quasi-circular packing of balls in $\Re^{4}$

Hence the sum in Equation (9) is $O\left(n^{55 / 24}+\frac{n}{\left|p_{i} p_{j} p_{k}\right|}\right)$. Substituting this in Eq. (8), we obtain the upper bound on the total volume of the forbidden slabs

$$
\begin{align*}
& O\left(\sum_{1 \leq i<j<k \leq v}\left(\frac{1}{n^{3}}+\frac{1}{n^{103 / 24}\left|p_{i} p_{j} p_{k}\right|}\right)\right) \\
& \quad=O\left(\frac{v^{3}}{n^{3}}+\frac{1}{n^{103 / 24}} \sum_{1 \leq i<j<k \leq v} \frac{1}{\left|p_{i} p_{j} p_{k}\right|}\right) . \tag{10}
\end{align*}
$$

We bound the sum in the second summand similarly to our bounding of the term in Equation (6) (in Section (3.4). We fix $p_{i}, p_{j}$ and use a 4-dimensional cylindrical packing argument within cylindrical shells centered at $\ell_{i j}$. Arguing as above, we obtain

$$
\sum_{k \neq i, j} \frac{1}{\left|p_{i} p_{j} p_{k}\right|} \leq \frac{N_{0} n^{2 / 3}}{b}+\sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{2 N_{t} n^{1 / 4}}{a t\left|p_{i} p_{j}\right|}=O\left(n^{11 / 12}+\frac{n}{\left|p_{i} p_{j}\right|}\right)
$$

Summing this over all $p_{i}, p_{j}$, we obtain a bound of

$$
O\left(v^{2} n^{11 / 12}+n \sum_{1 \leq i<j \leq v} \frac{1}{\left|p_{i} p_{j}\right|}\right)
$$

Substituting this in Equation (10), we see that the total volume of the forbidden slabs is

$$
\begin{equation*}
O\left(\frac{v^{3}}{n^{3}}+\frac{v^{2}}{n^{27 / 8}}+\frac{1}{n^{79 / 24}} \sum_{1 \leq i<j \leq v} \frac{1}{\left|p_{i} p_{j}\right|}\right) \tag{11}
\end{equation*}
$$

We bound the sum in the third summand similarly to our bounding of the term in Equation (4) (in Section [3.3). We fix $p_{i}$ and use a 4-dimensional spherical
packing argument within spherical shells centered at $p_{i}$. Arguing as above, we obtain

$$
\sum_{j \neq i} \frac{1}{\left|p_{i} p_{j}\right|} \leq \sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{M_{t} n^{1 / 4}}{a t}=\sum_{t=1}^{O\left(n^{1 / 4}\right)} \frac{O\left(t^{3}\right) n^{1 / 4}}{a t}=O(n)
$$

Summing this over all $p_{i}$, we obtain a final bound of $O(v n)$.
Substituting this in Equation (III), we see that the total volume of the forbidden slabs is $O\left(\frac{v^{3}}{n^{3}}+\frac{v^{2}}{n^{27 / 8}}+\frac{v}{n^{55 / 24}}\right)=O(1)$.

### 3.6 Epilogue

In summary, the total volume of the forbidden regions is $O(1)$, which can be made smaller than 1 by an appropriate choice of the constants $a, b, c, d$. Careful calculation shows that the forbidden volume is at most $C_{1} a^{4}+C_{2} P_{b}(a, b)+$ $C_{3} P_{c}(a, b, c)+C_{4} P_{d}(a, b, c, d)$, where $C_{1}, C_{2}, C_{3}, C_{4}$ are real constants independent of $a, b, c, d$, and $P_{b}(a, b), P_{c}(a, b, c), P_{d}(a, b, c, d)$ are rational polynomials. We simply set $a$ so that $C_{1} a^{4} \leq 1 / 4$. Then, given a value of $a$, is it easy to choose $b$ so as to make $C_{2} P_{b}(a, b) \leq 1 / 4$. Similarly, the values of $c$ and $d$ are chosen so that the third and fourth summands, respectively, are at most $1 / 4$.

## 4 Conclusion

We have presented constructions that solve the on-line version of Heilbronn's triangle problem in three and four dimensions. The same technique can be applied in higher dimensions (with increasing complexity of computations).
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#### Abstract

We derive several algorithms for curves and surfaces represented using normal coordinates. The normal coordinate representation is a very succinct representation of curves and surfaces. For embedded curves, for example, its size is logarithmically smaller than a representation by edge intersections in a triangulation. Consequently, fast algorithms for normal representations can be exponentially faster than algorithms working on the edge intersection representation. Normal representations have been essential in establishing bounds on the complexity of recognizing the unknot Hak61, HLP99 AHT02, and string graphs SSS02]. In this paper we present efficient algorithms for counting the number of connected components of curves and surfaces, deciding whether two curves are isotopic, and computing the algebraic intersection numbers of two curves. Our main tool are equations over monoids, also known as word equations.


## 1 Introduction

Computational topology is a recent area in computational geometry that investigates the complexity of determining properties of topological objects such as curves and surfaces $\left[\mathrm{BE}^{+} 99, ~ D E G 99\right]$. For example, it is known that we can decide whether two curves on a surface are homotopic in linear time if the surface is represented by a triangulation, and the curves as sequences of intersections with the triangulation DG99.

In 1930 Kneser Kne30 introduced a representation for curves and surfaces in which these objects are described by their normal coordinates. This led to the theory of normal surfaces which was used by Haken in 1961 to show that the unknot could be recognized by an algorithm (which, much later, was shown to run in exponential time). Haken's approach was pushed further by Hass, Lagarias, and Pippenger who showed that the unknot could be recognized in NP HLP99. To this end they had to verify in polynomial time that a special type of normal surface was an essential disk. The result of [HLP9.9] was recently extended by Agol, Hass, and Thurston AHT02]. The main contribution of AHT02] was a polynomial time algorithm for computing the number of connected components of a normal surface. This immediately implies polynomial time algorithms for checking whether a normal surface is connected, and whether it is orientable.

The theory of normal curves is much simpler than the theory of normal surfaces. Nevertheless, it was one of three essential ingredients in the proof that
string graphs can be recognized in NP, a problem that had only recently been shown to be decidable at all SSS02.

With this paper we attempt to initiate a more systematic study of algorithms for normal curves and surfaces. We believe that the examples mentioned earlier show that this is a worthwhile attempt. There is also a more theoretical justification of this approach: we get a clearer picture of the computational complexity of a problem if we ensure that the object representations are succinct, meaning that they are not compressible. It is easy to show that the representation of an embedded curve as a sequence of intersections with a triangulation is never succinct: if we consider it as a word over an alphabet made up of the edges of the triangulation, it can always be compressed to polylogarithmic size (see Section 4.11). For embedded curves this means that the normal coordinates are a more succinct and natural way of representation.

Among other things we will give efficient algorithms to count components of curves and surfaces, decide whether two curves are isotopic, and compute the algebraic intersection number of a pair of curves.

A final word about technique. We extend the ideas from [SSS02] where we based our algorithms on word equations. We believe the connection between word equations and normal curves and surfaces is a very strong one, and, as far as we can tell, has not been observed before. There have, of course, been algorithms based on words in the fundamental group of a manifold, but words in this context are always words in a group. The original observation here is that the recent, and powerful, results about computational aspects of monoids can be applied to embeddings and immersions of curves and surfaces PR98, GKPR96, Ryt99, DM01]. For example, the algorithm for counting components suggested by Agol, Hass, and Thurston is quite involved, whereas our algorithm follows quite naturally from the decidability of word equations with prescribed lengths by using some topology. A second example is the recognition problem for string graphs. Currently this problem can only be solved with the help of algorithms for trace monoids DM01, SSS02.

## 2 Normal Coordinates

In the following $M$ will always be a compact orientable 2-manifold with boundary $\partial M$, unless stated otherwise. Let $b$ be the number of the boundary components of $M$ and $g$ the genus of $M$. The Euler characteristic of $M$ is $\chi=2-2 g-b$.

A simple arc is a homeomorphic image of the interval $[0,1]$. A simple arc $\gamma:[0,1] \rightarrow M$ such that both its endpoints $\gamma(0), \gamma(1)$ are on the boundary $\partial M$ and the internal points $\gamma(x), 0<x<1$ are in the interior of $M$ is called a properly embedded arc. A simple closed arc $\gamma:[0,1] \rightarrow M, \gamma(0)=\gamma(1)$ such that all the points $\gamma(x), 0 \leq x \leq 1$ are in the interior of $M$ is called a properly embedded circle. A curve is an embedded collection of properly embedded arcs and properly embedded circles. Note that a curve cannot be self intersecting, since it is embedded.

Two curves $\gamma_{1}, \gamma_{2}$ are isotopic rel boundary $\left(\gamma_{1} \sim \gamma_{2}\right)$ if there is a continuous deformation of $\gamma_{1}$ to $\gamma_{2}$ which does not move the points on the boundary $\partial M$ and during the deformation the curve stays embedded. From now on by isotopy we mean isotopy rel boundary.

Let $T=\left(V_{T}, E_{T}\right)$ where $V_{T}$ is a set of points in $M$ and $E_{T}$ is a embedded set of embedded arcs in $M$ with both endpoints in $V_{T} . T$ is a triangulation of $M$ if every connected component $C$ of $M-E_{T}$ is homeomorphic to an open disc and in a closed walk along the boundary of $C$ we meet 3 points from $V_{T}$ (not necessarily distinct). If the manifold $M$ has non-empty boundary and $V_{T} \subseteq \partial M$ then we call the triangulation $T$ minimal.

Let $T$ be a triangulation of $M$. Let $\gamma$ be a curve. We say that $\gamma$ is normal w.r.t. $T$ if all the intersections with $T$ are transversal and if $\gamma$ enters a triangle $t \in T$ via an edge $e$ then it leaves $t$ via an edge different from $e$ (i.e no two consecutive intersections of $\gamma$ with $T$ belong to the same edge $e \in T$ ).

Let $\gamma$ be a curve in $M$. Let $c \sim \gamma$ minimize the number of intersections with $T$. If $c$ enters and leaves some $t \in T$ through the same edge $e$ then the number of intersections of $c$ with $T$ can be reduced by pulling the curve $c$, a contradiction. Hence for each non-trivial curve $\gamma$ in $M$ there is $c \sim \gamma$ which is normal w.r.t. $T$. If $\gamma$ is an arc we can fix one of its endpoints as the initial point of $\gamma$, and number the intersection points of $\gamma$ with $T$ in order (starting with 0 ). We call this number the index of an intersection point along $\gamma$.

An isotopy which for each edge $e \in T$ maps points in $e$ to points in $e$ is called a normal isotopy. If the triangulation $T$ is minimal then every isotopy is a normal isotopy.

Given a curve $\gamma$ in normal position w.r.t. $T$ we can write on each edge of the triangulation how many times $\gamma$ intersects it. Such a representation is called a representation using normal coordinates. In each triangle the numbers written on its sides determine the behavior of the curve inside the triangle up to isotopy (for this we need that the curve is properly embedded and in normal position w.r.t. $T$ ). Two curves which have the same numbering are normally isotopic (assuming that the positions of the points on the boundary agree).

The size of the representation using normal coordinates is the total bitlength of the labels. The number of intersections of $\gamma$ with $e \in T$ will be denoted $\gamma(e)$.

The segments into which an edge $e \in T$ is cut by $\gamma$ are called ports. The ports are representatives of points in $M-\gamma$. A port is given by $(u, v) \in T$ on which it occurs and a number from $\{0, \ldots, \gamma(e)\}$ encoding its order on $(u, v)$. Similarly an intersection point of $\gamma$ with $T$ is given by $(u, v) \in T$ on which it occurs and a number from $\{0, \ldots, \gamma(e)-1\}$.

## 3 Results

The goal of this paper is to prove the following results.
Theorem 1. Let $M$ be a compact 2-manifold. Let $T$ be a triangulation of $M$. Let $\gamma, \delta$ be curves in $M$ given by normal coordinates w.r.t. T. Let $p, q$ be ports of $\gamma$ in $T$. Let $r$ be an intersection point of $\gamma$ with $T$. The following problems can be solved in polynomial time.
(a) Find the normal coordinates of the connected component $\gamma$ containing $r$.
(b) Count the number of connected components of $\gamma$.
(c) List all the non-isotopic connected curves $\gamma_{1}, \ldots, \gamma_{n}$ which occur in $\gamma$. For each $\gamma_{i}$ find the number of occurrences of $\gamma_{i}$ in $\gamma$.
(d) Decide whether $\gamma$ and $\delta$ are isotopic (assuming $\gamma, \delta$ are normal isotopy disjoint).
(e) Decide whether ports $p, q$ are in the same connected component of $M-\gamma$. If they are in the same connected component find an embedded arc in $M-\gamma$ connecting them.
(f) Compute the algebraic intersection number of $\gamma, \delta$.
(g) If $\gamma$ is a properly embedded arc, we can for each intersection point with $T$ compute its index along $\gamma$ (arbitrarily declaring one of $\gamma$ 's endpoints the first intersection).

Theorem 2. Let $M$ be a compact 2-manifold. Let T be a triangulation of $M$. Let $\gamma, \delta$ be curves in $M$ given by normal coordinates w.r.t. $T$. The following problems can be solved by a Las Vegas algorithm (an algorithm solving the problem in expected polynomial time with zero probability of error).
(a) Decide whether $\gamma$ and $\delta$ are isotopic (assuming $\partial M \neq \emptyset$ ).
(b) Locate the intersection point with index $n$ of $\gamma$ with $T$.

Problem (b), and therefore (a) (by reduction), can be solved in polynomial time, but the proof is more complicated, and we do not include it here. Part (b) of Theorem can be extended to normal surfaces; that is, we can count the number of connected components of a surface given in normal coordinates in polynomial time. This result was first shown in AHT02, however, our proof is simpler, and is based on ideas developed independently in SSS02]. For lack of space, we do not include the proof in this version.

## 4 Word Equations

Let $\Sigma$ be an alphabet. Words in $\Sigma^{*}$ are represented by straight line programs (SLP), a special type of context free grammar. A straight line program $P$ of length $n$ is a sequence of assignments $x_{i}=$ expr for $1 \leq i \leq n$ where expr is either a symbol from $\Sigma$ or $x_{j} x_{k}, 1 \leq j, k<i$. For a word $w$ given by SLP we denote the length $n$ of the program by $|S L P(w)|$. Note that there are strings (e.g. $a^{m}$ ) for which $|S L P(w)|$ is exponentially smaller than $|w|$.

Lemma 1 ([GKPR96]). Let $p, t$ be words represented by SLP's. The following two problems can be solved in time polynomial in $|S L P(p)|$ and $|S L P(t)|$. How many times does $p$ occur in $t$ ? What is the position of the first occurrence of $p$ in $t$ ?

Lemma 2. Let $t$ be a word given by an SLP. The following problem can be solved in time polynomial in $|S L P(t)|$. Given two positions $i \leq j$ in $t$ find an SLP for the substring $t[i \ldots j]$ of $t$.

Let $\Theta$ be an alphabet of variables disjoint from $\Sigma$. A word equation $u=v$ is a pair of words $(u, v) \in(\Sigma \cup \Theta)^{*} \times(\Sigma \cup \Theta)^{*}$. The size of the equation $u=v$ is $|u|+|v|$. A solution of the word equation $u=v$ is a morphism $h:(\Sigma \cup \Theta)^{*} \rightarrow \Sigma^{*}$ such that $h(a)=a$ for all $a \in \Sigma$ and $h(u)=h(v)$ ( $h$ being a morphism means that $h(w z)=h(w) h(z)$ for any $\left.w, z \in(\Sigma \cup \Theta)^{*}\right)$. The length of the solution $h$ is $\sum_{x \in \Theta}|h(x)|$. A word equation with specified lengths is a word equation $u=v$ and a function $f: \Theta \rightarrow \mathbb{N}$. The solution $h$ has to respect the lengths, i.e. we require $|h(x)|=f(x)$ for all $x \in \Theta$. Let $h:(\Sigma \cup \Theta)^{*} \rightarrow \Sigma^{*}$ be a solution of an equation $u=v$. The SLP encoding of $h$ is the sequence of SLP encodings of $h(x)$ for all $x \in \Theta$. The size of the encoding is $|S P L(h)|=\sum_{x \in \Theta}|S L P(h(x))|$. The usefulness of SLP encoding for word equations is demonstrated by following result.

Theorem 3 ([PR98]). Let $u=v$ be a word equation with lengths specified by a function $f$. Assume that $u=v$ has a solution respecting $f$. The $S L P(h)$ of the lexicographically least solution $h$ can be found in polynomial time in the size of the equation and the size of the binary encoding of $f$.

### 4.1 Curve Coloring Equations

In this section we construct a system of word equations with given lengths which will allow us to color connected components of a curve $\gamma$ on $M$ normal w.r.t. a triangulation $T$. The alphabet used in the word equations encodes the colors. Let $t \in T$ be a triangle with vertices $u, v, w$. We add the following twelve variables to the system.

$$
\begin{equation*}
x_{t,(u, v)}, x_{t,(v, u)}, x_{t,(u, w)}, x_{t,(w, u)}, x_{t,(v, w)}, x_{t,(w, v)}, y_{t, u}, y_{t, v}, y_{t, w}, y_{u, t}, y_{v, t}, y_{w, t} \tag{1}
\end{equation*}
$$

The variable $x_{t,(u, v)}$ encodes the order in which the colors occur on $(u, v)$. We specify $\left|x_{t,(u, v)}\right|=\gamma(u, v)$. The variable $y_{t, u}$ encodes the colors of the (directed) segment of $x_{t,(u, v)}$ whose edges pass from $(w, u)$ to $(v, u)$. See Figure


Fig. 1. Some of the variables for triangle $t$.
The following equations are called triangle constraints.

$$
\begin{array}{lll}
x_{t,(u, v)}=y_{u, t} y_{t, v} & x_{t,(v, u)}=y_{v, t} y_{t, u} & x_{t,(v, w)}=y_{v, t} y_{t, w}  \tag{2}\\
x_{t,(w, v)}=y_{w, t} y_{t, v} & x_{t,(u, w)}=y_{u, t} y_{y, w} & x_{t,(w, u)}=y_{w, t} y_{t, u}
\end{array}
$$

Note that the lengths of the $x$ variables determine the lengths of the $y$ variables, for example $\left|y_{u, t}\right|=\left(\left|x_{t,(u, v)}\right|+\left|x_{t,(u, w)}\right|-\left|x_{t,(v, w)}\right|\right) / 2$. For each edge $(u, v)$ which is contained in two triangles $s, t \in T$ we add the following edge constraint.

$$
\begin{equation*}
x_{s,(u, v)}=x_{t,(u, v)} \tag{3}
\end{equation*}
$$

Without additional equations the system has a solution in which all words consist of $a$ 's only. We can add additional equations specifying colors of some intersection points of $\gamma$ with $T$. If the constraints are consistent, the components of $\gamma$ in the resulting coloring will be monochromatic, otherwise there will not be a solution. (This will be useful when counting connected components later.)

Now we can prove part (a) of Theorem 1 Find the lexicographically smallest solution of the curve coloring equation with $r$ colored by color $b$ over alphabet $\Sigma=\{a, b\}$. Assigning to each edge $(u, v) \in t \in T$ the number of $b$ 's in $x_{t,(u, v)}$ yields a normal coordinate representation of $\gamma_{r}$.

Let $\gamma$ be a properly embedded arc. There is a triangulation $T^{\prime}$ such that $\gamma$ is an edge of $T$ and $T^{\prime}$ is in normal position w.r.t. $T$. Set up curve coloring equations for the edges of $T$ in the triangulation $T^{\prime}$ and color each edge of $T$ with different color. In the solution the word $x_{\gamma}$ written on $\gamma$ is the edge intersection representation of $\gamma$ in $T$. By Lemma $3 x_{\gamma}$ can be compressed to size polynomial in $\log |\gamma|$ and size of the triangulations $T^{\prime}$ and $T$. Hence the edge intersection representation is compressible.

### 4.2 Region Coloring Equations

We can modify the curve coloring equations (II), (21), (3) to color the connected components of $M-\gamma$. The variable $x_{t,(u, v)}$ will now encode the colors of the ports of $\gamma$ on $(u, v)$, hence we specify $\left|x_{t,(u, v)}\right|=\gamma(u, v)+1$. The variable $y_{t, u}$ will encode colors of regions extending from $(w, u)$ to $(v, u)$. For each $t \in T$ we add a variable $z_{t}$ which encodes the color of the center region (the region which has ports on all edges of $t$ ). The triangle constraints become

$$
\begin{array}{lll}
x_{t,(u, v)} & =y_{u, t} z_{t} y_{t, v} & x_{t,(v, u)}=y_{v, t} z_{t} y_{t, u} \tag{4}
\end{array} x_{t, v, w)}=y_{v, t} z_{t} y_{t, w}, ~\left(y_{t, t}\right)
$$

The edge constraints remain unchanged. Without additional constraints the system has a solution with all regions colored by the same color $a$. We can add additional equations specifying colors of some ports. In the resulting coloring (if it exists) each region will be monochromatic.

Let $p \in(u, v)$ be a port of $\gamma$ in $T$, where $(u, v)$ belongs to triangles $s, t \in T$. We would like to modify the equations to color the connected components of $M-\gamma-p$. It is enough to modify the edge constraints of $(u, v)$ and $(v, u)$. We replace the equation $x_{s,(u, v)}=x_{t,(u, v)}$ by the equations

$$
\begin{gathered}
x_{s,(u, v)}=w_{1} w_{2} w_{3}, w_{1} w_{4} w_{3}=x_{t,(u, v)} \\
\left|w_{1}\right|=p,\left|w_{2}\right|=\left|w_{4}\right|=1,\left|w_{3}\right|=\gamma(u, v)-p
\end{gathered}
$$

Similarly we can set up equations for coloring components of $M-\gamma$ with polynomially many ports of $\gamma$ in $T$ removed.

### 4.3 Intersection Counting Equations

If we are given an edge $e$, and a number that specifies an intersection of $\gamma$ along $e$, we want to compute the index of that intersection.

Again, this problem can be used solving word equations. In a first step we need to determine for each edge $(u, v)$ belonging to a triangle $t$ how many of the intersections of $\gamma$ along $(u, v)$ enter $t$, and how many leave $t$ (we think of traversing $\gamma$ starting at the starting point we fixed). Call these two numbers $\gamma^{i}(u, v, t)$ and $\gamma^{o}(u, v, t)$. We know that $\gamma^{i}(u, v, t)+\gamma^{o}(u, v, t)=\gamma(u, v)$ for edges $(u, v)$ belonging to $t$.

We can determine the numbers $\gamma^{i}(u, v, t)$ and $\gamma^{o}(u, v, t)$ by setting up the triangle and edge constraints shown in (2) and (3), and specifying that $\left|x_{t,(u, v)}\right|=$ $4 \gamma(u, v)$. We then force the starting point of $\gamma$ to be equal to the string $c a b c$. The solution for each edge will be a concatenation of $c a b c$ 's and $c b a c$ 's, depending on whether the edge enters or leaves the triangle. Because of Lemma we can count the occurrence of these substrings in polynomial time, and therefore we can compute $\gamma^{i}(u, v, t)$ and $\gamma^{o}(u, v, t)$ in polynomial time.

With this information we set up a new set of equations. Let $m=|\gamma|+1$. For each triangle $t$ we take two copies of the variables in (II), one for intersections coming into $t$, and one for outgoing intersections. Distinguish the two set of variables by superindexing them by $i$ or $o$. For every edge $(u, v)$ that belongs to triangles $s$ and $t$ we set up the following equations:

$$
\begin{array}{rlrl}
x_{s,(u, v)}^{o} a=a x_{t,(u, v)}^{i} a x_{s,(v, u)}^{o} & =x_{t,(v, u)}^{i} a x_{t,(u, v)}^{i} & =y_{u, t}^{i} y_{t, v}^{i}  \tag{5}\\
x_{t,(v, u)}^{i} & =y_{v, t}^{i} y_{t, u}^{i} & x_{t,(u, v)}^{o} & =y_{u, t}^{o} y_{t, v}^{o} \\
x_{t,(v, u)}^{i} & =y_{v, t}^{o} y_{t, u}^{o}
\end{array}
$$

We also specify that $\left|x_{t,(u, v)}^{i}\right|=\left|x_{t,(u, v)}^{i}\right|=m \cdot \gamma^{i}(u, v, t)$, and $\left|x_{t,(u, v)}^{o}\right|=$ $\left|x_{t,(u, v)}^{o}\right|=m \cdot \gamma^{o}(u, v, t)$, and set the startpoint of $\gamma$ to be $b a^{m-1}$. Equations (5) ensure that at every intersection point the $b$ is moved by one position.

Suppose now we are given a coordinate $k$ along an edge $(u, v)$ of the triangulation. Since we can determine the direction of the intersection, we know the triangle $t$ that $\gamma$ enters along that point. Using a set of equations like the one we used earlier to count the number of intersections in each direction, we can determine the coordinate $k^{\prime}$ of the intersection crossing into $t$. We can then retrieve the string $x_{t,(u, v)}^{i}\left[k^{\prime} * m \ldots\left(k^{\prime} * m+m-1\right)\right]$, and determine the position of the single $b$ in that string which immediately gives us the index we sought. This proves part ( $g$ ) of Theorem

## 5 The Algorithms

### 5.1 Counting Connected Components

Let $T$ be a triangulation of $M$, where $\tau$ is the number of triangles in $T$. Let $\gamma$ be a curve in $M$ given by normal coordinates w.r.t. $T$. The number of components $k$ of $\gamma$ can be exponential in the input size. However it is known that the components fall into few normal isotopy classes Kne.30.

Lemma 3. The components of $\gamma$ fall into at most $6 \tau$ normal isotopy classes.
We omit the proof. We can now prove parts (b) and (c) of Theorem The algorithm for computing the number of components of $\gamma$ works as follows. Pick
an edge ( $u, v$ ) in $T$ which is intersected by $\gamma$. Let $r$ be the intersection of $\gamma$ and $(u, v)$ closest to $u$. Compute the normal coordinates of the connected component $\gamma_{r}$ of $\gamma$ which contains $r$. Using binary search find the intersection point $\ell$ of $\gamma$ with $(u, v)$ whose connected component $\gamma_{\ell}$ is normally isotopic to $\gamma_{r}$. The components of points between $r$ and $\ell$ are exactly the components of $\gamma$ which are normally isotopic to $\gamma_{r}$. Hence we can increase the component count by $(\ell-r+1)$ and run the algorithm for the curve $\gamma-(\ell-r+1) \gamma_{r}$. Lemma 3 implies that the number of repetitions of the algorithm is bounded by $6 \tau$.

The described algorithm also finds non-normally-isotopic $\gamma_{1}, \ldots, \gamma_{n}$ which occur in $\gamma$ and their counts. Using part (d) of Theorem $\square$ we can merge the counts for isotopic $\gamma_{i}$.

### 5.2 Deciding Isotopy I

Let $R$ be a union of connected components of $M-\gamma$ given as a solution of the region coloring equations, where $R$ is colored with color $b$ and $M-R$ is colored with color $a$. We want to compute the Euler characteristic of $R$. We will cut $R$ by $\gamma$ and $T$ into regions and use the formula $\chi=V-E+F$. To compute $V, E, F$ we just need to compute these quantities for each triangle $t \in T$ with appropriate weights and then sum them together. The edges in $\partial t-\partial M$ get weight $1 / 2$ and the vertices which are also vertices of $T$ get weight one over the number of triangles they occur in. We will only need to compute the numbers of occurrences of $b, a b, b b, b a$ in each $x_{t,(u, v)}$ which can be done using Lemma 1 .

Now we can prove part (d) of Theorem Because of part (c) it is enough to consider the case when $\gamma$ is connected. It is known (see [FM97]) that two disjoint properly embedded arcs are isotopic iff they bound a disc in $M$. Let $\alpha=\gamma+\delta$, the curve whose normal coordinates is the sum of the coordinates of $\gamma$ and $\delta$. Since $\gamma$ and $\delta$ are normal isotopy disjoint the curve $\alpha$ contains both $\gamma, \delta$ as components. We color the port between starting points of $\gamma$ and $\delta$ with $b$ and check that the resulting region has Euler characteristic 1. The case where $\gamma$ and $\delta$ are properly embedded circles is similar, we only have to check whether they co-bound an annulus.

### 5.3 Connecting Two Points

In this section we prove part (e) of Theorem (1) First we want to decide whether ports $p$ and $q$ are in the same connected component of $M-\gamma$. Add an equation coloring $p$ with $b$ to the region coloring equations. The ports $p, q$ are in the same connected component of $M-\gamma$ iff port $q$ has color $b$ in the lexicographically smallest solution of the equations.

Suppose that $p$ and $q$ are in the same connected component. We want to find a curve connecting them. Let $t \in T$ and let $r_{t, 1}, r_{t, 2}, r_{t, 3}$ be the ports of the center region of $t$. A shortest path connecting $p$ and $q$ does not enter the center region of $t$ twice and hence one of the ports $r_{t, 1}, r_{t, 2}, r_{t, 3}$ can be removed while keeping $p, q$ in the same component. We find the port which can be removed, remove it, and move on to another triangle which does not have a port removed. After removing a port of the center region of each triangle the components of
$M-\gamma-\left\{r_{t, ?} ; t \in T\right\}$ are either discs or annuli. Finally we remove both $p, q$ and color just one side of $p$ with color $b$. For one of the sides of $p$ the coloring will reach $q$. Let $x_{\text {? }}$ be the solution of this system of equations. The colored component which reached from $p$ to $q$ is is a sequence of rectangular regions. The curve connecting $p, q$ which runs in the middle of the colored component intersects edge $(u, v) \in T, \#_{b} x_{t,(u, v)}$ times.

### 5.4 Deciding Isotopy II

Let $T$ be a triangulation of $M$ and let $\gamma$ be a curve in $M$ given by normal coordinates w.r.t. $T$. We will show how to compute normal coordinates of $\gamma^{\prime} \sim \gamma$ w.r.t. a triangulation $T^{\prime}$ which is a modification of $T$. The modifications we will consider are called bistellar moves (flip, add, drop) shown on the Figure 2. The moves can be applied only when all the triangles shown in Figure 2 are distinct.


Fig. 2. The bistellar moves.

The new coordinates after the add move can be chosen to be $\gamma(14)=$ $0, \gamma(24)=\gamma(12), \gamma(34)=\gamma(13)$. For the flip move $\gamma(23)=(\gamma(12)+\gamma(24)+$ $\gamma(13)+\gamma(34)) / 2+|\gamma(12)-\gamma(24)+\gamma(34)-\gamma(13)| / 2-\gamma(14)$.

For the drop move we can w.l.o.g. assume that the curve $\gamma$ inside the triangle 123 looks as the one at the Figure 3 The $e$ curves around the point 4 can be removed because they are homotopic to a point. We also need to pull the $f$ curves since they are not in normal position w.r.t. $T^{\prime}$.


Fig. 3. The drop move.


Fig. 4. Pulling the curve to a normal position (w.l.o.g. $h \geq g$ ).

The pulling might propagate to neighboring triangle as shown in Figure 4 We cannot follow the propagation directly because it can happen exponentially many times.

When both $g$ and $h$ from Figure 4 are non-zero we say that the pulled curves split. For each triangle $t \in T$ at most once split occurs in $t$ (otherwise the curve $\gamma$ would have to self-intersect).

The algorithm for pulling the curves will work as follows. Using word equations we will find the segment of the pulled curves until the first split. We pull the curves, perform the split and repeat. The number of splits and hence repetitions is bounded by the number of triangles in $T$.

To find the first split we extract the outermost of the $f$ pulled curves, call it $\delta$. Then we cut $\delta$ in $t$. If $\delta$ is still connected we cut it once more at its midpoint (using part (b) of Theorem (2). We obtain two embedded $\operatorname{arcs} \alpha, \beta$ starting in $t$. The first split occurs when $\alpha, \beta$ choose different route inside a triangle $t$. The split can be easily found using binary search.

Lemma 4. Let $M$ be a 2-manifold with non-empty boundary. Let $T$ be a triangulation of $M$. Let $\gamma$ be a curve in $M$ given by normal coordinates w.r.t. T. We can find a minimal triangulation $T^{\prime}$ of $M$ and normal coordinates of $\gamma^{\prime} \sim \gamma$ w.r.t. $T^{\prime}$

Proof. Using bistellar moves and by possibly adding new triangles we can remove vertices of $T$ which are not on the boundary $\partial M$ of $M$. Let $v \in T$ be a vertex in the interior of $M$. If $\operatorname{deg} v=3$ then there are three distinct triangles neighboring $v$ and we can apply the drop move to eliminate $v$. If $\operatorname{deg} v>3$ then we can apply a sequence of flip moves to decrease the degree of $v$ to 3 and then eliminate it with a drop. If $\operatorname{deg} v=2$, then we have two triangles $t_{1}, t_{2}$ glued together along two adjacent edges. If either $t_{1}$ or $t_{2}$ is glued to another triangle, we can apply a flip to increase the degree to 3 and then flip. If not, then $M$ is a disk consisting of two triangles, and we will need to add another triangle to the boundary, and proceed as in the following case. The last case is when $\operatorname{deg} v=1$. This implies that a single triangle is glued to itself. If it is also attached to another triangle, then we can apply a flip to increase the degree of $v$ to 2 . If it is not, then $M$ is a disk consisting of a single triangle and we must attach an additional triangle, and then apply the flip.

Two curves given by normal coordinates w.r.t. a minimal triangulation are isotopic iff the coordinates are equal (and the points on $\partial M$ agree). Hence as a corollary of Lemman we obtained a proof of part (a) of Theorem [

### 5.5 Finding the $n$-th Intersection Point

There is a simple randomized (Las Vegas) algorithm to find the $n$-th intersection point of an oriented embedded arc $\gamma$ with the triangulation $T$. The intersection points are numbered by $0, \ldots,|\gamma|$.

Pick a random intersection point $r$ of $\gamma$ with $T$. Using the curve coloring equations color one side with $b$ 's and the other side with $a$ 's. We obtain two embedded curves $\gamma_{1}, \gamma_{2}$ which when glued together at $r$ yield $\gamma$. If $\left|\gamma_{1}\right|<n$ then find the $n-\left|\gamma_{1}\right|$ th intersection point of $\gamma_{2}$ with $T$, otherwise find $n$th intersection point of $\gamma_{1}$ with $T$. The expected number of repetitions is $O(\log |\gamma|)$.

### 5.6 Computing the Algebraic Intersection Number

The algebraic intersection number of two oriented curves $\gamma, \delta$ in an orientable surface is defined as follows. For each intersection of $\gamma$ and $\delta$ in which $\delta$ crosses from left to right add +1 , if it crosses from right to left add -1 . The algebraic intersection number is invariant under isotopy.

Since the algebraic intersection number of $\gamma$ and $\delta$ is invariant under isotopy, we can fix a drawing of the curves. For each edge $(u, v)$ of the triangulation we choose which of the curves will intersect $(u, v)$ in the half closer to $u$, the other one will intersect $(u, v)$ in the half closer to $v$. Now we draw the curves so that the segments of $\gamma, \delta$ in each triangle are geodesics.

For a triangle $t \in T$ with vertices $u, v, w$ we need to compute the number of segments of $\gamma$ oriented from $(u, v)$ to $(u, w)$. Take the curve coloring equations for the curve $4 \gamma$. Using the same idea we saw earlier, color the copies cabc (in that order) at one endpoint. The occurrences of $c a b c$, and cbac show the orientation of $\gamma$ along an edge. Counting the number of occurrences of $c a b c$, and $c b a c$ then gives us the result.
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#### Abstract

Efficient algorithms are given for decomposing a simple polygon into two special polygons, each with the property that every boundary and interior point can be connected to a single edge by a perpendicular line segment interior to the polygon. This allows efficient construction of certain classes of 3D parts via Layered Manufacturing.


## 1 Introduction

Let $\mathcal{P}$ be a simple, $n$-vertex polygon [12]. $\mathcal{P}$ is a terrain polygon (terrain, for short) if it has an edge, $e$, called a base, to which every point in $\mathcal{P}$ can be joined by a perpendicular line segment interior to $\mathcal{P}$ [3] (Fig. [1(a)). We consider two problems:

1. Decide if $\mathcal{P}$ is a terrain and, if it is, then find a base. We give a simple algorithm that runs in $O(n)$ time.
2. If $\mathcal{P}$ is not a terrain, then decide if it can be decomposed by a line into two terrains. If so, then compute a decomposing line and a base for each terrain. We give an algorithm which runs in $O(n \log n)$ time, if the terrains have a common base (on the decomposing line), and in $O\left(n^{2} \log n\right)$ time, otherwise.


This problem arises in Layered Manufacturing (LM), where physical prototypes of 3D solids are created directly from their digital models (8]). The 3D digital model (a polyhedron) is oriented suitably and sliced by a plane into parallel 2D layers. The layers (polygons) are "printed" successively on a fabrication device, each layer on top of the previous one, so that the 3D model is realized as a stack of 2D layers.

[^23]

Fig. 1. (a) a terrain polygon; (b) a polygon which is not a terrain; (c) decomposition into terrains, with bases $e^{+}$and $e^{-}$


Fig. 2. (a) a long, slender generic object of uniform cross-section; (b) decomposition with a common base; (c) an object whose cross-sections are scaled versions of each other

A key process-planning step in LM is the analysis of the model to determine the need for supports. These are temporary structures, generated as the model is built, to prop-up portions of the model that do not have previously-built layers under them. Supports affect adversely the efficiency of LM and can be reduced by orienting the model suitably [191011].

The terrain decomposition problem comes up quite naturally in this setting. Consider building a long and slender part of uniform cross-section, e.g. a piston rod, a drive shaft, or a gun barrel (Fig. $2(a)$ ). No supports are needed if it is built along the long axis, but the process will be slow owing to the large number of layers (a foot-long part could have a thousand layers). Furthermore, the stacking of so many layers and the high height-to-width ratio will lead to instabilities and inaccuracies in the part.

However, if the cross-section of the part is decomposable into two terrains, then the part can be built without supports, while avoiding the disadvantages mentioned above. We divide the 3D model into two pieces using a plane which contains the decomposing line and the long axis of the model, build each piece on the facet containing the base edge, and then glue the pieces back together. No supports are needed, since the cross-section of each piece is a terrain (Fig. $2(b)$ ). This approach also works if the cross-sections are not uniform but are scaled versions of one another (Fig. [2( $(c)$ ).

### 1.1 Related Work

We are aware of three closely related results. Asberg et. al. [1] identify the class of objects that can be built without supports using Stereolithography, and give a result similar to ours for problem 1. In the context of casting, Rosenbloom and Rappaport [13] give an efficient algorithm to decompose a simple polygon
into two terrains with a common base and give a somewhat different solution from ours, with the same bounds. Also for casting, Bose et. al. [2] show how to decompose a polyhedron by a plane into two 3D terrains with a common base. This algorithm could be used to solve the 2D problem, but not as efficiently as in [13] or here. We describe our results for these problems in some detail, since our solutions for the general problem, where the bases are different, relies on these results. (We are not aware of any prior results for the general problem.)

In [3], Fekéte and Mitchell have proven that it is NP-complete to decide if a polygon with holes or a polyhedron of genus zero can be decomposed into $k>1$ terrains. In related work, 6, we have shown how to decompose a polyhedron into two connected components by a plane normal to a fixed direction $\mathbf{d}$, so that the supports are minimized when the components are built in directions $\pm \mathbf{d}$.

Due to space constraints, we omit several proofs and details; these can be found in [7].

## 2 Recognizing Terrains

The following lemma characterizes a terrain polygon. We assume that all edge normals of the polygon $\mathcal{P}$ have been translated to the origin. Furthermore, by " $\mathcal{P}(e)$ is a terrain" we mean that $\mathcal{P}$ is a terrain with base $e$.

Lemma 1. A simple polygon $\mathcal{P}$ is a terrain if and only if there is an edge $e \in \mathcal{P}$ such that, for any other edge $e^{\prime} \in \mathcal{P}, \mathbf{n}_{e} \cdot \mathbf{n}_{e^{\prime}} \leq 0$, where $\mathbf{n}_{e}$ and $\mathbf{n}_{e^{\prime}}$ are the outward-directed unit-normals of $e$ and $e^{\prime}$, respectively.

### 2.1 The Recognition Algorithm

Let $\mathcal{S}^{1}$ be the unit-circle. Each edge normal $\mathbf{n}_{e}$ yields a normal-point $n_{e}$ on $\mathcal{S}^{1}$. (Equal normals are represented by different normal-points.) Let $N$ be the set of normal-points.

Lemma 2. W.l.o.g. assume that no normal-point of $N$ coincides with $(-1,0)$ or $(1,0)$; otherwise, rotate $N$ suitably. Let $n_{a}$ (resp. $n_{b}$ ) be the first (resp. last) clockwise point of $N$ on the upper half of $\mathcal{S}^{1}$. Let $n_{c}$ (resp. $n_{d}$ ) be the first (resp. last) clockwise point of $N$ on the lower half of $\mathcal{S}^{1}$. Then $\mathcal{P}$ is a terrain if and only if at least one of the edges $a, b$, $c$, or $d$ is a base.

Proof. The "if" part is obvious. For the "only if" part, assume that none of $a$, $b, c$, or $d$ is a base. Let $e$ be any other edge of $\mathcal{P}$. Then $n_{e}$ lies between $n_{a}$ and $n_{b}$ or between $n_{c}$ and $n_{d}$, w.l.o.g. $n_{a}$ and $n_{b}$. Since the angle between $n_{a}$ and $n_{b}$ is less than $\pi$, the angle between at least one of $n_{e}$ and $n_{a}$ or $n_{e}$ and $n_{b}$ is less than $\pi / 2$. Thus, by Lemma , $e$ is not a base, so $\mathcal{P}$ is not a terrain.

We can identify $n_{a}, n_{b}, n_{c}$, and $n_{d}$ in $O(n)$ time and use Lemma $\square$ to test if any is a base in $O(n)$ time.

Theorem 1. It is possible to decide in $O(n)$ time and $O(n)$ space whether an $n$-vertex simple polygon is a terrain. If it is, then a base can be identified within these bounds.

The following lemma and corollary will be used in Section 3
Lemma 3. Let $\mathcal{P}$ be a simple polygon and let $\mathcal{Q}$ be its convex hull. If $\mathcal{P}(e)$ is a terrain, then $e$ is an edge of $\mathcal{Q}$ and $\mathcal{Q}(e)$ is a terrain.

Corollary 1. If $\mathcal{P}(e)$ is a terrain, then the interior angles at $e$ are at most $\pi / 2$.

## 3 Decomposition into Two Terrains with a Common Base

We assume that successive collinear edges of $\mathcal{P}$ have been merged into a single edge. Let $l$ be a line such that $l \cap \mathcal{P}$ is a connected segment $\overline{u v}$. Let $C^{+}$(resp. $C^{-}$) be the boundary of $\mathcal{P}$ from $u$ to $v$ (resp. $v$ to $u$ ) in counter-clockwise order. Let $\mathcal{P}^{+}$(resp. $\mathcal{P}^{-}$) be the polygon bounded by $C^{+} \cup \overline{u v}\left(\right.$ resp. $\left.C^{-} \cup \overline{u v}\right)$.

Lemma 4. Let $l$ be a line decomposing $\mathcal{P}$ into simple polygons $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, as above, such that $\mathcal{P}^{+}(\overline{u v})$ and $\mathcal{P}^{-}(\overline{u v})$ are terrains. Then $(i) u$ and $v$ are both vertices of $\mathcal{P}$; or (ii) $u$ is a vertex of $\mathcal{P}$ and $v$ is the point where $l$ intersects perpendicularly the interior of an edge, e, of $\mathcal{P}$; or (iii) $u$ and $v$ are points where $l$ intersects perpendicularly the interiors of edges, say $e_{u}$ and $e_{v}$, of $\mathcal{P}$, respectively.

Proof. If $u$ and $v$ are both vertices of $\mathcal{P}$, then case ( $i$ ) holds. If $u$ is a vertex and $v$ is in the interior of an edge $e$, then by Corollary $\square$ the interior angle at $v$ in $\mathcal{P}^{+}$is at most $\pi / 2$. Similarly, the interior angle at $v$ in $\mathcal{P}^{-}$is also at most $\pi / 2$. Since the sum of these angles is $\pi$, the two interior angles at $v$ are both $\pi / 2$. Thus, case (ii) holds. Case (iii) is similar.

Lemma 5. If $\mathcal{P}^{+}(\overline{u v})$ and $\mathcal{P}^{-}(\overline{u v})$ are terrains, then the element-pair $(u, v)$ or $(u, e)$ or $\left(e_{u}, e_{v}\right)$ in Lemma $\$$ determining the decomposing line $l$ is an antipodal pair of the convex hull, $\mathcal{Q}$, of $\mathcal{P}$.

Proof. Let $(x, y)$ be the element-pair in question and let $V_{\overline{u v}}$ be the strip erected perpendicularly to $\overline{u v}$. Clearly, $\mathcal{P}$ is contained in $V_{\overline{u v}}$. Since $x$ is either a vertex or an edge of $\mathcal{P}$ perpendicular to $l, x$ lies on a bounding line of $V_{\overline{u v}}$. Since $\mathcal{P}$ is completely on one side of this bounding line, $x \in \mathcal{Q}$. Similarly, $y \in \mathcal{Q}$. Since $\mathcal{P}$ is contained between the parallel bounding lines of $V_{\overline{u v}}$, it follows that $(x, y)$ is an antipodal pair of $\mathcal{Q}$.

Thus, it suffices to consider only the antipodal pairs of $\mathcal{Q}$ in computing $l$. There are three types of antipodal pairs: (vertex, vertex)-pair, (vertex, edge)pair, and (edge, edge)-pair. Since the first two types are handled similarly, we discuss only the first and third types, abbreviated as $V V$-pair and $E E$-pair, respectively. The following theorem summarizes the result.

Theorem 2. It is possible to determine in $O(n \log n)$ time and $O(n)$ space whether an $n$-vertex simple polygon $\mathcal{P}$ can be decomposed by a line $l$ into two terrain polygons, $\mathcal{P}^{+}(e)$ and $\mathcal{P}^{-}(e)$, where $e=l \cap \mathcal{P}$. If l exists, then it can be computed within the same bounds.

### 3.1 Handling Antipodal $\boldsymbol{V} \boldsymbol{V}$-Pairs

Let $p_{1}, p_{2}, \ldots, p_{n}$ and $q_{1}, q_{2}, \ldots, q_{m}$ be the vertices of $\mathcal{P}$ and $\mathcal{Q}$, respectively, in counter-clockwise order. Consider the set, $L$, of all lines, $l_{i j}$, defined by the antipodal $V V$-pairs $\left(q_{i}, q_{j}\right)$. For each $l_{i j}$ we can test in $O(n)$ time whether it decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{P}_{i j}^{+}$and $\mathcal{P}_{i j}^{-}$and whether $\mathcal{P}_{i j}^{+}\left(e_{i j}\right)$ and $\mathcal{P}_{i j}^{-}\left(e_{i j}\right)$ are terrains, where $e_{i j}=l_{i j} \cap \mathcal{P}$. Since there are $O(n)$ antipodal $V V$-pairs the running time is $O\left(n^{2}\right)$. We show how to improve this to $O(n \log n)$.

Let $q_{i}$ be a vertex of $\mathcal{Q}$. The vertices antipodal to $q_{i}$ form a chain, $C\left(q_{i}\right)$, on $\mathcal{Q}$. Furthermore, if $q_{i}^{\prime}$ and $q_{i}^{\prime \prime}$ are the first and last vertices of $C\left(q_{i}\right)$ in counterclockwise order, then $q_{i}^{\prime}$ is the last vertex of $C\left(q_{i-1}\right)$, and $q_{i}^{\prime \prime}$ is the first vertex of $C\left(q_{i+1}\right)$ [12, page 173]. $C\left(q_{i+1}\right)$ comes immediately after $C\left(q_{i}\right)$ and the two share $q_{i}^{\prime \prime}$ (see Fig. [3(a)).

The antipodal pairs of $\mathcal{Q}$ can be enumerated in $O(n)$ time using the rotating calipers approach [1214. The decomposition lines determined by antipodal $V V$-pairs can be computed during the enumeration, as follows: We use data structures that can answer the following types of query given a polygon $\mathcal{P}$ : (1) determine whether a line, $l$, through two vertices of $\mathcal{P}$ decomposes $\mathcal{P}$ into two simple polygons; and (2) determine whether $\mathcal{P}(e)$ is a terrain, where $e$ is an edge of $\mathcal{P}$.

For the first type of query we use the ray-shooting data structure of [5]. If the ray directed from $u$ to $v$ meets the boundary of $\mathcal{P}$ at $v$, then $l_{u v}$ decomposes $\mathcal{P}$ into two simple polygons.

The second type of query can be answered efficiently using a leaf-oriented, balanced, binary-search tree, $\mathcal{T}$, whose leaves store the normal-points of the edges of $\mathcal{P}$ in the order in which they appear around the unit-circle $\mathcal{S}^{1}$. Given an edge $e$ of $\mathcal{P}$, by Lemma 1 it suffices to locate the neighbors of $n_{e}$ in $\mathcal{T}$ and check that they are each at distance at least $\pi / 2$ from $n_{e}$.

We use separate trees for $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, denoted $\mathcal{T}^{+}$and $\mathcal{T}^{-}$, respectively, which maintain the invariant that whenever a line $l$ from $L$ decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{T}^{+}$and $\mathcal{T}^{-}$contain the normal-points of the edges of $\mathcal{P}^{+}$ and $\mathcal{P}^{-}$, respectively, except for $e=l \cap \mathcal{P}$. What remains to be shown is how to maintain $\mathcal{T}^{+}$and $\mathcal{T}^{-}$efficiently as we consider different antipodal $V V$-pairs $(u, v)$.

Let $\mathcal{Q}^{+}$be the polygon defined by the chain of edges along the boundary of $\mathcal{Q}$ in counter-clockwise order from $u$ to $v$, together with the edge $\overline{u v}$. Define $\mathcal{Q}^{-}$similarly. Since $\mathcal{Q}$ is a convex polygon, the line $l_{u v}$ containing $\overline{u v}$ will always decompose $\mathcal{Q}$ into two simple polygons. Whenever $l_{u v}$ also decomposes $\mathcal{P}$ into two simple polygons, we let $\mathcal{P}^{+}$be the polygon defined by the chain of edges along the boundary of $\mathcal{P}$ in counter-clockwise order from $u$ to $v$, together with the edge $\overline{u v} . \mathcal{P}^{-}$is defined similarly.


Fig. 3. Illustrating (a) the algorithm of Section 3.1 for antipodal $V V$-pairs; and (b) the algorithm of Section 3.2 for antipodal EE-pairs

Let $\overline{q_{k} q_{k+1}}$ be an edge of $\mathcal{Q}$ and let $H\left(q_{k}, q_{k+1}\right)$ denote the chain of edges along the boundary of $\mathcal{P}$ from $q_{k}$ to $q_{k+1}$ in counter-clockwise order. Clearly, if a line $l$ from $L$ decomposes $\mathcal{P}$ into two simple polygons, then $\overline{q_{k} q_{k+1}}$ is an edge of $\mathcal{Q}^{+}$if and only if $H\left(q_{k}, q_{k+1}\right)$ belongs to $\mathcal{P}^{+}$. Therefore, it is sufficient to keep track of the edges of $H\left(q_{k}, q_{k+1}\right)$ only when $\overline{q_{k} q_{k+1}}$ changes from $\mathcal{Q}^{+}$ to $\mathcal{Q}^{-}$and vice versa. This offers an efficient way to maintain $\mathcal{T}^{+}$and $\mathcal{T}^{-}$. Each edge $\overline{q_{k} q_{k+1}}$ of $\mathcal{Q}$ changes exactly twice between $\mathcal{Q}^{+}$and $\mathcal{Q}^{-}$, and this happens precisely when either $u$ or $v$ is advanced from $q_{k}$ to $q_{k+1}$. Whenever $\overline{q_{k} q_{k+1}}$ changes from $\mathcal{Q}^{+}$to $\mathcal{Q}^{-}$, the normal-points of the edges of $H\left(q_{k}, q_{k+1}\right)$ are deleted from $\mathcal{T}^{+}$and inserted in $\mathcal{T}^{-}$. Since, for any two edges, $\overline{q_{k} q_{k+1}}$ and $\overline{q_{j} q_{j+1}}, H\left(q_{k}, q_{k+1}\right)$ and $H\left(q_{j}, q_{j+1}\right)$ have no edges in common, each edge of $\mathcal{P}$ will be inserted and deleted exactly twice from $\mathcal{T}^{+}$and $\mathcal{T}^{-}$.

As shown in [7], this algorithm runs in $O(n \log n)$ time and $O(n)$ space.

### 3.2 Handling Antipodal EE-Pairs

The antipodal $E E$-pairs present new challenges, since unlike the $V V$-pairs (and $V E$-pairs), where the decomposition line is determined uniquely, here only the direction of the decomposition line is known. However, it is still possible to determine efficiently a suitable decomposition line (if it exists), as we show below.

We would like to identify all lines, $l$, determined by $E E$-pairs, $\left(e^{\prime}, e^{\prime \prime}\right)$, of $\mathcal{P}$ that satisfy case (iii) of Lemma 4 By Lemma it follows that $\left(e^{\prime}, e^{\prime \prime}\right)$ is an antipodal $E E$-pair of $\mathcal{Q}$, and $e^{\prime}$ and $e^{\prime \prime}$ are edges of both $\mathcal{P}$ and $\mathcal{Q}$.

The antipodal $E E$-pairs can be enumerated using the following observation: Let $(u, v)$ be an antipodal $V V$-pair, let $u^{-}$be the clockwise neighbor of $u$, and let $v^{+}$be the counter-clockwise neighbor of $v$. If both $u$ and $u^{-}$are antipodal to $\overline{v v^{+}}$, then $\left(\overline{u^{-} u}, \overline{v v^{+}}\right)$is an antipodal $E E$-pair. Therefore, the antipodal $E E$-pairs can be enumerated while enumerating the antipodal $V V$-pairs.

The antipodal $E E$-pair ( $\overline{u^{-} u}, \overline{v v^{+}}$) determines a family of parallel lines perpendicular to the lines through $\overline{u^{-} u}$ and $\overline{v v^{+}}$. Let $\mathbf{d}$ be the unit-normal that is directed from $u^{-}$to $u$. Let $H(u, v)$ and $H\left(v^{+}, u^{-}\right)$be the counter-clockwise chains of vertices from $u$ to $v$ and $v^{+}$to $u^{-}$, respectively. Let $r$ be the extreme
vertex of $H(u, v)$ in direction $-\mathbf{d}$ and let $s$ be the extreme vertex of $H\left(v^{+}, u^{-}\right)$ in direction $\mathbf{d}$. Let $l_{r}$ be the line through $r$ that is perpendicular to d. Clearly, the vertices of $H(u, v)$ are all in exactly one of the closed half-planes of $l_{r}$, which we denote as $l_{r}^{+}$. Then $l_{r}$ decomposes $\mathcal{P}$ into two simple polygons if and only if $s$ is not in $l_{r}^{+}$(see Fig. 3(b)). If $l_{s}$ is the line through $s$ that is perpendicular to $\mathbf{d}$, then any line, $l$, in the open strip determined by $l_{r}$ and $l_{s}$ is a candidate decomposition line.

To find the extreme vertex of the simple path $H(u, v)$ in a given direction it is sufficient to consider its convex hull. To answer an extreme-vertex query efficiently, we need a data structure for dynamic maintenance of the convex hull of $H(u, v)$. Since the changes to $H(u, v)$ occur only at its ends, we can use the data structure of [4], which has amortized query and update time of $O(\log n)$ for a sequence of $n$ operations. Denote this structure by $\mathcal{H}^{+}$. Similarly, let $\mathcal{H}^{-}$be the data structure for maintaining the convex hull of $H\left(v^{+}, u^{-}\right)$.

Suppose that $l$ decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, as determined by querying $\mathcal{H}^{+}$and $\mathcal{H}^{-}$. We need to test whether $\mathcal{P}^{+}\left(e_{r}\right)$ and $\mathcal{P}^{-}\left(e_{r}\right)$ are terrains, where $e_{r}=l_{r} \cap \mathcal{P}$. We update $\mathcal{T}^{+}$and $\mathcal{T}^{-}$to reflect the fact that portions of $\overline{u^{-} u}$ and $\overline{v v^{+}}$are in $\mathcal{P}^{+}$and $\mathcal{P}^{-}$by inserting the corresponding normal-points. We query $\mathcal{T}^{+}$with the normal-point of $-\mathbf{d}$ to determine if $\mathcal{P}^{+}\left(e_{r}\right)$ is a terrain. Similarly, we query $\mathcal{T}^{-}$with the normal-point for $\mathbf{d}$ to determine if $\mathcal{P}^{-}\left(e_{r}\right)$ is a terrain.

The overall algorithm takes $O(n \log n)$ time and $O(n)$ space (see [7]).

## 4 Decomposition into Two Terrains without a Common Base

We first define the notion of a cusp. A vertex $v$ of $\mathcal{P}$ is a cusp w.r.t. a line $l$ containing $v$ if both of $v$ 's neighbors in $\mathcal{P}$ are in the same closed half-plane of $l$ and the interior angle at $v$ is strictly greater than $\pi$. An edge $e$ of $\mathcal{P}$ is a cusp w.r.t. a line $l$ containing $e$ if both of $e$ 's endpoints are cusps. Note that if a line $l$ contains a vertex or an edge of $\mathcal{P}$ that is a cusp w.r.t. $l$, then $l$ decomposes $\mathcal{P}$ into more than two simple polygons.

Lemma 6. Let $L$ be a non-empty family of lines that decompose $\mathcal{P}$ into two non-empty terrains that do not have a common base. Then there is a line, $l$, in $L$ which intersects the boundary of $\mathcal{P}$ at points $u$ and $v$, such that $(i) u$ and $v$ are vertices of $\mathcal{P}$ and neither $u$ nor $v$ is a cusp w.r.t.l; or (ii) the segment joining $u$ and $v$ contains an edge of $\mathcal{P}$ that is not a cusp w.r.t. l; or (iii) $u$ is a vertex of $\mathcal{P}$ that is not a cusp with respect to $l, v$ is in the interior of an edge of $\mathcal{P}$, and $l$ is perpendicular to the line containing some edge of $\mathcal{P}$.

Proof. Let $l$ be a line in $L$. Since $l$ decomposes $\mathcal{P}$ into two non-empty simple polygons, $l \cap \mathcal{P}$ contains exactly one line segment, whose endpoints are denoted $u$ and $v$. If $u$ and $v$ are vertices of $\mathcal{P}$, then neither can be a cusp with respect to $l$, since otherwise $l$ would decompose $\mathcal{P}$ into more than two simple polygons.

Similarly, if $\overline{u v}$ contains an edge of $\mathcal{P}$, that edge cannot be a cusp. Therefore, case ( $i$ ) or case (ii) holds.

If $u$ and $v$ are not vertices of $\mathcal{P}$, let $\mathcal{P} \frac{+}{u v}$ be the terrain for which $\overline{u v}$ is not a base. Let $r$ be the vertex of $\mathcal{P} \overline{u v}$ that is closest to $l$, and let $l_{r}$ be the line $l$ translated to $r$. We first show that $r$ is not a cusp with respect to $l_{r}$. Assume for a contradiction that $r$ is a cusp. Let $f$ and $g$ be the edges of $\mathcal{P} \frac{+}{u v}$ incident to $r$ and let $\phi$ and $\psi$ be the portions of the interior angle at $r$ between $l_{r}$ and each of $f$ and $g$, respectively (note that $\phi+\psi<\pi$ ). Consider the outward unit-normals of $\overline{u v}, f$, and $g$ translated to $r$. The normal-points $n_{\overline{u v}}, n_{f}$, and $n_{g}$, partition the unit-circle into three disjoint arcs of lengths $\phi+\psi, \pi-\phi$, and $\pi-\psi$ (Fig. 4). Since each arc is of length less than $\pi$, no point on the unit-circle is at distance at least $\pi / 2$ from each of $n \overline{u v}, n_{f}$, and $n_{g}$. However, $\mathcal{P}_{\overline{u v}}^{+}(e)$ is a terrain, for some edge $e$ of $\mathcal{P} \frac{+}{u v}$, and, furthermore, $e$ is distinct from $\overline{u v}, f$, and $g$ (the interior angle at $r$ is greater than $\pi$, and, therefore, neither $f$ nor $g$ can be a base for $\left.\mathcal{P} \frac{+}{u v}\right)$. Therefore, $n_{e}$ must be at distance at least $\pi / 2$ from each of $n_{\overline{u v}}, n_{f}$, and $n_{g}$, a contradiction. (This proof can also be adapted to show that $l_{r}$ does not go through an edge of $\mathcal{P}$ which is a cusp [7].)


Fig. 4. Illustrating, by contradiction, that vertex $r$ cannot be a cusp

Since $r$ is not a cusp w.r.t. $l_{r}$ and since no vertex is strictly crossed during the translation of $l$ to $r, l_{r}$ also decomposes $\mathcal{P}$ into two simple polygons. Furthermore, since the sets of normal-points associated with the two polygons in the decomposition remains the same during the translation, $l_{r}$ also decomposes $\mathcal{P}$ into two terrains; thus $l_{r} \in L$.

If $l_{r}$ goes through an edge of $\mathcal{P}$, then case (ii) holds. Otherwise, let $\overline{q r}=$ $l_{r} \cap \operatorname{int}(\mathcal{P})$ and w.l.o.g. let $\mathcal{P} \frac{+}{q r}$ be the terrain for which $\overline{q r}$ is not a base. Let $l_{r}^{\prime}$ be the line $l_{r}$ rotated by an angle $\beta$ about $r$ in the half-plane containing $\mathcal{P}_{\bar{q} r}^{+}$, where $\beta$ is the smallest angle such that $l_{r}^{\prime}$ either goes through a vertex $r^{\prime}$ of $\mathcal{P}$ or becomes perpendicular to the line containing an edge of $\mathcal{P}$; note that $l_{r}^{\prime}$ is in $L$. If the latter case applies, then case ( $\mathbf{i i i}$ ) holds. Otherwise, similar to the earlier discussion, we can show that $l_{r}^{\prime}$ does not go through a vertex or an edge that is a cusp of $\mathcal{P}$ with respect to $l_{r}^{\prime}$, and therefore, either case $(i)$ or case (ii) holds.

Using Lemma [6] we can decide if $\mathcal{P}$ can be decomposed into two terrains: Enumerate all lines that go through two vertices of $\mathcal{P}$ (cases $(i)$ and (ii)), or
go through a vertex of $\mathcal{P}$ and are perpendicular to the line containing an edge of $\mathcal{P}$ (case (iii)). For each line test whether it decomposes $\mathcal{P}$ into two polygons $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, and whether $\mathcal{P}^{+}$and $\mathcal{P}^{-}$are terrains. Clearly, the problem can be solved in time $O\left(n^{3}\right)$. We present an improved algorithm, whose performance is summarized below.

Theorem 3. It is possible to determine in $O\left(n^{2} \log n\right)$ time and $O(n)$ space if there is a line which decomposes a polygon $\mathcal{P}$ into two terrains. If it exists, it can be computed within these bounds.

### 4.1 The Algorithm

Case (a): Handling the lines determined by two vertices of $\mathcal{P}$.
For each vertex $u$ of $\mathcal{P}$ we enumerate the lines through $u$ by visiting the vertices of $\mathcal{P}$ from $u^{+}$to $u^{-}$in counter-clockwise order. Let $v$ be a vertex of $\mathcal{P}$ and let $C^{+}$and $C^{-}$be the boundary of $\mathcal{P}$ from $u$ to $v$, and $v$ to $u$, respectively, taken in counter-clockwise order. During the walk from $u^{+}$to $u^{-}$we maintain two leaf-oriented, balanced, binary-search trees, $\mathcal{T}^{+}$and $\mathcal{T}^{-}$, whose leaves store the normal-points of the edges of $C^{+} \cup \overline{u v}$ and $C^{-} \cup \overline{u v}$, respectively, in the order in which they appear around $\mathcal{S}^{1}$. Whenever the line $l_{u v}$ through $u$ and $v$ decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, the normal-points of their edges are stored in $\mathcal{T}^{+}$and $\mathcal{T}^{-}$, respectively.

Initially $\mathcal{T}^{+}$contains only the normal-point of $\overline{u u^{+}}, \mathcal{T}^{-}$contains the normalpoints of the edges of $\mathcal{P}$, and $v$ is the vertex $u^{+}$. During the transition from $v$ to $v^{+}$we perform the following steps:

First, we update $\mathcal{T}^{+}$and $\mathcal{T}^{-}$, to reflect the fact that the edge $\overline{v v^{+}}$switches from $C^{-}$to $C^{+}$, and that the edge $\overline{u v}$ is replaced by $\overline{u v^{+}}$. The normal-point of $\overline{v v^{+}}$is removed from $\mathcal{T}^{-}$and inserted in $\mathcal{T}^{+}$, and the normal-points of $\overline{u v}$ in $\mathcal{T}^{+}$ and $\mathcal{T}^{-}$are replaced by the appropriate normal-points of $\overline{u v^{+}}$.

Next, we test whether $l_{u v}$ decomposes $\mathcal{P}$ into two simple polygons. We do this by using the algorithm in [5] to test if the ray originating from a point at infinity along $l_{u v}$ and directed towards $u$ intersects the boundary of $\mathcal{P}$ exactly twice.

Finally, if $l_{u v}$ decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, we test whether each polygon is a terrain. To test $\mathcal{P}^{+}$we find in $\mathcal{T}^{+}$the neighbors, $n_{a}$ and $n_{d}$, of the normal-point $(-1,0)$, and the neighbors, $n_{b}$ and $n_{c}$, of the normalpoint $(1,0)$. As shown in the proof of Lemma these are the only candidates for bases of $\mathcal{P}^{+}$. For each candidate normal-point it is sufficient to test whether its neighbors in $\mathcal{T}^{+}$are at distance at least $\pi / 2$. Similarly, we use $\mathcal{T}^{-}$to test $\mathcal{P}^{-}$.

Case (b): Handling the lines that go through a vertex of $\mathcal{P}$ and are perpendicular to the line containing an edge of $\mathcal{P}$.

Let $e$ be any edge of $\mathcal{P}$ and let $l_{e}$ be the line containing $e$. We sweep a line, $l$, perpendicular to $l_{e}$ which visits the vertices of $\mathcal{P}$ in sorted order. We define $l^{+}$to be the closed half-plane in the direction of the sweep, and $l^{-}$be the closed halfplane in the opposite direction. During the sweep we maintain data structures
$\mathcal{T}^{+}$and $\mathcal{T}^{-}$similar to part $(a)$. Here $\mathcal{T}^{+}$and $\mathcal{T}^{-}$contain the normal-points of the edges of $\mathcal{P}$ (or portions thereof) that are in $l^{+}$and $l^{-}$, respectively, and the normal-points of the directions normal to $l$ and pointing into $l^{-}$and $l^{+}$, respectively. Whenever $l$ decomposes $\mathcal{P}$ into two simple polygons, $\mathcal{P}^{+}$and $\mathcal{P}^{-}$, the normal-points of their edges are stored in $\mathcal{T}^{+}$and $\mathcal{T}^{-}$, respectively.

Initially $\mathcal{T}^{-}$is empty and $\mathcal{T}^{+}$contains the normal-points of the edges of $\mathcal{P}$. At each vertex we consider the incident edges. The normal-points of the edges that lie in $l^{-}$are removed from $\mathcal{T}^{+}$. Next, we test whether $l$ decomposes $\mathcal{P}$ into two terrains as described in part (a). Finally, the normal-points of the edges that lie in $l^{+}$are inserted in $\mathcal{T}^{-}$.

The overall algorithm takes $O\left(n^{2} \log n\right)$ time and $O(n)$ space (see [7).
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#### Abstract

The input to a supertree problem is a collection of phylogenetic trees that intersect pairwise in their leaf sets; the goal is to construct a single tree that retains as much as possible of the information in the input. This task is complicated by inconsistencies due to errors. We consider the case where the source trees are rooted and are represented by the clusters they exhibit. The problem is to find the minimum number of fips needed to resolve all inconsistencies, where each flip moves a taxon into or out of a cluster. We prove that the minimum flip problem is $\mathcal{N} \mathcal{P}$-complete, but show that it is fixed-parameter tractable and give an approximation algorithm for a special case.


## 1 Introduction

All species of living organisms are thought to be related to each other by a largely tree-like pattern of ancestry and descent - a phylogeny. The tree of life contains millions of species, but phylogenetic analyses typically include on the order of only $10-100$ species at a time. This stems partly from limitations of data, such as the small number of sequences typically available for homologous genes, and partly from limitations associated with the computational complexity of optimization-based tree-building methods. Thus, it is unlikely that conventional tree-building methods that use comparative data, such as sequences, as their inputs will scale well to data sets involving very large collections of species.

An alternative strategy for combining phylogenetic information is to use a collection of smaller source trees as the input and construct directly a larger tree. Such a supertree includes all or most of the taxa (labels) from the collection of source trees while preserving the phylogenetic information from those trees [26]. Ideally supertrees also make statements about relationships that were not possible from any single source tree alone. Biologists have been constructing such supertrees informally for some time [8,22], but the development of formal algorithms to solve problems associated with supertree construction has permitted unprecedented analyses of large phylogenetic groups in the last few years [3, 20, 24, 29].

[^24]Previous Results: All supertree methods have as their input a collection of phylogenies and as output a supertree or collection of supertrees [13, 27, 28]. Most versions of the supertree problem apply only to phylogenies with the same taxa set; in this context, they are called consensus tree methods $[5,16,18,19]$. One of the few supertree methods that consider phylogenies that do not necessarily share all taxa is matrix representation using parsimony (MRP). This approach seeks the most parsimonious (MP) tree(s) [11] from a data set of incomplete binary characters in which each character represents a cluster (clade) from one of the source trees [ $2,4,24,25$ ]. Taxa present in the cluster are scored 1, those absent in cluster are scored 0 , and those not sampled on that source tree are scored by a ?. The wide availability of algorithms for MP [12] have made this approach for building supertrees the choice of phylogeneticists working with real data sets. However, MP is $\mathcal{N} \mathcal{P}$-complete [14].

Other supertree problems have algorithms with polynomial running times. Aho et al. $[1,17]$ devised an efficient algorithm for building a supertree when the input trees are compatible. Semple and Steel [27] modified this procedure to handle incompatibility. Their approach, called the MinCutSupertree algorithm (MC), is guided by a local optimization criterion, although some global properties can be shown for the output tree. In any event, the notion of supertree is sufficiently broad and ill-defined that it is not obvious which problem should be solved. Hence, much work remains in deciding which method can best be justified on biological and computational grounds.

Contributions of This Paper: All empirical studies attempting to construct supertrees have found that source trees conflict with one another - errors are present. This paper describes a new way to construct supertrees motivated by a notion of error correction. Any tree can be represented by set of clusters, each cluster comprising a set of taxa (labels). One notion of error in such a cluster system is the presence of an incorrect label in a cluster or the absence of one that should be present. In a matrix representation of a tree, such errors correspond to flips from $0 \rightarrow 1$ or $1 \rightarrow 0$. When the matrix representations of conflicting source trees are combined in a single matrix, the matrix no longer represents perfectly any phylogenetic tree. A natural optimization problem is to find the minimum number of flips that converts the matrix into one that represents a phylogenetic tree; we call this the flip problem.

We show that the flip problem and simplified versions of it are $\mathcal{N} \mathcal{P}$-complete. For input trees with a same taxa set, we prove that the flip-problem is fixed parameter tractable and fixed ratio approximable. In a computational study [7] that is omitted for brevity, we show that the flip problem outperforms MRP and MC, if solved exactly. The supertree web page [6] provides an exact (exponential time) algorithm to solve the flip problem.

The flip problem is related to fractional character compatibility (FCC) [19]. While FCC is not intended as a supertree method, it can be viewed as a flip problem for unrooted phylogenies over the same taxa set.

## 2 Definitions and Notation

Throughout the paper $M$ is a finite set, $\wp(N)$ denotes the power set of a set $N$, and $A \Delta B$ denotes the symmetric difference between the sets $A$ and $B$.

Depending on the proof, we use either set-theoretic or graph-theoretic representations of characters; each leads to corresponding representations of flipping.

### 2.1 Set-Theoretic Definitions and Notations

Definition 1 (characters). A binary character over $M$ is a bipartition $C=$ $\left\{C_{0}, C_{\bullet}\right\}$ of $M^{\prime} \subseteq M . C_{\circ}$ and $C_{\bullet}$ are, respectively, the 0 -state and the 1 -state of $C$. The ordered pair $\left(C_{0}, C_{\bullet}\right)$ is a directed binary character over $M$. The set of all directed binary characters over $M$ is denoted $\mathcal{P}_{M}$. Unless stated otherwise a directed binary character over $M$ is said to be a character. If $C \in \mathcal{P}_{M}$ is a bipartition of $M$, it is called complete. $\mathcal{C}_{M}$ denotes the subset of all complete characters in $\mathcal{P}_{M} . A$ completion of $P \in \mathcal{P}_{M}$ is a complete character $C \in \mathcal{C}_{M}$, where $P_{\circ} \subseteq C_{\circ}$ and $P_{\bullet} \subseteq C_{\bullet}$.

Definition 2 (compatibility and phylogenetic trees). A phylogenetic tree $T$ over $M^{\prime} \subseteq M$ is a rooted tree with leaf set $M^{\prime}$. The set of all leaves that descend from the same non-root node of $T$ is a cluster in $T$. Given $A \subseteq M$ the minimal subtree in $T$ connecting $A$ is denoted by $T_{\mid A}$. Character $C$ has convex states in $T$, iff $T_{\mid C_{\circ}}$ and $T_{\mid C}$. do not intersect in their sets of internal nodes. A set $\mathcal{C}$ of characters is compatible iff there exists a phylogenetic tree $T_{\mathbb{C}}$ in which every character $C^{\prime} \in \mathcal{C}$ has convex states. In this case $T_{\mathcal{C}}$ and $\mathcal{C}$ are said to be consistent.

Theorem $1\left([\mathbf{1 0}, \mathbf{1 5 ]})\right.$. A set $\mathcal{C} \subseteq \mathcal{C}_{M}$ of complete characters is compatible iff for every pair $\left\{C, C^{\prime}\right\} \subseteq \mathcal{C}, C_{\bullet} \cap C_{\bullet}^{\prime} \in\left\{\emptyset, C_{\bullet}, C_{\bullet}^{\prime}\right\}$.

The compatibility of a set of complete or incomplete characters can be tested in polynomial time [23].

Definition 3 (flips). For $C \in \mathcal{P}_{M}$ and a set $F \in \wp(M)$, called $a$ flip set for $C$, we define the flip-operation $\triangleleft$ as follows,

$$
C^{\prime}=C \triangleleft F: \Longleftrightarrow C_{\circ}^{\prime}=C_{\circ} \Delta F^{\prime} \wedge C_{\bullet}^{\prime}=C_{\bullet} \Delta F^{\prime}
$$

where $F^{\prime}=F \cap\left(C_{\circ} \cup C_{\bullet}\right)$. We call $F$ simply a flip when $C$ is obvious. $F$ is $a$ d-flip if $F \subseteq C_{\bullet}$, and an i-flip if $F \subseteq C_{0}$. Flip operations are generalized to character tuples $\mathcal{C}=\left(C_{i}\right)_{i=1}^{r} \in \mathcal{P}_{M}^{r}$ and flip tuples $\mathcal{F}=\left(F_{i}\right)_{i=1}^{r} \in \wp(M)^{r}$ by $\mathcal{C} \triangleleft \mathcal{F}:=\left(C_{i} \triangleleft F_{i}\right)_{i=1}^{r} . s(\mathcal{F}):=\sum_{i=1}^{r}\left|F_{i}\right|$ is the size of $\mathcal{F}$.

Each cluster in a phylogenetic tree $T$ over $M^{\prime} \subseteq M$ can be represented by a character $C$ where $C_{\bullet}$ contains all taxa in the cluster and $C_{\circ}=M^{\prime}-C_{\bullet}$. A tuple $\mathcal{T}=\left(T_{1}, \ldots, T_{l}\right)$ of input trees for the supertree problem is represented by a tuple $\mathcal{C}=\left(C_{11}, \ldots, C_{1 m_{1}}, \ldots, C_{l 1}, \ldots, C_{l m_{l}}\right)$ of characters, where $\left(C_{j 1}, \ldots, C_{j m_{j}}\right)$ represents all clusters of $T_{j}$, for each $j \in\{1, \ldots, l\}$.

Definition 4. The flip problem (FP) is defined as follows.
Given $A$ character tuple $\mathcal{C} \in \mathcal{P}_{M}^{r}$ (representing the clusters in a tuple of phylogenetic trees), $r \in \mathbb{N}$, and a number $k \in \mathbb{N}$.
Question Does there exist a flip tuple $\mathcal{F} \in \wp(M)^{r}$ where $s(\mathcal{F}) \leq k$, such that $\mathcal{C} \triangleleft \mathcal{F}$ is compatible?

When $\mathcal{F}$ is required to be a d-flip (i-flip) tuple the problem is called the D-Flip Problem (DFP) (I-Flip Problem (IFP)).

### 2.2 Graph-Theoretic Definitions

Definition 5 (Character graph). Let $\mathcal{C}=\left(C_{1}, \ldots, C_{r}\right) \in \mathcal{C}_{M}^{r}$. The character graph for $\mathcal{C}$ is the bipartite graph $G=(X, Y, E)$, where $X=\{1, \ldots, r\}, Y=M$, and $E=\left\{\{x, y\} \mid x \in X, y \in M, y \in C_{x}\right\}$.

The flip operation on sets (Definition 3) corresponds to editing the character graph. In particular, flipping a taxon in a character is equivalent to deleting or inserting an edge in the character graph.

Definition 6. The $\Pi$ Edit Problem $(\operatorname{EP}(\pi))$ is defined as follows.
Given $A$ graph property $\Pi$, a bipartite graph $G=(X, Y, E)$, and $k \in \mathbb{N}$.
Question Does there exist a set $F \subseteq X \times Y$, where $|F| \leq k$, such that the graph $G^{\prime}=(V, E \Delta F)$ is a $\Pi$ graph?
When we place the restriction that $F \subseteq E(F \subseteq(A-E))$ the problem is called the $\Pi$ Deletion Problem ( $\mathrm{DP}(\pi)$ ) ( $\Pi$ Insertion Problem (IP $(\pi))$ ).

Definition 7 ( $\mathcal{M}$-free graph property). An $\mathcal{M}$-graph is a cycle-free path of length 4 . The property $\mathcal{M}$-free is the set of all bipartite graphs $G=(X, Y, E)$ that do not have an induced $\mathcal{M}$-graph whose degree- 1 nodes are in $Y$.

The following proposition, whose proof is omitted, relates the set-theoretic and graph-theoretic definitions of flipping. Its first part expresses Theorem 1 in graph-theoretic terms.

## Proposition 1.

1. $\mathcal{C} \in \mathfrak{C}_{M}^{r}$ is compatible iff its character graph is $\mathcal{M}$-free.
2. Problems (i) $\mathrm{EP}(\mathcal{M}$-free) and FP , (ii) $\mathrm{DP}(\mathcal{M}-$ free $)$ and DFP , and (iii) $\mathrm{IP}(\mathcal{M}-$ free) and IFP, are polynomially equivalent.

## $3 \boldsymbol{\mathcal { N }} \mathcal{P}$-Completeness Results

We now show that FP, DFP, and IFP are $\mathcal{N} \mathcal{P}$-complete when the input characters are complete. The $\mathcal{N} \mathcal{P}$-completeness for (partial) characters follows directly.

For brevity the proofs of Lemmas 1 and 2 are omitted, but can be found in [7].

Lemma 1. Let $\mathcal{C}=\left(C_{1}, C_{2}\right) \in \mathcal{C}_{M}^{2}$, such that $\left|C_{1}\right|=\left|C_{2}\right|=3$ and $\mid C_{1} \cap$ $C_{2 .} \mid \leq 1$. If $\mathcal{F}=\left(F_{1}, F_{2}\right) \in \wp(M)^{2}$ is a fip-tuple, such that $\left|F_{1}\right|=0,\left|F_{2}\right|=1$, and $\mathcal{C} \triangleleft \mathcal{F}=\left(C_{1}^{\prime}, C_{2}^{\prime}\right)$ is compatible, then $C_{1}^{\prime} \cap C_{2}^{\prime}=\emptyset$.

Lemma 2. Let $\mathcal{C}=\left(C_{i}\right)_{i=1}^{r} \in \mathcal{C}_{M}^{r}$ such that $\left|C_{i}\right|=3$, and $\left|C_{i_{\bullet}} \cap C_{j_{\bullet}}\right| \leq 1$ for $i \neq j$. If there exists a flip tuple $\mathcal{F}=\left(F_{i}\right)_{i=1}^{r} \in \wp(M)^{r}$, such that $\left|F_{i}\right|=1$ for each $i$ and $\left(C_{1}^{\prime}, \ldots, C_{r}^{\prime}\right)=\mathcal{C} \triangleleft \mathcal{F}$ is compatible, then $2 r \leq\left|\bigcup_{i \in\{1, \ldots, r\}} C_{i_{\bullet}}^{\prime}\right|$.

The version of exact 3 -cover defined below is known to be $\mathcal{N} \mathcal{P}$-complete [19].
Definition 8 (Constrained Exact 3-Cover (CX3C)).
Given $A$ set $X$ with $|X|=3 q$ for some $q \in \mathbb{N}$, and a collection $\mathcal{S}$ of 3-element subsets of $X$, such that for any set $\left\{S, S^{\prime}\right\} \subseteq \mathcal{S},\left|S \cap S^{\prime}\right| \leq 1$.
Question Does there exist a set $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ that covers $X$ ? ( $\mathcal{S}^{\prime}$ covers $X$, iff $X=$ $\bigcup_{S \in \mathcal{S}^{\prime}} S$ and for any $\left.\left\{S, S^{\prime}\right\} \subseteq \mathcal{S}^{\prime}, S \cap S^{\prime}=\emptyset.\right)$

Theorem 2. FP is $\mathcal{N P}$-complete.
Proof. Clearly, $\mathrm{FP} \in \mathcal{N} \mathcal{P}$. The reduction $\mathrm{CX} 3 \mathrm{C} \leq_{p}^{m} \mathrm{FP}$ is shown by a modification of a proof given in [19].

Construction: Let a possible instance for CX3C be a set $X$, where $|X|=3 b q$ for some $q \in \mathbb{N}$, and $\mathcal{S}=\left\{S_{1}, \ldots, S_{r}\right\}$ be a collection of 3-element subsets of $X$. From this instance a possible instance for FP is constructed as follows: For every $i \in\{1, \ldots, r\}$ a character $C_{i}$ is constructed, such that $C_{i_{\bullet}}=S_{i}$ and $C_{i_{\circ}}=$ $X-S_{i}$. From the resulting characters the character $r$-tuple $\mathcal{C}=\left(C_{1}, \ldots, C_{r}\right)$ is constructed and the number $k=2(r-q)$ is calculated.

Obviously, $\mathcal{C}$ and $k$ can be calculated in polynomial time. Thus, the $\mathcal{N} \mathcal{P}$ completeness of FP derives from the following statement.

Claim: $\mathcal{S}$ contains a 3 -cover for $X$ iff there exists a flip-tuple $\mathcal{F}$ where $s(\mathcal{F}) \leq k$ and $\mathcal{C} \triangleleft \mathcal{F}$ is compatible.

Proof of claim:
$" \Longrightarrow$ ": Let $\mathcal{S}^{\prime}=\left\{S_{1}, \ldots, S_{q}\right\}$ be a subset of $\mathcal{S}$ that is a 3-cover for $X$. Let $\mathcal{F}=\left(F_{1}, \ldots, F_{q}, F_{q+1}, \ldots F_{r}\right)$ be a flip tuple where $F_{i}=\emptyset$ for any $i \in\{1, \ldots, q\}$ and $F_{i} \subset C_{i_{\bullet}}$, such that $\left|F_{i}\right|=2$ for any $i \in\{q+1, \ldots, r\}$. Thus, $s(\mathcal{F})=k$. Now we show in two steps that $\mathcal{C} \triangleleft \mathcal{F}$ is compatible.
First we argue that $C_{i}-F_{i}$ is compatible with any character in $\mathcal{C}_{M}$ for any $i \in\{q+1, \ldots, r\}$. We have $C_{i} \triangleleft F_{i}=C_{i}-F_{i}$ where $F_{i} \subset C_{i}$, since $F_{i}$ is a d-flip for $C_{i}$. Hence, $\left|C_{i} \triangleleft F_{i}\right|=\left|C_{i}-F_{i}\right|=1$, since $\left|F_{i}\right|=2$ and $\left|C_{i}\right|=3$. By Theorem 1, a character $C \in \mathcal{C}_{M}$ where $\left|C_{\bullet}\right|=1$, is compatible with any character in $\mathcal{C}_{M}$. Thus, $C_{i} \triangleleft F_{i}$ is compatible with any character in $\mathcal{C}_{M}$.
Second we argue that $C_{i}^{\prime}=C_{i} \triangleleft F_{i}$ and $C_{j}^{\prime}=C_{j} \triangleleft F_{j}$ are compatible for different $i, j \in\{1, \ldots, q\}$. It is $C_{i}^{\prime}=C_{i}$ and $C_{j}^{\prime}=C_{j}$, since $F_{i}=F_{j}=\emptyset$. Next we have $C_{i_{\bullet}} \cap C_{j_{\bullet}}=\emptyset$, since by our construction $C_{i_{\bullet}}=S_{i}, C_{j_{\bullet}}=S_{j}$, and $S_{i}, S_{j}$ are elements of the 3 -cover for $X$. Thus, $C_{i_{\bullet}}^{\prime} \cap C_{j_{\bullet}}^{\prime}=\emptyset$. From this and Theorem 1 it follows that $C_{i}^{\prime}$ and $C_{j}^{\prime}$ are compatible.
From the first and second part above, it follows directly that $\mathcal{C} \triangleleft \mathcal{F}$ is compatible.
$" \Longleftarrow "$ : Suppose that there exists a flip-tuple $\mathcal{F}$ such that $s(\mathcal{F}) \leq k$ and $\mathcal{C} \triangleleft \mathcal{F}=$ $\left(C_{1}^{\prime}, \ldots, C_{r}^{\prime}\right)$ is compatible. W.l.o.g. let $\mathcal{F}=\left(F_{0}, \ldots, F_{i}, F_{i+1}, \ldots, F_{j}, F_{j+1}\right.$, $\left.\ldots F_{r}\right)$ such that $\left|F_{k}\right|=0$ for $k \in\{1, \ldots, i\},\left|F_{k}\right|=1$ for $k \in\{i+1, \ldots, j\}$, and $\left|F_{k}\right|>1$ for $k \in\{j+1, \ldots, r\}$. Let $f_{0}=i, f_{1}=j-i$, and $f_{2 \leq}=r-j$. We show $3 / 2\left(f_{0}-q\right) \geq f_{1} \geq 2\left(f_{0}-q\right)$. Hence, $q=f_{0}$ and $\left\{S_{1}, \ldots, S_{q}\right\}$ is a 3-cover for $X$.

It holds that $k=2(n-q) \geq f_{1}+2 f_{2 \leq}$ and replacing $n$ by $f_{0}+f_{1}+f_{2 \leq}$ yields $f_{1} \geq 2\left(f_{0}-q\right)$. By construction, we have that $3 q \geq\left|\bigcup_{l \in\{1, \ldots j\}} C_{l}^{\prime}\right|$. By Lemma 1 we have $\left|\bigcup_{l \in\{1, \ldots j\}} C_{l}^{\prime}\right|=3 f_{0}+\left|\bigcup_{l \in\{i+1, \ldots j\}} C_{l}^{\prime}\right|$. Lemma 2 states $\left|\bigcup_{l \in\{i+1, \ldots j\}} C_{l}^{\prime}\right| \geq 2 f_{1}$. Thus $3 q \geq 3 f_{0}+2 f_{1}$; that is, $3 / 2\left(f_{0}-q\right) \geq f_{1}$.

The proof of the next theorem is similar to that of Theorem 2.
Theorem 3. DFP is $\mathcal{N} \mathcal{P}$-complete.
The following theorem can be proved by a reduction from the $\mathcal{N} \mathcal{P}$-complete chaingraph insertion problem [30], using Proposition 1.

Theorem 4. IP ( $\mathcal{N}$-free) is $\mathcal{N} \mathcal{P}$-complete.

## 4 Fixed Ratio Approximation Algorithm

Theorem 5. Let $G=(X, Y, E)$ be a character graph such that the nodes in $X$ have an upper degree bound d. The optimization versions of $\mathrm{EP}(\mathcal{M}$-free) and $\mathrm{DP}(\mathcal{M}-$ free $)$ can be approximated within a factor of $2 d$.

Proof. Our argument is based on a general result for node deletion and editing problems [21]. Define $\mathcal{M}(G)$ to be the set of induced $\mathcal{M}$-graphs on a bipartite graph $G$, and $\operatorname{Inc}(v)$ to be the set of edges that are incident on a node $v$.
$\operatorname{Approx}(G)$
$1 \quad F_{A}=\emptyset$
2 while $A=\left(X, Y, E-F_{A}\right)$ contains an induced $\mathcal{M}$-graph
3 do let path $\langle a, b, c, d, e\rangle$ be an induced $\mathcal{M}$-graph in $A$
$4 \quad F_{A}=F_{A} \cup \operatorname{Inc}(b) \cup \operatorname{Inc}(d)$
5 return $F_{A}$
Let $F_{A_{0}}=F_{A}, A_{0}=A$, and $n \in \mathbb{N}_{0}$ be the number of executions of line 4 for some input. At the $i$ th execution of line 4 , let $A_{i}$ denote the graph $A, F_{A_{i}}$ the edge deletion set $F_{A}$, and $\mathcal{M}_{i}$ the induced $\mathcal{M}$-graph $\mathcal{M}$.

Correctness: From Claim 1 it follows that $\emptyset \subseteq \mathcal{M}\left(A_{i}\right) \subset \mathcal{M}\left(A_{i-1}\right) \subseteq \mathcal{M}(G)$ for any $i \in\{1, \ldots, n\}$. Thus the algorithm terminates and $\mathcal{M}\left(A_{n}\right)=\emptyset$.

Approximation ratio: Let $F_{O}$ be an optimal solution for either EP( $\mathcal{M}$-free) or $\mathrm{DP}\left(\mathcal{M}\right.$-free). We show that any $\mathcal{M}_{i}$ is deleted by an edge $e_{i} \in F_{O}$ (existence) that does not delete $\mathcal{M}_{j}$ for $j>i$ (uniqueness). The algorithm deletes any $\mathcal{M}_{i}$ by at most $2 d$ edge deletions. It follows that $\left|F_{A}\right| \leq\left|F_{O}\right| 2 d$.

Existence: From Claim 1 below, it follows that $\mathcal{M}\left(A_{i}\right) \subset \mathcal{M}(G), i \in\{0, \ldots, n\}$. Thus $\mathcal{M}_{i}$ must be deleted by some $e_{i} \in F_{O}$ that is incident on the nodes of $M_{i}$. Uniqueness: From Claim 2 below, it follows that $\mathcal{M}\left(A_{i+1}\right) \subseteq \mathcal{M}(O)$ for $O=\left(X, Y,\left(E-A_{i}\right) \Delta\left\{e_{i}\right\}\right)$. Thus there exists no induced $\mathcal{M}$-graph in $A_{i+1}$ that is deleted by $e_{i}$, but not by the algorithm.
Claim 1: Let $B=(X, Y, E)$ and $A=(X, Y, E-\operatorname{Inc}(x))$ for some $x \in X$, then $\mathcal{N}(A) \subseteq \mathcal{M}(B)$.

Proof: Suppose that there exists $\mathcal{M} \in \mathcal{M}(B)-\mathcal{M}(A)$. Thus the cycle-free path $\mathcal{M}$ in $B$ is created from $A$ by removing some edge in $\operatorname{Inc}(x)$. Hence $x$ must be a node on the path $\mathcal{M}$ in $\mathcal{M}(B)$. As a contradiction $x$ is not connected to any other node in $B$ and thus can not be on the path $\mathcal{M}$.

Claim 2: Let $B=(X, Y, E)$, and $\mathcal{M} \in \mathcal{M}(B)$, described by the path $\langle a, b, c, d, e\rangle$. Further let $A=\left(X, Y, E-F_{A}\right)$ for $F_{A}=\operatorname{Inc}(b) \cup \operatorname{Inc}(d)$, and $O=\left(X, Y, E \Delta F_{O}\right)$, for some $F_{O} \subseteq\{\{x, y\} \mid x \in\{b, d\}, y \in\{a, c, d\}\}$. Then $\mathcal{M}(A) \subseteq \mathcal{M}(O)$.
Proof of claim : Suppose that there exists $\mathcal{M}^{\prime} \in \mathcal{M}(A)-\mathcal{M}(O)$. From $\mathcal{M}^{\prime} \in \mathcal{M}(A)$ we have that $(i) \mathcal{M}^{\prime}$ does not contain the nodes $b, c$, since their edge degree in $B$ is 0 ; (ii) $\mathcal{M}^{\prime} \in \mathcal{M}(G)$, follows from Claim 1. From $(i)$ and (ii) follows that the path $\mathcal{M}^{\prime}$ in $G$ does not contain the nodes $b$ and $d$. We now show as a contradiction that $\mathcal{M}^{\prime}$ in $G$ contains either $b$ or $d$. From $\mathcal{M}^{\prime} \in \mathcal{M}(G)$ and $\mathcal{M}^{\prime} \notin \mathcal{M}(O)$ follows that some edge modifications in $F_{O}$ removed $\mathcal{M}^{\prime}$ in $O$. Since these edges remove $\mathcal{M}^{\prime}$ from $G$, they are incident on nodes that are on the path $\mathcal{M}^{\prime}$ in $G$. Edges in $F_{O}$ are incident on $b$ or $d$. It follows $b$ or $d$ is on the path $\mathcal{M}^{\prime}$ in $G$.

## 5 Fixed Parameter Tractability

Definition 9. Let $k \in \mathbb{N}$. The $\mathcal{M}_{\mathrm{k}}$-free edit problem ( $\operatorname{EP}\left(\mathcal{M}_{\mathrm{k}}\right.$-free)) is defined as follows.
Given $A$ bipartite graph $G=(X, Y, E)$, a partition $\left\{E_{\bullet}, E_{0}, E_{?}\right\}$.
Question Does there exist a set $F \subseteq X \times Y$ where $|F| \leq k$, such that $G^{\prime}=$ $(V, E \Delta F)$ is $\mathcal{M}$-free?
When we place the restriction that $F \subseteq E(F \subseteq(A-E))$, the problem is called the $\mathcal{M}_{\mathrm{k}}$-free deletion problem ( $\mathrm{DP}\left(\mathcal{M}_{\mathrm{k}}\right.$-free) ) ( $\mathcal{M}_{\mathrm{k}}$-free insertion problem (IP ( $\mathcal{M}_{k}$-free $)$ ).

A decision problem parameterized by $k$ is fixed parameter tractable $(\mathcal{F P} \mathcal{T})$, if there is an algorithm that correctly decides the problem in $O(f(k) p(n))$, for an input of size $n . p(n)$ is a polynomial function and $f$ an arbitrary function [9].

Theorem 6. Let $k \in \mathbb{N}$, then $\operatorname{EP}\left(\mathcal{M}_{\mathrm{k}}-\right.$ freee $)$ is in $\mathcal{F P} \mathcal{T}$.
Proof. Let $G=(X, Y, E)$ be the given character graph. We construct a search tree $T$ for $G$ of height at most $k+1$, where each node $v$ in the tree $T$ is labeled by a set of edge modifications $m(v)$, and $g(v)=(V, E \Delta m(v))$. For any internal
node $v$ in $T$ it holds that the graph $g(v)$ is not $\mathcal{M}$-free, and $v$ has exactly 6 children that represent all possible edge modifications to eliminate a particular induced $\mathcal{M}$-graph in $g(v)$.

Construction: Create the root $r$ of the search tree $T$ with labels $g(r)=G$ and $m(r)=\emptyset$. For any leaf $l$ in the search tree of height less then $k+1$, search for an induced $\mathcal{M}$-graph in $g(l)$. If an induced $\mathcal{M}$-graph $\mathcal{M}$ exists, then there are exactly 6 different single edge modifications to eliminate $\mathcal{M}$ (4 edge deletions and 2 edge insertions). For each edge modification $e$ create a new node $v$. Label $v$ with $m(n)=m(l) \cup\{e\}$ and $g(v)=(V, E \Delta m(v))$. Make $v$ a child of $l$. Note: $g(v)$ is $\mathcal{M}$-free, if $v$ is a leaf of depth smaller then $k+1$. Also the character graph $g(v)$ is not $\mathcal{M}$-free, if $v$ is an internal node of $T$.

Let $F$ be a minimal set such that $G_{F}=(X, Y, E \Delta F)$ is $\mathcal{M}$-free.
Claim 1: There exists a leaf $l$ in the search tree $T$, such that $m(l) \subseteq F$.
Proof: For the root $r$ of $T$ it holds that $m(r)=\emptyset$. Thus, if $r$ is a leaf the claim holds. Otherwise $r$ is an internal node in $T$ such that $m(v) \subseteq F$. In general, let $v$ be an internal node in $T$ such that $m(v) \subseteq F$. The character graph $g(v)$ is not $\mathcal{M}$-free, since it is an internal node in $T$. Hence there exists an induced $M$-graph $M$ in $g(v)$. Since $m(v) \subseteq F$ and $G_{F}$ is $\mathcal{M}$-free, there exists an edge $e \in F-m(v)$ that eliminates $M$. By the construction of $T$ there exists a child $u$ of $v$, such that $m(u)=m(v) \cup\{e\}$. Hence $m(u) \subseteq F$. Since $T$ is of finite height, there exists a leaf $l$ in $T$ such that $m(l) \subseteq F$.
Claim 2: $T$ is a complete tree of height $k+1$, iff $|F|>k$.
Proof: Case $|F| \leq k$ : From Claim 1 it follows that there exists a leaf $l$ in $T$ such that $m(l) \subseteq F$. Thus, $|m(l)| \leq k$ and further the depth of $l$ is smaller or equal $k$. It follows that $T$ is not a complete tree of height $k+1$. Case $|F|>k$ : $T$ has no leaf at a depth smaller then $k+1$. Otherwise $F$ would not be a minimal set of edge modifications. By the construction of $T$, its height is at most $k+1$. Thus, $T$ is a complete tree of height $k+1$.

Clearly, the search tree can be constructed and tested for a possible completion of height $k+1$ in $O\left(6^{k} n^{5}\right)$ time. Thus, $\mathcal{M}$-free $(k) \mathrm{EP}$ is in $\mathcal{F} \mathcal{P} \mathcal{T}$.

Corollary 1. Let $k \in \mathbb{N}$. $\operatorname{DP}\left(\mathcal{M}_{\mathrm{k}}-\right.$ free $)$ and $\operatorname{IP}\left(\mathcal{M}_{\mathrm{k}}-\right.$ free $)$ are in $\mathcal{F P} \mathcal{T}$.

## 6 Discussion and Open Problems

Experimental results $[6,7]$ suggest that solving the minimum-flip problem exactly reconstructs supertrees more accurately than Semple and Steel's MC algorithm or MRP. Since the minimum-flip problem is $\mathcal{N} \mathcal{P}$-complete, our studies were limited to relatively small trees ( $\leq 16$ taxa) $[6,7]$. We have developed a heuristic algorithm for the minimal flip problem that allows us to handle larger trees; experiments to be reported elsewhere indicate that the results are close to solutions provided by MRP heuristics, but outperform MC.

An important task is to determine if there exists a polynomial time approximation scheme for the minimum flip problem. In fact no positive results for solving the minimum flip problem for (partial) characters are known.
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#### Abstract

With the first Human DNA being decoded into a sequence of about 2.8 billion base pairs, many biological research has been centered on analyzing this sequence. Theoretically speaking, it is now feasible to accommodate an index for human DNA in main memory so that any pattern can be located efficiently. This is due to the recent breakthrough on compressed suffix arrays, which reduces the space requirement from $O(n \log n)$ bits to $O(n)$ bits. However, constructing compressed suffix arrays is still not an easy task because we still have to compute suffix arrays first and need a working memory of $O(n \log n)$ bits (i.e., more than 13 Gigabytes for human DNA). This paper initiates the study of constructing compressed suffix arrays directly from text. The main contribution is a new construction algorithm that uses only $O(n)$ bits of working memory, and more importantly, the time complexity remains the same as before, i.e., $O(n \log n)$.


## 1 Introduction

DNA sequences, which hold the code of life for living organisms, can be represented by strings over four characters A, C, G, and T. With the advance in bio-technology, the complete DNA sequences for a number of living organisms have been known. Even for human DNA, a draft which comprises about 2.8 billion characters, has been finished recently. This is, however, not the end, the next step is to analyse these sequences.

This paper is concerned with data structures for indexing a sequence over a fixed alphabet so that searching for an arbitrary pattern can be performed efficiently. Such tools are very useful in many areas. In particular, they find

[^25]applications to many biological research activities on DNA, such as gene hunting, promoter consensus identification, and motif finding. Unlike English text, DNA sequences do not have word boundaries; suffix trees [9] and suffix arrays [8] are the most appropriate solutions in the literature for indexing DNA. For a DNA sequence with $n$ characters, building a suffix tree takes $O(n)$ time, then a pattern $P$ can be located in $O(|P|+o c c)$ time, where occ is the number of occurrences. For suffix arrays, construction and searching takes $O(n \log n)$ time and $O(|P| \log n+o c c)$ time, respectively. Both data structures requires $O(n \log n)$ bits; suffix arrays is associated with a smaller constant, though. For human DNA, the best known implementation of suffix tree and suffix array requires 40 Gigabytes and 13 Gigabytes, respectively [7]. Such memory requirement far exceeds the capacity of ordinary computers. Existing approaches for indexing human DNA include (1) using supercomputers with large main memory; and (2) storing the indexing data structure in the secondary storage $[1,6]$. The first approach is expensive and inflexible, while the second one is slow. As more and more DNA are decoded, it is vital that individual biologists can eventually analyze different DNA sequences efficiently with their ordinary PCs.

Recent breakthrough results in compressed suffix arrays shed light on this direction $[4,5,10]$. It is now feasible to store a compressed suffix array in the main memory, which occupies only $O(n)$ bits, yet still supporting search efficiently. Precisely, the searching time increases only by a factor of at most $\log n$. For human DNA, such a compressed suffix array occupies about 2 Gigabytes. Nowadays a PC can have up to 4 Gigabytes of main memory and can easily accommodate such a data structure.

Theoretically speaking, a compressed suffix array can be constructed in $O(n \log n)$ time; however, the construction process requires much more than $O(n)$ bits of working memory. Among others, the original suffix array has to be built first, taking up at least $n \log n$ bits. In the context of human DNA, the working memory for constructing a compressed suffix array is at least 25 Gigabytes [11], far exceeding the capacity of ordinary PCs. This motivates us to investigate whether we can construct a certain kind of compressed suffix array in $O(n \log n)$ time while using $O(n)$ bits of memory. The latter requirement means construction directly from DNA sequences. This paper provides the first algorithm of such a kind, showing that the compressed suffix array proposed in $[5,10]$ can be built in a space and time efficient manner.

Experiments show that for human DNA, our space-efficient algorithm can run on a PC with 3 Gigabytes of memory and takes about 21 hours, i.e., about three times slower than the original algorithm implemented on a supercomputer with 64 Gigabytes of main memory [11] to accommodate the suffix array.

Technically speaking, our algorithm does not require much space other than for storing the compressed suffix array. This is based on an observation that the compressed suffix arrays of two consecutive suffixes are very similar. Thus, we can build the entire compressed suffix array directly from the DNA sequence in an incremental manner. The efficiency of our algorithm benefits from an elegant solution to an interesting data structure problem, which extends a balanced
search tree to support selective increment over an arbitrary interval of up to $n$ values in $O(\log n)$ time.

The rest of this paper is organized as follows. Section 2 gives a review of suffix arrays and compressed suffix arrays. Section 3 gives the technical background and a simple framework for computing the compressed suffix array incrementally. Sections 4 and 5 respectively detail the new data structure to support the incremental construction and the constructing algorithm.

## 2 Compressed Suffix Arrays in a Nutshell

Let $\Sigma$ be an alphabet, and let $\$$ be a special character not in $\Sigma$. We assume that $\$$ is lexicographically smaller than any character in $\Sigma$. Intuitively, $\$$ is used to mark the end of a text. Consider a length- $n$ text $T$, which is represented by an array $T[1 . . n+1]=T[1] T[2] \ldots T[n+1]$, where $T[n+1]=\$$. For $i=1,2, \ldots, n+1$, $T_{i}=T[i . . n+1]=T[i] T[i+1] \ldots T[n+1]$ denotes a suffix of $T$ starting from the $i$-th position.

| $i$ | $T[i]$ | $T_{i}$ |
| :--- | :--- | :--- |
| 1 | $a$ | acaaccg $\$$ |
| 2 | $g$ | caaccg $\$$ |
| 3 | $a$ | aaccg $\$$ |
| 4 | $a$ | accg $\$$ |
| 5 | $g$ | ccg $\$$ |
| 6 | $g$ | cg $\$$ |
| 7 | $c$ | $g \$$ |
| 8 | $\$$ | $\$$ |


| $i$ | $S A[i]$ | $T_{S A[i]}$ |
| :--- | :--- | :--- |
| 0 | 8 | $\$$ |
| 1 | 3 | aaccg $\$$ |
| 2 | 1 | acaaccg $\$$ |
| 3 | 4 | accg $\$$ |
| 4 | 2 | caaccg $\$$ |
| 5 | 5 | ccg $\$$ |
| 6 | 6 | cg $\$$ |
| 7 | 7 | $g \$$ |


| $i$ | $\Psi[i]$ | $T[S A[i]]$ |
| :--- | :--- | :--- |
| 1 | 3 | $a$ |
| 2 | 4 | $a$ |
| 3 | 5 | $a$ |
| 4 | 1 | $c$ |
| 5 | 6 | $c$ |
| 6 | 7 | $c$ |
| 7 | 0 | $g$ |

Fig. 1. Array, suffix array, and compressed suffix array of acaaccg $\$$

Suffix Arrays [8]: A suffix array is a sorted sequence of $n+1$ suffixes of $T$, denoted by $S A[0 . . n]$. Formally, $S A[0 . . n]$ is a permutation of the set of integers $\{1,2, \ldots, n+1\}$ such that, according to the lexicographic order, $T_{S A[0]}<$ $T_{S A[1]}<\ldots<T_{S A[n]}$. See Figure 1 for an example. Note that $S A[0]=n+1$. As each integer takes $\log n$ bits, the suffix array can be stored using $(n+1) \log n$ bits ${ }^{1}$. Given a text $T$ together with the suffix array $S A[1 . . n]$, the occurrences of any pattern $P$ in $T$ can be found without scanning $T$ again. Precisely, it takes $O(|P| \log n+o c c)$ time, where occ is the number of occurrences.

Compressed Suffix Arrays [5,10]: For every $i=0,1,2, \ldots, n+1$, define $S A^{-1}[i]$ to be the integer $j$ such that $S A[j]=i$. The major component of a compressed suffix array for a text $T$ is an array $\Psi[1 . . n]$ where $\Psi[i]=S A^{-1}[S A[i]+1]$ for $i=1,2, \ldots, n$. See Figure 1 for an example.

Note that $\Psi[1 . . n]$ contains $n$ integers. The trivial way to store it requires $n \log n$ bits. Nevertheless, $\Psi[1 . . n]$ can always be partitioned into $|\Sigma|$ strictly

[^26]increasing sequences. This special property allows us to store it succinctly. This property is illustrated in the rightmost table in Figure 1 and its correctness is proved formally based on the following two lemmas.

Lemma 1. For every $i<j$, if $T[S A[i]]=T[S A[j]]$, then $\Psi[i]<\Psi[j]$.
Proof. Note that $i<j$ if $T_{S A[i]}<T_{S A[j]}$. If $i<j$ and $T[S A[i]]=T[S A[j]]$, then $T_{S A[i]+1}<T_{S A[j]+1}$. Let $p=\Psi[i]$ and $q=\Psi[j]$. Then $T_{S A[p]}=T_{S A[i]+1}<$ $T_{S A[j]+1}=T_{S A[q]}$. Therefore, we have $p<q$. The lemma follows.

Lemma 2. $\Psi[1 . . n]$ can be partitioned into at most $|\Sigma|$ strictly increasing sequences $S_{c}$ for all $c \in \Sigma$. For every integer $\Psi[i] \in S_{c}, T[S A[i]]=c$.

Proof. Note that [1..n] can be partitioned into at most $|\Sigma|$ intervals $\left[1=i_{1} . . j_{1}\right]$, $\left[i_{2} . . j_{2}\right], \ldots,\left[i_{|\Sigma|} . . j_{|\Sigma|}=n\right]$ so that for every $i, j$ in a particular interval, $T[S A[i]]$ $=T[S A[j]]$.

Based on Lemma 1, for every $i<j$ within a particular interval $\left[i_{k} . . j_{k}\right]$, $\Psi[i]<\Psi[j]$. Thus, $\Psi\left[i_{k} . . j_{k}\right]$ is a strictly increasing sequence. The lemma follows.

For DNA sequences, $\Sigma$ has only four characters. Based on Lemma $2, \Psi$ is partitioned into four strictly increasing sequences. To represent an increasing sequence, we can store the difference between consecutive values instead of storing the actual values. Precisely, a sequence $\left(v_{1}, \ldots, v_{l}\right)$ of increasing values can be represented as $v_{1}, v_{2}-v_{1}, v_{3}-v_{2}, \ldots, v_{l}-v_{l-1}$. Furthermore, each individual difference is encoded using $\delta$-coding [3], which is for representing integers with variable length. In summary, it is shown that $\Psi$ can be represented using $O(n)$ bits. More importantly, with $\Psi$ and some other auxiliary data structures, the occurrences of any pattern $P$ in the text $T$ can be found in $O(|P| \log n)$ time. See [10] for the algorithmic details.

## 3 Basic Properties and Incremental Construction

The existing approach to constructing the array $\Psi$ is as follows: First, the suffix array $S A$ is built. Next, the values of the array $\Psi[1 . . n]$ are computed one by one. Finally, based on $\delta$-coding, a succinct representation of $\Psi$ is generated. Since suffix array requires $n \log n$ bits to store, the working space for constructing a suffix array is at least $n \log n$ bits.

To reduce the working space required, we try to avoid creating the suffix array. Our construction algorithm works directly with the DNA sequence and is based on an incremental approach. Initially, we construct the compressed suffix array for only the last character of the text. Then, we repeatedly expand the text character by character and build a bigger and bigger compressed suffix array.

Let us give the mathematical background behind such an incremental approach. Suppose we are given the compressed suffix array for the text $T[1 . . n+1]$ where $T[n+1]=\$$. Let $S A_{T}[0 . . n]$ be the suffix array of $T$. Note that $S A_{T}[0]=$

| $i$ | $\Psi_{T}[i]$ | $S A_{T}[i]$ | $T_{S A_{T}[i]}$ |
| :--- | :--- | :--- | :--- |
| 0 |  | 8 | $\$$ |
| 1 | 3 | 3 | aaccg $\$$ |
| 2 | 4 | 1 | acaaccg $\$$ |
| 3 | 5 | 4 | accg $\$$ |
| 4 | 1 | 2 | caaccg $\$$ |
| 5 | 6 | 5 | $c c g \$$ |
| 6 | 7 | 6 | $c g \$$ |
| 7 | 0 | 7 | $g \$$ |


| $i$ | $\Psi_{T^{\prime}}[i]$ | $S A_{T^{\prime}}[i]$ | $T_{S A_{T^{\prime}}[i]}^{\prime}$ |
| :--- | :--- | :--- | :--- |
| 0 |  | $8 \Rightarrow 9$ | $\$$ |
| 1 | 3 | $3 \Rightarrow 4$ | aaccg $\$$ |
| 2 | 4 | $1 \Rightarrow 2$ | acaaccg $\$$ |
| 3 | $5 \Rightarrow 6$ | $4 \Rightarrow 5$ | accg $\$$ |
| 4 | 1 | $2 \Rightarrow 3$ | $\operatorname{caaccg} \$$ |
| 5 | $S A_{T}^{-1}[1]=2$ | 1 | cacaaccg $\$$ |
| 5 | $6 \Rightarrow 7$ | $5 \Rightarrow 6$ | $\operatorname{ccg} \$$ |
| 6 | $7 \Rightarrow 8$ | $6 \Rightarrow 7$ | $\operatorname{cg} \$$ |
| 7 | 0 | $7 \Rightarrow 8$ | $g \$$ |

Fig. 2. Suffix array and compressed suffix array of $T=\operatorname{acaaccg} \$$ and $T^{\prime}=c T$. Note that $x=4$, that is, $T_{S A_{T}[x]}<T^{\prime}<T_{S A_{T}[x+1]}$.
$n+1$. Let $\Psi_{T}[1 . . n]$ be the compressed suffix array where $\Psi_{T}[i]=S A_{T}^{-1}\left[S A_{T}[i]+1\right]$ for $i=1,2, \ldots, n$.

Suppose a character $c$ is added to the beginning of $T[1 . . n+1]$, giving us a longer text $T^{\prime}[1 . . n+2]$, which is equal to $c T[1 . . n+1]$. Let $S A_{T^{\prime}}[0 . . n+1]$ be the suffix array of $T^{\prime}$. Let $\Psi_{T^{\prime}}[1 . . n+1]$ be the compressed suffix array where $\Psi_{T^{\prime}}[i]=S A_{T^{\prime}}^{-1}\left[S A_{T^{\prime}}[i]+1\right]$ for $i=1,2, \ldots, n+1$.

Let us have a close look of the relationship between $T[1 . . n+1]$ and $T^{\prime}[1 . . n+2]$. Suppose we search $T^{\prime}$ against the suffixes of $T$ according to the order specified by $S A_{T}$. Let $x \in\{0, \cdots, n\}$ be the integer such that $T\left[S A_{T}[x] . . n+1\right]<$ $T^{\prime}<T\left[S A_{T}[x+1] . . n+1\right]$. The following lemma states the relationship between $S A_{T}[0 . . n]$ and $S A_{T^{\prime}}[0 . . n+1]$. Figure 2 shows an example to illustrate the relationship between $S A_{T}$ and $S A_{T^{\prime}}$.

## Lemma 3.

$$
S A_{T^{\prime}}[i]= \begin{cases}S A_{T}[i]+1 & \text { if } 0 \leq i \leq x \\ 1 & \text { if } i=x+1 \\ S A_{T}[i-1]+1 & \text { if } x+2 \leq i \leq n+1\end{cases}
$$

The above lemma states that $S A_{T^{\prime}}[x+1]=1$. Thus, $x=S A_{T^{\prime}}^{-1}[1]-1$. The next lemma states the relationship between $\Psi_{T}[1 . . n]$ and $\Psi_{T^{\prime}}[1 . . n+1]$. See Figure 2 for an example.

Lemma 4. For $i \leq x$,

$$
\Psi_{T^{\prime}}[i]= \begin{cases}\Psi_{T}[i] & \text { if } \Psi_{T}[i] \leq x \\ \Psi_{T}[i]+1 & \text { if } \Psi_{T}[i]>x\end{cases}
$$

For $i=x+1$,

$$
\Psi_{T^{\prime}}[i]= \begin{cases}S A_{T}^{-1}[1] & \text { if } S A_{T}^{-1}[1] \leq x \\ S A_{T}^{-1}[1]+1 & \text { if } S A_{T}^{-1}[1]>x\end{cases}
$$

For $i \geq x+2$,

$$
\Psi_{T^{\prime}}[i]= \begin{cases}\Psi_{T}[i-1] & \text { if } \Psi_{T}[i-1] \leq x \\ \Psi_{T}[i-1]+1 & \text { if } \Psi_{T}[i-1]>x\end{cases}
$$

Lemma 4 suggests the following algorithm to compute $\Psi_{T^{\prime}}$ from $\Psi_{T}$.

## Incremental Construction Algorithm:

Input: $\Psi_{T}[1 . . n]$ for $T[1 . . n+1], S A_{T}^{-1}[1]$, and $T^{\prime}=c T$ for some $c \in \Sigma$.
Output: $\Psi_{T^{\prime}}$ for $T^{\prime}$ and $S A_{T^{\prime}}^{-1}[1]$.

1. Locate the index $x$ such that $T^{\prime}$ should be inserted between the suffices represented by $S A_{T}[x]$ and $S A_{T}[x+1]$.
2. Construct $\Psi_{T^{\prime}}$ from $\Psi_{T}$ by inserting the new suffix $c T$ into $\Psi$ and incremeting those values that are greater $x$ as follows.

- set $\Psi_{T^{\prime}}[j]= \begin{cases}\Psi_{T}[j] & \text { if } j \leq x \\ S A_{T}^{-1}[1] & \text { if } j=x+1 \\ \Psi_{T}[j-1] & \text { if } j>x+1\end{cases}$
- for each $\Psi_{T^{\prime}}[j]$, if $\Psi_{T^{\prime}}[j]>x$, increment $\Psi_{T^{\prime}}[j]$ by 1 .

3. Set $S A_{T^{\prime}}^{-1}[1]=x+1$.

The correctness of the above algorithm follows directly from Lemma 4. By executing the incremental construction algorithm for $n$ times, the compressed suffix array for a length- $n$ text can be built. Observe that each incremental construction step can be implemented in $O(n)$ time. Therefore, based on the compressed suffix array data structure in Section 2, we can construct the compressed suffix array $\Psi_{T}$ for $T[1 . . n+1]$ using $O\left(n^{2}\right)$ time in $O(n)$ bits working space. This time complexity seems to be tight as each step may be required to increment $\Psi_{T^{\prime}}$ for $\Omega(n)$ entries. Yet we show in the following section that the time complexity can be improved to $O(n \log n)$ without increasing the space complexity.

## 4 New Data Structure for Compressed Suffix Arrays

This section proposes a new data structure $\mathcal{D}$ for representing the compressed suffix array, which allows us to construct it in $O(n)$ bits working space while the time required remains $O(n \log n)$. The basic idea is to store the compressed suffix array in a balanced search tree like red-black tree. Furthermore, to save space, every node in the tree represents more than one value (standard trick). To support the selective increment operation efficiently as required in the previous section (see Lemma 6), each node stores relative search key instead of abslute search key. The details will be discussed in the rest of this section.

Recall from Lemma $2, \Psi[1 . . n]$ can be partitioned into $|\Sigma|$ strictly increasing sequences $\left\{S_{c} \mid c \in \Sigma\right\}$. Note that $T[S A[i]]=c$ for all $\Psi[i] \in S_{c}$. Let $\left|S_{c}\right|$ be the number of integers in sequence $S_{c}$.

For a particular value $x \in S_{c}$, denote $\operatorname{rank}(x)$ be its rank when the number in $S_{c}$ is ordered in increasing order. The next lemma shows the relationship between the rank of $S_{c}$ and the index of the $\Psi$ function.
Lemma 5. For $x \in S_{c}, \Psi^{-1}[x]=\sum_{d \in \Sigma, d<c}\left|S_{d}\right|+\operatorname{rank}(x)$.

Proof. Let $S^{\prime}=\left\{y \in S_{c} \mid \operatorname{rank}(y)<\operatorname{rank}(x)\right\}$. We have $\Psi^{-1}[y]<\Psi^{-1}[x]$ if and only if $y \in S^{\prime} \cup \bigcup_{d \in \Sigma, d<c} S_{d}$. Therefore, $\Psi^{-1}[x]=1+\left|S^{\prime}\right|+\left|\bigcup_{d \in \Sigma, d<c} S_{d}\right|$. The lemma follows.

Now, we describe the modified data structure $\mathcal{D}$ for the compressed suffix array. For each $c \in \Sigma$, the increasing sequence $S_{c}$ is partitioned into segments of length $5 \log n$ up to $10 \log n$. Let the smallest value in each segment be the representative of the segment. To save space, for each segment, instead of storing the value of every integer, only their differences will be stored. More precisely, consider a segment with integers $v_{1}, \ldots, v_{\ell}$ where $v_{1}<v_{2}<\ldots<v_{\ell} . v_{1}$ is denoted as the representative of the segment and the data structure $\mathcal{D}$ stores only the differences $v_{2}-v_{1}, v_{3}-v_{2}, \ldots$, and $v_{\ell}-v_{\ell-1}$.

For the space required, all segments can be stored using $5 n$-bits. For the representatives, we store them in a modified red-black tree $R_{c}$. For every node $w$ in $R_{c}, v(w)$ is denoted as the value of the representative represent by this node. $l p(w)$ is the first parent on the left when we go up the tree $R_{c}$ starting from $w$; if such a parent does not exist, let it be the node $u$ such that $v(u)$ is minimized.

Every node $w$ in the modified red-black tree $R_{c}$ has the following 6 fields:

- a color bit (red or black)
- a pointer to the left subtree.
- a pointer to the right subtree.
- a pointer to the segment represented by $w$.
$-\operatorname{size}(w)$, that is the total number of values represented by the subtree rooted at $w$.
$-d_{w}=v(w)-v(l p(w))$.
Although we do not store the value $v(w)$ for every node $w \in R_{c}$, its value can be recovered when we traverse down the tree $R_{c}$ starting from the root. More precisely, when we traverse down the tree $R_{c}$, for every node $w$ we met on the path, we can compute two information: $l p(w)$ and $v(w)$ in constant time.

Consider any node $w$ of $R_{c}$. Suppose that for every node $w^{\prime}$ on the path from the root to $w$, we have already figured out the values of $l p\left(w^{\prime}\right)$ and $v\left(w^{\prime}\right)$. Let $w_{l}$ and $w_{r}$ be the left and right children of $w$, respectively. Note that the values of $l p\left(w_{l}\right), l p\left(w_{r}\right), v\left(w_{l}\right), v\left(w_{r}\right)$ can be computed as follows: When we go down to the node $w_{l}, l p\left(w_{l}\right)=l p(w)$ and $v\left(w_{l}\right)=d_{w_{l}}+v\left(l p\left(w_{l}\right)\right)$. When we go down to the node $w_{r}, l p\left(w_{r}\right)=w$ and $v\left(w_{r}\right)=d_{w_{r}}+v\left(l p\left(w_{r}\right)\right)$.

Observe that $R_{c}$ looks very similar to a red-black tree. Thus, it has all the advantages of balanced binary search tree. In addition, it has the following property.

Lemma 6. For any value $x$, let $X$ be $\left\{w \in R_{c} \mid v(w)>x\right\}$. We can increase the value $v(w)$ for all $w \in X$ by some constant $k$ using $O(\log n)$ time.

Proof. Note that the absolute value of $v(w)$ is not stored for every node $w$ in $R_{c}$. Instead, we store $d_{w}=v(w)-v(l p(w))$. This means that if the value of $l p(w)$ is increased by $k$, the value of $w$ increases by $k$ automatically.

Consider any node $w \in X$. There are two cases.

- Case 1. $v(l p(w))>x$ : In this case, since $l p(w) \in X$ and its value will be increased by $k$, the value of $w$ will increase by $k$ automatically.
- Case 2. $v(l p(w)) \leq x$ : In this case, the value of $l p(w)$ will not be changed. The algorithm should increase $d_{w}$ by $k$.

Let $Y$ be $\{w \in X \mid v(l p(w)) \leq x\}$. Based on the above case analysis, we know that once $d_{w}$ is increased for every $w \in Y$, the values of $w$ for all $w \in X$ will increase by $k$ automatically.

Let $u$ be the node in $R_{c}$ whose value is just larger than $x$. It can easily check that $Y$ is in fact equal to $\left\{w \mid w\right.$ is on the path of $R_{c}$ from the root to $u$ and $v(w)>x\}$. Since any path in $R_{c}$ is of length $O(\log n)$, we can increase $d_{w}$ by $k$ for all $w \in Y$ in $O(\log n)$ time.

For space complexity, note that the color (red or black) can be stored in 1 bit, the pointers to the left subtree or the right subtree can be stored in $\log \left(\frac{n}{5 \log n}\right)$ bits. Thus, each node can be stored using $5 \log \left(\frac{n}{5 \log n}+1\right)$-bits, which is smaller than $5 \log n$. Since there are at most $\frac{n}{5 \log n}$ representatives in all $S_{c}$ for $c \in \Sigma$, the total space required by all modified red-black trees $R_{c}$ is $n$.

In summary, the total space required by $\mathcal{D}$ to store the segments and the red-black trees is $5 n+n=6 n$.

Lemma 7. The total space required by the data structure $\mathcal{D}$ is $6 n$ bits.

## 5 An Efficient Incremental Construction

This section shows that, if the compressed suffix array is represented by data structure $\mathcal{D}$, the time required by the incremental construction algorithm (described in Section 3) is $O(\log n)$. Recall that the incremental construction step contains three sub-steps. This section discusses them one by one.

Step 1: This step tries to locate the index $x$ such that $T^{\prime}$ should be inserted between the suffices represented by $S A_{T}[x]$ and $S A_{T}[x+1]$. Based on data structure $\mathcal{D}$, this step can be completed as follows.

1. We traverse the modified red-black tree $R_{c}$ for $S_{c}$, return (a) a node $p$ with value just smaller than $S A_{T}^{-1}[1]$; (b) $\operatorname{rank}(p)$. (Note the special case that $S A_{T}^{-1}[1]$ is smaller than the smallest value in red-black tree).
2. Sequential search the segment $s$ corresponding to $p$ and locate the value just greater than $S A_{T}^{-1}[1]$. Let $q$ and $r$ be the location and the rank of this value in the segment.
3. $x=\sum_{b<c, b \in \Sigma}\left|S_{b}\right|+\operatorname{rank}(p)+r-1$. (Note: $S A_{T^{\prime}}^{-1}[1]=x+1$ ).

Note that step 1.1 just performs a search in the modified red-black tree $R_{c}$. Since $R_{c}$ is a balanced tree, it requires $O(\log n)$ time. Note that during the traverse, $\operatorname{rank}(p)$ can be computed by means of size(). For step 1.2, since a segment contains at most $10 \log n$ integers, a sequential search in this segment requires $O(\log n)$ time. Step 1.3 can be computed in $O(1)$ time. In total, step 1 requires $O(\log n)$ time.

Step 2: This step can be completed as follows.

1. Insert value $S A_{T}^{-1}[1]$ at location $q$ of segment $s$.
2. Increment the total number of entries represented by the subtree at node $p$.
3. If the segment contains $\geq 10 \log n$ values, split the segment into two segments.
4. For every $S_{b}$ where $b \in \Sigma$,
(a) Increase all representatives in red-black tree whose values are greater than $x$ by one. Finally, return the node $p$ which is just smaller than or equal to $x$.
(b) Sequential search the segment corresponding to $p$ to find the value just greater than $x$. Increment this value (if exists) by one.

For Step 2.1, we need to insert the value $S A_{T}^{-1}[1]$ at location $q$ of segment $s$. Assume that the segment $s$ contains $\ell$ values $v_{1}, \ldots, v_{\ell}$. Also, recall that we only store the differences, that is, we store $v_{2}-v_{1}, v_{3}-v_{2}, \ldots, v_{\ell}-v_{\ell-1}$. To insert $S A_{T}^{-1}[1]$ into location $q$, Step 2.2 can be computed in $O(1)$ time. In Step 2.3 , we need to split the segment, the algorithm is required to allocate a new segment and move $5 \log n$ values to the new segment. Such operation can be done in $O(\log n)$ as we need to move $5 \log n$ entries. Step 2.4(a) can be solved in $O(\log n)$ time based on Lemma 6 and the modified red-black tree data structure. Step 2.4(b) again can be solved in $O(\log n)$ time since a segment has less than $10 \log n$ values. In total, Step 2 requires $O(\log n)$ time.

Step 3: This step is simple. It takes $O(1)$ time.
In conclusion, the time required for each incremental construction is $O(\log n)$.
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#### Abstract

We provide a new representation-independent formulation of Occam's razor theorem, based on Kolmogorov complexity. This new formulation allows us to: - Obtain better sample complexity than both length-based 44 and VCbased [3] versions of Occam's razor theorem, in many applications. - Achieve a sharper reverse of Occam's razor theorem than that of [5]. Specifically, we weaken the assumptions made in [5] and extend the reverse to superpolynomial running times.


## 1 Introduction

Occam's razor theorem as formulated by [34] is arguably the substance of efficient pac learning. Roughly speaking, it says that in order to learn, it suffices to compress. A partial reverse, showing the necessity of compression, has been proved by Board and Pitt 5 . Since the theorem is about the relation between effective compression and pac learning, it is natural to assume that a sharper version ensues by couching it in terms of the ultimate limit to effective compression which is the Kolmogorov complexity. We present results in that direction.

Despite abundant research generated by its importance, several aspects of Occam's razor theorem remain unclear. There are basically two versions. The VC dimension-based version (Theorem 3.1.1 of [3) gives the following upper bound on sample complexity: For a hypothesis space $H$ with $\operatorname{VCdim}(H)=d$, $1 \leq d<\infty$,

$$
\begin{equation*}
m(H, \delta, \epsilon) \leq \frac{4}{\epsilon}\left(d \log \frac{12}{\epsilon}+\log \frac{2}{\delta}\right) \tag{1}
\end{equation*}
$$

[^27]The following lower bound was proved by Ehrenfeucht et al [6].

$$
\begin{equation*}
m(H, \delta, \epsilon)>\max \left(\frac{d-1}{32 \epsilon}, \frac{1}{\epsilon} \ln \frac{1}{\delta}\right) . \tag{2}
\end{equation*}
$$

The upper bound in Equation $\square$ and the lower bound in Equation differ by a factor $\Theta\left(\log \frac{1}{\epsilon}\right)$. It was show in [8] that this factor is, in a sense, unavoidable.

When $H$ is finite, one can directly obtain the following bound on sample complexity for any consistent algorithm:

$$
\begin{equation*}
m(H, \delta, \epsilon) \leq \frac{1}{\epsilon} \ln \frac{|H|}{\delta} \tag{3}
\end{equation*}
$$

For a graded boolean space $H_{n}$, we have the following relationship between the VC dimension $d$ of $H_{n}$ and the cardinality of $H_{n}$,

$$
\begin{equation*}
d \leq \log \left|H_{n}\right| \leq n d \tag{4}
\end{equation*}
$$

When $\log \left|H_{n}\right|=O(d)$ holds, then the sample complexity upper bound given by Equation 3 can be seen to match the lower bound of Equation 2 up to a constant factor, and thus any consistent algorithm achieves optimal sample complexity for such hypothesis spaces.

The length based version of Occam's razor gives the sample complexity, for given $\epsilon$ and $\delta$ :

$$
\begin{equation*}
m=\max \left(\frac{2}{\epsilon} \ln \frac{1}{\delta},\left(\frac{(2 \ln 2) s^{\beta}}{\epsilon}\right)^{1 /(1-\alpha)}\right) \tag{5}
\end{equation*}
$$

when the deterministic occam algorithm returns a consistent hypothesis of length at most $m^{\alpha} s^{\beta}$ with $\alpha<1$ and $s$ is the length of the target concept.

In summary, the VC dimension based occam's razor theorem may be hard to use and it sometimes does not give the best sample complexity. The lengthbased Occam's razor is more convenient to use and often gives better sample complexity in the discrete case.

However, as we will demonstrate in this paper, the fact that the length-based Occam's razor theorem sometimes gives inferior sample complexity, can be due to the redundant representation format of the concept.

We believe Occam's razor theorem should be "representation-independent". That is, it should not be dependent on accidents of "representation format". (See [13] for other representation-independence issues.) In fact, the sample complexities given in Equations पand ${ }^{3}$ are indeed representation-independent. However they are not easy to use and do not give optimal sample complexity.

In this paper, we give a Kolmogorov complexity-based Occam's razor theorem. We will demonstrate that our KC-based Occam's razor theorem is convenient to use (as convenient as the length based version), gives a better sample complexity than the length based version, and is representation-independent. In fact, the length based version can be considered as a specific computable approximation to the KC-based Occam's razor.

As one of the examples, we will demonstrate that the standard trivial learning algorithm for monomials actually often has a better sample complexity than the more sophisticated Haussler's greedy algorithm [7], using our KC-based Occam's razor theorem. This is contrary to the common belief that Haussler's algorithm is better.

Another issue related to Occam's razor theorem is the status of the reverse assertion. Although a partial reverse of Occam's razor theorem has been proved by [5], it applied only to the case of polynomial running time and sample complexity. They also required a property of closure under exception list. This latter requirement, although quite general, excludes some reasonable concept classes. Our new formulation of Occam's razor theorem allows us to prove a more general reverse of Occam's razor theorem, allowing the arbitrary running time and weakening the requirement of exception list of [5].

## 2 Occam's Razor

Let us assume the usual definitions, say Anthony and Biggs [1]. Also assume the notation of Board and Pitt [5]. For Kolmogorov complexity we assume the basics of [11].

In the following $\Sigma$ is a finite alphabet. i.e. we consider only discrete learning problems in this paper.

First we define a pac-algorithm and a generalized notion of Occam-algorithm.
Definition 1. $A$ pac-algorithm for a class of representations $\mathbf{R}=(R, \Gamma, c, \Sigma)$ is a randomized algorithm $L$ such that, for any $s, n \geq 1,0<\epsilon, \delta<1, r \in R^{\leq s}$, and any probability distribution $D$ on $\Sigma \leq n$, if $L$ is given $s, n, \epsilon, \delta$ as input and has access to an oracle providing examples of $c(r)$ according to $D$, then $L$, with probability at least $1-\delta$, outputs a representation $r^{\prime}$ such that $D\left(r^{\prime} \oplus r\right) \leq \epsilon$. The running time and sample complexity of the pac-algorithm are expressed as functions $t(n, s, \epsilon, \delta)$ and $m(n, s, \epsilon, \delta)$.

Definition 2. An Occam-algorithm for a class of representations $\mathbf{R}=(R, \Gamma, c$, $\Sigma)$ is a randomized algorithm which on input of a sample of length $m$ of $r \in R$, and any $\gamma>0$, with probability at least $1-\gamma$ outputs a representation $r^{\prime}$ consistent with the sample, such that $K\left(r^{\prime} \mid r, n, s\right)=m / f(m, n, s, \gamma)$, with $f(m, n, s, \gamma)$, the compression achieved, being an increasing function of $m$. The running time of the Occam-algorithm is expressed as a function $t(m, n, s, \gamma)$, where $n$ is the maximum length of the input examples.

Our first theorem is a Kolmogorov complexity based Occam's Razor. We denote the minimum $m$ such that $f(m, n, s, \gamma) \geq x$ by $f^{-1}(x, n, s, \gamma)$.

Theorem 1. Suppose we have an Occam-algorithm for $\mathbf{R}=(R, \Gamma, c, \Sigma)$ with compression $f(m, n, s, \gamma)$. Write $f$ as $f(m, \gamma)$ with the other parameters implicit. Then there is a pac-learning algorithm for $\mathbf{R}$ with sample complexity

$$
m(n, s, \epsilon, \delta)=\max \left(\frac{2}{\epsilon} \ln \frac{2}{\delta}, f^{-1}\left(\frac{2 \ln 2}{\epsilon}, \delta / 2\right)\right),
$$

and running time $t(n, s, \epsilon, \delta)=t(m(n, s, \epsilon, \delta), n, s, \delta / 2)$.
Proof. On input of $\epsilon, \delta, s, n$, the learning algorithm will take a sample of length $m=m(n, s, \epsilon, \delta)$ from the oracle, then use the Occam algorithm with $\gamma=\delta / 2$ to find a hypothesis (with probability at least $1-\delta / 2$ ) consistent with the sample and with low Kolmogorov complexity. In the proof we further abbreviate $f$ to $f(m)$ with the other parameters implicit. Learnability follows in the standard manner from bounding (by the remaining $\delta / 2$ ) the probability that all $m$ examples of the target concept fall within the, probability $\epsilon$ or greater, symmetric difference with a bad hypothesis. Let $m \geq m(n, s, \epsilon, \delta)$. Then $m \geq f^{-1}\left(\frac{2 \ln 2}{\epsilon}, \frac{\delta}{2}\right)$ gives

$$
\epsilon-\frac{\ln 2}{f(m)} \geq \frac{\epsilon}{2}
$$

Bounding $(1-\epsilon)^{m}$ by $e^{-\epsilon m}$ and taking negative logarithms,

$$
\begin{aligned}
2^{m / f(m)}(1-\epsilon)^{m} & \leq \delta / 2 \Leftrightarrow \\
m\left(\epsilon-\frac{\ln 2}{f(m)}\right) & \geq \ln \frac{2}{\delta}
\end{aligned}
$$

which follows from the above and the first lower bound on $m$.
Corollary 1. When the compression is of the form

$$
f(m, n, s, \gamma)=\frac{m^{1-\alpha}}{p(n, s, \gamma)},
$$

one can achieve a sample complexity of

$$
\max \left(\frac{2}{\epsilon} \ln \frac{2}{\delta},\left(\frac{(2 \ln 2) p(n, s, \delta / 2)}{\epsilon}\right)^{1 /(1-\alpha)}\right)
$$

In the special case of total compression, where $\alpha=0$, this further reduces to

$$
\begin{equation*}
\frac{2}{\epsilon}\left(\max \left(\ln \frac{2}{\delta},(\ln 2) p(n, s, \delta / 2)\right)\right) \tag{6}
\end{equation*}
$$

For deterministic Occam-algorithms, we can furthermore replace $2 / \delta$ and $\delta / 2$ in Theorem by $1 / \delta$ and $\delta$ respectively.

Remark. Essentially, our new Kolmogorov complexity condition is a computationally universal generalization of the length condition in the original Occam's razor theorem of [4]. Here, in Theorem [1] we consider the shortest description length over all effective representations. This is representation-independent in the very strong sense of being an absolute and objective notion, which is recursively invariant by Church's thesis and the ability of universal machines to simulate each another.

Definition 3. An exception handler for a class of representations $\mathbf{R}=(R, \Gamma, c$, $\Sigma)$ is an algorithm which on input of a representation $r \in R$ of length $s$, and an $x \in \Sigma^{*}$ of length $n$, outputs a representation $r^{\prime}$ of the concept $c(r) \oplus\{x\}$, of length at most $e(s, n)$, where $e$ is the exception expansion function. The running time of the exception-handler is expressed as a function $t(n, s)$ of the representation and exception lengths. If $t(n, s)$ is polynomial in $n, s$ and $e(s, n)$ is of the form $s+p(n)$ for some polynomial $p()$ then we say $\mathbf{R}$ is polynomially closed under exceptions.

Theorem 2. Let $L$ be a pac-algorithm and $E$ be an exception handler for $\mathbf{R}=$ $(R, \Gamma, c, \Sigma)$. Then there is an Occam algorithm for $\mathbf{R}$ with compression $\frac{1}{2 \epsilon n}$, where $\epsilon$, depending on $m, n, s, \gamma$, is such that $m(n, s, \epsilon, \gamma)=\epsilon m$ holds.

Proof. The proof is obtained in a fashion similar to Board and Pitt. Suppose we are given a sample of length $m$ and confidence parameter $\gamma$. Assume without loss of generality that the sample contains $m$ different examples. Define a uniform distribution on these examples with $\mu(x)=1 / m$ for each $x$ in the sample. Let $\epsilon$ be as described. E.g. when $m(n, s, \epsilon, \gamma)=\left(\frac{1}{\epsilon}\right)^{b}$ for some constant $b$, then $\epsilon=m^{-1 /(b+1)}$. Apply $L$ with $\delta=\gamma$ and above $\epsilon$. It produces a concept which is correct with error $\epsilon$, giving up to $\epsilon m$ exceptions. We can just add these one by one using the exception handler. This will expand the concept size, but not the Kolmogorov complexity. The resulting representation can be described by the examples used plus the exceptions found, each taking $n$ bits. This gives the claimed compression.

Definition 4. A majority-of-3 algorithm for a class of representations $\mathbf{R}=$ $(R, \Gamma, c, \Sigma)$ is an algorithm which on input of 3 representation $r_{1}, r_{2}, r_{3} \in R^{\leq s}$, outputs a representation $r^{\prime}$ of the concept $\operatorname{MAJ}\left(r_{1}, r_{2}, r_{3}\right)$ of length at most e(s), where $e$ is the majority expansion function. The running time of the algorithm is expressed as a function $t(s)$ of the maximum representation length. If $t(s)$ and $e(s)$ are polynomial in $s$ then we say $\mathbf{R}$ is polynomially closed under majority-of-3.

Theorem 3. Let $L$ be a pac-algorithm with sample complexity $m(n, s, \epsilon, \delta)$ subquadratic in $\frac{1}{\epsilon}$, and let $M$ be a majority-of-3 algorithm for $\mathbf{R}=(R, \Gamma, c, \Sigma)$. Then there is an Occam algorithm for $\mathbf{R}$ with compression $m / 3 n m\left(n, s, \frac{1}{2 \sqrt{m}}, \gamma / 3\right)$.

Proof. Let us be given a sample of length $m$. Take $\delta=\gamma / 3$ and $\epsilon=1 / \sqrt{m}$.
Stage 1: Define a uniform distribution on the $m$ examples with $\mu(x)=1 / m$ for each $x$ in the sample. Apply the learning algorithm. It produces (with probability at least $1-\gamma / 3$ ) a hypothesis $r_{1}$ which has error less than $\epsilon$, giving up to $\epsilon m=\sqrt{m}$ exceptions. Denote this set of exceptions by $E_{1}$.
Stage 2: Define a new distribution on the $m$ examples with $\mu(x)=\epsilon_{2}=1 /(2 \sqrt{m})$ for each $x$ in $E_{1}$, and $\mu(x)=\left(1-\left|E_{1}\right| / 2 \sqrt{m}\right) /\left(m-\left|E_{1}\right|\right)$ for each $x$ not in $E_{1}$. Apply the learning algorithm with error bound $\epsilon_{2}$. It produces (with probability at least $1-\gamma / 3$ ) a hypothesis $r_{2}$ which is correct on all of $E_{1}$ and with error less than $\epsilon_{2}$ on the remaining examples. This gives up to $\epsilon_{2}\left(m-\left|E_{1}\right|\right) /(1-$
$\left.\left|E_{1}\right| / 2 \sqrt{m}\right)<\sqrt{m}$ exceptions. Denote this set $E_{2}$. We have that $E_{2}$ is disjoint from $E_{1}$.
Stage 3: Define a new distribution on the $m$ examples with $\mu(x)=1 /\left|E_{1} \cup E_{2}\right|$ for each $x$ in $E_{1} \cup E_{2}$, and $\mu(x)=0$ elsewhere. Apply the learning algorithm with error bound $\epsilon_{3}=1 / 2 \sqrt{m}$. Note that $\left|E_{1}\right| \leq \sqrt{m}$ and $E_{2}<\sqrt{m}$ gives that for $x$ in $E_{1} \cup E_{2}, \mu(x)>\epsilon_{3}$. Thus the algorithm produces (with probability at least $1-\gamma / 3)$ a hypothesis $r_{3}$ which is correct on all of $E_{1}$ and $E_{2}$ and which might be totally wrong elsewhere (we don't care).

In total the number of examples consumed by the pac-algorithm is at most $3 m\left(n, s, \frac{1}{2 \sqrt{m}}, \gamma / 3\right)$ each requiring $n$ bits to describe. The three representations are combined into one representing the majority of the 3 concepts. This is necessarily correct on all of the $m$ examples, since the 3 exception-sets are all disjoint. Furthermore, it can be described in terms of the examples fed to the pacalgorithm and thus achieves compression $f(m, n, s, \gamma)=m / 3 n m\left(n, s, \frac{1}{2 \sqrt{m}}, \gamma / 3\right)$. This is seen to be an increasing function of $m$ given the assumed subquadratic sample complexity.

The following corollaries use the fact that if a class is learnable, it must have finite VC-dimension and hence, according to Equation 1 they are learnable with sample complexity subquadratic in $\frac{1}{\epsilon}$.
Corollary 2. Let a class $\mathbf{R}=(R, \Gamma, c, \Sigma)$ be closed under either exceptions or majority-of-3. Then $\mathbf{R}$ is pac-learnable iff there is an Occam algorithm for $\mathbf{R}$.

Corollary 3. Let a class $\mathbf{R}=(R, \Gamma, c, \Sigma)$ be polynomially closed under either exceptions or majority-of-3. Then $\mathbf{R}$ is polynomially pac-learnable iff there is a polynomial time Occam algorithm for $\mathbf{R}$.

Example. Consider threshold circuits, acyclic circuits whose nodes compute threshold functions of the form $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n} \geq \delta, x_{i} \in\{0,1\}, a_{i}, \delta \in N$ (note that no expressive power is gained by allowing rational weights and threshold). A simple way of representing circuits over the binary alphabet is to number each node and use prefix-free encodings of these numbers. For instance, encode $i$ as $1^{|\operatorname{bin}(i)|} 0 \operatorname{bin}(i)$, the binary representation of $i$ preceded by its length in unary. A complete node encoding then consists of the encoded index, encoded weights, threshold, encoded degree, and encoded indices of the nodes corresponding to its inputs. A complete circuit can be encoded with a node-count followed by a sequence of node-encodings. For this representation, a majority-of-3 algorithm is easily constructed that renumbers two of its three input representations, and combines the three by adding a 3 -input node computing the majority function $x_{1}+x_{2}+x_{3} \geq 2$. It is clear that under this representation, the class of threshold circuits are polynomially closed under majority-of-3. On the other hand they are not closed under exceptions, or under the exception lists of Board and Pitt [5]. Example. Let $h_{1}, h_{2}, h_{3}$ be $3 k$-DNF formulas. Then MAJ $\left\{h_{1}, h_{2}, h_{3}\right\}=\left(h_{1} \wedge\right.$ $\left.h_{2}\right) \vee\left(h_{2} \wedge h_{3}\right) \vee\left(h_{3} \wedge h_{1}\right)$ which can be expanded into a $2 k$-DNF formula. This is not good enough for Theorem [3 but it allows us to conclude that pac-learnability of $k$-DNF implies compression of $k$-DNF into $2 k$-DNF.

## 3 Applications

We demonstrate how our KC-based Occam's razor theorem might be conveniently used, providing better sample complexity than the length-based version. In addition to giving better sample complexity, our new KC-based Occam's razor theorem, Theorem $\square$ is easy to use, as easy as the length based version, as demonstrated by the following two examples.

While it is easy to construct an artificial concept class with extremely bad representations such that our Theorem gives arbitrarily better sample complexity than the length-based sample complexity given in Equation we prefer to give real examples.

## Application 1: Learning a String.

The DNA sequencing process can be modeled as the problem of learning a superlong string in the pac model 910 . We are interested in learning a target string $t$ of length say $3 \times 10^{9}$ (length of a human DNA sequence). At each step, we can obtain as an example a substring of this sequence of length $n$, from a random location of $t$ (Sanger's Procedure). In current practice, $n \approx 500$, and sampling is very expensive. Formally, the concepts we are learning are sets of possible length $n$ substrings of a superstring, and these are naturally represented by the superstrings. We assume a minimal target representation (which may not hold in practice). Suppose we obtain a sample of $m$ substrings (all positive examples). In biological labs, a Greedy algorithm which repeatedly merges a pair of substrings with maximum overlap is routinely used. It is conjectured that Greedy produces a common superstring $t^{\prime}$ of length at most $2 s$, where $s$ is the optimal length (NPhard to find). In [2], we have shown that $s \leq\left|t^{\prime}\right| \leq 4 s$. Assume that $\left|t^{\prime}\right| \approx 2 s \rrbracket$ Using the length-based Occam's razor theorem, this length of $2 s$ would determine the sample complexity, as in Equation with $p(n, s, \delta / 2)=2 \cdot 2 s$ (the extra factor 2 is the 2-logarithm of the size of the alphabet $\{A, C, G, T\})$. Is this the best we can do? It is well-known that the sampling process in DNA sequencing is a very costly and slow process.

Let's now improve the sample complexity using our KC-based Occam's razor theorem.

Lemma 1. Let $t$ be the target string of length $s$ and $t^{\prime}$ be the superstring returned by Greedy of length at most $2 s$. Then

$$
K\left(t^{\prime} \mid t, s, n\right) \leq 2 s(2 \log s+\log n) / n
$$

Proof. We will try to give $t^{\prime}$ a short description using some information from $t$. Let $S=\left\{s_{1}, \ldots, s_{m}\right\}$ be the set of $m$ examples (substrings of $t$ of length $n$ ). Align these substrings with the common superstring $t^{\prime}$, from left to right. Divide them into groups such that each group's leftmost string overlaps with every string in the group but does not overlap with the leftmost string of the previous group. Thus there are at most $2 s / n$ such groups.

[^28]To specify $t^{\prime}$, we only need to specify these $2 s / n$ groups. After we obtain the superstring for each group, we re-construct $t^{\prime}$ by optimally merge the superstrings of the neighboring groups. To specify each group, we only need to specify the first and the last string of the group and how they are merged. This is because every other string in the group is a substring of the string obtained by properly merging the first and last strings. Specifying the first and the last strings requires $2 \log s$ bits of information to indicate their locations in $t$ and we need another $\log n$ bits to indicate how they are merged. Thus $K\left(t^{\prime} \mid t, n\right) \leq 2 s(2 \log s+\log n) / n$.

This lemma shows that Equation 6 can also be applied with $p(n, s, \delta / 2)=$ $2 \cdot 2 s(2 \log s+\log n) / n$, giving a factor $n /(2 \log s+\log n)$ improvement in samplecomplexity. Note that in DNA practice, we have $n=500$ and $s=3 \times 10^{9}$. The sample complexity is reduced over "length based" Occam's razor by a multiplicative factor of $n /(2 \log s+\log n) \approx \frac{500}{2 \times 31+9} \approx 7$.

## Application 2: Learning a Monomial.

Consider boolean space of $\{0,1\}^{n}$. There are two well-known algorithms for learning monomials. One is the standard algorithm.

## Standard Algorithm.

1. Initial Concept: $m=x_{1} \overline{x_{1}} \ldots x_{n} \overline{x_{n}}$.
2. For each positive example, delete from $m$ the variables that would make the example false.
3. Return the resulting monomial $m$.

Haussler [7] proposed a more sophisticated algorithm based on set-cover approximation as follows.

## Haussler's Algorithm.

1. Use only negative examples. For each literal $x$, define $S_{x}$ to be the set of negative examples such that $x$ falsifies these negative examples. The sets associated with the literals in the target monomial form a minimum set cover of negative examples.
2. Run the approximation algorithm of set cover, this will use at most $k \log m$ sets or, equivalently, literals in our approximating monomial. Here $k$ is the number of variables in the target monomial.

It is commonly believed that Haussler's algorithm has better sample complexity than the standard algorithm. We demonstrate that the opposite is sometimes true (in fact for most cases), using our KC-based Occam's razor theorem, Theorem $\mathbb{U}$ Let's assume that our target monomial $M$ is of length $n-\sqrt{n}$. Then the length-based Occam's razor theorem gives sample complexity $n / \epsilon$ for both algorithms, by Formula 6]. However, $K\left(M^{\prime} \mid M\right) \leq \log 3 \sqrt{n}+O(1)$, where $M^{\prime}$ is the monomial returned by the standard algorithm. This is true since the standard algorithm always produces a monomial $M^{\prime}$ that contains all literals of the target monomial $M$. Also, we only need $\log 3 \sqrt{n}+O(1)$ bits to specify whether other literals are in or not in $M^{\prime}$. Thus our Equation gives the sample complexity of $O(\sqrt{n} / \epsilon)$. In fact, as long as $|M|>n / \log n$ (which is most likely to be the case if every monomial has equal probability), it makes sense to use the standard algorithm.

## 4 Conclusions

Several new problems are suggested by this research. If we have an algorithm that, given a length- $m$ sample of a concept in Euclidean space, produces a consistent hypothesis that can be described with only $m^{\alpha}, \alpha<1$ symbols (including a symbol for every real number; we're using uncountable representation alphabet), then it seems intuitively appealing that this implies some form of learning. However, as Board and Pitt noted in their paper [5], the standard proof of Occam's Razor does not apply, since we cannot enumerate these representations. The main open question is under what conditions (specifically on the real number computation model) such an implication would nevertheless hold.

Can we replace the exception element or majority of 3 requirement by some weaker requirement? Or can we even eliminate such closure requirement and obtain a complete reverse of Occam's razor theorem? Our current requirements do not even include things like k-DNF and some other reasonable classes.
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#### Abstract

In this paper, we study a 3D geometric problem originated from computing neural maps in the computational biology community: Given a set $S$ of $n$ points in 3D, compute $k$ cylindrical segments (with different radii, orientations, lengths and no segment penetrates another) enclosing $S$ such that the sum of their radii is minimized. There is no known result in this direction except when $k=1$. The general problem is strongly NP-hard and we obtain a polynomial time approximation scheme (PTAS) for any fixed $k>1$ in $O\left(n^{3 k-2} / \delta^{4 k-3}\right)$ time by returning $k$ cylindrical segments with sum of radii at most $(1+\delta)$ of the corresponding optimal value. Our PTAS is built upon a simple (though slower) approximation algorithm for the case when $k=1$.


## 1 Introduction

Computing and simulating the behavior of a neuron is of particular interest to many researchers in computational biology and medical sciences. To do that, one needs to first study the functional characteristics of neural maps which is again based on the modeling of a neuron. In practice, what researchers in those areas do is to use electronic devices to obtain a dense sample of 3 D points of a neuron and then try to approximate them using segments of cylinders (with different radii, orientations and lengths). Different segments with varying radii have different functional characteristics [JT96 PD.J99. JT00].

However, the problem seems to be difficult. In reality, researchers in those areas usually use available commercial software to reconstruct an approximate 3D polyhedron from the sample points. Then, from the polyhedron, people can manually compute the segments of cylinders which 'seems' to fit the polyhedron the best (Figure 1). In practice, this is a time-consuming process. In this paper, we try to study the problem from a computer scientist's point of view. We are especially interested in designing efficient approximation algorithms for solving the problem.

Theoretically, the problem is to compute $k$ cylindrical segments which enclose a given set of 3 D points $P$ such that the sum of radii of the segments is minimized.

[^29]

Fig. 1. Approximating a reconstructed polyhedron with cylindrical segments.

To the best of our knowledge, the only known related work uses $m$-flats (strips in 2D, cylinders in 3D) to cover a set of points in $d$-dimensions AP00 HV02; moreover, in our problem a cylindrical segment cannot penetrate another one by some small amount (to be defined later). Therefore, when $k>1$, given same input the algorithms of AP00 HV02 might generate completely different output compared with ours. (Of coures, when $k=1$, using cylindrical segment or cylinder does not make much difference.) For $k=1$, Schömer et al. presented an $O\left(n^{4}\right.$ polylog $\left.n\right)$ time algorithm [STY00] and Agarwal et al. obtained an $O\left(n^{3+\epsilon}\right)$ time algorithm AAS97. When $n$ is sufficiently large, both of the algorithms are not practical. Agarwal et al. also obtained a $(1+\delta)$-approximation which runs in $O\left(n / \delta^{2}\right)$ time AAS97. However, their algorithm used several subroutines (like computing the transversal of a set of 3 D cubes and computing the smallest enclosing disks of a set of 2 D points) which also make it hardly practical in terms of implementations. Recently, Chan Ch00 obtained a $(1+\delta)$-approximation which runs in $O(n / \delta)$ time Ch00 using fixed dimensional convex programming.

In this paper, we show that it is possible to modify the proof in MT82] to prove that the general problem when $k$ is not part of the input is strongly NP-hard. We present a polynomial time approximation scheme (PTAS) for the problem for arbitrary fixed $k$. First, for $k=1$ we present a factor- 2 approximation which runs in $O(n \log n)$ time. Based on it, we then obtain a simple $(1+\delta)$-approximation which runs in $O\left(n \log n+n / \delta^{4}\right)$ time. Although the running time is higher than those in [AAS97 Ch00], this algorithm is much simpler, it does not use any of those subroutines used in [AAS97] and it does use convex programming as in Ch00, is hence practical. (The only complex subroutine is computing the diameter of a set of 3D points, which it calls only once.) Moreover, this algorithm can be used as the subroutine in the innermost loop of our PTAS
for the general problem and in that case the $O(n \log n)$ term can be withdrawn as there is no need to compute the diameter of a subset of points explicitly.

## 2 Preliminaries

In this section we make some necessary definitions regarding geometry and approximation algorithms which are related to the problem to be studied. Throughout this paper, the distance metric is Euclidean unless otherwise specified.

An approximation algorithm for a minimization optimization problem $\Pi$ provides a performance guarantee of $\lambda$ if for every instance $I$ of $\Pi$, the solution value returned by the approximation algorithm is at most $\lambda$ of the optimal value for $I$. (Notice that following the above definitions, $\lambda$ is at least 1.) For the simplicity of description, we simply say that this is a factor $\lambda$ approximation algorithm for $\Pi$. A polynomial time approximation scheme (PTAS) for a minimization optimization problem $\Pi$ is an approximation algorithm which achieves an approximation factor of $1+\delta$ (for any $\delta>0$ ) and runs in time which is a polynomial of the input size $n$ and $1 / \delta$.

A cylinder $\mathcal{C}$ is an infinite set of points which have at most a distance $R$ to a given line $l$ in 3D. The line $l$ is called the center of $\mathcal{C}$. The sectional area of $\mathcal{C}$ which is vertical to $l$ corresponds to a disk with radius $R$.

Given a line segment $s_{1} s_{2}$ in 3D, let the distance from a point $q$ to the line through $s_{1} s_{2}$ be $d(q, r)$. The distance from $q$ to $s_{1} s_{2}$ is $d(q, r)$ if $r$ is on the line segment $s_{1} s_{2}$, otherwise the distance from $q$ to $s_{1} s_{2}$ is infinite. A cylindrical segment $S$ is an infinite set of points which have at most distance $R$ to a given line segment $s_{1} s_{2}$ in 3D. Similarly, the line segment $s_{1} s_{2}$ is called the center of $S$. The two sectional areas through $s_{1}, s_{2}$ are called the bases of $S$. The length of $s_{1} s_{2}, d\left(s_{1}, s_{2}\right)$, is called the length of $S$ and $2 R$ is called the width of $S$. We denote them as length $(S)$ and width $(S)$ respectively and we assume that length $(S) \geq$ width $(S)$. The ratio length $(S) /$ width $(S)$ is called the aspect ratio of $S$, denoted by $\alpha(S)$. It is easy to see that $\alpha(S) \geq 1$.

Two cylindrical segments $S_{1}, S_{2}$ intersects each other if $S_{1} \cap S_{2} \neq \emptyset$. Let the width of $S_{1}, S_{2}$ be $w_{1}, w_{2}\left(w_{1} \geq w_{2}\right)$ and let the center of $S_{1}, S_{2}$ be $l_{1}, l_{2}$ respectively. $S_{1}$ penetrates $S_{2}$ if either the distance between $l_{1}, l_{2}$ is less than $\left(w_{1}-w_{2}\right) / 2$ or both of $S_{1}-S_{1} \cap S_{2}$ and $S_{2}-S_{1} \cap S_{2}$ are disconnected. This penetration constraint comes from the corresponding biological application as a branch of a neuron cannot penetrate another one. In practice, we simulate a neuron with approximate cylindrical segments so we allow one segment to penetrate another one by a small amount. (This makes sense as in practice even the sample points obtained contain small errors.) $S_{1}$ penetrates $S_{2}$ by an amount of $\delta$ if either the distance between $l_{1}, l_{2}$ is less than $\left|\left(w_{1}-w_{2}\right) / 2-\delta\right|$ or both of $S_{1}-S_{1} \cap S_{2}$ and $S_{2}-S_{1} \cap S_{2}$ are disconnected. Clearly, it is easy to check whether one cylindrical segment penetrates another one by an amount of $\delta$.

Given a set $P$ of $n$ points in 3D, the diameter of $P$ is the maximum distance $d\left(p_{1}, p_{2}\right), p_{1}, p_{2} \in P$, over all points in $P$. We denote it as $D(P)$. The CSC (Cylinder Segments Cover) problem is defined as follows:

Instance: A set $P$ of points $p_{1}, p_{2}, \ldots, p_{n}$ in the 3D space, integer $k$ and real numbers $K, \sigma$.
Question: Does there exist a set of $k$ cylindrical segments with radii $r_{1}, \ldots, r_{k}$ respectively, such that $r_{1}+r_{2}+\ldots+r_{k} \leq K$, no segment penetrates another by an amount of $\sigma$ and each point in $P$ is contained in at least one of the cylinder segments?

For the optimization version of the problem, we would like to minimize $k$ and $r_{1}+r_{2}+\ldots+r_{k-1}+r_{k}$. Notice that the lengths of the segments do not quite matter as long as no one penetrates another one by an amount of $\sigma$ - this latter condition naturally limits the lengths of some segments.

## 3 The Case when $k=1$

In this section we present an efficient approximation algorithm for the case when $k=1$. Our algorithm is elementary in the sense that it does not use any complex subroutines. The algorithm can also approximate the smallest enclosing cylinder of $P$ by returning its length as infinity.

Given a set $P$ of $n$ points, let $C^{*}$ be the smallest enclosing cylindrical segment of $P$ (i.e., $P$ is completely contained in $C^{*}$ ). We have the following simple approximation algorithm:

## Algorithm 1.

Step 1 Compute the diameter $D(P)$ of $P$. Let $D(P)$ be $d\left(p_{1}, p_{2}\right)$.
Step 2 Use $p_{1} p_{2}$ as the center of the approximating cylindrical segment $A$. The maximum distance between point $q \in P$ and $p_{1} p_{2}$ is the radius of $A$. Also, return the length of $A, d\left(p_{1}, p_{2}\right)$.

Lemma 1. Algorithm 1 presents a factor 2 approximation for the smallest enclosing cylindrical segment problem in $O(n \log n)$ time.


Fig. 2. Approximating a cylindrical segment along the diameter.

Proof: We refer to Figure 2. Let $q$ be the furthest point from $p_{1} p_{2}$. The maximum value of $d\left(q ; p_{1} p_{2}\right)$ is achieved when either $p_{1} p_{2}$ is on the surface of $C^{*}, q$ is on
the other side of $C^{*}$ and the plane through $\triangle p_{1} p_{2} q$ contains the center of $C^{*}$, or, when $p_{1} p_{2}$ has the maximum angle to the center of $C^{*}$, the plane through $\triangle p_{1} p_{2} q$ contains the center of $C^{*}$ and the height on $p_{1} p_{2}$ in $\triangle p_{1} p_{2} q$ is maximized. In both cases, this maximum distance is width $\left(C^{*}\right)$ (Figure 2 shows one of the worst-case situation in 2 D , exchanging $p_{2}$ with $q$ shows the other worst case). The width of the approximating cylindrical segment is hence $2 d\left(q ; p_{1} p_{2}\right)$, which is bounded by $2 \cdot$ width $\left(C^{*}\right)$.

In practice, especially in biology related applications, a factor-2 approximation is hardly useful. So we must have better approximations if we do not want to use the exact solution (which is too expensive). In AAS97 Ch00, two $(1+\delta)$ approximation algorithms for the smallest enclosing cylinder problem, were proposed. The running time are $O\left(n / \delta^{2}\right)$ and $O(n / \delta)$ respectively. We present below an approximation algorithm which achieves the same approximation factor but much easier. We do not need any complex subroutines used in AAS97Ch00.

Lemma 2. Let $u^{*} v^{*}$ be the center of the smallest enclosing cylindrical segment $C^{*}$ of $P$. Then the smaller of the angles between $p_{1} p_{2}$ and $u^{*} v^{*}, \theta$, is at most $\pi / 4$.

Proof: We have width $\left(C^{*}\right) \leq \operatorname{length}\left(C^{*}\right) \cdot \sin \theta$. If $\theta>\pi / 4$ then $C^{*}$ would have a width greater than width $\left(C^{*}\right)$. A contradiction to the optimality of $C^{*}$.

The above two lemmas make the following simple factor- $(1+\delta)$ approximation possible.

## Algorithm 2.

Step 1 Compute the approximate cylindrical segment $A$ of $P$ using Algorithm 1.

Step 2 Increase the radius of the two (circular) bases of $A$ by a factor of $\sqrt{2}$, generate a grid of $2 / \delta \times 2 / \delta$ points on the enlarged bases of $A$. Let the sets of these grid points be $G_{1}$ and $G_{2}$ respectively.
Step 3 For each line $g_{1} g_{2}$ determined by two grid points $g_{1} \in G_{1}, g_{2} \in G_{2}$ find the point $w \in P$ which maximizes $d\left(w ; g_{1} g_{2}\right)$. Over all $g_{1}, g_{2}, w$, let $d\left(w^{*} ; g_{1}^{*} g_{2}^{*}\right)$ be the minimum. Return the cylindrical segment $A^{*}$ with $g_{1}^{*} g_{2}^{*}$ as the center and $2 d\left(w^{*} ; g_{1}^{*} g_{2}^{*}\right)$ as the width. The length of $A^{*}$ can be returned in an extra of $O(n)$ time by finding the two points furthest along $g_{1}^{*} g_{2}^{*}$.

Theorem 1. Algorithm 2 obtains an enclosing cylindrical segment of $P$ with width at most $(1+\delta) \cdot \operatorname{width}\left(C^{*}\right)$.

Proof: Let the bases of $A$ which contains $p_{1}, p_{2}$ be $B_{1}, B_{2}$ respectively. By Lemma 1, we know that width $\left(C^{*}\right) \leq \operatorname{width}(A) \leq 2 \times \operatorname{width}\left(C^{*}\right)$. By Lemma 2, we know that $u^{*} v^{*}$ and $p_{1} p_{2}$ have an angle of at most $\pi / 4$. Therefore, the intersection of line $u^{*} v^{*}$ and $B_{1}, B_{2}$ must be at most $\frac{1}{\cos \theta}\left(\right.$ width $\left.\left(C^{*}\right) / 2\right) \leq \sqrt{2}\left(\right.$ width $\left.\left(C^{*}\right) / 2\right)$
distance away from $p_{1}, p_{2}$, which is bounded by $\sqrt{2}(\operatorname{width}(A) / 2)$. So if we increase the radius of $A$ by a factor of $\sqrt{2}$ and let the resulting bases be $B_{1}^{\prime}, B_{2}^{\prime}$ then the intersection of line $u^{*} v^{*}$ and $B_{1}, B_{2}$ must be on or inside $B_{1}^{\prime}, B_{2}^{\prime}$. As the distance between two adjacent grid points is $\frac{\sqrt{2}}{2} \delta \cdot \operatorname{width}(A) \leq \sqrt{2} \delta \cdot \operatorname{width}\left(C^{*}\right)$, clearly, these intersection points must be at most $\frac{1}{2} \delta \cdot$ width $(A) \leq \delta \cdot$ width $\left(C^{*}\right)$ distance away from the closest grid points. Following Algorithm 2, the returned width of $A^{*}, 2 d\left(w^{*} ; g_{1}^{*} g_{2}^{*}\right)$, is at most $(1+\delta) \cdot \operatorname{width}\left(C^{*}\right)$.

The running time of the above algorithm is $O\left(n \log n+n / \delta^{4}\right)$, which is slower than those algorithms in AAS97 Ch00. However, our algorithm does not use any complex subroutines like computing the transversal of a set of cubes in 3D and computing the smallest enclosing disk of a set of points in 2D as in AAS.97 or convex programming as in Ch00; therefore, algorithm is completely practical. The $O(n \log n)$ component is due to the computation of diameter of a set of 3 D points Ra00, which is not an easy task in terms of implementations. Fortunately, we can use any $O(n)$-time factor- $c$ approximation for the diameter of $P$ which only increases the running time of the corresponding algorithm by a constant factor (related to $c$ ). (Similar ideas are used in AP00 Ch00 in which they use a factor-2 approximation for the diameter of $P$.) For the CSC problem, in each segment of a neuron (which can be approximated with a cylindrical segment) the number of points sampled is not too huge (usually a couple of thousand) $\sqrt{2}$; therefore, we can even use the brute-force $O\left(n^{2}\right)$ algorithm in practice.

In the next section, we show how to use this algorithm as a subroutine in the innermost loop of our PTAS for any fixed $k>1$.

## 4 The Case for Any Fixed $k>1$

In this section, we shall proceed with the problem of covering $P$ with $k$ cylindrical segments such that no one penetrates another by an amount of $\delta$ and the sum of their radii is to be minimized. We present a PTAS for the problem, using the results in the previous section as an efficient subroutine.

Let $A_{i}^{*}, i=1, \ldots, k$, be the $k$ optimal approximating cylindrical segments of $P$. Let $S_{i}^{*}, i=1, \ldots, k$ be the points of $P$ which is contained in $A_{i}^{*}$. We have the following lemma.

Lemma 3. For at least one $i$, the diameter of $S_{i}^{*}$ contains at least one extreme point of $P$.

Note that when $k=2$ we can have a stronger version of the above lemma. In that case, the diameter of at least one of $S_{1}^{*}, S_{2}^{*}$ is an antipodal pair of $P$. We present the following PTAS for the general problem and the objective is to return $k$ approximating cylindrical segments $A_{1}, \ldots, A_{k}$.

[^30]
## Algorithm $k$ CSC.

Step $1 \quad$ Compute the convex hull of $P, C H(P)$.
Step 2 $\quad i \leftarrow 1$.
Step $3 \quad$ For each point $p \in C H(P)$, do the following.
3.1 For each point $q \in P, q \neq p$, let the points of $P$ contained in the intersection of two balls centered at $p, q$ and with radius $d(p, q)$, $B(p ; d(p, q)) \cap B(q ; d(p, q))$, be $S_{i}^{\prime}$.
3.2 Use a slightly modified Algorithm 2 to compute an approximate cylindrical segment $A_{i}$ as follows.
3.2.1 Compute the approximate cylindrical segment $A_{i}^{\prime}$ of $S_{i}^{\prime}$ using Algorithm 1.
3.2.2 Increase the radius of the two bases of $A_{i}^{\prime}$ by a factor of $\sqrt{2}$, generate a grid of $2 / \delta \times 2 / \delta$ points on the enlarged bases of $A_{i}^{\prime}$. Let the sets of these grid points be $G_{1}^{\prime}$ and $G_{2}^{\prime}$ respectively.
3.2.3 For each line $g_{1} g_{2}$ determined by two grid points $g_{1} \in G_{1}^{\prime}, g_{2} \in$ $G_{2}^{\prime}$ and each point $r \in S_{i}^{\prime}$ compute an approximate cylindrical segment $A_{i}$ with radius $d\left(r ; g_{1} g_{2}\right)$ which encloses a subset of points in $S_{i}^{\prime}$. The length of $A_{i}$ can be returned in an extra $O(n)$ time by finding the two points enclosed in $A_{i}^{\prime}$ which are the furthest along $g_{1} g_{2}$. Let the points of $S_{i}^{\prime}$ contained in $A_{i}$ be $S_{i}$.
3.2.4 Update $P \leftarrow P-S_{i}, i \leftarrow i+1$. Repeat Step (3) until $i=k+1$. Identify all valid solutions by checking in each set of solution whether there exists a cylindrical segment which penetrates another one by $\delta$. Among all valid solutions, compute the sum of the radii of the $k$ cylindrical segments. Return the set of cylindrical segments with the minimum sum of radii.

From Lemma 3, for at least one $i$, the diameter of $S_{i}^{*}$ contains at least one extreme point of $P$. The algorithm is basically to try all possible extreme point $p$ and all possible point $q$ such that $p q$ is the diameter of $S_{i}^{*}$. By appling a slightly modified Algorithm 2 (i.e., to try all possible approximate cylindrical segments with radii $d\left(r ; g_{1} g_{2}\right)$, over all $r \in S_{i}^{\prime}$ and all grid points $g_{1}, g_{2}$ on different bases of $\left.A_{i}^{\prime}\right)$, we can obtain an $(1+\delta)$ approximation $A_{i}$ for $A_{i}^{*}$ in $O\left(\frac{n^{3}}{\delta^{4}}\right)$ time. Lemma 3 still holds after updating $P \leftarrow P-S_{i}$. Therefore, this recursive algorithm certainly can find a set of approximate cylindrical segments $A_{i}$ for $A_{i}^{*}, i=1, \ldots, k$ such that the sum of their radii is at most $(1+\delta)$ that of $A_{i}^{*}, i=1, \ldots, k$.

Let $T(n, k)$ be the running time from step (2) to step (4) in the above algorithm, we have

$$
\begin{aligned}
& T(n, k)=O\left(\frac{n^{3}}{\delta^{4}}\right) T(n, k-1), k>1, \\
& T(n, 1)=O\left(\frac{n}{\delta^{4}}\right),
\end{aligned}
$$

which is $O\left(\frac{n^{3 k-2}}{\delta^{4 k}}\right)$. Therefore the running time of the whole algorithm is $O(n \log$ $\left.n+\frac{n^{3 k-2}}{\delta^{4 k}}\right)$. The $O(n \log n)$ term is the cost of step (1) for constructing 3D convex
hull PS855. When $k>1$, the running time is simply $O\left(\frac{n^{3 k-2}}{\delta^{4 k}}\right)$. Note that at Step 3.2 .4 if we stop at $i=k$ and simply use the algorithm in Ch00] to compute the last approximate cylindrical segment containing all the remaining points then we can improve the running time of the above PTAS to $O\left(\frac{n^{3 k-2}}{\delta^{4 k-3}}\right)$. (However, we cannot use Chan's algorithm at other steps in our algorithm.) We thus have the following theorem for CSC when $k>1$ is fixed.

Theorem 2. There is a polynomial time approximation scheme for the CSC problem when $k>1$ is fixed: for any small $\delta>0$, it runs in $O\left(\frac{n^{3 k-2}}{\delta^{4 k-3}}\right)$ time and returns $k$ minimum cylindrical segments whose sum of width are at most $(1+\delta)$ of the corresponding optimum.

We remark that with simple modification, our PTAS for any fixed $k$ would work for any function $f$ over the $k$ radii $r_{1}, \ldots, r_{k}$ as long as the function is monotone and $f(0, \ldots, 0)=0$ (in our current setting $f\left(r_{1}, \ldots, r_{k}\right)=r_{1}+\ldots+r_{k}$ ). For instance, our PTAS also works when the objective is to minimize the sum of volume of the cylindrical segments.

## 5 Hardness Result

In this section, we sketch how to modify the proof of Megiddo and Tamir MT82 to show that the general problem of covering a set of 3D points with the minimum number of line segments (cylindrical segments with radii zero) in 3D is strongly NP-hard G.J79]. Like in [MT82], we reduce the 3SAT problem to our problem. To simplify the presentation, we first sketch the proof of MT82] and we then show how to modify the proof for our problem.

Given an instance of 3SAT $E_{1} \wedge E_{2} \wedge \cdots \wedge E_{m}$, where $E_{j}=a_{j} \vee b_{j} \vee$ $c_{j},\left\{a_{j}, b_{j}, c_{j}\right\} \subset\left\{v_{1}, \bar{v}_{1}, \ldots, v_{n}, \bar{v}_{n}\right\}, j=1, \ldots, m$, Megiddo and Tamir construct $m$ points in 2D such that each $E_{j}$ is represented by a point $p_{j}$. For each pair of variable $v_{i}, \bar{v}_{i}$, they construct $m^{2}$ points. So in total $m+n \times m^{2}$ points (for $m$ clauses and $n$ variable pairs) are constructed. The reduction of [MT82] takes a pseudo-polynomial time to construct the $n \times m^{2}$ points which correspond to $n$ variables. Each group of $m^{2}$ points (which corresponds to a variable) needs at least $m$ lines to cover and there are only two sets of $m$ lines to cover these $m^{2}$ points (which correspond to the true and false assignment of that variable). If a variable $v_{i}\left(\bar{v}_{i}\right)$ appears in $E_{j}$, then one line in the $m$ lines corresponding to the true (false) assignment of $v_{i}$ covers $p_{j}$. Therefore, $E_{1} \wedge E_{2} \wedge \cdots \wedge E_{m}$ is satisfiable if and only if the whole $m+n \times m^{2}$ points can be covered by $m n$ lines.

In our problem, we need to use cylindrical segments in 3D to cover the points such that no segment penetrates another one by some amount $\sigma$. From now on we set $\sigma=0$; moreover, each cylindrical segment is a line segment (i.e., with radius zero) and two segments can only intersect at a common endpoint. In the previous 2D construction, any covering line penetrates another one. To make the proof work for our problem, we first fix $p_{1}, \ldots p_{m}$ on a line $L$ and then rotate each of the $n$ groups of points around $L$ such that the following property still holds. (Each group, which contains $m^{2}$ points, corresponds to a variable and


Fig. 3. $v$ appears in $E_{1}$ and $\bar{v}$ appears in $E_{3}$.
each group of points always lie on the same plane after rotation.) Each group of $m^{2}$ points needs at least $m$ 3D line segments to cover and there are only two sets of $m$ 3D line segments to cover these $m^{2}$ points (which correspond to the true and false assignment of that variable). Also, none of the 3D line segments covers a point which belongs to different variable. If a variable $v_{i}\left(\bar{v}_{i}\right)$ appears in $E_{j}$, then one segment of the $m$ segments which are corresponding to the true (false) assignment of $v_{i}$ touches $p_{j}$. We show a brief example of the construction in Figure 3.

Therefore, $E_{1} \wedge E_{2} \wedge \cdots \wedge E_{m}$ is satisfiable if and only if the whole $m+n \times m^{2}$ 3D points can be covered by $m n$ 3D line segments (cylindrical segments whose sum of radii is zero). The reduction, as in MT82, takes a pseudo-polynomial time on determining the coordinates of the $n \times m^{2}$ points corresponding to the variables. Therefore, we have the following result.

Corollary 1. It is strongly NP-hard to decide whether a set of 3D points can be covered by the minimum number of $3 D$ cylindrical segments with the minimum sum of radii such that no segment penetrates another one.

## 6 Concluding Remarks

In this paper, we investigate the problem of approximating a set $P$ of $n$ 3D points with $k$ minimum cylindrical segments. We present a very simple algorithm for the case when $k=1$. For the case when $k>1$, we obtain a PTAS which runs in $O\left(\frac{n^{3 k-2}}{\delta^{4 k-3}}\right)$ time. Here, we mention briefly our early empirical testing of the algorithms presented in this paper. Unfortunately, when $k \geq 2$ the algorithm is already impractical for $n=10,000$ points. This probably explains in practice why practitioners first use commercial software to reconstruct a polyhedron from the input points - this will provide useful topological information for computing the approximating cylindrical segments. This implies, from another angle, that this PTAS is completely theoretical.

A lot of questions remain to be answered regarding this problem, both theoretically and practically. An immediate theoretical question is whether we can obtain a PTAS when $k$ is not part of the input. Another problem is whether the objective of minimizing the sum of radii of a set of cylindrical segments is truely what the biologists want (they just want that the radius of each approximating segment is minimized). This question might not be able to be answered in satisfactory without practical simulations. Our feeling is that the true objective function should be minimizing the volume of the union of the cylindrical segments, which is not very easy to compute as the union has at least a quadratic combinatorial complexity.
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#### Abstract

Let each vertex $v$ of a graph $G$ have a positive integer weight $\omega(v)$. Then a multicoloring of $G$ is to assign each vertex $v$ a set of $\omega(v)$ colors so that any pair of adjacent vertices receive disjoint sets of colors. A partial $k$-tree is a graph with tree-width bounded by a fixed constant $k$. This paper presents an algorithm which finds a multicoloring of any given partial $k$-tree $G$ with the minimum number of colors. The computation time of the algorithm is bounded by a polynomial in the number of vertices and the maximum weight of vertices in $G$.


## 1 Introduction

Let $G=(V, E)$ be a graph with vertex set $V$ and edge set $E$. A vertex-coloring of a graph $G$ is to color all vertices so that any pair of adjacent vertices are colored with different colors. Let each vertex $v$ of $G$ have a positive integer weight $\omega(v)$. Let $C$ be a set of colors, and let $2^{C}$ be the power set of $C$. Then a multicoloring $\Gamma$ of $G$ is a mapping from $V$ to $2^{C}$ which assigns each vertex $u \in V$ a set $\Gamma(u)$ of $\omega(u)$ colors in $C$ in a way that $\Gamma(v) \cap \Gamma(w)=\emptyset$ for any pair of adjacent vertices $v, w \in V$. Thus the ordinary vertex-coloring is merely a multicoloring for the special case where $\omega(v)=1$ for every vertex $v$. The multichromatic number $\chi_{\omega}(G)$ of $G$ is the minimum number of colors required for a multicoloring of $G$, that is,

$$
\chi_{\omega}(G)=\min \left\{|C|: G \text { has a multicoloring } \Gamma: V \rightarrow 2^{C}\right\} .
$$

The multicoloring problem is to compute the multichromatic number $\chi_{\omega}(G)$ of a given graph $G$. Consider a graph $G$ in Fig. [(a) where $\omega(v)$ is attached to each vertex $v$. Since $v_{1}, v_{2}$ and $v_{5}$ are adjacent with each other, $\chi_{\omega}(G) \geq \omega\left(v_{1}\right)+$ $\omega\left(v_{2}\right)+\omega\left(v_{5}\right)=5$. Since $G$ has a multicoloring with five colors $c_{1}, c_{2}, \cdots, c_{5}$ as illustrated in Fig. [(b), $\chi_{\omega}(G) \leq 5$. Thus $\chi_{\omega}(G)=5$.

The multicoloring problem has a natural application in scheduling theory 9. Consider a set $V$ of jobs such that each job $v \in V$ needs a total of $\omega(v)$ units of time to be finished and there are several pairs of jobs which cannot be executed simultaneously. We wish to find a schedule of the minimum completion time. This problem can be modeled by a graph $G$ in which a vertex corresponds to a job and an edge corresponds to a pair of jobs which cannot be executed simultaneously. A multicoloring of $G$ with $\alpha$ colors corresponds to a preemptive schedule of


Fig. 1. (a) A partial 3-tree $G$ and (b) a multicoloring $\Gamma$ of $G$ with five colors.
completion time $\alpha$; if vertex $v$ receives $\omega(v)$ colors, say $c_{i_{1}}, c_{i_{2}}, \cdots, c_{i_{\omega(v)}}$, then job $v$ is executed in the $i_{1}$ th, $i_{2}$ th, $\cdots$, and $i_{\omega(v)}$ th time slots, total in $\omega(v)$ time slots. The goal is to find a preemptive schedule of the minimum completion time of all jobs. Clearly, the minimum completion time is equal to the multichromatic number $\chi_{\omega}(G)$ of $G$.

Since the vertex-coloring problem is NP-hard, the multicoloring problem is of course NP-hard and hence it is very unlikely that the multicoloring problem can be efficiently solved for general graphs. However, there may exist an efficient algorithm to solve the multicoloring problem for a restricted class of graphs. Indeed, the problem can be solved for trees in time $O(n)$ [28], for triangulated graphs in time $O\left(n^{2}\right)$ [ 28 ], for perfect graphs in time $O(m n)$ [ $\overline{]}$ ], and for seriesparallel graphs in time $O(n W)$ [12], where $m$ is the number of edges, $n$ is the number of vertices of a given graph $G$, and $W$ is the maximum vertex weight, that is, $W=\max _{v \in V} \omega(v)$.

In this paper we consider another class of graphs, called "partial $k$-trees." A partial $k$-tree is a graph of "tree-width" bounded by a fixed constant $k$. The class of partial $k$-trees is fairly large; for example, trees, forests, outerplanar graphs and series-parallel graphs are all partial $k$-trees. A formal definition of a partial $k$-tree will be given in Section 2. It is thus desired to obtain an efficient algorithm to solve the multicoloring problem for partial $k$-trees. There are general methods to design algorithms for solving many problems on partial $k$-trees, including the vertex-coloring problem, the Hamiltonian cycle problem, the maximum independent vertex set problem, etc. 15610 . However, a straightforward algorithm directly derived from the general methods takes time $O\left(n\left(2^{\chi_{\omega}(G)}\right)^{2(k+1)}\right)=O\left(n 2^{2(k+1)^{2} W}\right)$ to solve the multicoloring problem for partial $k$-trees $G$. Note that $\chi_{\omega}(G) \leq(k+1) W$ since any partial $k$-tree $G$ has a vertex-coloring with at most $k+1$ colors and hence $G$ has a multicoloring with at most $(k+1) W$ colors. The computation time of the algorithm is not bounded by a polynomial in $n$ and $W$. Thus it is desired to obtain a "parametric algorithm" of computation time bounded by a polynomial in both $n$ and $W$ [7].

In this paper we give an algorithm to solve the multicoloring problem for partial $k$-trees in time $O\left(n W^{2^{2 k+3}} \log _{2} W\right)$. Thus the algorithm is much faster than the straightforward algorithm above, and is the first one whose time com-


Fig. 2. A process of generating 3-trees.
plexity is bounded by a polynomial in both $n$ and $W$. The algorithm takes linear time if $W$ is bounded. It should be noted that an ordinary representation of a multicoloring of $G$ requires space of size at least $\sum_{v \in V} \omega(v)=O(n W)$. Our algorithm is based on a clever and detailed formation of dynamic programming.

The rest of the paper is organized as follows. Section 2 includes basic definitions and notations. Section 3 gives an algorithm to solve the multicoloring problem for partial $k$-trees. Finally, Section 4 is a conclusion.

## 2 Terminology and Definitions

In this section we give some definitions. We deal with a simple undirected graph without multiple edges or self-loops. An edge joining vertices $u$ and $v$ is denoted by $(u, v)$. We denote by $n$ the number of vertices in $G$, and assume that $k$ is a bounded positive integer.

A $k$-tree is defined recursively as follows [4]:
(1) A complete graphs with $k+1$ vertices is a $k$-tree.
(2) If $G$ is a $k$-tree and $k$ vertices induce a complete subgraph of $G$, then a graph obtained from $G$ by adding a new vertex and joining it with each of the $k$ vertices is a $k$-tree,

Any subgraph of a $k$-tree is called a partial $k$-tree. Thus a partial $k$-tree $G=$ $(V, E)$ is a simple graph, and $|E|<k n$. Figure 2 illustrates a process of generating 3-trees. The graph in Fig. ${ }^{1}$ is a partial 3-tree since it is a subgraph of the last 3 -tree in Fig. [2]

A binary tree $T=\left(V_{T}, E_{T}\right)$ is called a tree-decomposition of a partial $k$-tree $G=(V, E)$ if $T$ satisfies the following conditions (a) - (f):
(a) every node $X \in V_{T}$ of $T$ is a subset of $V$, and $|X| \leq k+1$;
(b) $\bigcup_{X \in V_{T}} X=V$;
(c) for each edge $e=(u, v)$ of $G, T$ has a leaf $X \in V_{T}$ such that $u, v \in X$;
(d) if node $X_{p}$ lies on the path in $T$ from node $X_{q}$ to node $X_{r}$, then $X_{q} \cap X_{r} \subseteq$ $X_{p}$
(e) the number of nodes in $T$ is $O(n)$; and
(f) each internal node $X_{i}$ of $T$ has exactly two children, say $X_{l}$ and $X_{r}$, and either $X_{i}=X_{l}$ or $X_{i}=X_{r}$.

We will use notions as: leaf, node, child, and root in their usual meaning. Figure 3 illustrates a tree-decomposition $T$ of the partial 3-tree in Fig. []. We denote by $X_{0}$ the root of a tree-decomposition.


Fig. 3. Tree-decomposition of the partial 3-tree in Fig. (1)

Since a tree-decomposition of a partial $k$-tree can be found in linear time 3], we may assume that a partial $k$-tree $G$ and its tree-decomposition $T$ are given.

A multicoloring of a graph $G=(V, E)$ is an ordinary vertex-coloring of a new graph $G_{\omega}$, constructed from $G$ as follows: replace each vertex $u \in V$ with a complete graph $K_{\omega(u)}$ of $\omega(u)$ vertices, and join all vertices of $K_{\omega(v)}$ to all vertices in $K_{\omega(w)}$ for each edge $(v, w) \in E$, as illustrated in Fig. 四 the resulting graph is $G_{\omega}$. Then a multicoloring of $G$ induces an ordinary vertex-coloring of $G_{\omega}$, and vice versa. Thus the multicoloring problem for $G$ can be reduced to the vertexcoloring problem for $G_{\omega}$. Since $G_{\omega}$ has $n^{\prime}=\sum_{v \in V} \omega(v)(\leq n W)$ vertices and $O\left((n+m) W^{2}\right)$ edges, the reduction takes time $O\left((n+m) W^{2}\right)$, where $m=|E|$. Unfortunately, $G_{\omega}$ is not always a partial $k$-tree even if $G$ is a partial $k$-tree. One cannot thus solve the multicoloring problem for a partial $k$-tree $G$ by applying to $G_{\omega}$ the linear-time algorithm for finding a vertex-coloring of a partial $k$-tree in 15 . However, if $G$ is a partial $k$-tree, then $G_{\omega}$ is a partial $k^{\prime}$-tree for an integer $k^{\prime}=(k+1) W$. The vertex-coloring problem can be solved for a partial $k^{\prime}$-tree $G_{\omega}$ in time $O\left(n^{\prime}\left(k^{\prime}+1\right)^{2\left(k^{\prime}+1\right)}\right)$ [15]. Thus the multicoloring problem for a partial $k$-tree $G$ can be solved in time $O\left(n W((k+1) W+1)^{2((k+1) W+1)}\right)$. The computation time is not bounded by a polynomial in $n$ and $W$. On the other hand, the computation time $O\left(n W^{2^{2 k+3}} \log _{2} W\right)$ of our algorithm is bounded by a polynomial in both $n$ and $W$.

## 3 Algorithm

The main result of the paper is the following theorem.
Theorem 1. Let $k$ be a bounded positive integer, let $G$ be any partial $k$-tree, and let $\alpha$ be any positive integer. Then one can know in time $O\left(n(\alpha+1)^{2^{2 k+3}}\right)$ whether $G$ has a multicoloring with $\alpha$ colors.

Using a binary search technique, one can compute the multichromatic number $\chi_{\omega}(G)$ of $G$ by applying Theorem 1 for at most $\log _{2}((k+1) W)$ values of $\alpha$, $1 \leq \alpha \leq(k+1) W$, since $\chi_{\omega}(G) \leq(k+1) W$. We thus have the following corollary.

Corollary 1. The multichromatic number $\chi_{\omega}(G)$ of a partial $k$-tree $G$ can be computed in time $O\left(n W^{2^{2 k+3}} \log _{2} W\right)$.


Fig. 4. Transformation of $G$ to $G_{\omega}$.


Fig. 5. (a) Graph $G_{i}=G_{l} \cup G_{r}$ (b) Graphs $G$ and $G_{i}$.

In the remainder of this section we give a proof of Theorem From now on we call a multicoloring simply a coloring. Let $C$ be a set of $\alpha$ colors. Although we give an algorithm to examine whether a partial $k$-tree $G=(V, E)$ has a coloring $\Gamma: V \rightarrow 2^{C}$, it can be easily modified so that it actually finds a coloring $\Gamma$ of $G$ with $\alpha$ colors in $C$. Our idea is to extend a technique developed for the edgecoloring problem [4.1] to the multicoloring problem and to reduce the size of a Dynamic Programming (DP) table to $O\left((\alpha+1)^{2^{2 k+3}}\right)$ by considering "counts" and "pair-counts."

Let $G=(V, E)$ be a partial $k$-tree, and let $T=\left(V_{T}, E_{T}\right)$ be a tree-decomposition of $G$. Each node $X_{i}$ of $T$ corresponds to a subgraph $G_{i}=$ $\left(V_{i}, E_{i}\right)$ of $G$. The vertex set $V_{i}$ and edge set $E_{i}$ of $G_{i}$ are recursively defined as follows: if $X_{i}$ is a leaf of $T$, then $V_{i}=X_{i}$ and $E_{i}=\left\{(u, v) \in E: u, v \in X_{i}\right\}$; if $X_{i}$ is an internal node of $T$, the left child $X_{l}$ of $X_{i}$ corresponds to a subgraph $G_{l}=\left(V_{l}, E_{l}\right)$ of $G$, and the right child $X_{r}$ corresponds to $G_{r}=\left(V_{r}, E_{r}\right)$, then $V_{i}=V_{l} \cup V_{r}$ and $E_{i}=E_{l} \cup E_{r}$, and hence $G_{i}$ is a union of two graphs $G_{l}$ and $G_{r}$ as illustrated in Fig. 5 (a), where $X_{i}=X_{l}$ and $X_{r}$ are indicated by ovals drawn by thick lines. Clearly $G=G_{0}$ for the root $X_{0}$ of $T$. One can easily observe that, for each node $X_{i}$ of $T, X_{i} \subseteq V_{i}$ and any edge of $G$ with both ends in $X_{i}$ is contained in $E_{i}$. The condition (d) of a tree-decomposition implies that $V_{l} \cap V_{r}=X_{l} \cap X_{r} \subseteq X_{i}$ and $E_{l} \cap E_{r}=\left\{(u, v) \in E_{i}: u, v \in X_{l} \cap X_{r}\right\}$ as illustrated in Fig. ${ }^{5}$ (a), and that no edge of $G$ joins a vertex in $V_{i}-X_{i}$ and a vertex in $V-V_{i}$ for each node $X_{i}$ of $T$. (See Fig. 5(b).) Figure (a) depicts the partial 3 -tree $G=G_{0}$ in Fig. $\square$ (a); $G_{0}$ corresponds to the root $X_{0}=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ of a tree-decomposition $T$ in Fig. 3. Figure [6) depicts $G_{1}$ corresponding to


Fig. 6. (a) Colorings $\Gamma_{0}$ of $G=G_{0}$, (b) $\Gamma_{1}$ of $G_{1}$, and (c) $\Gamma_{2}$ of $G_{2}$.
the left child $X_{1}=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ of the root $X_{0}$, while Fig. [6(c) depicts $G_{2}$ corresponding to the right child $X_{2}=\left\{v_{1}, v_{3}, v_{4}, v_{6}\right\} . G_{0}$ is the union of $G_{1}$ and $G_{2}$.

For a node $X_{i} \in V_{T}$ of $T$, a coloring $\Gamma$ of $G_{i}$, and a color $c \in C$, we define a set $Y\left(X_{i} ; \Gamma, c\right) \subseteq X_{i}$ as follows:

$$
Y\left(X_{i} ; \Gamma, c\right)=\left\{v \in X_{i}: c \in \Gamma(v)\right\} .
$$

That is, $Y\left(X_{i} ; \Gamma, c\right)$ consists of all vertices $v$ in $X_{i}$ that are assigned a color $c$ by $\Gamma$. On the other hand, for a coloring $\Gamma$ of $G_{i}$ and a set $A \subseteq X_{i}$, we define a set $C_{\Gamma}(A) \subseteq C$ as follows:

$$
C_{\Gamma}(A)=\left\{c \in C: A=Y\left(X_{i} ; \Gamma, c\right)\right\} .
$$

That is, $C_{\Gamma}(A)$ consists of all colors $c$ in $C$ such that $\left\{v \in X_{i}: c \in \Gamma(v)\right\}=A$. Probably $C_{\Gamma}(A)=\emptyset$ for many sets $A \subseteq X_{i}$. We call the mapping $C_{\Gamma}: 2^{X_{i}} \rightarrow 2^{C}$ the color function of $\Gamma$ on $X_{i}$. Clearly, $\mathcal{F}_{\Gamma}=\left\{C_{\Gamma}(A): A \in 2^{X_{i}}\right\}$ is a partition of set $C$.

We say that a coloring of $G_{i}$ is extensible if it can be extended to a coloring of the whole graph $G=G_{0}$ without changing the coloring of $G_{i}$. Both the coloring $\Gamma_{1}$ of $G_{1}$ in Fig. [6(b) and the coloring $\Gamma_{2}$ of $G_{2}$ in Fig. [G(c) are extensible because both can be extended to the coloring $\Gamma_{0}$ of $G_{0}$ in Fig. 6(a).

Any mapping $\gamma: 2^{X_{i}} \rightarrow\{0,1,2, \cdots, \alpha\}$ is called a count on a node $X_{i}$. A count $\gamma$ on $X_{i}$ is defined to be active if $G_{i}$ has a coloring $\Gamma$ such that $\gamma(A)=$ $\left|C_{\Gamma}(A)\right|$ for each set $A \in 2^{X_{i}}$. Such a count $\gamma$ is called the count of the coloring $\Gamma$. Since $|C|=\alpha$ and $\mathcal{F}_{\Gamma}=\left\{C_{\Gamma}(A): A \in 2^{X_{i}}\right\}$ is a partition of set $C$, any active count $\gamma$ satisfies $\sum_{A \in 2^{x_{i}}} \gamma(A)=\alpha$.

Example Let $\Gamma_{0}$ be the coloring of $G_{0}$ in Fig. 6(a), then the color function $C_{\Gamma_{0}}$ on $X_{0}$ satisfies

$$
\begin{aligned}
C_{\Gamma_{0}}\left(\left\{v_{1}, v_{3}\right\}\right) & =\left\{c_{1}, c_{2}\right\}, \\
C_{\Gamma_{0}}\left(\left\{v_{2}, v_{4}\right\}\right) & =\left\{c_{3}, c_{4}\right\}, \\
C_{\Gamma_{0}}\left(\left\{v_{4}\right\}\right) & =\left\{c_{5}\right\},
\end{aligned}
$$

and

$$
C_{\Gamma_{0}}(A)=\emptyset
$$

for any other set $A \subseteq X_{0}$. Therefore the count $\gamma_{0}$ of $\Gamma_{0}$ satisfies

$$
\begin{aligned}
\gamma_{0}\left(\left\{v_{1}, v_{3}\right\}\right) & =2, \\
\gamma_{0}\left(\left\{v_{2}, v_{4}\right\}\right) & =2, \\
\gamma_{0}\left(\left\{v_{4}\right\}\right) & =1,
\end{aligned}
$$

and

$$
\gamma_{0}(A)=0
$$

for any other set $A \subseteq X_{0}$. Similarly, the coloring $\Gamma_{1}$ of $G_{1}$ for $X_{1}=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ in Fig. [6) has a count $\gamma_{1}$ such that

$$
\begin{aligned}
\gamma_{1}\left(\left\{v_{1}, v_{3}\right\}\right) & =2, \\
\gamma_{1}\left(\left\{v_{2}, v_{4}\right\}\right) & =2, \\
\gamma_{1}\left(\left\{v_{4}\right\}\right) & =1,
\end{aligned}
$$

and

$$
\gamma_{1}(A)=0
$$

for any other set $A \subseteq X_{1}$. On the other hand, the coloring $\Gamma_{2}$ of $G_{2}$ for $X_{2}=$ $\left\{v_{1}, v_{3}, v_{4}, v_{6}\right\}$ in Fig. [6(c) has a count $\gamma_{2}$ such that

$$
\begin{array}{r}
\gamma_{2}\left(\left\{v_{1}, v_{3}, v_{6}\right\}\right)=2, \\
\gamma_{2}\left(\left\{v_{4}\right\}\right)=3,
\end{array}
$$

and

$$
\gamma_{2}(A)=0
$$

for any other set $A \subseteq X_{2}$.
One can easily observe that the following lemma holds.
Lemma 1. Let $\Gamma$ and $\Gamma^{\prime}$ be colorings of $G_{i}$ for a node $X_{i}$ of $T$, and assume that $\Gamma$ and $\Gamma^{\prime}$ have the same count. Then $\Gamma$ is extensible if and only if $\Gamma^{\prime}$ is extensible.

Define an equivalence relation $\cong$ on the set of all colorings of $G_{i}$, as follows: $\Gamma \cong \Gamma^{\prime}$ if the colorings $\Gamma$ and $\Gamma^{\prime}$ of $G_{i}$ have the same (active) count. Then each active count on $X_{i}$ characterizes an equivalence class of colorings of $G_{i}$. Lemma implies that either all the colorings in an equivalence class are extensible or none of them is extensible. Since $\left|X_{i}\right| \leq k+1$, there are $(\alpha+1)^{2^{\left|X_{i}\right|}}\left(\leq(\alpha+1)^{2^{k+1}}\right)$
distinct counts $\gamma: 2^{X_{i}} \rightarrow\{0,1,2, \cdots, \alpha\}$ on $X_{i}$. The main step of our algorithm is to compute a table of all active counts on each node of $T$ from leaves to the root $X_{0}$ of $T$ by means of dynamic programming. From the table on the root $X_{0}$ one can easily know whether $G$ has a coloring with $\alpha$ colors, as follows.

Lemma 2. A partial $k$-tree $G$ has a coloring with $\alpha$ colors if and only if the table on root $X_{0}$ has at least one active count.

We first compute the table of all active counts on each leaf $X_{i}$ of $T$ as follows:
(1) enumerate all counts $\gamma$ of $X_{i}$; and
(2) find all active ones from them.

There are at most $(\alpha+1)^{2^{k+1}}$ distinct counts $\gamma$ on $X_{i}$. Since $G_{i}=\left(V_{i}, E_{i}\right)$ and $V_{i}=X_{i}$, one can easily know that a count $\gamma$ is active if and only if $\gamma$ satisfies the following conditions (a), (b) and (c):
(a) $\sum\left\{\gamma(A): A \in 2^{X_{i}}\right\}=\alpha$;
(b) $\sum\left\{\gamma(A): A \in 2^{X_{i}}, v \in A\right\}=\omega(v)$ for each vertex $v \in X_{i}$; and
(c) $\gamma(A)=0$ if $A \in 2^{X_{i}}$ and $u, v \in A$ for some edge $(u, v)$ of $G_{i}$.

Since $\left|X_{i}\right| \leq k+1$, one can know in time $O\left(2^{k+1}\right)=O(1)$ whether a count $\gamma$ satisfies Condition (a) above. Similarly, one can know in time $O\left(k 2^{k+1}\right)=O(1)$ whether $\gamma$ satisfies Condition (b). Since $\left|E_{i}\right| \leq k(k+1) / 2=O\left(k^{2}\right)$, one can know in time $O\left(k^{2} 2^{k+1}\right)=O(1)$ whether $\gamma$ satisfies Condition (c). Thus, for each count $\gamma$, one can know in time $O(1)$ whether $\gamma$ is active or not. Hence steps (1) and (2) above can be done for a leaf in time $O\left((\alpha+1)^{2^{k+1}}\right)$. Since $T$ has $O(n)$ leaves, the tables on all leaves can be computed in time $O\left(n(\alpha+1)^{2^{k+1}}\right)$.

We next compute all active counts on each internal node $X_{i}$ of $T$ from all active counts on its children $X_{l}$ and $X_{r}$. Either $X_{i}=X_{l}$ or $X_{i}=X_{r}$ by the condition (f) of a tree-decomposition. Therefore, one may assume without loss of generality that $X_{i}=X_{l}$. Any mapping $\rho: 2^{X_{l}} \times 2^{X_{r}} \rightarrow\{0,1,2, \cdots, \alpha\}$ is called a pair-count on $X_{i}$. Then there are $(\alpha+1)^{2^{\left|X_{l}\right|+\left|X_{r}\right|}}\left(\leq(\alpha+1)^{2^{2(k+1)}}\right)$ distinct pair-counts. For any coloring $\Gamma$ of $G_{i}$, we denote by $\Gamma_{l}=\Gamma \mid G_{l}$ the restriction of $\Gamma$ to $G_{l}: \Gamma_{l}(v)=\Gamma(v)$ for each vertex $v$ of $G_{l}$. Similarly, we denote by $\Gamma_{r}=\Gamma \mid G_{r}$ the restriction of $\Gamma$ to $G_{r}$. We denote by $C_{\Gamma_{l}}$ the color function of $\Gamma_{l}$ on $X_{l}$, and by $C_{\Gamma_{r}}$ the color function of $\Gamma_{r}$ on $X_{r}$. Then we define a pair-count $\rho$ to be active if $G_{i}$ has a coloring $\Gamma$ such that, for each pair $\left(A_{l}, A_{r}\right)$ of sets $A_{l} \subseteq X_{l}$ and $A_{r} \subseteq X_{r}$ (see Fig. 5),

$$
\rho\left(A_{l}, A_{r}\right)=\left|C_{\Gamma_{l}}\left(A_{l}\right) \cap C_{\Gamma_{r}}\left(A_{r}\right)\right|
$$

Such a pair-count $\rho$ is called the pair-count of the coloring $\Gamma$ of $G_{i}$. We now have the following lemma, whose proof is omitted in this extended abstract due to the page limitation.

Lemma 3. Let $X_{i}$ be any internal node $X_{i}$ of $T$, let $X_{l}$ and $X_{r}$ be the children of $X_{i}$, and let $\rho$ be any pair-count on $X_{i}$. Then $\rho$ is active if and only if $\rho$ satisfies the following Conditions (a) and (b):
(a) if $\rho\left(A_{l}, A_{r}\right) \geq 1$, then $A_{l} \cap X_{r}=A_{r} \cap X_{l}$; and
(b) there is an active count $\gamma_{l}$ on $X_{l}$ such that for each set $A_{l} \subseteq X_{l}$

$$
\begin{equation*}
\gamma_{l}\left(A_{l}\right)=\sum\left\{\rho\left(A_{l}, A\right): A \subseteq X_{r}\right\} \tag{1}
\end{equation*}
$$

and there is an active count $\gamma_{r}$ on $X_{r}$ such that for each set $A_{r} \subseteq X_{r}$

$$
\begin{equation*}
\gamma_{r}\left(A_{r}\right)=\sum\left\{\rho\left(A, A_{r}\right): A \subseteq X_{l}\right\} \tag{2}
\end{equation*}
$$

Using Lemma 3, we compute all active pair-counts $\rho$ on $X_{i}$ from all pairs of active counts $\gamma_{l}$ on $X_{l}$ and $\gamma_{r}$ on $X_{r}$, as follows. There are at most $(\alpha+1)^{2^{2(k+1)}}$ pair-counts $\rho$ on $X_{i}$. For each pair-count $\rho$ of them, we examine whether $\rho$ satisfies Conditions (a) and (b) in Lemma 3 For each pair-count $\rho$, one can know in $O(1)$ time whether $\rho$ satisfies Condition (a), because there are at most $2^{2(k+1)}=O(1)$ distinct pairs $\left(A_{l}, A_{r}\right)$. On the other hand, for each pair-count $\rho$, one can know in time $O\left((\alpha+1)^{2^{k+2}}\right)$ whether $\rho$ satisfies Condition (b), because there are at most $\left((\alpha+1)^{2^{k+1}}\right)^{2}=(\alpha+1)^{2^{k+2}}$ pairs of active counts $\gamma_{l}$ and $\gamma_{r}$, and one can know in time $O(1)$ for each of them whether it satisfies Eqs. (II) and (21). Thus all active pair-counts $\rho$ on $X_{i}$ can be found in time $O\left((\alpha+1)^{2^{2 k+3}}\right)$, since there are at most $(\alpha+1)^{2^{2(k+1)}}$ pair-counts $\rho$ on $X_{i}$ and $(\alpha+1)^{2^{2(k+1)}}(\alpha+1)^{2^{k+2}} \leq$ $(\alpha+1)^{2^{2 k+3}}$.

We then compute all active counts on an internal node $X_{i}$ from all active pair-counts on $X_{i}$, as in the following Lemma 4 the proof of which is omitted due to the page limitation.
Lemma 4. Let $X_{i}$ be an internal node of $T$, let $X_{l}$ and $X_{r}$ be the two children of $X_{i}$, and let $X_{i}=X_{l}$. Then a count $\gamma$ on $X_{i}$ is active if and only if there exists an active pair-count $\rho$ on $X_{i}$ such that, for each set $A \subseteq X_{i}$,

$$
\begin{equation*}
\gamma(A)=\sum\left\{\rho\left(A, A^{\prime}\right): A^{\prime} \subseteq X_{r}\right\} . \tag{3}
\end{equation*}
$$

Using Lemma 4 we compute all active counts $\gamma$ on $X_{i}$ from all active paircounts $\rho$ on $X_{i}$. There are at most $(\alpha+1)^{2^{2(k+1)}}$ distinct active pair-counts $\rho$. From each $\rho$ of them we compute an active count $\gamma$ by Eq. (3). This can be done in $O(1)$ time since $|A|,\left|A^{\prime}\right|,\left|X_{i}\right|,\left|X_{l}\right|,\left|X_{r}\right| \leq k+1=O(1)$. We have thus shown that all active counts $\gamma$ on $X_{i}$ can be computed in time $O\left((\alpha+1)^{2^{2(k+1)}}\right)$ from all active pair-counts $\rho$ on $X_{i}$.

One can thus compute the DP table for an internal node $X_{i}$ from the tables for the children $X_{l}$ and $X_{r}$ in time

$$
O\left((\alpha+1)^{2^{2 k+3}}+(\alpha+1)^{2^{2(k+1)}}\right)=O\left((\alpha+1)^{2^{2 k+3}}\right)
$$

Since $T$ has $O(n)$ internal nodes, one can compute the DP tables for all internal nodes in time $O\left(n(\alpha+1)^{2^{2 k+3}}\right)$.

From the DP table for root $X_{0}$ one can know in time $O(1)$ by Lemma $\square$ whether $G$ has a coloring with $\alpha$ colors.

This completes a proof of Theorem [

## 4 Conclusion

In this paper we obtained an algorithm to compute the multichromatic number $\chi_{\omega}(G)$ of a given partial $k$-tree $G$ in time $O\left(n W^{2^{2 k+3}} \log _{2} W\right)$, where $n$ is the number of vertices in $G$ and $W$ is the maximum weight of vertices in $G$. This is the first algorithm whose computation time is bounded by a polynomial in both $n$ and $W$. If $W=O(1)$, the algorithm takes time $O(n)$. It is easy to modify the algorithm so that it actually finds a multicoloring of $G$ with $\chi_{\omega}(G)$ colors. It is remaining as a future problem to obtain an algorithm which takes time polynomial in both $n$ and $\log W$, and to obtain an algorithm for other classes of graphs.
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#### Abstract

Sorting based on pairwise key comparisons is one of the most widely studied problems. We consider the problem of comparison based sorting in which some of the outcomes of comparisons can be faulty. We show how to modify merge-sorting to (nearly optimally) sort in the presence of faults. More specifically, we show that there is a variation of merge-sort that can sort $n$ records with $O(n \log n)$ comparisons when upto $e=\Theta\left(\frac{\log n}{\log \log n}\right)$ comparisons are faulty.


## 1 Introduction

The version of sorting problem studied here is the following: $n$ keys stored in an array are to be sorted using pairwise comparisons. For convenience, we assume that all the keys are distinct. Among the responses to the comparison queries, some of them can be wrong. If the number of erroneous responses is a constant $e$, independent of $n$, then the standard query repetition strategy (repeat until one of yes/no answer is favored $e+1$ times). The number of key comparisons performed by this algorithm is upper-bounded by $(2 e+1) T_{\text {sort }}(n)$ where $T_{\text {sort }}(n)$ is the number of comparisons performed by an error-free sorting algorithm. Thus $O(e n \log n)$ key comparisons are sufficient to sort $n$ keys by query repetition as long as $e$ is a constant. How large can $e$ grow as a function of $n$ so that it is still possible to sort $n$ keys in $O(n \log n)$ time while there are $e$ errors in comparisons? The main result of this paper is a modification of Merge-Sorting that sorts an array of $n$ keys in $O(n \log n)$ time so long as $e$ is $\Theta\left(\frac{\log n}{\log \log n}\right)$.

This problem and its variations have received a lot of attention in the past ten years, see for example [1], 2], 4], 7], 6], etc. It was shown in [6] that $O(n \log n)$ comparisons are sufficient to sort so long as $e=\Theta(\log n)$. This result is tight within a constant factor in the sense that $\Omega(n \log n+e n)$ comparisons are necessary for any comparison based sorting algorithm to sort $n$ keys if upto $e$ of the pairwise comparisons can be erroneous. The algorithm presented in [6] is based on binary insertion sort and hence would require $\Omega\left(n^{2}\right)$ data movements to implement. Two improvements were proposed by [7] and [1], but both are modifications of the insertion sort presented in [6] and hence they do not improve the total number of operations significantly. It would be interesting to know if algorithms like heap sort or merge sort (which perform a total of $O(n \log n)$ operations including data movements) can be modified to work in the presence
of errors. In this paper, we show how to modify Merge-Sorting in the presence of faults. Martin Farach-Colten in a recent talk (Alenex 2002) made a reference to the problem of sorting in the presence of faults as a real-world whose solution is required by the Google search engine and stated that (error-free version of) Merge-Sorting is not a good algorithm to use. As can be seen from this paper, a modified version of Merge Sorting solves the sorting problem in the presence of faults in a way that is significantly faster than query repetition.

It should be noted that for some comparison-based problems, when there are faults in comparisons, the best strategy is query repetition. Selection is one such problem. It is easy to see that merging of two equal length lists also falls into this category. This fact may explain why we could not get an adaptation of Mergesorting with an upper-bound matching the number of comparisons performed by the asymptotic optimal algorithm of [6]. Our algorithm is off by a factor of $\Theta(\log \log n)$.

There are several reasons for interest in designing fault-tolerant Merge-Sorting or other sorting algorithms. The obvious one (e.g. mentioned in the above referenced talk) is that the hardware that implements the algorithm may generate erroneous outcomes occasionally. But there are more subtle applications as well. For example, given the outcomes of matches between various teams, we may want to rank the teams. Such ranking problems can be modeled as sorting with faulty comparisons. Another problem that can be modeled as fault-tolerant sorting is the problem of sorting (slowly) time-varying data. Here, the outcomes of some older comparisons correspond to errors. The problem of sorting in the presence of faults is also related to measures of pre-sortedness, an extensively studied topic. These connections and applications will be discussed in the final version of the paper. There, we will also describe a fault-tolerant adaptation of Heap-sort with a comparable upper-bound.

Although the complexity bounds in this paper can be presented in terms of $n$ the number of keys and $e$ the number of errors, we express our results in terms of the largest asymptotic growth on $e$ that allows sorting to be done in $O(n \log n)$ time.

## 2 A Simple Fault-Tolerant Merge Sorting

In this section, we present a simpler verion of fault-tolarant merge-sorting algorithm that can tolarate upto $O(\sqrt{\log n})$ errors. We start with a fault-free version of merge-sort algorithm that takes as input a list of lists (each of which is known to be sorted) and merges them to form a sorted sequence provided there are no errors in comparisons. The algorithm is simply the "bottom-up" (or the non-resursive) version of merge-sort that merges lists 1 and 2,3 and 4 etc., reducing the number of lists to half its original number, and repeats the process until a single list is created. We start with the array of $n$ keys to be sorted, and make a list of $n$ lists, each containing one item. We run the errorfree merge-sort algorithm. Let $L$ be the output produced. Now we check if every adjacent pair of keys in $L$ is in the correct order by query repetition. Whenever a
pair is found to be out of order, $L$ is split. Thus after the checking phase, $L$ gets split into potentially many lists. We repreat the cycle of sorting and checking again, until during the checking phase, the output passes as a sorted list. At each stage, we also maintain rest, the maximum number of errors allowable in future comparisons. This can save comparisons during the checking stage: it is enough to repeat queries sufficiently many times so that rest flavorable votes are received for an yes or no outcome. We show that this algorithm has a total complexity of $\Theta(n \log n)$ so long as $e$ is $O(\sqrt{\log n})$.

Consider the "bottom-up" (iterative) version of merge sorting which is the standard way to implement Merge-Sorting nonrecursively. The input is stored in an array $A$ of size $n$. The algorithm proceeds in phases. During the first phase, sorted lists of length 2 are created by comparing $A[1]$ with $A[2], A[3]$ with $A[4]$ etc. In the second phase, sorted lists of length 4 are created by merging $A[1], A[2]$ with $A[3], A[4]$ and so on until the whole list is sorted. In each of the merging steps, sequential merging algorithm (which performs $p+q-1$ comparisons to merge two sorted lists of length $p$ and $q$ ) [3] is used. We adapt this algorithm in the case of up to $e$ errors as follows: The above algorithm will be run for a certain number of phases, without concren for possible errors that may have been introduced. Now the array is examined to determine if the sublists which would have been sorted if there were no errors are indeed sorted. This checking phase results in (correctly) partitioning some of these lists into shorter lists so that each of these shorter lists is sorted. We will now repeat the process by doing some more merging, followed by checking etc.

For a sequence $Z=<z_{1}, z_{2}, \ldots, z_{n}>$ define $\operatorname{runs}(Z)$ as the minimum number of sorted segments into which $Z$ can be divided.

Observation 1. Let $X$ and $Y$ be two sequences such that $\operatorname{runs}(X) \leq p$ and $\operatorname{runs}(Y) \leq q$. Suppose the standard sequential merging is used to merge the two lists and that during merging up to $t$ errors can occur. If $Z$ is the output, then $\operatorname{runs}(Z) \leq p+q+t-1$.

Proof. The proof is by induction on $t$. Let $X=<X_{1}, X_{2}, \ldots, X_{p}>$ which denotes the fact that the list $X$ is the concatenation of $p$ lists each of which is sorted. (When the list has a single item $x$, we may denote it by $x$, instead of $\langle x\rangle$. Similarly, let $Y=<y_{1}, y_{2}, \ldots, y_{q}>$. Of course, when we run the standard merging algorithm on the list $X$, there will be no special markers that separate the $X_{i}$ 's. It will be a single list of length $\sum_{i=1}^{p}\left|X_{i}\right|$, and the same is true of the list $Y$.

Induction base $t=0$. This case is shown again by induction on $p$. The base case of $p=1$ is easy to show and is left as exercise. For the induction step, we can assume that both $p$ and $q$ are greater than 1 . Suppose that when the pointer on $X$ list moves for the first time past $X_{1}$ (to the first element of list $X_{2}$ ), the pointer on the $Y$-list is on some element of list $Y_{i}$ for some $i$. The output list created thus far is due to the merging of $X_{1}$ and $<Y_{1}, \ldots, Y_{i-1}, P_{i}>$ where $P_{i}$ is a prefix of $Y_{i}$ which includes the keys to the left of the $Y$-pointer. (Let $S_{i}$ denote the rest of $Y_{i}$.) By induction hypothesis, the runs on the output list produced thus far is at most $1+i-1=i$. The remainder of the output list consists of merging the lists $<X_{2}, \ldots, X_{p}>$ with $<S_{i}, Y_{i+1}, \ldots, Y_{q}>$ and by induction
hypothesis, the number of runs of this list is at most $(p-1)+(q-i+1)-1=$ $p+q-i-1$. Thus the total runs of the output list is at most $i+(p+q-i-1)$ $=p+q-1$ and this completes the proof for $t=0$.

The induction on $t$ follows a similar line and we omit the details.
Observation 2. If the standard Merging algorithm is used to merge two sorted lists of combined length $n$, and if at most $e$ errors occurred in comparisons, then runs(Output) is at most $e+1$.
Proof. This result is a direct consequence of from Observation 1 by taking $p=$ $q=1$.
Observation 3. If the standard merge-sorting algorithm produces a list Out on an input of length $n$ and if at most $e$ errors occurred in pairwise comparisons, then $\operatorname{runs}(O u t) \leq e+1$.
Proof. We can view the standard merge-sorting as the recursive (top-down) version. Suppose $e_{1}$ and $e_{2}$ are the errors occurring in the recursive calls, and $e_{3}$ is the number of errors occurring in the merging step. Suppose $O_{1}$ and $O_{2}$ are the outputs of the recursive calls. Then, Out is the result of merging $O_{1}$ and $O_{2}$. By induction hypothesis, $\operatorname{runs}\left(O_{1}\right) \leq e_{1}+1$,runs $\left(O_{2}\right) \leq e_{2}+1$ and by Observation $1, \operatorname{runs}($ Out $) \leq e_{1}+1+e_{2}+1+e_{3}-1=e+1$, and this completes the proof. $\bullet$
Observation 4. Let $X=<X_{1}, X_{2}, \ldots, X_{k}>$ be such that each $X_{i}$ is a sorted list and let $\Sigma_{i}\left|X_{i}\right|=n$. Suppose $X_{i}$ 's are merged by applying standard merging to merge $X_{1}$ with $X_{2}, X_{3}$ with $X_{4}$ etc. and repeating the process recursively until a sequence of $m$ sorted lists are produced. Suppose there are no errors in comparisons. The total number of comparisons performed is at most $n\left\lceil\log _{2}(k / m)\right\rceil$.

The proof of the above claim is obvious. We will now show the main result of this section.

Let $S T A N D A R D \_M E R G E(X)$ be a procedure which takes as input a list $X$ of lists $X_{1}, X_{2}, \ldots, X_{k}$ and merges them pairwise and recursively repeats the process until a single sorted list is generated. This procedure proceeds as if there are no errors in comparisons. $\operatorname{CHECK}(L$, rest) is a procedure which takes as input a list $L$ and an integer rest. The lists $L$ is not necessarily sorted; the goal of CHECK is to split $L$ into a collection of (provably) sorted lists. CHECK returns two entities. The first one is a collection of lists $Y_{1}, Y_{2}, \ldots, Y_{m}$ where each $Y_{i}$ is sorted. The other is an integer current which is the number of errors encountered during the comparisons performed by CHECK. CHECK will work under the assumption that there can be up to rest errors in comparisons when it starts. CHECK will repeat the comparison between two adjacent elements of the same list by repeating the query "Is $x<y$ ?" until one of the outcomes YES or NO is answered rest +1 times. At this point, the outcome becomes certain. If two adjacent elements are found to be out of place, the list is split at this point; otherwise the algorithm proceeds to the next comparison. In both cases, the value of current is updated by adding the number of erroneous responses. The process is repeated for all pairs of adjacent elements in each list $Y_{i}$ and the split sequence of lists is output, along with rest. We now formally present the algorithm:

Input: A set of $n$ keys $x_{1}, \ldots, x_{n}$ and $e$ the error bound.
Step 1: rest $\leftarrow e$;
Step 2: $X=<x_{1}, x_{2}, \ldots, x_{n}>$
Step 3: $L=S T A N D A R D \_M E R G E(X)$;
Step 4: <Y, current $>=\operatorname{CHECK}(L$, rest $)$;
while ( $Y$ is not a single list) do
begin
rest $=$ rest - current;
$L=S T A N D A R D \_M E R G E(Y)$;
$<Y$, current $>=C H E C K(L$, rest $)$;
end while;
The correctness of this algorithm is obvious. The next theroem presents the time complexity of this algorithm.

Theorem 1. The algorithm presented above has a total time complexity of $\Theta(n \log n)$ if there are up to $e=O(\sqrt{\log n})$ errors in comparisons.

Proof. Suppose STANDARD_MERGE is called by the algorithm $t$ times. Then, clearly $t \leq e$ since the at least one error occurs during $S T A N D A R D$ _ $M E R G E$ for the algorithm to proceed to the next iteration. Suppose the number of erroneous comparisons occurring during various calls to STANDARD_ $M E R G E$ are $e_{2}, \ldots, e_{t}$. Then clearly, $e_{1}+e_{2}+\ldots+e_{t} \leq e$. The number of key comparisons performed by the $t$ calls to $S T A N D A R D \_M E R G E$ is $n \log n+$ $n \log \left(e_{1}+1\right)+n \log \left(e_{2}+1\right)+\ldots+n \log \left(e_{t}+1\right)$. The number of key comparisons performed by CHECK is
$e n+\left(e-e_{1}\right) n+\left(e-e_{1}-e_{2}\right) n+\ldots+\left(e-e_{1}-\ldots-e_{t}\right) n$. From the arithmetic mean - geometric mean inequality, and from the inequality $e_{1}+e_{2}+\ldots+e_{t} \leq e$ it follows that $\left\{\left(e_{1}+1\right)\left(e_{2}+1\right) \ldots\left(e_{t}+1\right)\right\}^{\frac{1}{t}} \leq\left(1+\frac{e}{t}\right)$. Thus the total number of comparisons performed by the algorithm is upper-bounded by $n \log n+$ $(2 t-1) n e+n t \log \left(1+\frac{e}{t}\right)$. If $e \leq \sqrt{\log n}$, this expression is upper-bounded by $O(n \log n)$.

## 3 A More Efficient Fault-Tolerant Merge Sorting

In this section, we present a more complex variation of standard merge-sort that can tolerate upto $O\left(\frac{\log n}{\log \log n}\right)$ errors. This algorithm is similar to the simpler algorithm in the sense that it also repeats a standard merging followed by check and split, until the array is provably sorted. But instead of merging all the way to a single list, this algorithm stops the standard merging after a partial merging. The time to stop is chosen carefully so that an improved bound can be obtained. The algorithm and its analysis are presented below.

Theorem 2. We can adapt Merge sorting to sort $n$ keys in time $\Theta(n \log n)$ in the worst-case so long as e is $O\left(\frac{\operatorname{logn}}{\log \log n}\right)$.
Proof. We will first informally describe the algorithm. Let $S T A N D A R D_{-}$ $\operatorname{MERGE}(X, t)$ be a procedure which takes as input a list $X$ of lists $X_{1}, X_{2}, \ldots, X_{k}$
and merges them pairwise and them recursively repeats the process until it is reduced to a list of $t$ lists. Thus the final list $X^{\prime}$ is $X_{1}^{\prime}, X_{2}^{\prime}, \ldots, X_{t}^{\prime}$ where $X_{1}^{\prime}$ is the merge of $X_{1}, X_{2}, \ldots, X_{k}, X_{2}^{\prime}$ is the merge of $X_{k+1}, \ldots, X_{2 k}$ etc. where $k=$ $2^{\log (t / m)}$. $\operatorname{CHECK}\left(<X_{1}, \ldots, X_{k}>\right.$, rest $)$ is a procedure which takes as input a list $X$ of lists $X_{1}, X_{2}, \ldots, X_{k}$ and an integer rest. The lists $X_{1}, X_{2}, \ldots, X_{k}$ are not necessarily sorted and the goal of CHECK is to split $X_{i}$ 's if necessary so that if the final output of CHECK is $X_{1}^{\prime}, X_{2}^{\prime}, \ldots, X_{r}^{\prime}$ then each of the lists is sorted. CHECK will work under the assumption that there may be up to rest errors in comparisons when it starts. CHECK will repeat the comparison between two adjacent elements of the same list by repeating the query "Is $x<y$ ?" until one of the outcomes YES or NO is returned rest +1 times. At this point, the outcome becomes certain. If two adjacent elements are found to be out of place, the list is split; otherwise the algorithm proceeds to the next comparison. In both cases, the value of rest is updated by subtracting the number of faulty outcomes. The process is repeated for all pairs of adjacent elements in all the lists and the split sequence of lists is output. Finally, let $S I M P L E \_M E R G E(A, B, e)$ denote the standard merging algorithm to merge lists A and B , but it handles upto $e$ errors in comparisons by query repetition. It performs each comparison required by the error-free simple merging algorithm (no fancy algorithm like Hwang and Lin [5]) but repeats each comparison sufficiently many times so that the outcome is determined with certainty. Thus the number of comparisons it performs is at most $O((|A|+|B|) e)$. The main algorithm, which is presented below uses the three algorithms described above as follows. It starts with the original sequence of $n$ keys and merges them using $S T A N D A R D \_M E R G E$ until $\sqrt{n}$ lists are created. Then it uses CHECK. It repeats the process each time stopping with $\sqrt{t}$ lists if it started with $t$ lists and then performs a CHECK. This phase concludes when CHECK returns a list with at most $e$ lists. Now it switches to $S I M P L E \_M E R G E$ to repeatedly merge adjacent pairs until a single list is created.

Input: A set of $n$ keys $x_{1}, \ldots, x_{n}$ and $e$ the error bound.

```
Step 1: for \(i \leftarrow 1\) to n do \(\quad X_{i}=x_{i}\).
Step 2: \(m \leftarrow n\); rest \(\leftarrow e\);
Step 3: \(X=<X_{1}, X_{2}, \ldots, X_{m}>\)
Step 4: while ( \(m \geq e\) ) do
    begin \(\quad t \leftarrow\lceil\sqrt{m}\);
    STANDARD_MERGE \((X, t)\);
        \(\left(<Y_{1}, Y_{2}, \ldots, Y_{m}>\right.\), current \() \leftarrow C H E C K(X\), rest \() ;\)
        rest \(=\) rest - current;
        \(X=<Y_{1}, Y_{2}, \ldots, Y_{m}>;\)
        end while;
```

Step 5: Merge the lists $Y_{1}, Y_{2}, \ldots, Y_{m}$ into a single list using SIMPLE_ MERGE.

Correctness of the algorithm: First observe that the following invariant "each $X_{i}$ is sorted" holds for the output $<Y_{1}, Y_{2}, \ldots, Y_{m}>$ of CHECK. Partial correctness of the algorithm readily follows from this since when the while loop of Step 4
terminates, each $Y_{i}$ is sorted. In Step 5, we use SIMPLE-MERGE to sort a set of sorted lists using an algorithm whose correctness is obvious. It is also easy to show that the while loop of Step 4 terminates. (In fact, there are at most $e$ iterations of the while loop during which runs of $X$ may increase. But in any case, the length can never increase beyond $n$. During the rest of the iterations, value of $m$ decreases. From this it follows that the while loop terminates.

Analysis: From the observations presented in Section 2, it follows that there are at most $n^{\frac{1}{2^{i-1}}}+e$ sorted lists just prior to the $i$-th iteration of the while loop in Step 4. First we will show that the number of iterations of Step 4 performed by the algorithm is at most $O(\lg \lg n)$. The reason is as follows: If the number of lists at the beginning of an iteration is $k$, it is at most $\sqrt{k}+e$ at the end. Thus the number of iterations $i(n)$ is given by the recurrence inequality $i(n) \leq$ $1+i(\sqrt{n}+e)$. Since $e$ is $O\left(\frac{\operatorname{logn}}{\log \log n}\right), i(n)$ is upper-bounded by $j(n)$ given by the recurrence inequality $j(n) \leq 1+j(2 \sqrt{n})$. The latter function $j(n)$ is easily seen to be upper-bounded by $O(\log \log n)$ and so is $i(n)$.

The number of comparisons performed by the call to $S T A N D A R D_{-}$ $\operatorname{MERGE}(X, t)$ during the $i$-th iteration is given by:

$$
n \log \left(\frac{n^{\frac{1}{2^{i}-1}}+e}{n^{\frac{1}{2^{i}}}}\right) \leq \frac{n \log n}{2^{i}}+1
$$

Thus the total number of comparisons performed by all the calls to STAN-DARD-MERGE in Step 4 is upper-bounded by $n \log n\left(1+1 / 2+1 / 2^{2}+\ldots\right)+i$ (where $i$ is the number of iterations) $=O(n \log n)$.

The total number of comparisons performed by CHECK is easily seen as $(e+1) n \log \log n)=O(n \log n)$ since $e$ is $O\left(\frac{\log n}{\log \log n}\right)$.

Finally, consider Step 5. Suppose we use SIMPLE-MERGE to merge $k$ sorted lists with a total of $n$ keys into a single sorted list during which $e$ errors can occur, the total number of comparisons performed by the algorithm is $O(\operatorname{enlog} k)$. In our case, $k=e=O\left(\frac{\log n}{\log \log n}\right)$, and so $O(e n \log k)$ is $O(n \log n)$. Thus the total number of key comparisons performed by the algorithm is $O(n \log n)$.

## 4 Conclusions and Open Problems

The main problem that remains open is whether there is a natural adaptation of Merge-Sorting that can sort in $O(n \log n)$ in the presence of $O(\log n)$ faults. It would also be of interest to implement the two algorithms and compare them experimentally. Designing fault-tolerant versions of other comparison-based algorithms may also be a general area of interest. Finally, we would like to find applications for fault-tolerant algorithms for sorting besides the ones listed in the introduction.
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#### Abstract

Many believe that data mining poses the biggest privacy challenge in the next decade. In this paper we concentrate on threats to privacy arising from the possibility of combining aggregate data to deduce the confidential individual values. We determine the maximum number of sum totals that can be disclosed without leading to a 2 compromise in a 1 -dimensional database for range queries.


Keywords: privacy in data mining, statistical database security, combinatorics, discrete mathematics.

## 1 Introduction

Ontario Privacy Commissioner Ann Cavoukian said in her report "Data mining: Staking a claim on your privacy" that data mining may be the most fundamental privacy challenge in the next decade.

Vast amounts of personal information are collected in the process of bank transactions, credit card payments in supermarkets, making phone calls, using reward cards, visiting doctors, renting videos and cars, to mention just a few. All this data is typically used for data mining and statistical analysis and is very often sold to other companies and organisations.

A breach of privacy occurs when individuals are not aware that the data has been collected in the first place, has been passed onto the other companies or has been used for the purposes other that the one for which it was originally collected.

Even when individuals approve of using their personal records for data mining and statistical analysis, for example for medical research on their diseases, it is still assumed that only aggregate values will be made available to researchers and that no individual values will be disclosed. To ensure this, it is not enough to disable access to individual records, as it is very often possible to compute
individual values from a suitable combination of aggregate values. Possible solutions to this problem include adding noise to original data, so that disclosing a perturbed individual value does not imply a compromise. Another solution is to reject some statistical queries and disclose only those that, even when combined, do not lead to a compromise. By a compromise we mean a disclosure of a confidential individual value; more generally, by a $k$-compromise we mean a disclosure of an aggregate value based on $k$ or less confidential individual values.

We present a new result regarding 2-compromise in 1-dimensional databases. We consider sum range queries, as they are the most common queries. Range queries are based on records with attribute values in a specified range. An example is a sum of salaries of all employees between 25 and 35 years of age. A 1 -dimensional database of order $n$ may be represented by a set $\{1, \ldots, n\}$ and range queries by subsets of the form $\{b, b+1, \ldots, e\}, 1 \leq b \leq e \leq n$. In what follows we shall refer to range queries as intervals.

In this paper we answer the following question: To ensure that a 1-dimensional database is 2 -compromise free, what percentage of range sum queries can we safely answer? Similar questions has been answered for $k$-compromise, where $k$ is odd in [2]; for general queries in [43]; and for 1-compromise and multidimensional databases in [5]].

## 2 Intervals and Threads

For any positive integer $n$ let $[n]$ denote the set $\{1,2, \ldots, n\}$. Any subset of $[n]$ of the form $\{b, b+1, \ldots, e\}, b \leq e$, will be called an interval and denoted by $[b, e]$. The integers $b$ and $e$ are the beginning and the ending of the interval and $e-b+1$ is its length.

To each interval $I=[b, e] \subset[n]$ we now associate the $n$-dimensional vector $\omega_{I}=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)$ such that $\omega_{i}=1$ for $b \leq i \leq e$ and $\omega_{i}=0$ otherwise. A family $\mathcal{I}$ of intervals in $[n]$ is said to be $k$-compromise free if each linear combination of the vectors $\omega_{I}, I \in \mathcal{I}$, is either a zero vector or contains more than $k$ nonzero coordinates. In other words, the family $\mathcal{I}$ is $k$-compromise free if the only linear combination of the vectors $\omega_{I}(I \in \mathcal{I})$ containing no more than $k$ non-zero entries is the zero vector.

If $I_{1}=\left[b_{1}, e_{1}\right]$ and $I_{2}=\left[b_{2}, e_{2}\right]$ are intervals such that $b_{2}=e_{1}+1$ then we say that $I_{1}$ and $I_{2}$ are consecutive. In such a case $I=I_{1} \cup I_{2}$ is the sum of $I_{1}$ and $I_{2}$, denoted by $I=I_{1}+I_{2}$. (Note that a union of two intervals is an interval also in the case when the two intervals overlap, but we will refer to a sum only in the sense defined above.) The definition of consecutiveness and sum can be extended in a natural way to more than two intervals. If $I=I_{1}+I_{2}$ then we also write $I_{2}=I-I_{1}$ and $I_{1}=I-I_{2}$; these are the only instances when difference symbol for intervals will be used.

A family $\mathcal{I}$ of intervals in $[n]$ is closed if for any two intervals $I, J \in \mathcal{I}$ for which the sum (or the difference) is defined, we also have $I+J \in \mathcal{I}$ (or, $I-J \in \mathcal{I})$. For any such closed family $\mathcal{I}$ there exists a unique subfamily $\mathcal{I}_{o}$ of $\mathcal{I}$ with the following two properties:
(1) each interval in $\mathcal{I} \backslash \mathcal{I}_{o}$ can be obtained as a sum of intervals in $\mathcal{I}_{o}$; and
(2) no interval in $\mathcal{I}_{o}$ is a sum of two or more members of $\mathcal{I}_{o}$.

Indeed, for each positive integer $b \leq n$ that is a beginning of some interval in $\mathcal{I}$ let $I(b)$ be such an interval of the smallest length. Then $\mathcal{I}_{o}$ must contain all the intervals $I(b)$. On the other hand, it is easy to see that the set of such intervals satisfies (1) and is thus the entire $\mathcal{I}_{o}$. We will call $\mathcal{I}_{o}$ the generating set of $\mathcal{I}$.

Let $\mathcal{I}$ be a closed family of intervals in $[n]$. We will say that a subset $\mathcal{T}$ of $\mathcal{I}_{o}$ forms a thread if $\mathcal{T}$ consists of consecutive intervals (equivalently, if the disjoint union of all intervals in $\mathcal{T}$ is an interval again). We say that $\mathcal{S}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{r}\right\}$ is a thread decomposition of $\mathcal{I}_{o}$ if the set $\mathcal{I}_{o}$ is a disjoint union of the threads $\mathcal{T}_{i} \in \mathcal{S}$ and if no thread is a union of two or more threads in $\mathcal{S}$. (We note that a thread decomposition is uniquely determined up to the numbering of threads.)

From now on let $\mathcal{I}$ be a closed, 2 -compromise free family of intervals in $[n]$. Let us fix a thread decomposition $\mathcal{S}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{r}\right\}$ of the generating set $\mathcal{I}_{o}$. Note that the assumption that $\mathcal{I}$ is 2 -compromise free implies that the length of each interval in $\mathcal{I}_{o}$ is at least three and thus no interval in $\mathcal{I}_{o}$ can end with the element 1 or 2 . For each thread $\mathcal{T}_{i}, 1 \leq i \leq r$, let $B_{i}=\left\{b_{1}^{i}, b_{2}^{i}, \ldots, b_{t_{i}}^{i}\right\}$ denote the set of beginnings of intervals in $\mathcal{T}_{i}$, and let $E_{i}=\left\{e_{1}^{i}, e_{2}^{i}, \ldots, e_{t_{i}}^{i}\right\}$ denote the set of endings of intervals in $\mathcal{T}_{i}$, where $t_{i}$ denotes the number of intervals in $\mathcal{T}_{i}$; we will call $t_{i}$ the length of the thread $\mathcal{T}_{i}$. Let $E_{i}^{*}=\left\{b_{1}^{i}-1\right\} \cup E_{i}$ and let $E^{*}=\cup_{i=1}^{r} E_{i}^{*}$. Similarly, let $B_{i}^{*}=B_{i} \cup\left\{e_{t_{i}}^{i}+1\right\}$.

For each thread $\mathcal{T}_{i}, 1 \leq i \leq r$, we define a set $C_{i}$ as follows. For each $j$, $1 \leq j \leq t_{i}, C_{i}$ contains $e_{j}^{i}$ if every integer greater than $e_{j}^{i}$ and less than or equal to $n$ is in $E^{*}$; otherwise $C_{i}$ contains $e_{j}^{i}+1$. Additionally, if every integer greater than $b_{1}^{i}-1$ and less than or equal to $n$ is in $E^{*}$, then $b_{1}^{i}-1$ is in $C_{i}$, otherwise $b_{1}^{i}$ is in $C_{i}$. The reader is invited to check that for each $i, 1 \leq i \leq r, C_{i} \subset[n]$ and $\left|C_{i}\right|=t_{i}+1$.

Lemma 1. For each $i, j \leq n, i \neq j$, the sets $C_{i}$ and $C_{j}$ are disjoint.
Proof. As the intervals in $\mathcal{T}_{i}$ and $\mathcal{T}_{j}$ are all members of the generating set $\mathcal{I}_{o}$, no two of them can begin or end with the same element. Additionally, the first interval in $\mathcal{T}_{i}$ cannot start with $e_{t_{j}}^{j}+1$ because then $\mathcal{T}_{i} \cup \mathcal{T}_{j}$ would be a thread itself, contrary to the definition of a thread decomposition. Similarly, the last interval in $\mathcal{T}_{i}$ cannot end with $b_{1}^{i}-1$. Thus, if the sets $C_{i}$ and $C_{j}$ intersect in an element $c$ then, without loss of generality, $c \in B_{i}^{*}$, that is, $c$ is either $e_{t_{i}}^{i}+1$ or a beginning of an interval in the thread $\mathcal{T}_{i}$ and, at the same time, $c \in E_{j}^{*}$, that is, $c$ is either $b_{1}^{j}-1$ or an ending of an interval in the thread $\mathcal{T}_{j}$. This implies that each integer greater than $c$ (and less or equal to $n$ ) is an ending of some interval in $\mathcal{I}_{o}$. But then, by the definition of $C_{i}, c$ is not in $C_{i}$, which contradicts our initial assumption that if the sets $C_{i}$ and $C_{j}$ intersect in an element $c$.

Let $s$ be the smallest integer with the property that every integer greater then or equal to $s$ and less then or equal to $n$ is in $E^{*}$. If such integer does not exist, let $s=n+1$. Note that every element $u<s$ in $C_{i}, 1 \leq i \leq r$ is a beginning of an
interval in $\mathcal{I}_{o}$, or $u=e_{t_{j}}^{j}+1$ for some $j, 1 \leq j \leq r$. Similarly, every element $v$, $v \geq s$ in $C_{i}, 1 \leq i \leq r$ is an ending of some interval in $\mathcal{I}_{o}$, or $v=b_{1}^{j}-1$ for some $j$, $1 \leq j \leq r$. For $1 \leq i \leq r$ let $B_{i}^{+}=\left\{b+1 ; b \in B_{i}\right\}$ and let $E_{i}^{-}=\left\{e-1 ; e \in E_{I}\right\}$. Since the length of each interval in $\mathcal{I}_{o}$ is at least three, the sets $B_{i}, B_{i}^{+}$and $E_{i}$ are mutually disjoint, and so are the sets $B_{i}, E_{i}^{-}$and $E_{i}$. For any $j$ such that $1 \leq j \leq$ $r$ let $F_{j}=B_{j} \cup\left(B_{j}^{+} \cap\{1, \ldots, s-1\}\right) \cup\left(E_{j}^{-} \cap\{s, \ldots, n\}\right) \cup E_{j} \cup\left(\left\{b_{1}^{j}-1, e_{t_{j}}^{j}+1\right\} \cap[n]\right)$.
Lemma 2. For each $i \leq r, i \neq j$, we have $\left|C_{i} \cap F_{j}\right| \leq 1$.
Proof. Let $b<b^{\prime}$ be two elements in $C_{i} \cap F_{j}$.
Assume first that $b, b^{\prime}<s$, that is, both $b$ and $b^{\prime}$ are beginnings of intervals in $\mathcal{T}_{i}$, or $b \in B_{i}$ and $b^{\prime}=e_{t_{i}}^{i}+1$. As $\mathcal{T}_{i}$ is a thread, it follows in both cases that the interval $I=\left[b, b^{\prime}-1\right]$ is a sum of intervals in $\mathcal{T}_{i}$. But at the same time we have $b, b^{\prime} \in F_{j}$, which means that there exists an interval $J$ that is a sum of intervals in $\mathcal{T}_{j}$ and has the form $J=[c, d]$ where $c \in\{b-1, b, b+1\}$ and $d \in\left\{b^{\prime}-2, b^{\prime}-1, b^{\prime}\right\}$. It follows that the symmetric difference of the intervals $I$ and $J$ contains at most two elements, which contradicts the assumption that $\mathcal{I}$ is a 2 -compromise free family (as the vector $\omega_{I}-\omega_{J}$ would have at most two non-zero coordinates).

We now assume that $b, b^{\prime} \geq s$, that is, both $b$ and $b^{\prime}$ are in $E_{i}$, or $b^{\prime} \in E_{i}$ and $b=b_{1}^{i}-1$. It follows that there are intervals $I$ and $J$ in $\mathcal{I}$, where $I=\left[b+1, b^{\prime}\right]$ and $J=[c, d], c \in\{b, b+1, b+2\}$ and $d \in\left\{b^{\prime}-1, b^{\prime}, b+1^{\prime}\right\}$, and we again arrive at the contradiction.

It remains to consider the case when $b<s$ and $b^{\prime} \geq s$. We arrive at the same contradiction with considering the intervals $I=\left[b, b^{\prime}\right]$ and $J=[c, d]$, where $c \in\{b-1, b, b+1\}$ and $d \in\left\{b^{\prime}-1, b^{\prime}, b^{\prime}+1\right\}$.

In our thread decomposition $\mathcal{S}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{r}\right\}$ of the generating set $\mathcal{I}_{o} \subset \mathcal{I}$ of intervals in $[n]$ we may assume without loss of generality that $\mathcal{T}_{1}$ contains an interval beginning with 1 . Moreover, if $n$ does not appear in an interval in $\mathcal{T}_{1}$ we may assume that the numbering is chosen in such a way that $n$ appears as end of an interval in the thread $\mathcal{T}_{2}$. For the ease of formulation of the next result let $\varepsilon_{1}=2$ and $\varepsilon_{2}=0$ if the element $n$ appears in the thread $\mathcal{T}_{1}$, and $\varepsilon_{1}=\varepsilon_{2}=1$ if $n$ appears in $\mathcal{T}_{2}$; let $\varepsilon_{i}=0$ for $3 \leq i \leq r$.

Lemma 3. Let the generating set $\mathcal{I}_{o}$ have a thread decomposition into $r \geq 2$ threads with the properties listed above. Then, for $1 \leq j \leq r$, the thread lengths $t_{i}$ satisfy the following system of linear inequalities:

$$
3 t_{j}+\sum_{i \neq j} t_{i} \leq n-2+\varepsilon_{j}
$$

Proof. Consider first the sets $F_{j}$ introduced before Lemma 2 and observe that $\left|F_{j}\right|=3 t_{j}+2-\varepsilon_{j}$ for each $j, 1 \leq j \leq r$. Recalling Lemma 回, we know that for $1 \leq i \leq r, i \neq j$, the sets $C_{i}$ are pairwise disjoint. Moreover, by Lemma $\square$ we have $\left|F_{j} \cap C_{i}\right| \leq 1$ for any $i \neq j$. Using a routine set-theoretic estimate we obtain:

$$
\begin{gathered}
n \geq\left|F_{j} \cup\left(\cup_{i \neq j} C_{i}\right)\right| \geq\left|F_{j}\right|+\sum_{i \neq j}\left|C_{i}\right|-\sum_{i \neq j}\left|F_{j} \cap C_{i}\right| \\
\geq\left|F_{j}\right|+\sum_{i \neq j}\left(t_{i}+1\right)-\sum_{i \neq j} 1 \\
=3 t_{j}+2-\varepsilon_{j}+\sum_{i \neq j} t_{i}
\end{gathered}
$$

which is equivalent with the inequality in the statement of the result.

## 3 Main Result

Our goal is to find the largest cardinality $\mu_{2}(n)$ of a closed 2 -compromise free family $\mathcal{I}$ of intervals in $[n]$. If $\mathcal{S}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{r}\right\}$ is a thread decomposition of the generating set $\mathcal{I}_{o}$ with properties as above, then clearly $|\mathcal{I}|=\sum_{i=1}^{r}\binom{t_{i}+1}{2}$ where $t_{i}$ is the length of the thread $\mathcal{T}_{i}$. Let $\tau_{2}(n)=\max \sum_{i=1}^{r}\binom{t_{i}+1}{2}$ where the maximum is taken over all $r$ and over all $r$-tuples $\left(t_{1}, t_{2}, \ldots, t_{r}\right)$ of non-negative integers satisfying the inequalities in Lemma 3 either for $\varepsilon_{1}=2$ or for $\varepsilon_{1}=1$. (In fact, the numbers $t_{i}$ appearing in Lemma 3 are all positive, but allowing them to be equal to zero - which is equivalent to allowing "empty threads" - will not affect our computations.) Clearly, $\mu_{2}(n) \leq \tau_{2}(n)$; in what follows we determine $\tau_{2}(n)$ and show that $\tau_{2}(n)=\mu_{2}(n)$ for each odd $n \geq 1$ and each even $n \geq 52$.

Before we do so let us reformulate the problem of finding $\tau_{2}(n)$ in a more uniform way. Letting $s_{i}=t_{i}-\varepsilon_{i} / 2$ for $1 \leq i \leq r$, the inequalities of Lemma 3 transform to

$$
\begin{equation*}
3 s_{j}+\sum_{i \neq j} s_{i} \leq n-3 \tag{1}
\end{equation*}
$$

Let $\varepsilon=\varepsilon_{1} \in\{1,2\}$; then $\varepsilon_{2}=2-\varepsilon$. Further, let

$$
\begin{equation*}
f_{\varepsilon}=f_{\varepsilon}\left(s_{1}, s_{2}, \ldots, s_{r}\right)=\sum_{i \leq r} s_{i}\left(s_{i}+1\right)+\varepsilon s_{1}+(2-\varepsilon) s_{2}+\varepsilon / 2+1 \tag{2}
\end{equation*}
$$

An easy computation shows that $2 \tau_{2}(n)$ is determined by

$$
\begin{equation*}
2 \tau_{2}(n)=\max _{r} \max _{\varepsilon} \max f_{\varepsilon} \tag{3}
\end{equation*}
$$

where the third maximum is taken for $\varepsilon=2$ over all $r$-tuples $s_{i} \geq 0$ which are integral solutions of (11), and for $\varepsilon=1$ over all solutions of (11) such that $2 s_{1}$ and $2 s_{2}$ are odd integers and the remaining $s_{i}$ are integers. We emphasize that the value of $f_{\varepsilon}$ is an even integer for all such admissible $r$-tuples $\left(s_{1}, s_{2}, \ldots, s_{r}\right)$.

Theorem 1. We have $\tau_{2}(n)=\left\lfloor(n+1)^{2} / 16\right\rfloor$ for each odd $n \geq 1$ and $\tau_{2}(n)=$ $\left\lceil n^{2} / 16\right\rceil$ for each even $n \geq 52$.

Proof. To outline our strategy, we first solve the following rational relaxation problem: Determine the maximum $2 \theta_{2}(n)$ of the function $f_{2}$ from (21) over all $r$ and over a region $R$ consisting of all $r$-tuples $\left(s_{1}, s_{2}, \ldots, s_{r}\right)$ of rational numbers $s_{i} \geq 0$ that satisfy the inequalities (II). The function $f_{2}$ is convex, and as we know from the general theory, for any fixed $r$ the maximum of $f_{2}$ taken over
our (convex) region $R$ occurs in one of the corners of $R$. Once we know $\theta_{2}(n)$, it is easy to see that we have an upper bound of the form $\tau_{2}(n) \leq\left\lfloor\theta_{2}(n)\right\rfloor$. We then show that equality holds there for all odd $n$, and finally take care about the more complicated case when $n$ is even.

The form of the function $f_{2}$ suggests that for the purpose of determining $\theta_{2}(n)$ by means of computing corner coordinates and the corresponding values of $f$, we may without loss of generality assume that $s_{1} \geq s_{2} \geq \ldots \geq s_{r}$. Corners of the region $R$ correspond to solutions of linear systems obtained from the $2 r$ defining inequalities of $R$ by choosing $r$ of them and turning them into equations. Thus, if a corner $\left(s_{1}, s_{2}, \ldots, s_{r}\right)$ of $R$ has exactly $q$ nonzero coordinates $(0 \leq k \leq r)$ then $s_{q+1}=\ldots s_{r}=0$ and $3 s_{j}+\sum_{i \neq j} s_{i}=n-3$ where $1 \leq j \leq q$. It follows that $s_{1}=\ldots=s_{q}=(n-3) /(q+2)$, and then

$$
\begin{equation*}
f_{2}\left(s_{1}, s_{2}, \ldots, s_{r}\right)=(n-3)^{2} q /(q+2)^{2}+n-1 \tag{4}
\end{equation*}
$$

The function $g(n, q)=(n-3)^{2} q /(q+2)^{2}+n-1$ is maximised (for any fixed $n$ ) at $q=2$, and $g(n, 2)=(n-3)^{2} / 8+n-1=(n+1)^{2} / 8$. We therefore have $2 \theta_{2}(n)=(n+1)^{2} / 8$, and so

$$
\begin{equation*}
\tau_{2}(n) \leq\left\lfloor\theta_{2}(n)\right\rfloor=\left\lfloor(n+1)^{2} / 16\right\rfloor . \tag{5}
\end{equation*}
$$

To show that, in fact, $\tau_{2}(n)=\left\lfloor(n+1)^{2} / 16\right\rfloor$ for all odd $n$ we first consider the case when $n=4 m+3, m \geq 0$. Then for $r=2$ the pair $s_{1}=s_{2}=m$ is an integer solution of the inequalities (II), and we have $f_{2}(m, m) / 2=(m+1)^{2}=(n+1)^{2} / 16$. If $n=4 m+1$ then, for $r=2$ again, $s_{1}=s_{2}=m-1 / 2$ is an admissible solution of (II) but this time for $\varepsilon=1$, with $f_{1}\left(s_{1}, s_{2}\right)=m(m+1)=\left\lfloor(n+1)^{2} / 16\right\rfloor$.

The case when $n$ is even requires a further analysis. It can be verified that both values $g(n, 1) / 2$ and $g(n, 3) / 2$ are strictly smaller than $\left\lceil n^{2} / 16\right\rceil+1$ for all $n=4 m$, where $m \geq 13$ and all $n=4 m+2$ where $m \geq 10$. As $g(n, q)$ is for each fixed $n$ a decreasing function of $q$ when $q>2$, to show that $\tau_{2}(n)=\left\lceil n^{2} / 16\right\rceil$ for even $n \geq 52$ it is sufficient (by (4) and the preceding fact) to restrict to $r=2$ and to admissible pairs $\left(s_{1}, s_{2}\right)$ with $s_{1} \geq s_{2}>0$. We will now have a more close look at the set of admissible pairs for the maximisation problem (3) when $r=2$.

If $n=4 m$, the admissible pairs $\left(s_{1}, s_{2}\right)$ are determined by inequalities $3 s_{1}+$ $s_{2} \leq 4 m-3$ and $s_{1}+3 s_{2} \leq 4 m-3$, from which we have $s_{1}+s_{2} \leq 2 m-3 / 2$. But note that for an admissible pair the sum $s_{1}+s_{2}$ is always an integer, and therefore $s_{1}+s_{2} \leq 2 m-2$. Assuming $s_{1} \geq s_{2}$ we may replace the two original inequalities with a new set, namely, $3 s_{1}+s_{2} \leq 4 m-3$ and $s_{1}+s_{2} \leq 2 m-2$ where $s_{1} \geq s_{2} \geq 0$. The admissible set for maximisation problem (31) for $r=2$ now consists of all pairs $\left(s_{1}, s_{2}\right)$ defined by this new set of inequalities (all other conditions are as described before the formulation of Theorem (I). Considering the corresponding rational relaxation problem for $f_{2}$ again, we may restrict to corners whose both coordinates are positive. With $s_{1} \geq s_{2}$ there is just one such corner, namely, $(m-1 / 2, m-3 / 2)$, and it gives the value of $f_{2}=2 m^{2}+3 / 2$. (Note that for the problem (3) this corner is admissible for $f_{1}$ but not for $f_{2}$; however, now we are dealing with the relaxation problem for $f_{2}$ where there is no guarantee that the
values of $f_{2}$ are even integers.) Recalling the analysis in the previous paragraph, for $n=4 m \geq 52$ it now follows that $\tau_{2}(4 m) \leq\left\lfloor f_{2} / 2\right\rfloor=m^{2}=\left\lceil n^{2} / 16\right\rceil$. In fact, we have $\tau_{2}(n)=\left\lceil n^{2} / 16\right\rceil$ for $n=4 m \geq 52$, as is shown by evaluating $f_{1}$ at the above corner: $f_{1}(m-1 / 2, m-3 / 2)=2 m^{2}=\left\lceil n^{2} / 16\right\rceil$.

Similarly, if $n=4 m+2$ and $r=2$ then the set of admissible pairs $\left(s_{1}, s_{2}\right)$ for the problem (3) is determined by $3 s_{1}+s_{2} \leq 4 m-1$ and $s_{1}+s_{2} \leq 2 m-1$ where $s_{1} \geq s_{2} \geq 0$. The rational relaxation problem for maximising $f_{2}$ over that region has solution at the corner $(m, m-1)$ with $f_{2}=2 m^{2}+2 m+2$. Again, taking into account the analysis done before, for $m \geq 10$ we obtain $\tau_{2}(4 m+2) \leq$ $f_{2} / 2=\left\lceil n^{2} / 16\right\rceil$. The pair $(m, m-1)$ shows that, in fact, $\tau_{2}(n)=\left\lceil n^{2} / 16\right\rceil$ for $n=4 m+2 \geq 42$.

Recall that our goal is to find the largest cardinality $\mu_{2}(n)$ of a closed 2compromise free family $\mathcal{I}$ of intervals in $[n]$. We saw earlier that $\mu_{2}(n) \leq \tau_{2}(n)$ for all $n$; now we prove that we have equality here in most cases.
Theorem 2. We have $\mu_{2}(n)=\left\lfloor(n+1)^{2} / 16\right\rfloor$ for each odd $n \geq 1$ and $\mu_{2}(n)=$ $\left\lceil n^{2} / 16\right\rceil$ for each even $n \geq 52$.

Proof. By Theorem [ it is sufficient to find instances of closed 2-compromise free families of cardinality $\tau_{2}(n)$ for the corresponding values of $n$. We will do so by describing thread decompositions of the generating sets $\mathcal{I}_{o}$; in all cases there will be just two threads $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$.

If $n=4 m+1$ then we set $\mathcal{T}_{1}=\{[1,4],[5,8], \ldots,[4 m-3,4 m]\}$ and $\mathcal{T}_{2}=$ $\{[3,6], \ldots,[4 m-5,4 m-2],[4 m-1,4 m+1]\}$. For $n=4 m+3$ we define $\mathcal{T}_{1}=$ $\{[1,4],[5,8], \ldots,[4 m-3,4 m],[4 m+1,4 m+3]\}$ and $\mathcal{T}_{2}$ will be the same as before. If $n=4 m+2$ then we let $\mathcal{T}_{1}=\{[1,4], \ldots,[4 m-7,4 m-4],[4 m-3,4 m-$ 1], $[4 m, 4 m+2]\}$ and let $\mathcal{T}_{2}$ be as above. Finally, for $n=4 m$ we will have $\mathcal{T}_{1}=\{[1,4], \ldots,[4 m-7,4 m-4],[4 m-3,4 m-1]\}$ and $\mathcal{T}_{2}=\{[3,6], \ldots,[4 m-$ $9,4 m-6],[4 m-5,4 m]\}$.

The reader is invited to check that the cardinalities of the (closed) families of intervals generated by the threads described above are equal to $\tau_{2}(n)$ and, more importantly, that all these families are 2 -compromise free.

We note that the above extremal families are by no means unique.
We define a usability for a range database as a ratio of the maximum number of range queries that can be answered without a compromise and a total number of range queries. Then, the usability for 2-compromise is $U(n)=\frac{2\left\lfloor(n+1)^{2} / 16\right\rfloor}{n(n+1)}$ for each odd $n \geq 1$ and $U(n)=\frac{2\left\lceil n^{2} / 16\right\rceil}{n(n+1)}$ for each even $n \geq 52$.

## 4 Conclusion

In this paper we determined the usability for 2 -compromise in 1-dimensional range databases of order $n$ for each odd $n$ and each even $n \geq 52$. We note that the result is asymptotically equal to the one for 3 -compromise. The question remains whether the usability for each $k=2 l, l \geq 1$ is asymptotically equal to the usability for $k=2 l+1$.
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#### Abstract

In this paper, we present an experimental study comparing two algorithms, topological peeling and topological walk, for traversing arrangements of planar lines. Given a set $H$ of $n$ lines and a convex region $R$ on a plane, both topological peeling and topological walk sweep the portion $A_{R}$ of the arrangement of $H$ inside $R$ in $O(K+n \log (n+r))$ time and $O(n+r)$ space, where $K$ is the number of cells of $A_{R}$ and $r$ is the number of boundary vertices of $R$. In our study, we robustly implemented these two algorithms using the LEDA library. Based on the implementation, we carried out experiments to conduct several comparisons, such as the arrangement traversal fashions, memory consumption, and execution time. In general, topological peeling exhibits a better control on the propagation of its sweeping curve (called the wavefront). For memory consumption, two types of measures, logical and physical memory, were examined. Our experiments showed that although both algorithms use nearly the same amount of logical memory, topological peeling could use twice as much physical memory as topological walk. For execution time, experiments revealed an interesting phenomenon that topological peeling has a $10 \%$ to $25 \%$ faster execution time than topological walk in most cases. Our analysis of this phenomenon indicates that the execution times of topological peeling and topological walk are both sensitive to the ratio of the lower input lines to all input lines. When the ratio of the lower lines to all input lines is around $85 \%$, the two algorithms have roughly the same amount of execution time. Under this ratio, topological peeling considerably outperforms topological walk; above this ratio, topological walk slightly outperforms topological peeling.


## 1 Introduction

The focus of this paper is on traversing arrangements of lines on the plane. Computing or sweeping the arrangement of a set of $n$ planar lines is a fundamental

[^31]problem in computational geometry [11, and finds applications in solving many problems 3491011122123]. Extensive research has been done on sweeping the arrangement of planar lines, and quite a few interesting algorithms and techniques have been proposed [346911121315[23]. A common feature of these techniques is to use a geometric curve (e.g., a polygonal line) to guide the sweep of the arrangement, and enumerate the faces of the arrangement (i.e., vertices, edges, or cells) based on the order of their intersections with the sweeping curve.

Edelsbrunner and Guibas 12 used a $y$-monotone curve to sweep the arrangement, resulting in a powerful topological sweep algorithm for computing the arrangement on the whole plane; their algorithm takes $O\left(n^{2}\right)$ time and $O(n)$ space for sweeping an arrangement $A$ of $n$ planar lines, which is optimal in both the time and space complexity. To efficiently traverse a portion of an arrangement inside a convex region on the plane, Asano, Guibas, and Tokuyama [3] presented an interesting output-sensitive topological walk algorithm, which computes the portion $A_{R}$ of a planar arrangement $A$ inside a convex region $R$ in $O(K+n \log (n+r))$ time and $O(n+r)$ space, where $K$ is the number of cells of $A_{R}$ and $r$ is the number of boundary vertices of $R$.

One unfavorable feature of topological walk [3] is that its traversal can visit the exterior of the region $R$; hence during the execution of the algorithm, if one removes the elements of the traversal associated with the outside of $R$, the traversed portion inside $R$ can be disconnected (e.g., the swept cells may form multiple connected components). This feature can cause undesirable difficulty for solving certain optimization problems, such as the shortest path problem, on planar arrangements [89]. Another unfavorable feature is that topological walk reports only the lower chain of each cell (or the set of bounding lines below the cell) to identify the cell. In solving some CAD problems 22 and geometric optimization problems [2720, the entire boundary of each cell in an arrangement is needed (e.g., used as the constraints for certain special non-linear optimization problem instance). Thus, such a "weak" representation of cells may not provide sufficient information for some applications.

Chen, Luan, and Xu recently presented another algorithm (9), called topological peeling, for sweeping the portion of an arrangement inside a convex region. Their algorithm achieves the same optimal time and space bounds as topological walk, and avoids the two drawbacks of topological walk mentioned above. More interestingly, topological peeling sweeps the arrangement in a wave-propagation fashion, i.e., the swept cells always form a single connected component, with a double-wriggle curve as the wavefront. This nice property enables them to define a convex region (called anchor region) in the traversed portion for each swept vertex, which allows the shortest path problem on the arrangement of $n$ lines to be solved in $O\left(n^{2}\right)$ time and $O(n)$ space [ 89 .

Since both topological peeling and topological walk can sweep a portion of an arrangement optimally, it will be interesting to determine which algorithm actually performs better in different scenarios. It is likely that such an understanding can be used to guide the applications of the two algorithms. In this paper, we report an experimental study on these two algorithms and compare their per-
formance. We implemented the two algorithms by using the LEDA 4.1 Library, and conducted the comparison based on a large set of randomly generated arrangements (with up to 5000 lines for an arrangement). Our experiments mainly compare four aspects of the two algorithms: various coding issues, arrangement traversal fashions, execution time, and memory consumption. We also analyze the main reasons causing the difference in their performance.

Our experiments show that the executable files of both algorithms have roughly the same size, and their implementations need comparable efforts. A major difficulty encountered in our implementation is to make the programs numerically stable. After applying some interesting numerical methods to implicitly represent the arrangement vertices (i.e., intersection points of the input lines), we are able to make both programs numerically robust.

Based on our experiments, the execution time and memory consumption of both algorithms very much observe the bounds predicted by the theoretical analysis. That is, the execution time is roughly a linear function of the number of cells inside the convex region $R$ and the memory consumption is linearly proportional to the number of lines and the size $|R|$ of $R$.

We measure two types of memory usage, namely the logical and physical memory used, in our experiments. By logical memory, we mean the sum of the basic space units (such as the number of tree nodes, pointers, the size of stacks, etc.) used by the algorithms. Experiments show that the maximum consumptions of the logical memory by the two algorithms during their executions are nearly the same as predicted by the theoretical analysis, while the physical memory used by topological peeling could be twice as much as that in topological walk due to the use of more pointers in the implementation.

For the execution time comparison, an interesting phenomenon observed in our experimentation is that although the topological peeling algorithm appears to be more sophisticated than the topological walk algorithm, the execution time of topological peeling is actually $10 \%$ to $25 \%$ faster than that of topological walk in most cases. We attribute the better execution time of topological peeling over topological walk to the ability of topological peeling to focus its search and exploration on relatively local structures of an arrangement. In topological peeling, two types of input lines, called upper lines and lower lines (see Section [2.] for their definitions), are distinguished, and the induced arrangement of the upper (resp., lower) lines is swept by using a lower (resp., upper) horizon tree. Topological peeling repeatedly chops or "peels" a lower cell (i.e., a cell in the arrangement of the lower lines), called the current cell, and builds a local lower horizon tree for those upper lines intersecting the current cell. The sweep of the arrangement portion inside the current cell is thus restricted to searching a much smaller local tree, rather than a more complicated global tree as in topological walk. This difference, along with several other major differences (to be shown later), makes the execution time of topological peeling sensitive to the ratio of the number of lower lines over the number of all input lines in the arrangement. Our experimentation shows that when this ratio is around $85 \%$ (i.e., the number of lower lines is $85 \%$ of the total input lines), topological peeling has roughly the
same execution time as topological walk. When the ratio is $<85 \%$, topological peeling in general considerably outperforms topological walk. When this ratio is $>85 \%$, topological walk often has a slightly better performance.

## 2 Overview of Topological Walk and Topological Peeling

In this section, we first give some preliminaries, and then outline the main steps of topological walk [3] and topological peeling [9]. For detailed discussions of these two algorithms, we recommend readers their original papers.

### 2.1 Preliminaries

Let $H$ be a set of $n$ planar lines, and $A(H)$ be the arrangement of $H$. Let $R$ be a polygonal convex region, and $A_{R}$ denote the portion of $A(H)$ inside $R$. The boundary $B(R)$ of $R$ has $r$ vertices. A line $l \in H$ is called an upper (resp., lower) line if the left intersection of $l$ with $B(R)$ is on the upper (resp., lower) chain of $B(R)$. Let $H_{U}$ (resp., $H_{L}$ ) denote the set of upper (resp., lower) lines in $H$. The arrangement of $H_{U}$ (resp., $H_{L}$ ) inside $R$ is called the upper (resp., lower) arrangement, denoted by $A_{R}^{U}$ (resp., $A_{R}^{L}$ ).

A cut $C$ of $A_{R}$ induced by $H$ [39, roughly speaking, is a list of edges on $B(R)$ or $H$ such that (1) each line $l \in H$ contributes exactly one edge to $C$, (2) any two consecutive edges in $C$ are incident to a cell of $A(H)$ with one edge above the other, and (3) the removal of $C$ disconnects $A_{R}$. For any arrangement $A_{R}$, there always exists an initial cut $C_{0}$ such that each edge $e$ of $C$ contributed by a line $l \in H$ contains the left intersection of $l$ with $B(R)$.

For a given cut $C$, one can construct a horizon tree by extending each edge in $C$ to the right along its supporting line or the boundary $B(R)$. When two extending edges meet, one of the two edges stops, and this process results in a tree. The tree obtained by always stopping the extending edge with a smaller (resp., larger) slope is called an upper (resp., lower) horizon tree of $C$ denoted by $T_{U}(C)$ (resp., $T_{L}(C)$ ). The horizon tree corresponding to the initial cut $C_{0}$ partitions the convex region $R$ into a set of connected subregions, called gulfs. For a given $A_{R}$ containing both the upper and lower lines, the upper horizon tree $T_{U}\left(C_{0}\right)$ contains some dummy edges, each of which is an edge outside and above $R$ and connected to $T_{U}\left(C_{0}\right)$ at the left intersection of an upper line with $B(R)$. A twig in a horizon tree $T(C)$ is either the root of $T(C)$ or a branch node in $T(C)$ at which two cut edges of $C$ meet.

In a horizon tree $T(C)$, given a twig $w$ formed by two cut edges $e_{i}$ and $e_{i+1}$ of $C$ with $e_{i}$ stopping $e_{i+1}$, an elementary step on $w$ is to replace $e_{i}$ and $e_{i+1}$ by two other edges $e_{i+1}^{\prime}$ and $e_{i}^{\prime}$, where $e_{i+1}^{\prime}$ and $e_{i}^{\prime}$ are the right neighboring edges of $e_{i}$ and $e_{i+1}$ on their corresponding supporting lines. Also, the stopped edge $e_{i+1}$ is extended to the right of $w$ along its supporting line until it hits $T(C)$.

### 2.2 Main Steps of Topological Walk and Topological Peeling

To sweep $A_{R}$, topological walk [3] performs the following main steps.

1. Compute the initial cut $C$.
2. Construct the upper horizon tree $T(C)$.
3. Starting at the root of $T(C)$, use a dynamic depth-first search on $T(C)$ to find the leftmost twig $w$.
4. Perform an elementary step on $w$, and update $C$ and $T(C)$.
5. Repeat Steps 3 and 4 until the cut $C$ becomes empty.

Topological peeling [9] uses topological walk as a subroutine and performs the following main steps.

1. Partition $H$ into two subsets: $H_{U}$ of upper lines and $H_{L}$ of lower lines.
2. Construct a global lower horizon tree $T_{L}$ for the upper lines in $H_{U}$ and a global upper horizon tree $T_{U}$ for the lower lines in $H_{L}$.
3. Maintain a curve $L$ front to bound the swept cells of $A_{R}^{L}$.
4. Perform a topological walk on $T_{U}$, and for each (current) cell $G$ in $A_{R}^{L}$ thus visited for the first time, do the following:
(a) extract the boundary $B(G)$ of $G$ using $L$ front and $T_{U}$;
(b) use $B(G)$ and $T_{L}$ to build a local lower horizon tree $T_{L}(G)$ for those upper lines intersecting $G$;
(c) simulate a topological walk on $T_{L}(G)$ to sweep $A_{R}^{U} \cap G$, and generate the intersections between upper and lower lines in an efficient way;

## 3 Implementation and Comparison Results

To further explore the behavior of the topological peeling and topological walk algorithms, we implemented these two algorithms and conducted a comparative study on them. The comparison results are presented in this section.

### 3.1 Experimental Environment

Our implementation is based on the C++ library LEDA 4.1. The source code of LEDA was obtained from Algorithmic Solutions Software GmbH. After the implementation, the two algorithms were tested and compared on a Sun Blade 1000 workstation with a 600 MHz UltraSPARC III Processor and 512 MB memory. The operating system is SunOS 5.8. Both programs were compiled by $g++$ (GNU C++ version 2.7.2.1) with the same optimization options. The execution times were collected using UNIX user application Top (version 3.5 beta12), and the memory usage information was obtained by using special memory measuring procedures. To further reduce the machine variants, all data shown in this paper are based on the average of multiple runs, and all execution times were collected when memory measuring procedures were fully disabled.

### 3.2 Input Data Generation

The two algorithms have two kinds of input data: the straight lines for the arrangement and the convex region specifying the target portion of the arrangement. Every straight line is generated by randomly choosing two points inside
a square. The convex regions are generated by computing the convex hull of $m$ randomly chosen points. To reduce unnecessary overhead, all input data are generated off-line and fed to the algorithms during their executions.

### 3.3 Handling Numerical Errors

Numerical errors abound in geometric computing, and our implementation of the topological peeling and topological walk algorithms is no exception. A key here is how to handle properly the intersection points of the arrangements. Our solution for this numerical problem is to avoid using explicit coordinates of the intersection points since they can be easily corrupted by numerical errors. Instead, in our implementations, for each intersection point $p$, we use the two corresponding straight lines that give rise to that intersection at $p$ to represent $p$. It appears that the programs based on this implicit representation of intersection points effectively prevented the propagation of numerical errors. Based on this implicit representation scheme, the mixed search procedure has accurate information to locate the starting intersection points, and the comparisons between intersection points are carried out by comparisons on their respective generating lines. Our experiments showed that this approach is very effective, and eliminate most of the abnormality caused by numerical errors.

### 3.4 Coding Issues

Overall, the efforts we made in implementing these two algorithms are comparable. The size of the final executable for topological peeling is 34.32 MB , while that for topological walk is 33.52 MB . This is because topological peeling and topological walk share many data structures and procedures (e.g. horizon tree and mixed search). Some differences come from the lockstep search for topological peeling and the handling of dummy edges for topological walk. The most difficult part of the implementation arose from the handling of a large number of pointers. These pointers are put into the programs to achieve fast execution time. For future implementations and applications, we would caution programmers to pay special attention to the maintenance and manipulation of these pointers.

### 3.5 Arrangement Traversal Fashions

A key difference between topological peeling and topological walk is the way they explore an arrangement. Figure shows the traversal fashions of the two algorithms on the same arrangement within a convex polygon. The labels in Figures (b) and (c) denote the order in which each cell is traversed by each of the two algorithms. The cells to the above and left of the heavy polygonal lines (wavefront) form the regions that have been explored by the two algorithms after cell No. 7 is traversed. As seen from the figures, the region explored by topological walk can consist of different connected components, while the region traversed by topological peeling is always a single connected component bounded


Fig. 1. (a) Arrangement in a convex region. (b) Topological walk traversal fashion. (c) Topological peeling traversal fashion.
by a wavefront whose shape is a double wriggle curve [9]. This is why topological peeling can be used to solve several problems (e.g., computing shortest paths) on planar arrangements, while topological walk is not directly applicable [9].

### 3.6 Execution Time Comparison

For the execution time comparison, we experimented with the programs for the two algorithms on randomly generated lines and convex polygons, and collected data on the execution times, the number of intersection points, and the number of cells reported. The results shown in Figure [2(a) and (b) are based on the data collected on arrangements of 2000 lines each, within a series of 10 convex polygons. The convex polygons are generated by computing the convex hull of 20 randomly generated points. Figure 2a) shows the relation between the execution time and the total number of intersection points inside the convex polygon, and Figure 2(b) shows the relation between the execution time and the number of cells reported. Our experimental results demonstrate that the execution times of these two algorithms very much observe the time bounds predicted by the theoretical analysis, and the execution time increases almost linearly as the total number of intersection points or the total number of cells increases. More interestingly, these experimental results suggest that on average, topological peeling runs $10 \%$ to $25 \%$ faster than topological walk.

### 3.7 Memory Consumption Comparison

For the memory usage comparison, we collected two types of data: the actual physical size of the additional memory used, and the logical units of the additional memory used. The first type of memory usage is clear from its name; a discussion of the second type will be given later. The data on memory usage is obtained by putting a special memory measuring procedure in our codes. Each reported value represents the maximum amount of additional memory ever allocated during any time of a program execution. Now, we explain what we mean by logical units of memory. Precisely, it means the following. For topological peeling, it is the sum of: (1) the total number of nodes in the upper and lower horizon trees, (2) the total number of items in the stacks for traversing the upper


Fig. 2. Comparisons between topological peeling and topological walk. The solid line stands for topological walk and the dashed line stands for topological peeling.
and lower horizon trees, (3) the total number of nodes in the linked list representing the current lower cell, and (4) the total number of nodes in the linked list representing the wavefront. For topological walk, it is the sum of: (1) the total number of nodes in the upper horizon tree, and (2) the total number of items in the stack for traversing the upper horizon tree. We consider data on the logical memory usage because its value is closely related to the theoretical space bound and depends less on the choices made by specific programmers.

The experimental results shown in Figure 2(c) and (d) are based on randomly generated arrangements of up to 5000 lines each. Precisely, we considered arrangements of $500 * i$ lines, for every $i=1,2, \ldots, 10$ (i.e., from 500 lines to 5000 lines, with an interval size of 500 ). For every group size of lines, we ran 10 randomly generated examples on randomly generated convex polygons, and took the average. Figure [2] (c) shows the relation between the physical size of additional memory used and the total number of lines in the arrangement, and Figure [2(d) shows the relation between the logical units of additional memory used and the total number of lines in the arrangement. Our experimental results suggest that both algorithms observe the space bound of the theoretical analysis, and the memory usage increases linearly with the number of lines in the arrangements. Although the two algorithms use nearly the same amount of logical memory, the topological peeling program uses over twice as much additional physical memory as topological walk. This is because more pointers are used in the topological peeling program, as suggested by the theoretical algorithm.

### 3.8 Execution Time Analysis

We attribute the better execution time of topological peeling over topological walk to the ability of topological peeling to focus its search and exploration on relatively local structures of an arrangement. Note that a significant portion of the total execution time of each of the two algorithms comes from the following computations: (1) the intersections among lower lines, (2) the intersections among upper lines, and (3) the intersections between lower lines and upper lines. We call the intersections of types (1) and (2) the same-type intersections, and intersections of type (3) the different-type intersections.

The methods for computing the same-type intersections in the two algorithms are similar to each other, i.e., finding twig nodes and mixed search. A key factor that makes a difference in this portion of the execution time is the sizes of the horizon trees. Recall that in topological walk, the exploration of type (1) and type (2) intersections is achieved through the exploration of a single upper horizon tree, based on all lines of the arrangement. But in topological peeling, the exploration of type (1) and type (2) intersections is conducted separately on the upper horizon tree and lower horizon tree, each based on a subset of the input lines. The smaller size each horizon tree has, the fewer steps topological peeling must take to carry out a mixed search, and hence on average less time for topological peeling to report each same-type intersection point.

Another difference-making factor lies in the way in which the two algorithms compute the different-type intersections. In topological walk, the methods for computing the different-type intersections are the same as for the same-type intersections. However, in topological peeling, things are somewhat different. Note that in topological peeling, arrangements $A_{R}^{L}$ and $A_{R}^{U}$ are swept by using their respective horizon trees $T_{U}$ and $T_{L}$, in an interweaving manner. More precisely, topological peeling first performs topological walk on $T_{U}$ to obtain a current lower cell $G$, then builds a partial lower horizon tree $T_{L}(G)$, and finally sweeps the portion of $A_{R}^{U}$ inside the boundary $B(G)$ of $G$. Thus, topological peeling focuses its search on a local structure, i.e., the boundary $B(G)$ of the current upper cell $G$; furthermore, this local structure is very stable in the sense that it does not incur dynamic changes as occurred in topological walk. A key advantage of this stable local structure is to allow topological peeling to use an array (instead of a linked list) as data structure, which speeds up the search on this structure considerably. Consequently, instead of having to do mixed search on linked lists as in topological walk, topological peeling is able to do exponential search on arrays, yielding a faster execution time.

In a sense, we can view topological peeling as a "divide and conquer" version of topological walk. The "divide" stage is for separating the computation of type (1) and type (2) intersections onto upper horizon trees and lower horizon trees respectively; the "conquer" stage is for computing type (3) intersections in the partial lower horizon trees. To support our argument, we conducted the following experiments. We modified the arrangement generation procedure, so that we can control the ratio of the lower lines over all input lines in arrangements. The results in Figure 3 are based on the executions of both algorithms on randomly


Fig. 3. The relation between the execution time and ratio of the lower lines over all input lines. The solid line stands for topological walk and the dashed line stands for topological peeling.
generated arrangements of 2000 lines each, within the same convex polygons. As shown in Figure 3, when the arrangements consist of mostly lower lines (i.e., the ratio of the lower lines over all input lines is close to $100 \%$ ), topological walk outperforms topological peeling in execution time. This corresponds to the theoretical analysis, for in this special case, topological peeling is simply reduced to topological walk, except that topological peeling still needs to handle lockstep search. Hence it is natural that for this special case, topological peeling is slower. When the arrangements consist of mostly upper lines (i.e., the ratio of the lower lines over all input lines is close to $0 \%$ ), topological peeling is also reduced to topological walk. However, unlike the previous case, in this special case topological peeling outperforms topological walk in execution time, because topological peeling need not handle dummy edges. The biggest advantage of topological peeling occurs in the more balanced situations in which the numbers of upper lines and lower lines are somewhat comparable. This is the case in which the "divide and conquer" version shows its power in execution time. As shown in Figure 3 for this more general case, topological peeling outperforms topological walk in execution time, by as much as $35 \%$ ! The balance point at which both algorithms consume roughly the same amount of execution time appears when the ratio of the lower lines over all input lines is around $85 \%$.
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#### Abstract

We study an on-line bin packing problem. A fixed number $n$ of bins, possibly of different sizes, are given. The items arrive on-line, and the goal is to pack as many items as possible. It is known that there exists a legal packing of the whole sequence in the $n$ bins. We consider fair algorithms that reject an item, only if it does not fit in the empty space of any bin. We show that the competitive ratio of any fair, deterministic algorithm lies between $\frac{1}{2}$ and $\frac{2}{3}$, and that a class of algorithms including Best-Fit has a competitive ratio of exactly $\frac{n}{2 n-1}$.


## 1 Introduction

The Problem. We consider the following bin packing problem. The input consists of $n$ bins, possibly of different sizes, and a sequence of positively sized items. The bins as well as the sizes of the bins are denoted by $B_{1}, B_{2}, \ldots, B_{n}$. The items arrive on-line, i.e., each item must be packed before the next item is seen, and packed items cannot be moved between bins. The goal is to pack as many items as possible into the $n$ bins. A bin is legally packed if the total size of the items assigned to it is at most the size of the bin. This problem of maximizing the number of items packed in a fixed number of bins is sometimes called dual bin packing, to distinguish it from the classical bin packing problem which is to pack all items in as few bins as possible. In [8] the problem is reported to have been named dual bin packing in [18]. Note that this name is also sometimes used for bin covering $[2,12,13]$. For a survey on classical bin packing in identical bins, see $[14,11]$.

Throughout the paper, we restrict the input sequences to be accommodating [6, 7], i.e., sequences that an optimal off-line algorithm, which knows all items in advance, can pack completely. The reason for this restriction is that, for general sequences, no on-line algorithm can pack a constant fraction of the number of items that can be packed by an optimal off-line algorithm.

[^32]The problem can also be seen as a scheduling problem with $n$ uniformly related machines. In the basic scheduling problem, each job is to be assigned to one of the machines so as to minimize the makespan. This problem was first studied for the case of identical machines by Graham [15], and for uniformly related machines by $[1,10,4]$. For a survey on on-line scheduling problems, see [20]. Consider a scheduling problem with a deadline and assume that the aim is to schedule as many jobs as possible before this deadline. If an optimal off-line algorithm can schedule all jobs of any input sequence before the deadline, this problem is equivalent to our problem. Our problem can also be seen as a special case of the multiple knapsack problem (see [19, 9]), where all items have unit profit. (This problem was mainly studied in the off-line environment.)

The Algorithms. In this paper we study fair algorithms [3]. A fair algorithm rejects an item, only if the item does not fit in the empty space of any bin.

Some of the algorithms that are classical for the classical bin packing problem (where the whole sequence of items is to be packed in as few bins as possible) can be adapted to our problem. Such an adaptation for identical bins was already done in [7]: the $n$ bins are all considered open from the beginning, and no new bin can be opened. We also use this adaptation. Since there is no unique way to define First-Fit for variable sized bins, we discuss this in Section 3.

The Quality Measure. The competitive ratio of an on-line algorithm $\mathbb{A}$ for the dual bin packing problem is the worst case ratio, over all possible input sequences, of the number of items packed by $\mathbb{A}$ to the number of items packed by an optimal off-line algorithm. Often an additive constant is allowed, yielding the following definition of the competitive ratio.

Definition 1. For any algorithm $\mathbb{A}$ and any sequence I of items, let $\mathbb{A}(I)$ be the number of items packed by $\mathbb{A}$ and let $O P T(I)$ be the number of items packed by an optimal off-line algorithm. Furthermore, let $0 \leq c \leq 1$. An on-line algorithm $\mathbb{A}$ is $c$-competitive if there exists a constant $b$ such that

$$
\mathbb{A}(I) \geq c \cdot O P T(I)-b, \text { for any sequence } I \text { of items. }
$$

The competitive ratio of $\mathbb{A}$ is

$$
C_{\mathbb{A}}=\sup \{c \mid \mathbb{A} \text { is c-competitive }\}
$$

Note that since dual bin packing is a maximization problem, the competitive ratio lies between 0 and 1 .

If the additive constant $b$ is zero or negative, the algorithm is called strictly $c$-competitive. The bounds given in this paper are valid for the strict competitive ratio as well as for the competitive ratio in general.

For randomized algorithms, the competitive ratio is defined similarly, but $\mathbb{A}(I)$ is replaced by the expected value of $\mathbb{A}(I), E(\mathbb{A}(I))$.

The Results. We show the following results for fair algorithms on accommodating sequences.

- Any fair algorithm has a competitive ratio of at least $\frac{1}{2}$, and the competitive ratio of Worst-Fit is exactly $\frac{1}{2}$.
- A class of algorithms that give preference to smaller bins has a competitive ratio of exactly $\frac{n}{2 n-1}$. This class contains Best-Fit as well as the variant of First-Fit that sorts the bins in order of non-decreasing sizes.
- Any fair, deterministic algorithm has a competitive ratio of at most $\frac{2}{3}$, and any fair, randomized algorithm has a competitive ratio of at most $\frac{4}{5}$.

Previous Work. Dual bin packing in identical bins has been studied both in the off-line version $[17,16]$ and in the on-line version for accommodating sequences $[6,7,3]$. Even for identical bins, a restriction on the input sequences is needed in order to be able to achieve a constant competitive ratio [7]. In [7], fair algorithms are considered and it is shown that First-Fit has a competitive ratio of at least $\frac{5}{8}$ on accommodating sequences. An upper bound of $\frac{6}{7}$ for any fair or unfair randomized algorithm is also given. In [3], a $\left(\frac{2}{3}-\frac{2}{4 n+1}\right)$-competitive unfair algorithm is given, the negative result for fair deterministic algorithms is improved to 0.809 , and the bound of $\frac{5}{8}$ for First-Fit is shown to be asymptotically tight (the upper bound approaches $\frac{5}{8}$ as $n$ approaches infinity).

## 2 General Results on Fair Algorithms

In this section we show that, on accommodating sequences, the competitive ratio of any fair, deterministic algorithm lies between $\frac{1}{2}$ and $\frac{2}{3}$, and the competitive ratio of any randomized algorithm is at most $\frac{4}{5}$.

### 2.1 Positive Results

The main result of this section is that any fair algorithm is $\frac{1}{2}$-competitive on accommodating sequences. We need the following lemma which is adapted from a similar lemma for identical bins in [7].

Lemma 1. For any fair algorithm, the number of rejected items is no larger than the number of accepted items, if the input sequence is accommodating.

Proof. Given an instance of the dual bin packing problem with an accommodating sequence $I$, we define a sequence $I^{\prime}$ as follows. Each accepted item of size $x$ is replaced by $\left\lfloor\frac{x}{s}\right\rfloor$ items of size $s$, where $s$ is the minimum size of any rejected item. Each rejected item is decreased to have size $s$. Clearly, a packing of all items of $I$ defines a legal packing of all items of $I^{\prime}$, hence $I^{\prime}$ is also an accommodating sequence.

Let $P$ be the on-line packing of $I$ and let $P^{\prime}$ be the packing of $I^{\prime}$ induced by $P$. Note that all items of $I^{\prime}$ have the same size. Thus, to calculate an upper bound on the number of items rejected we just need to find an upper bound on the number of items of size $s$ that fit in the bins after doing the packing $P^{\prime}$.

For each bin $B_{i}$, let $k_{i}$ denote the number of items in bin $B_{i}$ in the packing $P$. The empty space in $B_{i}$ in the packing $P^{\prime}$ consists of the empty space in $B_{i}$ in the packing $P$ and the space freed by the rounding down of the items packed in $B_{i}$. The empty space in $B_{i}$ in $P$ is less than $s$, since the algorithm is fair, and
the total size of each original item was decreased by less than $s$. Thus, the empty space in $B_{i}$ in $P^{\prime}$ is strictly less than $s\left(k_{i}+1\right)$. We conclude that the number of rejected items is at most $\sum_{i=1}^{n} k_{i}$ which is the number of accepted items.

Corollary 1. Any fair algorithm has a competitive ratio on accommodating sequences of at least $\frac{1}{2}$.

We close this section with an easy lemma that will be needed in Section 2.2 and Section 3. Let $C$ be the set of non-empty bins in the optimal off-line packing. Let $N=|C|$.

Lemma 2. Given an accommodating input sequence, any fair algorithm rejects at most $N-1$ items.

Proof. If the on-line algorithm does not reject any items, its packing is optimal. Assume now, that at least one item is rejected. Let $s$ be the minimum size of any rejected item. Since the algorithm is fair, the empty space in each bin is less than $s$. Another trivial upper bound on the empty space in any bin $B$ is the size $B$ of the bin. Thus, the total empty space in the on-line packing is strictly less than $N s+\sum_{B \notin C} B$. The total empty space of OPT is at least $\sum_{B \notin C} B$. Hence, since OPT accepts all items, the total size of all rejected items is strictly less than $N s$. Since all rejected items are of size at least $s$, there are at most $N-1$ rejected items.

### 2.2 Negative Results

In this section we show an upper bound of $\frac{2}{3}$ for deterministic, fair algorithms and an upper bound of $\frac{4}{5}$ for randomized, fair algorithms.

We first prove the upper bound of $\frac{2}{3}$ for the strict competitive ratio. This is relatively easy for any $n \geq 2$. Consider for example the following instance with $n-2$ bins of size $\varepsilon, 0<\varepsilon<1$, one bin of size 2 , and one bin of size 3 . The input sequence consists of two or three items that are all too large for the bins of size $\varepsilon$. The first item has size 1. If this first item is assigned to the bin of size 3 , an item of size 3 arrives next. Otherwise, two items of size 2 will arrive. In the first case, only the first item is packed, since the second does not fit, and in the second case only two items are accepted, the third does not fit. It is easy to see that both sequences are accommodating. This gives an upper bound of $\frac{2}{3}$ on the strict competitive ratio, for $n \geq 2$. Applying Yao's inequality [21] as described in [5] on these two sequences gives an upper bound of $\frac{4}{5}$ on the strict competitive ratio for randomized algorithms. This can be seen in the following way. Consider the sequence where the first item of size 1 is followed by one item of size 3 with probability $p_{1}=\frac{2}{5}$ and by two items of size 2 with probability $p_{2}=\frac{3}{5}$. An algorithm that packs the first item in the bin of size 3 will have an expected performance ratio of at most $p_{1} \cdot \frac{1}{2}+p_{2} \cdot 1=\frac{4}{5}$. Similarly, an algorithm that packs the first item in the bin of size 2 will have an expected performance ratio of at most $p_{1} \cdot 1+p_{2} \cdot \frac{2}{3}=\frac{4}{5}$. Thus, no deterministic algorithm can have an expected performance ratio larger than $\frac{4}{5}$ on this sequence.

However, we are interested in negative results that hold for the competitive ratio in general, and not only for the strict competitive ratio. By Lemma 2, the number of rejected items is at most $n-1$. As long as there is only a constant number of bins, we can view the number of rejected items as just an additive constant, and hence any fair algorithm has competitive ratio 1 . Thus, to prove the following theorem, we need to find arbitrarily long accommodating sequences with the property that only $\frac{2}{3}$ of the items are accepted.

Theorem 1. Any fair, deterministic on-line algorithm for the dual bin packing problem has a competitive ratio of at most $\frac{2}{3}$ on accommodating sequences.

Proof. For $\ell=1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$, we give the pair of bins

$$
B_{2 \ell-1}=2 \ell+4^{\ell} \varepsilon \text { and } B_{2 \ell}=2 \ell+2 \cdot 4^{\ell} \varepsilon
$$

where $\varepsilon<\frac{1}{4^{n}}$ is a positive constant. Thus, $4^{\ell} \varepsilon<1,1 \leq \ell \leq\left\lfloor\frac{n}{2}\right\rfloor$. If $n$ is odd, the last bin is of size $\frac{\varepsilon}{2}$ (so that no items are packed in that bin for the sequence we define). The sequence contains $3 \cdot\left\lfloor\frac{n}{2}\right\rfloor$ items and is constructed so that exactly $2 \cdot\left\lfloor\frac{n}{2}\right\rfloor$ of them are accepted.

The sequence is defined inductively in steps $\left\lfloor\frac{n}{2}\right\rfloor,\left\lfloor\frac{n}{2}\right\rfloor-1, \ldots, 1$. In step $k$, two large items are given and one small item is defined. The small items are given after all large items and are defined such that they will be rejected by the on-line algorithm. The sizes of the two large items are defined such that

- the on-line algorithm will pack them in $B_{2 k}$ and $B_{2 k-1}$, one in each bin, and
- after packing the two items, the empty space in the two bins have the same size denoted $E_{k}$.

For convenience we define $E_{\left\lfloor\frac{n}{2}\right\rfloor+1}=0$. As will be seen later, $E_{k+1}<E_{k}, 1 \leq$ $k \leq\left\lfloor\frac{n}{2}\right\rfloor$. Furthermore, we will prove that $E_{1}<1$.

The first large item given in step $k$ has size $2 k-E_{k+1}$. Thus, the very first item has size $2 \cdot\left\lfloor\frac{n}{2}\right\rfloor$, and the size of the first large item of each of the later steps depends on the empty space created in the previous step. Since $2 k-E_{k+1}>2 k-1$ and all previous bins $B_{n}, \ldots, B_{2 k+1}$ have less than one unit of empty space, this item fits only in $B_{2 k}$ and $B_{2 k-1}$. What happens next depends on which of these two bins the algorithm chooses.

Case 1: The first large item is packed in $B_{2 k-1}$. In this case, the next large item has size $2 k-E_{k+1}+4^{k} \varepsilon$. This item will be packed in $B_{2 k}$. Now, the empty space in each of the bins $B_{2 k}$ and $B_{2 k-1}$ is $E_{k}=E_{k+1}+4^{k} \varepsilon$. The small item defined in this step has size $S_{k}=E_{k}+4^{k} \varepsilon$. Note that this item does not fit in $B_{2 k}$ or $B_{2 k-1}$, but the off-line algorithm can pack the first large item in $B_{2 k}$ together with the small item and put the second large item in $B_{2 k-1}$.

Case 2: The first large item is packed in $B_{2 k}$. In this case, the next large item has size $2 k-E_{k+1}-4^{k} \varepsilon$. For $k \geq 2$, this item does not fit in $B_{2 k-2}$, since $2 k-E_{k+1}-4^{k} \varepsilon>2 k-1-4^{k} \varepsilon \geq 2 k-2+3 \cdot 4^{k} \varepsilon$, for $n \geq 2$, and $B_{2 k-2}=$
$2 k-2+2 \cdot 4^{k-2} \epsilon$. Hence, this item must be packed in $B_{2 k-1}$. Now, the empty space in each of the bins $B_{2 k}$ and $B_{2 k-1}$ is $E_{k}=E_{k+1}+2 \cdot 4^{k} \varepsilon$. The small item defined in this step has size $S_{k}=E_{k}+4^{k} \varepsilon$. This item does not fit in $B_{2 k}$ or $B_{2 k-1}$, but the off-line algorithm can pack the first large item in $B_{2 k-1}$ and put the second large item in $B_{2 k-1}$ together with the small item.

Note that $E_{k+1}+4^{k} \varepsilon \leq E_{k} \leq E_{k+1}+2 \cdot 4^{k} \varepsilon, 1 \leq k \leq\left\lfloor\frac{n}{2}\right\rfloor$. The first inequality tells us that, to prove that none of the small items will be accepted, it suffices to prove that $S_{k}>E_{1}, 2 \leq k \leq\left\lfloor\frac{n}{2}\right\rfloor$. This is easily done using the second inequality. For $2 \leq k \leq\left\lfloor\frac{n}{2}\right\rfloor$,

$$
E_{1} \leq E_{k}+2 \cdot \sum_{i=1}^{k-1} 4^{i} \varepsilon<E_{k}+4^{k} \varepsilon=S_{k}
$$

Finally,

$$
E_{1} \leq E_{\left\lfloor\frac{n}{2}\right\rfloor+1}+2 \cdot \sum_{i=1}^{\left\lfloor\frac{n}{2}\right\rfloor} 4^{i} \varepsilon<4^{\left\lfloor\frac{n}{2}\right\rfloor+1} \varepsilon<4^{\left\lfloor\frac{n}{2}\right\rfloor+1-n} \leq 1
$$

We move on to randomized algorithms. Since the previous sequence was built step by step, we need to give a simpler sequence in order to prove the following theorem.

Theorem 2. Any fair randomized algorithm has a competitive ratio on accommodating sequences of at most $\frac{4}{5}$.
Proof. We use $\left\lfloor\frac{n}{2}\right\rfloor$ bins of size $1+\varepsilon$ and $\left\lfloor\frac{n}{2}\right\rfloor$ bins of size $2-\varepsilon$, where $0<\varepsilon<\frac{1}{2}$. If $n$ is odd, the last bin is of size $\varepsilon$. The sequence starts with $\left\lfloor\frac{n}{2}\right\rfloor$ items of size 1. We describe a proof for deterministic algorithms first. Since the algorithm is fair, all $\left\lfloor\frac{n}{2}\right\rfloor$ items are accepted. Let $x$ be the number of bins of size $1+\varepsilon$ that received an item (no bin can receive more than one item). Then, exactly $x$ bins of size $2-\varepsilon$ are empty. What happens next depends on the size of $x$.

Case $x \leq \frac{3}{5} \cdot\left\lfloor\frac{n}{2}\right\rfloor$. In this case, the sequence continues with $\left\lfloor\frac{n}{2}\right\rfloor$ items of size $2-\varepsilon$, and the on-line algorithm accepts $\left\lfloor\frac{n}{2}\right\rfloor+x$ items in total out of the $2\left\lfloor\frac{n}{2}\right\rfloor$. This gives a fraction of $\frac{\left\lfloor\frac{n}{2}\right\rfloor+x}{2\left\lfloor\frac{n}{2}\right\rfloor} \leq \frac{1+\frac{3}{5}}{2}=\frac{4}{5}$.

Case $x>\frac{3}{5} \cdot\left\lfloor\frac{n}{2}\right\rfloor$. In this case, the sequence continues with $\left\lfloor\frac{n}{2}\right\rfloor$ items of size $1+\varepsilon$ followed by $\left\lfloor\frac{n}{2}\right\rfloor$ items of size $1-\varepsilon$. After the arrival of items of size 1 , there are $\left\lfloor\frac{n}{2}\right\rfloor$ empty bins. Thus, all items of size $1+\varepsilon$ are accepted and now each bin has exactly one item. Items of size $1-\varepsilon$ can only be assigned to bins of size $2-\varepsilon$ that contain an item of size 1 , hence $\left\lfloor\frac{n}{2}\right\rfloor-x$ of them are accepted. Thus, the fraction $\frac{3\left\lfloor\frac{n}{2}\right\rfloor-x}{3\left\lfloor\frac{n}{2}\right\rfloor}<\frac{3-\frac{3}{5}}{3}=\frac{4}{5}$ of the items is accepted.

To get a randomized result, let $x$ be the expectation of the number of bins of size $1+\varepsilon$ that got an item. The bound follows by linearity of expectation.

## 3 Results on Specific Fair Algorithms

We now analyze specific algorithms. Some natural fair algorithms are First-Fit, Best-Fit, and Worst-Fit. The algorithm First-Fit is not a single algorithm, but a class of algorithms that give an order to the bins, and use the algorithm according to this order, i.e., assign an item to the first bin (in the ordered set of bins) that the item fits in. Among the various versions of First-Fit, two are most natural; Smallest-Fit assigns an item to the smallest bin it fits into, and Largest-Fit assigns an item to the largest bin it fits into. The other algorithms are used in their classical version, i.e., Best-Fit packs each item in a bin where it will leave the smallest possible empty space, and Worst-Fit packs it in the bin where it leaves the largest empty space. We refer to these four algorithms as SF, LF, BF, and WF.

We start the analysis by showing that $\frac{1}{2}$ is indeed the exact competitive ratio of WF and LF.

Theorem 3. The competitive ratio of Worst-Fit and Largest-Fit on accommodating sequences is $\frac{1}{2}$.

Proof. Let $\varepsilon>0$ be a constant such that $\varepsilon \leq \frac{1}{n}$. Consider the following set of bins. One large bin of size $n$ and $n-1$ small bins of size 1 . The sequence consists of $n-1$ items of size 1 followed by $n-1$ items of size $1+\varepsilon$. Both algorithms LF and WF assign all items of size 1 to the large bin. As a result, all bins have a free space of size 1 , hence none of the items of size $1+\varepsilon$ can be accepted. The optimal algorithm assigns each small item to a small bin, and all other items to the large bin; they all fit since

$$
(1+\varepsilon)(n-1) \leq \frac{(n+1)(n-1)}{n}<n
$$

This example in combination with Corollary 1 proves the theorem.
We further analyze a class of fair algorithms called Smallest-Bins-First to which SF and BF belong. This is the class of fair algorithms that whenever an item is assigned to an empty bin, this is the smallest bin in which the item fits. There are no additional rules, and the algorithm may use an empty bin even if the item fits in a non-empty bin, as long as it uses the smallest empty bin for that. SF belongs to this class according to its definition. BF belongs to this class since, among the empty bins that an item fits into, it fits better into the smaller bins than the larger bins. We give a tight analysis of this class as a function of $n$. Specifically we prove the following.

Theorem 4. The competitive ratio of any Smallest-Bins-First algorithm on accommodating sequences is $\frac{n}{2 n-1}$.

Proof. If, after running the algorithm, all bins of the on-line algorithm are nonempty, then there are at least $n$ accepted items and at most $n-1$ rejected items (by Lemma 2). Thus, in this case, the competitive ratio is at least $\frac{n}{2 n-1}$.

Otherwise, consider the largest (last) bin $b$ that remained empty after running the on-line algorithm. We consider items of size smaller than or equal to $b$, and items larger than $b$ separately. Since a bin of size $b$ is empty and no bin larger than $b$ is empty, according to the definition of the class of algorithms, each bin of size more than $b$ contains at least one item larger than $b$, namely the first item packed in the bin. Moreover, all items of size at most $b$ are accepted. Let $x_{s}$ be the number of items in bins of size at most $b$ and let $n_{\ell}$ be the number of bins larger than $b$. Let $N_{s}$ be the number of non-empty bins of OPT of size at most $b$ and $N_{\ell}$ its number of non-empty bins larger than $b$. Clearly, $x_{s} \geq N_{s}$ (all those bins are of size at most $b$ and contain at least one item). We get that the number of accepted items is at least $x_{s}+n_{\ell} \geq N_{s}+N_{\ell}=N$. Thus, by Lemma 2 , the competitive ratio is at least $\frac{N}{2 N-1} \geq \frac{n}{2 n-1}$.

To show that the result is tight for this class of algorithms, let $\varepsilon<\frac{1}{n}$ be a positive constant. Consider the set of bins $B_{i}=1+\varepsilon i, i=1, \ldots, n$. The sequence consists of $n$ items, one of size $1+\varepsilon(i-1)$ for each $i=1, \ldots, n$, followed by $n-1$ items of size $\frac{n \varepsilon}{n-1}$. All algorithms in the class assign the item of size $1+\varepsilon(i-1)$ to $B_{i}$. All other items are rejected. The optimal off-line algorithm assigns each large item except the first one to a bin of its size. The first item and the $n-1$ small items are assigned to $B_{n}$.

Note that when $n=2$, the lower bound of $\frac{n}{2 n-1}$ matches the general upper bound of $\frac{2}{3}$.

## 4 Conclusion

We have proven an upper bound of $\frac{2}{3}$ for all fair algorithms. We have also shown that any fair algorithm accepts at least half of the items, and that some algorithms do significantly better for very small $n$. It is left as an open problem to design a fair algorithm with a competitive ratio significantly larger than $\frac{1}{2}$ for any $n$, or prove that this is not possible. It is also unknown how much unfair algorithms can be better; the best negative result for those is $\frac{6}{7}$, which holds even for identical bins [7].
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#### Abstract

In this paper, we study the problem of packing rectangular items into a minimum number of square grids in an on-line manner with a single active grid, where the size of each grid is $m \times m$ for some positive integer $m$, and the height and the width of each item are positive integers smaller than or equal to $m$, respectively. We first prove that the asymptotic competitive ratio of an optimal on-line algorithm is at least $23 / 11$. We then propose an on-line algorithm that achieves a competitive ratio $O\left((\log \log m)^{2}\right)$.


## 1 Introduction

In this paper, we study the problem of packing rectangular items into a minimum number of square grids in an on-line manner. The size of each grid is $m \times m$ for some positive integer $m$, and the height and the width of each item are positive integers smaller than or equal to $m$, respectively. The term "on-line" implies that items are consecutively input and the packing of an item must be determined before the arrival of the next item. In the following, we refer to the above online packing problem as the grid-packing problem (GPP, for short). It is worth noting that GPP is a discrete version of the normal two-dimensional bin packing problem; i.e., in GPP, the size of each item can take discrete values instead of reals as in the normal bin-packing problem.

So far, the two-dimensional bin packing problem has been investigated extensively by many researchers, and several interesting results have been obtained during the past two decades 356810 ; e.g., it is shown that the asymptotic competitive ratid of an optimal on-line algorithm is at least 1.907 [2] and at most 2.661 [9], and there is an off-line algorithm with approximation ratio 1.25 [1]. Although those bounds are based on several important and interesting techniques such as HARMONIC by Lee and Lee [7], at least in practice, it is not very realistic in the sense that it assumes each item can have any size in $(0,1] \times(0,1]$ and the difference to a particular value (e.g., $(1 / 2,1 / 2)$ ) can be arbitrary small. In many real-world applications, however, the size of each item can take merely discrete values drawn from a given (finite) set, as in the packing of furniture into a room, packing of building blocks into a given area of VLSI chip, and so on. In addition, it is very common that an on-line packing problem should be solved

[^33]by using a small working space, and in many cases, the opening of a new bin implies the closing of the current bin.

In this paper, we consider GPP with only one active grid for the packing. We measure the goodness of on-line algorithms in terms of the competitive ratio, that is typically represented as a function of the size of each grid. In the following, we first point out that the rotation of items is necessary for achieving a good competitive ratio by on-line algorithms (more precisely, we show that the ratio could not be smaller than $m / 2$ if rotation of items is not allowed). We then prove that even when each item is rotatable, the competitive ratio of an optimal algorithm cannot be smaller than 23/11. Finally, we propose an on-line algorithm with competitive ratio $O\left((\log \log m)^{2}\right)$, that is the main result of this paper.

The remainder of this paper is organized as follows. Section 2 introduces some basic definitions. Section 3 describes several elementary bounds and Section 4 describes our proposed algorithm with competitive ratio $O\left((\log \log m)^{2}\right)$. Section 5 concludes the paper with some future directions of research.

## 2 Preliminaries

Let $L=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ denote a sequence of input items. An item with width $x$ and height $y$ is denoted as $(x, y)$ or $x \times y$. The competitive ratio of an on-line gridpacking algorithm $A$ is defined as follows: Let $O P T$ denote an optimal off-line algorithm and $A(L)$ the number of grids used by algorithm $A$ for input sequence $L$. Then, the asymptotic worst case ratio (or competitive ratio) of algorithm $A$, denoted as $R_{A}^{\infty}$, is defined as follows:

$$
\begin{gathered}
R_{A}^{\infty} \stackrel{\text { def }}{=} \lim \sup _{n \rightarrow \infty} R_{A}^{n} \\
\text { where } R_{A}^{n} \stackrel{\text { def }}{=} \max \left\{\left.\frac{A(L)}{O P T(L)} \right\rvert\, O P T(L)=n\right\}
\end{gathered}
$$

In this paper, we will focus our attention to the following restricted class of on-line grid-packing algorithms; i.e., an unused grid becomes active when it receives the first item, and once an active grid is declared to be closed, it never becomes active again. Note that the above restriction plays an important role when we want to measure the space complexity of the algorithm in addition to the competitive ratio; i.e., the space complexity can be measured in terms of the number of active grids used by the algorithm. In the following, we say that an on-line grid-packing algorithm $A$ is $k$-space bounded if the number of active grids used by the algorithm is bounded by $k$.

Note that the competitive ratio of $k$-space bounded on-line algorithms is defined as the ratio to an optimal off-line algorithm that can use an unbounded number of active bins, in this paper. It is a natural extension of the onedimensional case, in which $k$-space bounded algorithms are compared with an off-line algorithm that can use any number of active bins (note that if $k=1$, there is a unique way to use a single active bin efficiently in the one-dimensional bin-packing problem).

## 3 Bounds for 1-Space Bounded Algorithms

In this section, we derive several elementary bounds for 1 -space bounded gridpacking algorithms. The following proposition claims that the competitive ratio of any 1-space bounded algorithm is provably bad, if the rotation of items is not allowed; i.e., the rotation of items is an essential factor to achieve a good competitive ratio by 1 -space bounded algorithms.

Proposition 1. Let GPP' denote a restricted version of GPP in which no rotation of items is allowed. Under GPP', the competitive ratio of any 1-space bounded algorithm is at least $m / 2$, and there is a 1-space bounded algorithm with a competitive ratio $2 m$.

Proof. Let $L_{1}$ be a sequence of $2 m^{2}$ items in which items $A=(m, 1)$ and $B=$ $(1, m-1)$ are alternate $m^{2}$ times; i.e.,

$$
L_{1}=(\underbrace{A, B, \ldots, A, B}_{2 m^{2}}) .
$$

Given list $L_{1}$, any 1 -space bounded on-line algorithm packs the $(2 i-1)$ st and the $(2 i)$ th items into the same grid, for $1 \leq i \leq m^{2}$; i.e., it consumes $m^{2}$ grids for $L_{1}$. On the other hand, an optimal off-line algorithm can pack $L_{1}$ into $2 m-1$ grids as follows: 1) each of the first $m$ grids accommodates $m$ copies of $B$ and one copy of $A$, and 2) each of the next $m-1$ grids accommodates $m$ copies of $A$. A similar claim holds for any list $L^{*}$ that is obtained by concatenating $x L_{1}$ 's for $x \geq 1$. Hence the competitive ratio of any 1 -space bounded algorithm is at least

$$
\frac{m^{2}}{2 m-1}=\left(\frac{m}{2}\right) \times\left(\frac{1}{1-1 / 2 m}\right)>\frac{m}{2}
$$

which completes the former half of the proof.
The latter half can be proved by focusing on the occupation of the first row under a simple "bottom-left" algorithm, that proceeds as follows: When an input item is given, it is placed at the bottom of the current bin and is slided to the left-most position as much as possible. If there is no such space at the bottom of the bin, then it opens a new bin, and places the item at its bottomleft position. Under this "bottom-left" algorithm, the packing into the first row could be regarded as a greedy one-dimensional bin packing algorithm, that is known to have a competitive ratio 2 .
Q.E.D.

In the following, we consider cases in which the rotation of items is allowed. As the following proposition claims, the competitive ratio of 1 -space bounded algorithms cannot be smaller than some constant value greater than two, even when we allow rotation of items.

Proposition 2. The competitive ratio of any 1-space bounded algorithm is at least $23 / 11$ ( $>2.0909$ ).


Fig. 1. Behavior of an on-line algorithm for $L_{2}$.

Proof. For simplicity, assume $m$ is a multiple of 3 greater than or equal to 9 . Let $A, B, C, D$ be items defined as follows: $A=(2 m / 3+1, m / 3+1), B=(m / 3, m / 3)$, $C=(2 m / 3+1, m / 3-2)$, and $D=(m / 3-1, m / 3-1)$. Let $L_{2}$ be a sequence of 63 items defined as follows:

$$
L_{2}=(\underbrace{A, B, \ldots, A, B}_{36}, \underbrace{C, \ldots, C}_{18}, \underbrace{D, \ldots, D}_{9}) .
$$

Given list $L_{2}$, any 1 -space bounded algorithm packs items in $L_{2}$ as follows:

- the $(2 i-1)$ st and the $(2 i)$ th items are packed into the same grid, for $1 \leq$ $i \leq 18$, i.e., it spends at least 18 grids for the first 36 items (Figure 1 (a)),
- the first two copies of $C$ are packed into the 18th grid (recall that we allow rotation of items; see Figure 1 (b)),
- the remaining 16 copies of $C$ are packed into 4 new grids, in such a way that each grid accommodates 4 copies, i.e., it spends 4 more grids, where the last grid can accommodate at most one copy of $D$, and
- 8 copies of $D$ are packed into the 23 rd grid.

As a result, any 1-space bounded on-line algorithm uses 23 grids for input $L_{2}$. On the other hand, an optimal off-line algorithm can pack $L_{2}$ into 11 grids as follows:

- each of the first 9 grids accommodates two copies of $A$, two copies of $C$, and one copy of $D$, and
- each of the next 2 grids accommodates 9 copies of $B$.

Since the 23 rd grid cannot accommodate a new copy of $A$, by considering a sequence obtained by concatenating $L_{2}$ several times, we can conclude that the competitive ratio of any scheme is at least $23 / 11$.
Q.E.D.

It is worth noting that the above result is in contrast to the one-dimensional case, in which the competitive ratio is trivially at most two.

## 4 Proposed 1-Space Bounded Algorithm

In this section, we propose a 1 -space bounded algorithm with competitive ratio $O\left((\log \log m)^{2}\right)$, for sufficiently large $m$ 's that is a power of two greater than or


Fig. 2. Partition of a grid used in the proposed algorithm.
equal to 256 . In the following, we assume that each item $(x, y)$ satisfies $x \geq y$, without loss of generality. The algorithm consists of three procedures that are called separately depending on the width of the input item, i.e., it is packed by procedure $A$ if $m / 2<x \leq m$; packed by procedure $B$ if $m / \log _{2} m<$ $x \leq m / 2$; and packed by procedure $C$ if $0<x \leq m / \log _{2} m$. Note that the difficulty in designing on-line algorithms with a small competitive ratio resides in the treatment of medium sized items, that should be packed into the (current) active bin with several larger and/or smaller items, in a mixed manner. In the proposed algorithm, we overcome the difficulty by separating each bin into three parts, each of which is dedicated to large, medium, and small items, respectively.

Before describing each procedure in detail, we should define three subgrids used by those procedures. Let $K \stackrel{\text { def }}{=}\left\lceil\log _{2} \log _{2} m\right\rceil$. At first, each grid is divided into two subgrids of heights $\lceil m / K\rceil$ and $m-\lceil m / K\rceil$, respectively, and the second one is further divided into two subgrids of width $m / 2$ each. In the proposed algorithm, the first subgrid (of height $\lceil m / K\rceil$ and width $m$ ) is dedicated to procedure $A$, and the last two subgrids are dedicated to procedures $B$ and $C$, respectively. See Figure 2 for illustration.

### 4.1 Procedure A

Procedure $A$ is called when the input item $(x, y)$ satisfies $m / 2<x \leq m$. Recall that each grid is divided into three subgrids, and a subgrid of height $\lceil m / K\rceil$ and width $m$ is dedicated for the packing by this procedure. More concretely, the packing of item $(x, y)$ proceeds as follows:

Case 1: If $y>\lceil m / K\rceil$, then after closing the current grid $G_{1}$, it packs the input item into a new grid $G_{2}$. It then closes $G_{2}$, and opens a new grid $G_{3}$ as an active grid.
Case 2: If $y \leq\lceil m / K\rceil$, then the item is packed in a similar manner to the greedy one-dimensional bin packing algorithm; i.e., items are packed into the current subgrid in a bottom-left manner if the total height $y^{\prime}$ of the


Fig. 3. Partition of the subgrid used by procedure $B$.
items in the current subgrid satisfies $y^{\prime}+y \leq\lceil m / K\rceil$, but if not, it is packed into a new grid after closing the current grid.

Note that in both cases, two consecutive closed grids are filled with items with a total size at least $m^{2} / 2 K$.

### 4.2 Procedure B

Procedure $B$ is called when the input item $(x, y)$ satisfies $m / \log _{2} m<x \leq m / 2$. In procedure $B$, the dedicated subgrid of height $m-\lceil m / K\rceil$ and width $m / 2$ is divided into $K-1$ strips of an (almost) equal height, and for each $1 \leq i \leq K-1$, the $i^{t h}$ strip is further divided into $2^{i-1}$ substrips of width $m / 2^{i}$ each; e.g., the second strip is split into two substrips of width $m / 4$ each, the third strip is split into four substrips of width $m / 8$ each, and so on (see Figure 3 for illustration). Note that the height of each strip is at least $\lfloor m / K\rfloor$ and the smallest width of the resultant substrips is at most $2 m / \log _{2} m$, since

$$
m / 2^{K-1} \leq m / 2^{\log _{2} \log _{2} m-1}=2 m / \log _{2} m
$$

The packing of item $(x, y)$ proceeds as follows:
Case 1: If $y>\lfloor m / K\rfloor$, then the item is packed into a new grid as in Case 1 of procedure $A$.
Case 2: If $y \leq\lfloor m / K\rfloor$ and $m / 2^{i+1}<x \leq m / 2^{i}$, then the item is packed into a substrip of the $i^{t h}$ row
in a similar way to Case 2 of procedure $A$.
Note that in both cases, two consecutive closed grids are filled with items with a total size at least $\min \left\{m^{2} / K^{2}, m^{2} / 4 K\right\}$.


Fig. 4. Partition of the subgrid used by procedure $C$.

### 4.3 Procedure C

Procedure $C$ is called when the input item $(x, y)$ satisfies $0<x \leq m / \log _{2} m$. Let $H \stackrel{\text { def }}{=}\left\lfloor m / \log _{2} m\right\rfloor$. In procedure $C$, the dedicated subgrid of height $m-\lceil m / K\rceil$ and width $m / 2$ is divided into smaller subgrids of size $H \times H$ each. Note that when $m \geq 16$, we have $m-\lceil m / K\rceil \geq m / 2$ since $\log _{2} \log _{2} m \geq 2$. Hence we can embed at least $\left(\log _{2} m\right)^{2} / 4$ such subgrids (of size $H \times H$ ) into the dedicated space, that is at least $2 \log _{2} m$ for $m \geq 256$ (see Figure 4 for illustration).

The basic idea of the procedure is to use the following $\left\lceil\log _{2} H\right\rceil$-space bounded algorithm for the packing into (sub)grids of size $H \times H$, in a repetitive manner; i.e., the current grid is closed and a new grid is opened when a half of $\left(\log _{2}^{2} m\right) / 4$ subgrids are (imaginary) closed by the algorithm.

The $\left\lceil\log _{2} H\right\rceil$-space bounded algorithm uses $\left\lceil\log _{2} H\right\rceil$ active (sub)grids numbered from 1 to $\left\lceil\log _{2} H\right\rceil$. Let $b(i)$ denote the active (sub)grid with number $i$. (Sub)grid $b(1)$ is dedicated to the packing of items of width satisfying $2^{\left\lfloor\log _{2} H\right\rfloor}<$ $x \leq H$, and the other (sub)grids are used for the packing of items of width satisfying $0<x \leq 2^{\left.\log _{2} H\right\rfloor}$. In addition, (sub)grid $b(i)$ for $2 \leq i \leq\left\lceil\log _{2} H\right\rceil$ is divided into a square grid of size $2^{\left\lfloor\log _{2} H\right\rfloor} \times 2^{\left\lfloor\log _{2} H\right\rfloor}$ and the remaining part, and the algorithm merely uses the first part for the packing (note that the size of the first part is at least one fourth of the given (sub)grid of size $H \times H$ ). Let $H^{\prime} \stackrel{\text { def }}{=} 2^{\left\lfloor\log _{2} H\right\rfloor}$ for brevity. During the execution of the algorithm, an active grid with number $i\left(2 \leq i \leq\left\lceil\log _{2} H\right\rceil\right)$ is partitioned into $2^{i-2}$ vertical strips of width $H^{\prime} / 2^{i-2}$ and height $H^{\prime}$, and they are dedicated for the packing of items with height $x$ satisfying $H^{\prime} / 2^{i-1}<x \leq H^{\prime} / 2^{i-2}$. Note that the width of strips generated from the $\left(\left\lceil\log _{2} H\right\rceil\right)$ th (sub)grid is $H^{\prime} / 2^{\left\lceil\log _{2} H\right\rceil-2}$, that is either two or four.

For input item $(x, y)$, the procedure proceeds as follows:

Case 1: If $2^{\left\lfloor\log _{2} H\right\rfloor}<x \leq H$, then it packs the item into the current $b(1)$ and it opens a new $b(1)$ after (imaginary) closing the current $b(1)$.
Case 2: If $H^{\prime} / 2^{i-1}<x \leq H^{\prime} / 2^{i-2}$ for some $2 \leq i<\left\lceil\log _{2} H\right\rceil$, then it packs the item into a strip of $b(i)$ in a similar way to Case 2 of procedure A.
Case 3: If $1 \leq x \leq H^{\prime} / 2^{\left\lceil\log _{2} H\right\rceil-2}$, then it packs the item into a strip of $b\left(\left\lceil\log _{2} H\right\rceil\right)$ in a similar way to Case 2 of procedure A.

By using a similar argument to the previous procedures, we can show that when a new grid is opened by procedure $C$ after closing the current grid, the closed grid is filled with items with a total size $\mathrm{m}^{2} / c$ for some constant $c$, that is approximately eight for sufficiently large $m$.

As a result, we have the following proposition on the competitive ratio of the proposed algorithm.

Proposition 3. The competitive ratio of the proposed 1-space bounded algorithm is $O\left((\log \log m)^{2}\right)$.

## 5 Concluding Remarks

In this paper, we studied GPP with a single active grid, and proposed an on-line algorithm that achieves a competitive ratio $O\left((\log \log m)^{2}\right)$. An open problem is to find better upper and lower bounds for GPP. In particular, we are interested in finding an upper bound that is $O(\log \log m)$, or a constant. It is also an important open problem to find a good $k$-space bounded on-line algorithms for general $2 \leq k<\log _{2} m$.
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#### Abstract

We consider the problem of minimizing the number of bends in an orthogonal planar graph drawing. While the problem can be solved via network flow for a given planar embedding of a graph $G$, it is NPhard if we consider the set of all planar embeddings of $G$. Our approach combines an integer linear programming (ILP) formulation for the set of all embeddings of a planar graph with the network flow formulation for fixed embeddings. We report on computational experiments on a benchmark set containing hard problem instances that was already used for testing the performance of a previously published branch \& bound algorithm for solving the same problem. Our new algorithm is about twice as fast as the branch \& bound approach for the graphs of the benchmark set.


## 1 Introduction

Drawing graphs is important in many scientific and economic areas. Applications include the drawing of UML diagrams in software engineering and business process modeling as well as in the visualization of databases. A popular way of drawing graphs is representing the vertices as boxes and the edges as sequences of horizontal and vertical line segments connecting the boxes. This drawing style is called orthogonal drawing. A point where two segments of an edge meet is called a bend.

A well known approach for drawing general graphs is the topology-shapemetrics method. In the first step, the topology of the drawing is computed. The objective in this phase is to minimize the number of edge crossings. In the second step, the shape of the drawing is calculated. In the case of orthogonal drawings, the angles and the bends of the edges are computed. The objective is to minimize the number of bends for the given topology. Finally, the metrics of the drawing is computed while trying to achieve short edge lengths and small area for the given shape. In this paper, we focus on the bend minimization step (the seconds step). Given a planar graph, the task is to compute an orthogonal representation with the minimum number of bends.

The infinite set of different planar drawings of a graph can be partitioned into a finite set of equivalence classes called embeddings of a graph. An embedding defines the topology of a planar drawing without assigning lengths or shapes to the
edges or fixing the shapes and positions of vertices. A combinatorial embedding fixes the sequence of incident edges around each vertex in clockwise order. This also fixes the list of faces of a drawing. The faces are the connected regions of the plane defined by a planar drawing. A planar embedding additionally defines the outer (unbounded) face of a planar drawing. Orthogonal representations are equivalence classes of orthogonal drawings, that fix the planar embedding and the bends and angles in an orthogonal drawing.

There are some results in the literature on the topic of optimizing certain functions over the set of all embeddings of a graph. Bienstock and Monma have studied the complexity of covering vertices by faces BM88 and minimizing certain distance measures on the faces of a graph with respect to the outer face BM89 BM90]. Garg and Tamassia have shown that optimizing the number of bends in an orthogonal drawing over the set of all embeddings of a planar graph is NP-hard GT94.

Bertolazzi et al. BBD 00 have devised a branch \& bound algorithm for solving the bend minimization problem over the set of all embeddings of a planar graph using SPQR-trees. In this paper, we attack the same problem using integer linear programming. To do this, we combine our integer linear program describing the set of all combinatorial embeddings of a planar biconnected graph MW99MW00] with a linear program that describes the set of all orthogonal representations of a planar graph with a fixed embedding. The result is a mixed integer linear program that represents the set of all orthogonal representations for a planar biconnected graph over the set of all embeddings. We use this new mixed integer linear program to optimize the number of bends in an orthogonal drawing over the set of all embeddings of a planar graph. Solving this program using a commercial solver (CPLEX) is significantly faster for large and difficult graphs than the branch \& bound approach of Bertolazzi et al . as our computational results show.

Section 2 introduces SPQR-trees and summarizes the recursive construction of the integer linear program that describes the combinatorial embeddings of a graph. The linear program describing the orthogonal representations of a graph for a fixed embedding is the topic of Section 3. This is basically the formulation as a linear program of a minimum cost flow problem in a special network constructed from the graph and the embedding. In Section 4, we present the new mixed integer linear program that is the result of merging the integer linear program describing the embeddings of a graph with the linear program that describes the orthogonal representations for a graph where the embedding is fixed. The topic of Section 5 is the algorithm that we use to compute an orthogonal representation of a graph with the minimum number of bends over the set of all embeddings. The computational results we obtained by applying the algorithm to a set of hard benchmark graphs are given in Section We compare the algorithm with a well known heuristic and with the branch \& bound algorithm of Bertolazzi et al. The conclusion (Section [7) summarizes the main results and contains possible starting points for future work.

## 2 The ILP-Formulation Describing the Set of All Embeddings

The integer linear program (ILP) suggested in MW99 describing the set of all combinatorial embeddings of a planar graph is constructed recursively using the SPQR-tree data structure. Because SPQR-trees are only defined for biconnected graphs, the same is true for the ILP. A graph is biconnected, if the number of its connected components can not be increased by deleting a vertex.

SPQR-trees have been defined by Di Battista and Tamassia BT96. They represent a decomposition of a biconnected graph into its triconnected components. A connected graph is triconnected, if there is no pair of vertices in the graph whose removal splits the graph into two or more components. An SPQRtree has four types of nodes ( $Q$-nodes, $S$-nodes, $R$-nodes and $P$-nodes) and with each node we associate a biconnected graph which is called the skeleton of that node. This graph can be seen as a simplified version of the original graph and its vertices are vertices of the original graph. The edges in a skeleton represent subgraphs of the original graph.

All leaves of the SPQR-tree are $Q$-nodes and all inner nodes $S$-, $P$ or $R$ nodes. When we see the SPQR-tree as an unrooted tree, then it is unique for every biconnected planar graph. Another important property of these trees is that their size (including the skeletons) is linear in the size of the original graph and that they can be constructed in linear time HT73 GM01. As described in BT96, SPQR-trees can be used to represent the set of all combinatorial embeddings of a biconnected planar graph. Every combinatorial embedding of the original graph defines a unique combinatorial embedding for each skeleton of a node in the SPQR-tree. Conversely, when we define an embedding for each skeleton of a node in the SPQR-tree, we define a unique embedding for the original graph.

The variables of the ILP correspond to directed cycles of the graph. Our recursive construction of the ILP guarantees that we only compute variables for cycles that form the boundary of a face in at least one embedding of the graph. So we generate the minimum set of variables needed to describe all embeddings. While the number of directed cycles in a graph grows exponentially with the size of the graph, our computational experiments in Section 6 show that the number of variables in our ILP grows only linearly.

We construct the program by splitting the SPQR-tree into smaller SPQRtrees, recursively constructing ILPs for these smaller trees, and then merging them into an ILP for the original graph. The basis of the recursive construction are SPQR-trees that have only one inner node. These graphs have a very simple structure and ILPs that describe their combinatorial embeddings are easy to construct. One type of constraints, similar to the subtour elimination constraints used in ILPs for the asymmetric travelings salesman problem (ATSP), are not explicitly added to the ILP because the number of these constraints is exponential. Instead we separate them in the optimization procedure using the same methods used for solving ATSP-problems with integer programming. We construct the ILPs of more complex graphs by merging the ILPs of the graphs
generated by the splitting procedure and adding additional glue constraints. Using structural induction, we can show that the resulting ILP is correct and that the variables correspond exactly to the set of cycles that are face cycles in at least one embedding of the graph.

## 3 The Linear Program Describing Orthogonal Representations for a Fixed Embedding

Orthogonal representations not only fix the embedding of a graph but also the number, type and sequence of the bends on each edge in an orthogonal drawing. They do not fix the lengths of the edge segments in the drawing. The first efficient algorithm for computing an orthogonal representation of a graph with the minimum number of bends for a fixed planar embedding was presented by Tamassia Tam87. This algorithm constructs a flow network using the planar embedding and then computes a minimum cost flow in this network. This flow can be translated into an orthogonal representation of the graph with the minimum number of bends for the fixed embedding.

The drawback of the original method of Tamassia is that it can not deal with vertices of degree greater than four. Some modifications of the algorithm have been published that get over this constraint. The approach that we use implements the podevsnef drawing convention (planar orthogonal drawings with equal vertex size and non-empty faces) first mentioned in [FK96]. According to this convention, the vertices are drawn as boxes of the same size and the edges are positioned on a finer grid then the vertices. Because of this modification, more than one edge can be incident to each of the four sides of a vertex (see Fig. 1 for an example).

Bertolazzi et al. describe a minimum cost flow network $N$ that can be used to compute an orthogonal representation in a simplified podevsnef model with the minimum number of bends for a fixed embedding [BBD00]. The network for $G$ contains one node for every vertex of $G$ (called $v$-nodes) and one vertex for every face cycle of the given embedding (called $c$-nodes).

Let $f$ be the bijection that maps the vertices of $G$ to the $v$-nodes of $N$ and the face cycles of the planar embedding to the $c$-nodes. Then there is an arc between the $v$-node $v_{1}$ and the $c$-node $v_{2}$ if the vertex $f^{-1}\left(v_{1}\right)$ is on the cycle $f^{-1}\left(v_{2}\right)$. This arc is directed towards $v_{2}$ if the degree of $f^{-1}\left(v_{1}\right)$ is at most four and towards $v_{1}$ otherwise. There is an arc from the $c$-node $v_{3}$ to the $c$-node $v_{4}$ if the two cycles $f^{-1}\left(v_{3}\right)$ and $f^{-1}\left(v_{4}\right)$ share an edge.

The flow on arcs connecting $v$-nodes with $c$-nodes determines the angles between edges incident to the same vertex while the flow on arcs connecting two $c$-nodes determines the bends. Flow on an arc from a $c$-node to a $v$-node implies a zero-degree angle at the corresponding vertex between two incident edges and causes a bend on one of the edges. The amount of flow that each vertex in $N$ produces or consumes together with the capacities for the edges guarantee that every feasible flow corresponds to an orthogonal representation. The cost per unit of flow on the arcs of the network are defined in such a way, that the cost of


Fig. 1. A podevsnef drawing of a graph.
each feasible flow is equal to the number of bends in the represented orthogonal representation.

We used this network and transformed it into a linear program. There is one variable for each arc in the network that represents the amount of flow routed via this arc. One constraint for each vertex in the network makes sure that the number of incoming amount of flow minus the number of outgoing amount is equal to the demand of the node (some nodes have negative demand). We have one constraint for each arc that sets upper and lower bounds for the flow on the arc. The objective function minimizes the sum of the amount of flow over each arc multiplied by the cost of the arc. An optimal solution represents a minimum cost flow in $N$ and thus an orthogonal representation with the minimum number of bends. Because of space constraints, we do not present the LP here, but the constraints are all contained in the mixed integer linear program of Section [4, that is used to compute an orthogonal representation with the minimum number of bends over all embeddings.

## 4 The Mixed Integer Linear Program Describing the Set of All Orthogonal Representations of a Graph

The flow network $N$ of the last section describing the set of orthogonal representations of a graph with a fixed embedding contains one $c$-node for every face of the embedding. When we want to optimize over the set of all embeddings of a graph, we do not know which cycles will be face cycles in an optimal solution.

Therefore, we construct a new network $N^{\prime}$, where we have one $c$-node for every cycle in the graph, that is a face cycle in at least one embedding. The set of these cycles corresponds to the set of variables in our ILP from Section 2 that describes the set of all embeddings of a graph.

In a solution of the embedding ILP, the variables of the cycles that are face cycles in the represented embedding have value one while all other variables have value zero. Let $A$ be the set of edges incident to the $c$-node for cycle $c$ in $N^{\prime}$ and the variable for $c$ in the embedding ILP be zero. Then all arcs in $A$ must have flow zero. Therefore, the flow on the arcs of the network $N^{\prime}$ incident to $c$-nodes corresponding to cycles in $G$ whose variable in the ILP is zero must also be zero.

To achieve this, we take the variables of the ILP into account when we compute the capacities of the edges and the amount of flow that each $c$-node consumes or produces. We first compute the capacities of the arcs and the demand of each $c$-node analogously to the corresponding values in the network $N$. Then we multiply the amount of flow produced or consumed by a $c$-node with the value of the corresponding variable in the ILP. This ensures that vertices in $N^{\prime}$ that correspond to cycles in $G$ that are not face cycles do not produce or consume flow, because the corresponding variable in the ILP is zero.

Any arc that starts or ends at a $c$-node has capacity zero if the $c$-node corresponds to a cycle whose ILP-value is zero. If the capacity of the edge is limited even if the corresponding cycle is a face cycle, we can just multiply this limit with the ILP-value of the cycle. The arcs in the network $N$ that connect two $c$-nodes have unlimited capacity. But we can easily compute an upper bound $f_{\max }$ for the flow produced in $N^{\prime}$ (we get a trivial upper bound by adding the supply of all nodes). This value can be used as the upper bound for the flow on any arc. For each arc $a$ in $N^{\prime}$ connecting two $c$-nodes $v_{1}$ and $v_{2}$, we set the capacity to the minimum of the two products $f_{\max } x_{i}$ where $x_{i}$ is the the binary variable in the embedding ILP for the cycle corresponding to node $v_{i}$. This guarantees that the flow on $a$ is zero if at least one of the cycles represented by the nodes $v_{i}$ is not a face cycle in the chosen embedding.

The result is the network $N^{\prime}$, where the capacities of the edges and the amount of flow produced and consumed by the vertices depend on the values of the cycle variables in the ILP. We transform this network into a linear program and merge it with the ILP that represents the embeddings of the graph. The result is a mixed integer linear program (MILP), where an optimal solution corresponds to an orthogonal representation with the minimum number of bends over the set of all embeddings of the input graph.

MILP $\square$ is the resulting mixed integer linear program. We omitted the constraints that define the embedding because they are defined recursively and are not the main topic of this paper. The set $C$ is the set of cycles in $G$ that are face cycles in at least one embedding. The variable $x_{c}$ is one if cycle $c$ is a face cycle and variable $o_{c}$ is one if it is the outer face cycle. The set $E_{c c}$ is the set of arcs that connect two $c$-nodes. Arcs in $E_{v c}$ start in a $v$-node and end in a $c$-node while the arcs in $E_{c v}$ have the opposite direction. The expression len (c) denotes the number of edges in cycle $c$.

## MILP 1

$$
\min \sum_{e \in E_{N}} \operatorname{cost}(e) \cdot f_{e}
$$

subject to

$$
\begin{aligned}
& \sum_{c \in C} o_{c}=\quad 1 \\
& \sum_{e=(v, w) \in E_{N}} f_{e}-\sum_{e=(w, v) \in E_{N}}^{x_{c}-o_{c} \geq} \begin{array}{ccc}
0 & \forall c \in C \\
f_{e}= & 4-\operatorname{deg}(v) & \forall v \in V
\end{array} \\
& \sum_{e=(c, w) \in E_{N}} f_{e}-\sum_{e=(w, c) \in E_{N}} f_{e}=x_{c}(4-\operatorname{len}(c))-8 o_{c} \forall c \in C \\
& f_{e} \leq x_{c}(4-\operatorname{deg}(v)) \quad \forall e=(v, c) \in E_{v c} \\
& f_{e} \leq \quad x_{c} \quad \forall e=(c, v) \in E_{c v} \\
& f_{e} \leq \quad x_{c_{1}} f_{\text {max }} \quad \forall e=\left(c_{1}, c_{2}\right) \in E_{c c} \\
& f_{e} \leq \quad x_{c_{2}} f_{\max } \quad \forall e=\left(c_{1}, c_{2}\right) \in E_{c c} \\
& f_{e} \geq \quad 0 \quad \forall e \in E_{N} \\
& x_{c}, o_{c} \in \quad\{0,1\} \quad \forall c \in C
\end{aligned}
$$

## 5 The Algorithm for Minimizing the Number of Bends

The algorithm first computes the recursive ILP describing the set of all combinatorial embeddings of the graph. This also gives us the set of cycles of the graph that are face cycles in at least one embedding. This information is then used for computing the network $N^{\prime}$ and the corresponding MILP. We use CPLEX (version 6.5) to compute a solution and then separate subtour elimination constraints from the embedding ILP and re-optimize if necessary. When we have found a feasible solution, we transform it into an orthogonal representation of the graph.

To improve the performance of the algorithm, we modified the MILP slightly. For example, we only need outer face variables for half of the cycles. The orthogonal representations we exclude in this way are mirror images of other orthogonal representations that can still be represented. We also hard-coded a complete description of the set of embeddings for $P$-node skeletons with less than five vertices into our program to reduce the need for separating constraints.

## 6 Computational Results

Since we wanted to compare the performance of our approach with the branch \& bound method for bend minimization by Bertolazzi [BBD00], we used the same set of graphs that they used for testing the performance of their algorithm.


Fig. 2. Run time comparison with the branch \& bound algorithm (linear scale) together with the average number of embeddings (logscale)

This set consists of 500 randomly generated graphs, 50 different graphs for each number of vertices from 10 to 100 in steps of 10 .

Our algorithm and the branch \& bound algorithm have the same limitations: They can only be applied to planar biconnected graphs, because they both use SPQR-trees. All the graphs in the benchmark set have these properties.

First, we compared the optimal results produced by our algorithm with the results computed by a popular heuristic. This heuristic chooses an arbitrary embedding for the graph and then computes a minimum cost flow in the network of section [3.

Let $h$ be the number of bends in the orthogonal representation computed by the heuristic and $o$ the number of bends in an orthogonal representation with the minimum number of bends. For each graph in the benchmark set, we computed the following value: $\frac{h-o}{h} 100 \%$. This is the percentage of the improvement we get using an optimal algorithm. Almost half of all graphs ( 246 out of 500) show a significant improvement (greater than $10 \%$ ). The greatest absolute difference in the number of bends that we observed from the heuristic solution to the optimal solution was 12 bends. The average number of saved bends per graph using the optimal algorithm was 2.26 . The average improvement over all graphs was $17.43 \%$.

We compared the average running time for graphs with the same number of vertices of our new algorithm (MILP) and the branch \& bound algorithm (B\&B) from [BBD00]. Both algorithms were tested on a Sun Enterprise 450 Model 4400 with 4GB main memory. The running time of MILP includes the time needed for the recursive construction of the ILP that describes the embeddings of a graph.

Figure $[2$ shows the average running time of both algorithms. The $x$-axis shows the number of vertices in the graphs and the $y$-axis on the left the average running time in seconds for all graphs in the benchmark set with that number of vertices. The plot shows that our new algorithm needs on average only half the time needed by the branch \& bound algorithm to compute the drawing with


Fig. 3. The average number of constraints and variables grows only linearly with the size of the graphs
the minimum number of bends. The same plot contains the curve showing the average number of embeddings for graphs with the same number of vertices. As expected, the average number of embeddings grows exponentially with the size of the graphs (note that the $y$-axis on the right is logarithmic). However, the average number of constraints and variables in our mixed integer linear program grows only linearly with the size of the graphs (see Figure 3).

We also applied the branch \& bound algorithm and our new algorithm to a set of 11529 graphs derived from graphs used in industrial applications. We created these graphs by planarizing the graphs in the benchmark set used in BGL+97 and then adding edges to make them planar and biconnected. Because of space considerations, we can only mention a few statistics. The branch \& bound algorithm failed to provide an optimal solution in one hour of computation time for 197 of the graphs, while our new algorithm exceeded this time limit for only 25 graphs. While the branch \& bound algorithm is slightly faster on average for the graphs in the set with less than about 120 vertices, our algorithm has a significant speed advantage for the graphs with more than 150 vertices.

## 7 Conclusion

Using methods of integer linear programming to minimize the number of bends in an orthogonal drawing seems to be a promising approach. The main drawback is that at the moment, the algorithm only works for biconnected graphs. The reason is that SPQR-trees are only defined for biconnected graphs. A possible approach to get rid of this limitation is to work with the block tree of biconnected components of the graph. If it can be used to describe the set of all embeddings of a connected graph as an ILP, our approach can be easily extended to deal with any planar graph.
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#### Abstract

In this paper, we study the problem of locating a median path of limited length on a tree under the condition that some existing facilities are already located. The existing facilities may be located at any subset of vertices. Upper and lower bounds are proposed for both the discrete and continuous models. In the discrete model, a median path is not allowed to contain partial edges. In the continuous model, a median path may contain partial edges. The proposed upper bounds for these two models are $O(n \log n)$ and $O(n \log n \alpha(n))$, respectively. They improve the previous ones from $O\left(n \log ^{2} n\right)$ and $O\left(n^{2}\right)$, respectively. The proposed lower bounds are both $\Omega(n \log n)$. The lower bounds show that our upper bound for the discrete model is optimal and the margin for possible improvement on our upper bound for the continuous model is slim.


## 1 Introduction

Network location theory has been traditionally concerned with the optimal location of points. Let $G=(V, E)$ be a graph. For any pair $v, u \in V$, let $d(v$, $u$ ) be their distance. For each node $v \in V$, let $w(v)$ be its vertex weight. The well-known $p$-median problem is to find a subset $H$ of $p$ vertices minimizing $\Sigma_{v \in V}\left\{w(v) \times \min _{u \in H} d(v, u)\right\}$, which is called the distance-sum of $H$. The well-known $p$-center problem is to find a subset $H$ of $p$ vertices minimizing $\max _{v \in V}\left\{w(v) \times \min _{u \in H} d(v, u)\right\}$, which is called the eccentricity of $H$. Slater 8] firstly extended the network location theory to include a facility that is not merely a single-point but a path. He defined a core of a tree as a path of any length having the minimum distance-sum. Minieka [6] studied the problem of finding a median path of a specified length in a tree. In the problem, the length of a median path should be exactly equal to a given number $l$. Later, Hakimi et al. [3] studied the problem of locating a median path of limited length in a tree. In the problem, a median path should have length not larger than a given number $l$. Two models were discussed. If a median path is not allowed to contain partial edges, it is referred as the discrete model. Otherwise, it is referred as the continuous model. Recently, Alstrup et al. [2] gave an $O(n \log n)$ time algorithm for the discrete model and an $O(n \log n \alpha(n))$ time algorithm for the
continuous model, where $\alpha$ is the inverse of Ackermann's function. With a little modification, their algorithm for the continuous model can be used to find a median path of a specified length as well. In [6], Minieka extended the location theory to include tree-shaped facilities. Results on locating tree-shaped facilities can be found in 691012 . Path-shaped and tree-shaped facilities are also called extensive facilities. Parallel algorithms for locating different kinds of extensive facilities have also been examined in the literature 1112 .

Consider the situation that we are going to locate new facilities on a network in which some existing facilities are already located so that customers can be served by the closest facility whether exising or new. For example, consider a graph $G=(V, E)$ in which there are existing facilities located at the vertices of a subset $S \subseteq V$. The conditional $p$-median problem is to find a subset $H$ of $p$ vertices minimizing the distance-sum of $H \cup S$ and the conditional p-center problem is to find a subset $H$ of $p$ vertices minimizing the eccentricity of $H \cup S$. Minieka (5] coined the term conditional location problem. Since then many papers dealing with conditional location problems have appeared. Very recently, Tamir et al. [10] launched the study on finding the conditional location of an extensive facility of limited length on trees. They discussed both path-shaped and tree-shaped facilities, both eccentricity and distance-sum criteria, and both continuous and discrete models. Therefore, in total eight problems were examined. For most of the problems, sub-quadratic algorithms were presented.

In this paper, we study the problem of finding the conditional location a median path of limited length on a tree. Upper and lower bounds are proposed for both the discrete and continuous models. For the discrete model, the proposed upper bound is $O(n \log n)$. Tamir et al. [10] had proposed an $O\left(n \log ^{2} n\right)$ time algorithm for this model and conjectured that the time complexity of their algorithm can be improved to $O(n \log n)$ by using a more efficient implementation. Our upper bound is obtained by such an implementation. For the continuous model, the proposed upper bound is $O(n \log n \alpha(n))$, improving the previous one in [10] from $O\left(n^{2}\right)$. For the discrete model, the proposed lower bound is $\Omega(n \log$ $n$ ). It also holds for the unconditional case. Thus, for the discrete model, the upper bound proposed in this paper and the upper bound proposed in [2] for the unconditional case are both optimal. For the continuous model, the proposed lower bound is also $\Omega(n \log n)$. It shows that the margin for possible improvement on our upper bound for the continuous model is slim.

The remainder of this paper is organized as follows. In the next section, notation and preliminaries are presented. In Section 3, Alstrup et al.'s algorithms for the unconditional case are described. Then, in Sections 4 and 5, our algorithms for the conditional case are presented. Finally, in Section 6, lower bounds are proposed.

## 2 Notation and Preliminaries

Let $T=(V, E)$ be free tree. Let $n=|V|$. Each vertex $v \in V$ has a nonnegative weight $w(v)$ and each edge $e \in E$ has a nonnegative length $d(e)$. In this paper,
we assume that $T$ is drawn in the Euclidean plane so that each $e \in E$ is a line segment of length $d(e)$ and $T$ is regarded as a closed and connected subset of points in the Euclidean plane. For any two points $a, b$ of $T$, let $P(a, b)$ be the unique path from $a$ to $b$, which is a collection of edges and at most two partial edges, and let $d(a, b)$ be the length of $P(a, b)$. A path $P(a, b)$ is discrete if both $a, b \in V$, and is almost discrete if at least one of $a$ and $b$ is a vertex. If two vertices $i, j \in V$ are neighbors, then by removing the edge $(i, j)$ two subtrees are induced. We denote by $T_{j}^{i}$ the subtree containing $j$. For convenience, for any $i \in V$, we call each $T_{j}^{i},(i, j) \in E$, a subtree of $i$. For any subtree $X$ of $T$, the vertex set and edge set of $X$ are denoted, respectively, by $V(X)$ and $E(X)$. For easy description of algorithms, sometimes we will orient $T$ into a rooted tree. In such a case, we denote by $p(i)$ the parent of a vertex $i \in V$.

For any vertex $i \in V$ and any subset $Y$ of points of $T$, the distance from $i$ to $Y$ is the shortest distance from $i$ to any point of $Y$. If $Y=\phi, d(i, Y)=\infty$. In this paper, we assume that there is a subset $S \subseteq V$ representing some existing facilities. For any subtree $X$ and any subset $Y$ of points of $T$, the conditional weighted distance-sum from $X$ to $Y$ is $D(X, Y)=\Sigma_{i \in V(X)} w(i) \times \min \{d(i, Y)$, $d(i, S)\}$. If $X=T$, we simply write $D(Y)$ in place of $D(T, Y)$. Let $\lambda_{i}=D(i)$ for each $i \in V$ and let $\lambda_{e}=D(e)$ for each $e \in E$. For each $(i, j) \in E$, define a function $\delta_{(i, j)}$ as $\delta_{(i, j)}(x)=D(P(i, q))$, where $0 \leq x \leq d(i, j)$ and $q$ is the point on $(i, j)$ with $d(i, q)=x$. Note that $\delta$ is defined on ordered pairs of neighboring vertices and thus $\delta_{(i, j)} \neq \delta_{(j, i)}$. By definition, $\delta_{(i, j)}(0)=\lambda_{i}$ and $\delta_{(i, j)}(d(i, j))=\lambda_{(i, j)}$.

The median path problem is to determine a path $H$ of length $\leq l$ in $T$ minimizing $D(H)$, where $l \geq 0$ is a real number. The determined path is called a median path. The problem is unconditional if $S=\phi$, and is conditional otherwise. When a median path is allowed to contain partial edges, we refer to the model as the continuous model, and otherwise we refer to it as the discrete model.

For any piece-wise linear function $f$, let $\|f\|$ be the number of linear segments of $f$. For a set $F$ of functions, the lower envelope of $F$ is the function $\Phi$ defined as $\Phi(x)=\min \left\{\infty, \min _{f \in F}\right.$ defined on $\left.x\{f(x)\}\right\}$ for all number $x \geq 0$. Hart and Sharir gave the following result.

Theorem 1 4]: The lower envelope of $n$ linear functions, each defining a line or a line segment, is a piece-wise linear function having $O(n \alpha(n))$ linear segments.

A decomposition of $T$ by using a vertex $i \in V$ as a decomposer is a pair of two subtrees $T_{1}=\left(V_{1}, E_{1}\right)$ and $T_{2}=\left(V_{2}, E_{2}\right)$ such that $V_{1} \cup V_{2}=V, V_{1} \cap V_{2}=\{i\}$, and $E_{1} \cup E_{2}=E$. For any subtree $X$ of $T$, we call a vertex in $X$ having a neighbor in $T$ outside $X$ a boundary vertex. A cluster of $T$ is a subtree having at most two boundary vertices. For any cluster $C, \beta(C)$ denotes the set of boundary vertices and $\pi(C)$ denotes the path between the boundary vertices. If $C$ has only one boundary vertex, $\pi(C)$ denotes the vertex. Two clusters $A$ and $B$ can be merged if they intersect in a single vertex and $A \cup B$ is still a cluster. A top tree $\tau$ of $T$ is a binary tree with the following properties [12].

1. Each node of $\tau$ represents a cluster of $T$.
2. The leaves of $\tau$ represent the edges of $T$.
3. Each internal node of $\tau$ represents the cluster merged from the two clusters represented by its children.
4. The root of $\tau$ represents $T$.
5. The height of $\tau$ is $O(\log n)$.

A top tree of $T$ describes a way to recursively decompose $T$ into subtrees having at most two boundary vertices, until each of the subtrees contains only a single edge 12.

## 3 Alstrup et al.'s Algorithms for the Unconditional Median Path Problem

### 3.1 The Continuous Model

For any subtree $C$ of $T$, let $\operatorname{Cost}(C)$ be the distance-sum of the best path of length $\leq l$ contained in $C$. That is, $\operatorname{Cost}(C)=\min \{D(H) \mid H$ is a path of length $\leq l$ in $C\}$. Alstrup et al.'s algorithm firstly constructs a top tree $\tau$ of $T$ in $O(n)$ time. Then, in a bottom-up fashion, it computes $\operatorname{Cost}(C)$ for all clusters $C$ represented by the nodes of $\tau$. The computation for the root gets the distancesum of a median path.

Besides $\operatorname{Cost}(C)$, during the computation, for each cluster $C$, the value $D(\pi(C))$ and a function $\Phi_{b, C}$ for every $b \in \beta(C)$ are computed, where

$$
\Phi_{b, C}(x)=\min \{D(P(b, q)) \mid P(b, q) \text { is contained in } C, d(b, q) \leq x\}
$$

(i.e., $\Phi_{b, C}(x)$ is the distance-sum of the best path of length $\leq x$ that extends from $b$ into $C)$. Define for each $(i, j) \in E$ a function $f_{(i, j)}$ as

$$
f_{(i, j)}(x)= \begin{cases}\infty & \text { if } \quad x<0  \tag{1}\\ \delta_{(i, j)}(x) & \text { if } \quad 0 \leq x<d(i, j), \text { and } \\ \delta_{(i, j)}(d(i, j)) & \text { if } \quad x \geq d(i, j)\end{cases}
$$

which is the distance-sum of the best path of length $\leq x$ that extends from $i$ and is contained in the edge $(i, j)$. Then, we can express

$$
\Phi_{b, C}(x)=\min _{(i, j) \in E(C)} \text { and } i \text { is on } P(b, j)\left\{D(P(b, i))+f_{(i, j)}(x-d(b, i))-\lambda_{i}\right\} .
$$

Clearly, since $S=\phi$, we have $\delta_{(i, j)}(x)=\lambda_{i}-x \times\left|V\left(T_{j}^{i}\right)\right|$ for $0 \leq x \leq d(i, j)$. Thus, the function $\Phi_{b, C}$ is the lower envelope of $|E(C)|$ piece-wise linear functions. Since $\Sigma_{(i, j) \in E(C)}$ and $i$ is on $P(b, j)\left\|f_{(i, j)}\right\|=O(|E(C)|)$, we obtain the following.
Lemma 1 [2]: In the unconditional case, for any cluster $C$ and $b \in \beta(C), \Phi_{b, C}$ is a piece-wise linear function having $O(k \alpha(k))$ linear segments, where $k=|E(C)|$.

Alstrup et al.'s algorithm is as follows.

Algorithm 1. Median_Path( $T, l$ )
Input: a tree $T=(V, E)$ and a length $l \geq 0$
Output: the distance-sum of a median path having length $\leq l$
begin
01 preprocess $T$ to obtain $\lambda_{i}, \lambda_{(i, j)}$, and $f_{(i, j)}$ for all $i \in V$ and $(i, j) \in E$
$02 \tau \leftarrow$ a top tree of $T$
03 for each leaf cluster $e=(i, j) \in E$ do
$04 \quad \operatorname{Cost}(e) \leftarrow \min \left\{f_{(i, j)}(l), f_{(j, i)}(l)\right\}$
05 $D(\pi(e)) \leftarrow\left\{\begin{array}{lll}\lambda_{i} & \text { if } & \beta(e)=\{i\} \\ \lambda_{j} & \text { if } & \beta(e)=\{j\} \\ \lambda_{e} & \text { if } & \beta(e)=\{i, j\}\end{array}\right.$
for each $b \in \beta(e)$ do $\Phi_{b, e} \leftarrow\left\{\begin{array}{lll}f_{(i, j)} & \text { if } & b=i \\ f_{(j, i)} & \text { if } & b=j\end{array}\right.$
for each cluster $C$ represented by an internal node of $\tau$ do (in a bottom-up fashion)
$(A, B) \leftarrow$ the two clusters represented by the children of the internal node
$c \leftarrow$ the intersection vertex of $A$ and $B$
$H_{c} \leftarrow \min _{0 \leq x \leq l}\left\{\Phi_{c, A}(x)+\Phi_{c, B}(l-x)-\lambda_{c}\right\} / /$ The distance-sum of the best path passing $c$ in $C / /$
$\operatorname{Cost}(C) \leftarrow \min \left\{\operatorname{Cost}(A), \operatorname{Cost}(B), H_{c}\right\}$
$D(\pi(C)) \leftarrow \begin{cases}\lambda_{b} & \text { if }|\beta(C)|=1 \text { and } \beta(C)=\{b\} \\ D(\pi(A))+D(\pi(B))-\lambda_{c} & \text { otherwise }\end{cases}$
for each $b \in \beta(C)$ do
$\Phi_{b C}(\mathrm{x}) \leftarrow$
$\left\{\begin{array}{lll}\min \left\{\Phi_{b, A}(x), \Phi_{b, B}(x)\right\} & \text { if } \quad b=c \\ \min \left\{\Phi_{b, A}(x), \Phi_{b, B}(x-d(b, c))+D(\pi(A))-\lambda_{c}\right\} & \text { if } \quad b \in \beta(A) \backslash\{c\} \\ \min \left\{\Phi_{b, A}(x-d(b, c))+D(\pi(B))-\lambda_{c}, \Phi_{b, B}(x)\right\} & \text { if } \quad b \in \beta(B) \backslash\{c\}\end{array}\right.$
15 return $(\operatorname{Cost}(T))$
end

Since $S=\phi$, by using dynamic programming, it is easy to compute $\lambda_{i}, \lambda_{(i, j)}$, and $\left|V\left(T_{j}^{i}\right)\right|$ for all $i \in V$ and $(i, j) \in E$ in $O(n)$ time. Using the computed valuse, each $\delta_{(i, j)}$ and $f_{(i, j)}$ can be computed in $O(1)$ time. The computation for a leaf cluster takes $O(1)$ time. Since $\Phi_{c, A}$ and $\Phi_{c, B}$ are piece-wise linear, Step 10 determines $\min _{0 \leq x \leq l}\left\{\Phi_{c, A}(x)+\Phi_{c, B}(l-x)-\lambda_{c}\right\}$ in $O\left(\left\|\Phi_{c, A}\right\|+\left\|\Phi_{c, B}\right\|\right)$ time. In Step 14, we obtain $\Phi_{b, C}$ from $\Phi_{b, A}$ and $\Phi_{b, B}$ in $O\left(\left\|\Phi_{b, A}\right\|+\left\|\Phi_{b, B}\right\|\right)$ time. From Lemma 1, we conclude that the computation for a merged cluster $C$ in Steps 8-14 requires $O(k \alpha(k))$ time, where $k=|E(C)|$. In each layer of $\tau$, no two clusters $C$ contain the same edge. Thus, the computation for a layer of $\tau$ takes $O(n \alpha(n))$ time. Since there are $O(\log n)$ layers, Algorithm 1 performs in $O(n \log$ $n \alpha(n))$ time.

### 3.2 The Discrete Model

Algorithm 1 can be applied to the discrete model by using a different definition of $f_{(i, j)}$. Since only vertices can be the ends of a median path, we re-define $f_{(i, j)}$ as follows:

$$
f_{(i, j)}(x)=\left\{\begin{array}{lll}
\infty & \text { if } & x<0  \tag{2}\\
\lambda_{i} & \text { if } & 0 \leq x<d(i, j), \text { and } \\
\lambda_{(i, j)} & \text { if } & x \geq d(i, j)
\end{array}\right.
$$

With the new definition, each $f_{(i, j)}$ is a step function and thus $\left\|\Phi_{b, C}\right\|=$ $O(|E(C)|)$ for any cluster $C$ and $b \in \beta(C)$. Therefore, the computation in Algorithm 1 for a cluster $C$ takes $O(|E(C)|)$ time. We conclude that the problem of finding an unconditional discrete median path can be solved in $O(n \log n)$ time.

## 4 The Conditional Discrete Median Path Problem

It is easy to see that using the definition of $f_{(i, j)}$ in (2), Algorithm 1 solves the conditional discrete median path problem as well. By a careful check, it can be found that except Step 1, all steps in the algorithm are irrelevant to $S$. Thus, in the conditional case, those steps also takes $O(n \log n)$ time. In the remainder of this section, we show that Step 1 can be implemented in the same time.

Step 1 is to compute $\lambda_{i}, \lambda_{(i, j)}$, and $f_{(i, j)}$ for all $i \in V$ and $(i, j) \in E$. For each $(i, j) \in E$, let $m_{i, j}=D\left(T_{j}^{i}, i\right)$, which by definition is

$$
\sum_{v \in V\left(T_{j}^{i}\right)} w(v) \times \min \{d(v, S), d(v, i)\}
$$

Using $m_{i, j}$, we can compute $\lambda_{i}=\Sigma_{(i, j) \in E}\left\{m_{i, j}\right\}$ for all $i \in V$ and then compute $\lambda_{(i, j)}=\lambda_{i}+\lambda_{j}-m_{i, j}-m_{j, i}$ for all $(i, j) \in E$ in $O(n)$ time. Using $\lambda_{i}$ and $\lambda_{(i, j)}$, the functions $f_{(i, j)}$ for all $(i, j) \in E$ can be computed in $O(n)$ time according to the definition in (2). Thus, our problem becomes the computation of all $m_{i, j},(i$, j) $\in E$

We do the computaion of $m_{i, j}$ by using the divide-and-conquer strategy. For convenience, we also describe it on a top tree $\tau$ of $T$. For each cluster $C$ represented by a node of $\tau$, we will compute $m_{i, j}(C)=D\left(C_{j}^{i}, i\right)$ for each ( $i$, $j) \in E(C)$, and we will compute two arrays $X_{b, C}$ and $Y_{b, C}$ for each $b \in \beta(C)$, where $X_{b, C}$ stores the ordering of the vertices $v \in V(C)$ by the distances $d(v, b)$ and $Y_{b, C}$ stores the ordering of the vertices $v \in V(C)$ by $d(v, S)-d(v, b)$. After the computation, we have $m_{i, j}(T)=m_{i, j}$ for every $(i, j) \in E$. The computation is as follows.

## Procedure Computing_m( $T$ ) <br> begin

01 preprocess $T$ to obtain $d(v, S)$ for all $v \in V$
$02 \tau \leftarrow$ a top tree of $T$
03 for each leaf cluster $e=(i, j) \in E$ do
$10(A, B) \leftarrow$ the two clusters represented by the children of the internal node
$c \leftarrow$ the intersection vertex of $A$ and $B$
for each $(i, j) \in E(C)$ do compute $m_{i, j}(C)$ and $m_{j, i}(C)$ for each $b \in \beta(C)$ do
compute $X_{b, C}$ and $Y_{b, C}$
end
The computation of $d(v, S)$ for all $v \in V$ in Step 1 takes $O(n \log n)$ time 10]. The computation for a leaf cluster takes $O(1)$ time. Thus, Steps 3-8 takes $O(n)$ time. Consider a fixed merged cluster $C$. Step 12 computes $m_{i, j}(C)$ and $m_{j, i}(C)$ for all $(i, j) \in E(C)$. Due to the symmetry between $A$ and $B$, we only present the computation for $(i, j) \in E(A)$. For easy discussion, we assume that $C$ is rooted at $c$. For each $(i, p(i)) \in E(A)$, we have $C_{i}^{p(i)}=A_{i}^{p(i)}$ and $C_{p(i)}^{i}=A_{p(i)}^{i} \cup B$. Thus, for all $(i, j)=(i, p(i)) \in E(A)$, we simply compute $m_{j, i}(C)=m_{j, i}(A)$ in $O(|V(C)|)$ time. Next, we describe the computation of $m_{i, j}(C)$ for all $(i, j)=(i, p(i)) \in E(A)$. Assume that $X_{c, A}=\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ and $Y_{c, B}=\left(y_{1}, y_{2}, \ldots, y_{t}\right\}$. For any vertex $x \in V(A)$, the ordering of the vertices $y \in V(B)$ by $d(y, S)-d(y, x)$ is the same with the ordering by $d(y, S)-d(y, c)$. Thus, for any vertex $x_{k}$ in $X_{c, A}$, there exists an index $z_{k}$ such that $d\left(y_{q}, S\right)-d\left(y_{q}, x_{k}\right) \leq 0$ for $q<z_{k}$ and $d\left(y_{q}, S\right)-d\left(y_{q}, x_{k}\right)>0$ for $q \geq z_{k}$. By applying a process similar to merge, we compute all $z_{k}$ in $O(|V(C)|)$ time from $X_{c, A}$ and $Y_{c, B}$. Then, since the indices $z_{k}$ are nondecreasing, it is easy to compute $m_{i, j}(C)$ for all $(i, j)=(i, p(i)) \in E(A)$ in $O(|V(C)|)$ time by using the following equation:
$m_{x_{k}, p\left(x_{k}\right)}(C)=m_{x_{k}, p\left(x_{k}\right)}(A)+\sum_{q<z_{k}} w\left(y_{q}\right) \times d\left(y_{q}, S\right)+\sum_{q \geq z_{k}} w\left(y_{q}\right) \times d\left(y_{q}, x_{k}\right)$.
Therefore, Step 12 takes $O(|V(C)|)$ time. Now, consider the computation in Step 14. By symmetry, we may assume $b \in V(A)$. Clearly, we can obtain $X_{b, C}$ by merging $X_{b, A}$ and $X_{c, B}$ in linear time. Similarly, $Y_{b, C}$ can be obtained by merging $Y_{b, A}$ and $Y_{c, B}$ in linear time. Therefore, the computation in Steps 10-14 takes $O(|V(C)|)$ time in total, from which we conclude that the whole computation on $\tau$ takes $O(n \log n)$ time. We have the following theorem.

Theorem 2: The problem of finding a conditional discrete median path of length $\leq l$ in a tree can be solved in $O(n \log n)$ time.

## 5 The Conditional Continuous Median Path Problem

By using the following important property, Tamir et al. presented an $O\left(n^{2}\right)$ time algorithm without applying the divide-and-conquer strategy.

Lemma 2 [10]: There is a conditional continuous median path that is almost discrete.

From now on, only almost discrete paths are considered. For easy description, in the remainder of this section, we assume that $T$ is rooted at an arbitrary vertex $r \in V$. Let $P(v, q)$ be an almost discrete path, where $v$ is a vertex and $q$ is a point. The point $q$ is possibly a vertex. For convenience, we say that $P(v$, $q$ ) is of type 1 if $q$ is on the path from $v$ to $r$, and is of type 2 otherwise. For easy description, a discrete path between two vertices $v_{1}, v_{2} \in V$ is regarded as two different almost discrete paths, one extending from $v_{1}$ to $v_{2}$ and the other extending from $v_{2}$ to $v_{1}$, such that any almost discrete path is either of type 1 or of type 2. Our strartegy for determining a median path is as follows. Firstly, we compute a best path among all paths of type 1 . Then, we compute a best path among all paths of type 2 . Finally, we determine a median path by simply comparing the two computed paths.

### 5.1 The Computation of a Best Path among All Paths of Type 1

Let $R=\{P(v, r) \mid v \in V, d(v, r) \leq l\}$ and $Q=\{P(v, q) \mid v \in V, d(v, r)>l, q$ is the point on $P(v, r)$ with $d(v, q)=l\}$. Our problem in this section is to compute the best path in $R \cup Q$. Since $|R \cup Q|=O(n)$, it is not difficult to derive an $O(n \log$ $n$ ) time algorithm for the computation. For easy analyzing, insteads of giving a new algorithm, we do the computation by performing an algorithm for the conditional discrete median path problem as follows. Firstly, we compute all the points $q$ with $P(v, q) \in Q$, which requires $O(n \log n)$ time [9]. Then, repeatedly, for each computed point $q$, letting $(i, j)$ be the edge containing $q$, we introduce a new vertex $v_{q}$ at $q$. Finally, we perfom an algorithm for the conditional discrete median path problem. Note that the above computation may produce a path not in $R \cup Q$, which is of type 2 .

### 5.2 The Computation of a Best Path among All Paths of Type 2

In Algorithm 1, the function $\delta_{(i, p(i))}$ is used to determine the distance-sum of a path having a partial edge extending form $i$ to $p(i)$. Conversely, the function $\delta_{(p(i), i)}$ is used to determine the distance-sum of a path having a partial edge extending form $p(i)$ to $i$. Now, we are only interested in paths of type 2. Therefore, we obtain an algorithm by slightly modifying Algorithm 1 as follows. Firstly, for each $(i, p(i)) \in E$, we redefine $f_{(i, p(i))}(x)=\infty$ for all $x$, and

$$
f_{(p(i), i)}(x)= \begin{cases}\infty & \text { if } \quad x<0 \\ \delta_{(p(i), i)}(x) & \text { if } \quad 0 \leq x<d(p(i), i), \text { and } \\ \lambda_{(p(i), i)} & \text { if } \quad x \geq d(p(i), i)\end{cases}
$$

Next, we modify Steps 10-11 of Algorithm 1 for the computation of $\operatorname{Cost}(C)$. Since only almost discrete paths are considered, we compute

$$
\operatorname{Cost}(C)=\min \left\{\operatorname{Cost}(A), \operatorname{Cost}(B), H_{A, B}, H_{B, A}\right\},
$$

where

$$
H_{A, B}=\min _{v \in V(A), d(c, v) \leq l}\left\{D(P(c, v))+\Phi_{c, B}(l-d(c, v))-\lambda_{c}\right\}
$$

is the distance-sum of the best path of type 2 extending from a vertex in $A$ to a point in $B$, and $H_{B, A}=\min _{v \in V(B), d(c, v) \leq l}\left\{D(P(c, v))+\Phi_{c, A}(l-d(c, v))-\lambda_{c}\right\}$ is the distance-sum of the best path of type 2 extending from a vertex in $B$ to a point in $A$. It is not difficult to see that after the above modification, the computation for a cluster $C$ can be implemented in $O\left(|V(C)|+k^{\prime} \alpha\left(k^{\prime}\right)\right)$ time, where $k^{\prime}=\Sigma_{(p(i), i) \in E(C)}\left\|\delta_{(p(i), i)}\right\|$.
Lemma 3: The total number of linear segments of all $\delta_{(p(i), i)},(p(i), i) \in E$, is $O(n)$.

Lemma 4: All $\delta_{(p(i), i)},(p(i), i) \in E$, can be computed in $O(n \log n)$ time.
Due to the page limitation, the proofs of Lemmas 3 and 4 are omitted. From the lemmas, it is not difficult to obtain the following theorem.

Theorem 3: The conditional continuous medina path problem can be solved in $O(n \log n \alpha(n))$ time.

## 6 Lower Bounds

Lemma 5 [7]: Solving the element uniqueness problem, which is to decide if any two of $n$ given positive numbers are equal, requires $\Omega(n \log n)$ time in the comparison model.

Theorem 4: Finding an unconditional discrete median path of length $\leq l$ in a tree requires $\Omega(n \log n)$ time in the comparison model, even for a tree with all vertex weights being equal to 1 .

Proof: Given an instance $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ of the element uniqueness problem, we construct in linear time a tree $T=(V, E)$ with $V=\left\{r, x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \ldots\right.$, $\left.x_{n}, y_{n}, z_{n}\right\}$ and $E=\left\{\left(r, x_{1}\right),\left(x_{1}, y_{1}\right),\left(x_{1}, z_{1}\right),\left(r, x_{2}\right),\left(x_{2}, y_{2}\right),\left(x_{2}, z_{2}\right), \ldots,(r\right.$, $\left.\left.x_{n}\right),\left(x_{n}, y_{n}\right),\left(x_{n}, z_{n}\right)\right\}$. All vertex weights are 1 . Let $t=3 \times \max \left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. The length of $\left(r, x_{i}\right)$ is $t$. The lengths of $\left(x_{i}, y_{i}\right)$ and $\left(x_{i}, z_{i}\right)$ are $a_{i}$ and $t-a_{i}$, respectively. Finally, let $l=3 t$. With some efforts, we can show that there are two equal elements in $A$ iff a discrete median path of $T$ has distance-sum $\leq t(4 n-7)$. Therefore the theorem holds.
Q.E.D.

Theorem 5: Finding a conditional continuous median path of length $\leq l$ in a tree requires $\Omega(n \log n)$ time in the comparison model, even for a tree with all vertex weights being equal to 1 .

Proof: Given an instance $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ of the element uniqueness problem, we construct in linear time a tree $T=(V, E)$ with $V=\left\{r, x_{1}, y^{\prime}{ }_{1}, y_{1}, z^{\prime}{ }_{1}, z_{1}, x_{2}\right.$, $\left.y^{\prime}{ }_{2}, y_{2}, z^{\prime}{ }_{2}, z_{2}, \ldots, x_{n}, y^{\prime}{ }_{n}, y_{n}, z^{\prime}{ }_{n}, z_{n}\right\}$ and $E=\left\{\left(r, x_{1}\right),\left(x_{1}, y^{\prime}{ }_{1}\right),\left(y^{\prime}{ }_{1}, y_{1}\right),\left(x_{1}\right.\right.$, $\left.z^{\prime}{ }_{1}\right),\left(z^{\prime}{ }_{1}, z_{1}\right),\left(r, x_{2}\right),\left(x_{2}, y^{\prime}{ }_{2}\right),\left(y^{\prime}{ }_{2}, y_{2}\right),\left(x_{2}, z^{\prime}{ }_{2}\right),\left(z^{\prime}{ }_{2}, z_{2}\right), \ldots,\left(r, x_{n}\right),\left(x_{n}\right.$, $\left.\left.y^{\prime}{ }_{n}\right),\left(y^{\prime}{ }_{n}, y_{n}\right),\left(x_{n}, z^{\prime}{ }_{n}\right),\left(z^{\prime}{ }_{n}, z_{n}\right)\right\}$. All vertex weights are 1 . Let $t=3 \times \max \left\{a_{1}\right.$, $\left.a_{2}, \ldots, a_{n}\right\}$. The length of $\left(r, x_{i}\right)$ is $t$. The lengths of $\left(x_{i}, y^{\prime}{ }_{i}\right),\left(y_{i}^{\prime}, y_{i}\right),\left(x_{i}, z^{\prime}{ }_{i}\right)$, and $\left(z^{\prime}{ }_{i}, z_{i}\right)$ are $a_{i} / 2, a_{i} / 2,\left(t-a_{i}\right) / 2$, and $\left(t-a_{i}\right) / 2$, respectively. The existing facility $S$ includes all $x_{i}, y^{\prime}{ }_{i}$, and $z^{\prime}{ }_{i}, i=1,2, \ldots, n$. Let $l=3 t$. With some efforts, we can show that there are two equal elements in $A$ iff a conditional continuous median path of $T$ has distance-sum $\leq t(n-1) / 2$.
Q.E.D.
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#### Abstract

In this paper, some results concerning the $k$-truck problem are produced. First, the algorithms and their complexity concerning the off-line $k$-truck problem are discussed. Following that, a lower bound of competitive ratio for the on-line $k$-truck problem is given. Based on the Position Maintaining Strategy (PMS), we get some new results which are slightly better than those of [1] for general cases. We also use the Partial-Greedy Algorithm (PG) to solve this problem on a special line. Finally, we extend the concepts of the on-line $k$-truck problem to obtain a new variant: Deeper On-line $k$-Truck Problem (DTP).


## 1 Introduction

On-line problem and their competitive analysis have received considerable interest for about twenty years. S. Albers and S. Leonardi [2] coined out a comprehensive survey of this domain. On-line problems had been systematically investigated only when Sleator and Tarjian [3] suggested comparing an on-line algorithm to an optimal off-line algorithm and Karlin, Manasse, Rudolph and Sleator [4] coined the term competitive analysis. The task system, the $k$-server problem, and on-line/off-line games ([5], [6] and [7) all attempt to model on-line problems and algorithms. In this paper, we first discussed the algorithms and its complexity concerning the off-line $k$-truck problem. Following that, a lower bound of competitive ratio for the on-line $k$-truck problem is given. Especially, based on the PMS, we get some new results for the general cases. In addition, we also use the PG to solve this problem on a special line and prove that PG is a $(1+(n-k) / \theta)$-competitive algorithm for this case. Finally, we extend the concepts of the on-line $k$-truck problem to obtain a new variant: DTP.

## 2 Preliminaries

The $k$-truck problem can be stated as follows. We are given a metric space $M$, and $k$ trucks which move among the points of $M$, each occupying one point of $M$.

[^34]Repeatedly, a request (a pair of points $x, y \in M$ ) appears. To serve a request, an empty truck must first move to $x$ and then move to $y$ with goods from $x$. How to minimize the total cost of all trucks? Obviously, the $k$-truck problem aims at minimizing the cost of all trucks. Because the cost of trucks with goods is different from that of trucks without goods on the same distance, the total distance cannot be considered as the objective to be optimized. For simplicity, we assume that the cost of a truck with goods is $\theta$ times that of one without goods on the same distance. We can then take $(1+\theta)$ times of the empty loaded distant as the objective of optimization.
The Model. Let $G=(V, E)$ denote an edge weighted graph with $n$ vertices and the weights of edges satisfying the triangle inequality, where $V$ is a metric space consisting of $n$ vertices, and $E$ is the set of all weighted edges. We assume that the weight of edge $(x, y)$ is denoted by $d(x, y)$ and the weights are symmetric, i.e., for all $x, y, d(x, y)=d(y, x)$. We assume that $k$ trucks occupy a $k$-vertexes which is a subset of $V$. A service request $r=(a, b), a, b \in V$ implies that there are some goods on vertex $a$ that must be moved to vertex $b$ (for simplicity, we assume that the weight of the goods is same all the time). A service request sequence $R$ consists of some service request in turn, namely $R=\left(r_{1}, \ldots, r_{m}\right)$, where $r_{i}=\left(a_{i}, b_{i}\right), a_{i}, b_{i} \in V$. All discussion is based on the following essential assumptions: (1) Graph $G$ is connected; (2) When a new service request occurs, $k$ trucks are all free; (3) All trucks have the same load weight and the cost of a truck with goods is $\theta$ times that of one without goods on the same distance, and $\theta \geq 1$. For a known sequence $R=\left(r_{1}, \ldots, r_{m}\right)$, let $C_{\text {ОРт }}(R)$ be the optimal total cost after finishing it. For a new service request $r_{i}$, if scheduling algorithm $A$ can schedule without information regarding the sequence next to $r_{i}$, we call $A$ an on-line algorithm. For on-line algorithm $A$, if there are constants $\alpha$ and $\beta$ satisfying

$$
C_{\mathrm{A}}(R) \leq \alpha \cdot C_{\mathrm{OPT}}(R)+\beta,
$$

then for any possible $R, A$ is called a competitive algorithm, where $C_{\mathrm{A}}(R)$ is the total cost with algorithm $A$ to satisfy sequence $R$.

If there is no limit for the $R$ and $\theta$, the on-line truck problem is called $P$. In problem $P$, if for any $r_{i}=\left(a_{i}, b_{i}\right), a_{i}, b_{i}$ and $\theta>1$ holds, the problem is called $P 1$. In problem $P$, if there is no limit for any $r_{i}=\left(a_{i}, b_{i}\right)$, but if $\theta=1$, the problem is $P 2$. In $P 2$, if $d\left(a_{i}, b_{i}\right)>0$, namely $a_{i}=b_{i}$, the problem is called P3. In problem $P$, if $d\left(a_{i}, b_{i}\right)=0$, namely $a_{i}=b_{i}$, it is called $P 4$.
Lemma 1. [9] There exists an on-line algorithm for the $k$-server problem with the competitive ratio $2 k-1$.

Lemma 2. [1] Letting OPT be an optimal algorithm for an request sequence $R=\left(r_{1}, \ldots, r_{m}\right)$, then we have $C_{\text {OPT }}(R) \geq C_{\text {OPT }}(\sigma)+\sum_{i=1}^{m}(\theta-1) \cdot d\left(a_{i}, b_{i}\right)$, where $\sigma=\left(\left(a_{1}, a_{1}\right), \ldots,\left(a_{m}, a_{m}\right)\right)$ and $r_{i}=\left(a_{i}, b_{i}\right)$.
Lemma 3. [1] For any algorithm $A$ for a request sequence $R=\left(r_{1}, \ldots, r_{m}\right)$, we have $C_{A}(R) \geq \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)$, and $C_{\text {OPT }}(R) \geq \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)$.
Lemma 4. [10] There exists an on-line algorithm for the $k$-server problem on a real line with the competitive ratio $k$.

## Position Maintaining Strategy (PMS) [8]

For the present request $r_{i}=\left(a_{i}, b_{i}\right)$, after $a_{i}$ is reached, the truck reaching $a_{i}$ must move from $a_{i}$ to $b_{i}$ with the goods to complete $r_{i}$. When the service for $r_{i}$ is finished, the PMS moves the truck at $b_{i}$ back to $a_{i}$ (empty) before the next request arrives.

## 3 Off-Line Problem

In this section, two solutions for the off-line $k$-truck problem are discussed.
Definition (Configuration) On the metric space $M$, a possible position of $k$ trucks is called a configuration. That is, a configuration is a special k-multiset whose elements consist of at least one and at most $k$ points of space M. Here, the special means that in the multiset the same node can be repeated from one to $k$ times.

### 3.1 Dynamic Programming (DP) Solution

In [6], a DP solution was given for the famous $k$-server problem. Similarly, we can develop a DP solution for the $k$-truck problem.

Lemma 5. On a given graph $G$ with $n$ nodes, the number of possible configurations of all $k$ trucks is $\binom{n+k-1}{n-1}$, where $k \leq n$.
Proof. Assume that all $k$ trucks and all $n$ nodes line up along a line from left to right, thus there are $n+k$ locations on which there is either a truck or a node. Following that, we move all trucks between two nodes $i$ and $j$ (assuming that node $i$ is right to node $j$ and that there are not any other nodes between them) to node $i$. If there are not trucks between the two nodes, the meaning of this operation is that no truck is moved on to node $i$. In addition, in order to move all trucks on some nodes according to the above rules, we need to let the extreme right location be a node. The final task is to choose $n-1$ locations, on which we will arrange the remaining $n-1$ nodes, from the $n+k-1$ locations. Obviously, we have $\binom{n+k-1}{n-1}$ choices.
Let function $C_{\text {ОРт }}(R, S)$ denote the cost of the minimum cost algorithm that handles request sequence $R$ and ends up in configuration $S$. As in paper [6], we can compute this function recursively as follows, assuming that the trucks are initially in configuration $S_{0}$

$$
\begin{gathered}
C_{\mathrm{OPT}}(\varepsilon, S)= \begin{cases}0 & \text { if } S=S_{0} \\
\text { undefine otherwise }\end{cases} \\
C_{\mathrm{OPT}}\left(R r_{i}, S\right)= \begin{cases}\min _{T}\left(C_{\mathrm{OPT}}(R, T)+d\left(T, \theta \cdot\left(a_{i}, b_{i}\right), S\right)\right) & \text { if } S=S_{0} \\
\text { undefine } & \text { otherwise }\end{cases}
\end{gathered}
$$

where $d\left(T, \theta \cdot\left(a_{i}, b_{i}\right), S\right)$ is the cost of transition from configuration $T$ to configuration $S$ and the last operation of transition is $a_{i} \rightarrow b_{i}$ (satisfying the request $r_{i}$ at cost $\left.\theta \cdot\left(a_{i}, b_{i}\right)\right), T$ and $S$ denote the configurations at time $i-1$ and time $i$, respectively, and $\varepsilon$ denotes the empty request sequence.

Theorem 1. The above optimal off-line algorithm for the $k$-truck problem can give an optimal solution with time proportional to $m \cdot\binom{n+k-1}{n-1}^{2}$, where $m$ is the length of the request sequence (the number of requests).

Proof. Let $|R|=m$, we can develop a table-building method according to the above discussion. Build a table with $|R|+1$ rows, each of which implies a subsequence of request sequence $R$, and $\binom{n+k-1}{n-1}$ columns each of which denote a possible configuration of trucks. Namely, the entry in row $i$ and column $j$ is $C_{\text {OPT }}\left(R_{i}, S_{j}\right)$, where $R_{i}$ is the subsequence of $R$ of length $i$. Each row of the table can be built from the previous one within time $\binom{n+k-1}{n-1}^{2}$. Furthermore, only $|R|=m$ rows need these computations. The proof is completed.

### 3.2 Minimum Cost Maximum Flow (MCMF) Solution

In [11], MCMF was used to resolve the off-line $k$-server problem. Our objective is to find an optimal strategy to serve a sequence of $m$ requests with $k$ trucks, if the request sequence is given in advance. Assume that the $k$-trucks initially occupy one point, the origin. And denote the $i$-th request by the binary-tuple $\left(a_{i}, b_{i}\right)$. If there are $m$ requests, the inputs to our problem are the superdiagonal entries of an $(m+1) \times(m+1)$ matrix, whose $(0, j)$ entry is the sum of cost from the original to the location of $j$-request start $a_{j}$ (empty) and then to the request destination $b_{j}$ (with the goods), $j=1,2, \ldots, m$, and whose $(i, j)$ entry is the sum of cost from the location of $i$-request destination to the location of $j$-request start and then to the relevant destination with goods, $j, 1 \leq i<j \leq m$.

Theorem 2. There is an $O\left(\mathrm{~km}^{2}\right)$-time off-line algorithm to find an optimal schedule for $k$ trucks to serve a sequence of $m$ requests (whether or not the triangle inequality holds).

Proof. We can resolve the off-line the $k$-truck problem (with or without triangle inequality) by reducing it to the problem of finding a minimum cost flow of maximum value in an acyclic network. Suppose that there are $k$ trucks $t_{1}, \ldots, t_{k}$ and $m$ requests $r_{1}, \ldots, r_{m}$, where $r_{i}=\left(a_{i}, b_{i}\right)$, and $i=1, \ldots, m$, we can build the following $(2+k+3 m)$-node acyclic network: the vertex set is $V=\left\{s, s_{1}, \ldots, s_{k}, a_{1}, b_{1}, b_{1}^{\prime}, \ldots, a_{m}, b_{m}, b_{m}^{\prime}, t\right\}$. In that vertex set, nodes $s$ and $t$ are the source and sink, respectively. Each arc of our network has a capacity one. There is an arc of cost 0 from $s$ to each $s_{i}$, an arc of cost 0 form each $b_{i}^{\prime}$ to $t$, as well as an arc to $t$ from each $s_{i}$, of cost 0 . ¿From each $s_{i}$, there is an arc to $a_{j}$ of cost equal to the distance from the origin to the location of $a_{j}$. ¿From each $a_{j}$, there is only an arc to $b_{j}$ of cost equal to $\theta \cdot d\left(a_{i}, b_{i}\right)$. For $i<j$, there is an arc from $b_{i}^{\prime}$ to $a_{j}$ of cost equal to the distance between $b_{i}$ to $a_{j}$. Moreover, form $b_{i}$ to $b_{i}^{\prime}$ there is an arc of cost $-K$, where $K$ is an extremely large positive real. The constructing of the network is completed.

It is easy to know that the value of the maximum flow in this network is $k$. Using minimum-cost augmentation [12], we can find an integral min-cost flow of value $k$ in time $O\left(\mathrm{~km}^{2}\right)$, because all capacities are integral and the network is
acyclic. An integral $s \rightarrow t$ flow of value $k$ can be decomposed into $k$ arc-disjoint $s \rightarrow t$ paths, the $i$ th one passing through $s_{i}$. Obviously, this flow saturates all of the $\left(b_{i}, b_{i}^{\prime}\right)$ arcs, and hence corresponds to an optimal schedule for serving the requests, the $i$ th server serving exactly those requests contained in the $s \rightarrow t$ path that passes through $s_{i}$, because $-K$ is so small.

## 4 A Lower Bound

In this section we will give a lower bound of competitive ratio for the $k$-truck problem on a symmetric metric space. In other words, any general on-line algorithm for this problem, either a deterministic or a randomized algorithm, must have a competitive factor of at least $(\theta+1) \cdot k /(\theta \cdot k+2)$. In fact, we have actually proven a slightly more general lower bound on the competitive ratio. Suppose we wish to compare an on-line algorithm with $k$ servers to an off-line one with $h \leq k$ servers. Naturally, the factor decreases when the on-line algorithm gets more servers than the off-line algorithm. We get the lower bound as $(\theta+1) \cdot k /((\theta+2) \cdot k-2 h+2)$. A similar approach was taken in [6], where the lower bound and matching upper bound are given for the traditional $k$-server problem.

Theorem 3. Let $A$ be an on-line algorithm for the symmetric $k$-truck problem on a graph $G$ with at least $k$ nodes. Then, for any $1 \leq h \leq k$, there exist request sequences $R_{1}, R_{2}, \ldots$ such that: (1) For all $i, R_{i}$ is an initial subsequence of $R_{i+1}$, and $C_{A}\left(R_{i}\right)<C_{A}\left(R_{i+1}\right)$; (2) There exists an h-truck algorithm $B$ (which may start with its trucks anywhere) such that for all i, $C_{A}\left(R_{i}\right)>(\theta+1) \cdot k \cdot C_{B}\left(R_{i}\right) /((\theta+$ 2) $\cdot k-2 h+2)$.

Proof. Without loss of generality, assume $A$ is an on-line algorithm and that the $k$ trucks start out at different nodes. Let $H$ be a subgraph of $G$ of size $k+2$, induced by the $k$ initial positions of $A$ 's trucks and two other vertexes. Define $R$, $A$ 's nemesis sequence on $H$, such that $R(i)$ and $R(i-1)$ are the two unique vertexes in $H$ not covered by $A$ and a request $r_{i}=d(R(i), R(i-1))$ occurs at time $i$, for all $i \geq 1$. Then

$$
\begin{gathered}
C_{\mathrm{A}}\left(R_{t}\right)=\sum_{i=1}^{t}(d(R(i+1), R(i))+\theta \cdot d(R(i), R(i-1)))= \\
(1+\theta) \cdot \sum_{i=1}^{t-1} d(R(i+1), R(i))+d(R(i+1), R(i))+\theta \cdot d(R(1), R(0))
\end{gathered}
$$

because at each step $R$ requests the node just vacated by $A$.
Let $S$ be any $h$-element subset of $H$ containing $R(1)$ but not $R(0)$. We can define an off-line $h$-truck algorithm $A(S)$ as follows: the trucks finally occupy the vertices in set $S$. To process a request $r_{i}=d(R(i), R(i-1))$, the following rule is applied: If $S$ contains $R(i)$, move the truck at node $R(i)$ to $R(i-1)$ with goods to satisfy the request, and update the $S$ to reflect this change. Otherwise move the truck at node $R(i-2)$ to $R(i)$ without goods and then to $R(i-1)$ with goods, also to satisfy the request, and update $S$ to reflect this change.

It is easy to see that for all $i>1$, the set $S$ contains $R(i-2)$ and does not contain $R(i-1)$ when step $i$ begins. The following observation is the key to the rest of the proof: if we run the above algorithm starting with distinct equal-sized sets $S$ and $T$, then $S$ and $T$ never become equal, for the reason described in the following paragraph.

Suppose that $S$ and $T$ differ before $R(i)$ is processed. We shall show that the versions of $S$ and $T$ created by processing $R(i)$, as described above, also differ. If both $S$ and $T$ contain $R(i)$, they both move the truck on node $R(i)$ to node $R(i-1)$, on which there is exactly not any truck. The other nodes have no changes, so $S$ and $T$ are still different and both $S$ and $T$ contain $R(i-1)$. If exactly one of $S$ or $T$ contains $R(i)$, then after the request exactly one of them contains $R(i-1)$, so they still differ. If neither of them contains $R(i)$, then both change by dropping $R(i-2)$ and adding $R(i-1)$, so the symmetric difference of $S$ and $T$ remains the same (non-empty).

Let us consider simultaneously running an ensemble of algorithms $A(S)$, starting from each $h$-element subset $S$ of $H$ containing $R(1)$ but not $R(0)$. There are $\binom{k}{h-1}$ such sets. Since no two sets ever become equal, the number of sets remains constant. After processing $R(i)$, the collection of subsets consists of all the $h$ element subsets of $H$ which contain $R(i-1)$.

By our choice of starting configuration, step 1 just costs $\theta \cdot d(R(1), R(0))$. At step $i$ (for $i \geq 2$ ), each of these algorithms either moves the truck at node $R(i)$ to $R(i-1)$ (if $S$ contains $R(i)$ ), at cost $\theta \cdot d(R(i), R(i-1)$ ), or moves the truck at node $R(i-2)$ to $R(i)$ and then to $R(i-1$ ) (if $S$ does not contain $R(i)$ ), at cost $d(R(i-2), R(i))+\theta \cdot d(R(i), R(i-1))$. Of the $\binom{k}{h-1}$ algorithms being run, $\binom{k-1}{h-1}$ of them (the ones which contain $R(i-2)$ but not contain either $R(i))$ incur the cost of $d(R(i-2), R(i))+\theta \cdot d(R(i), R(i-1))$. The remaining $\binom{k-1}{h-2}$ of algorithms incur the cost of $\theta \cdot d(R(i), R(i-1))$. Thus, for step $i$, the total cost incurred by all of the algorithms is

$$
\binom{k}{h-1} \cdot \theta \cdot d(R(i), R(i-1))+\binom{k-1}{h-1} \cdot d(R(i-2), R(i)) .
$$

The total cost of running all of these algorithms up to and including $R(t)$ is

$$
\sum_{i=1}^{t}\binom{k}{h-1} \cdot \theta \cdot d(R(i), R(i-1))+\sum_{i=2}^{t}\binom{k-1}{h-1} \cdot d(R(i-2), R(i)) .
$$

Thus the expected cost of one of these algorithms chosen at random is

$$
\begin{aligned}
& C_{\mathrm{EXP}}\left(R_{t}\right)=\theta \cdot \sum_{i=1}^{t} d(R(i), R(i-1))+\frac{\binom{k-1}{h-1}}{\binom{k}{h-1}} \cdot \sum_{i=2}^{t} d(R(i-2), R(i)) \leq \frac{(\theta+2) k-2 h+2}{k} . \\
& \sum_{i=1}^{t-1} d(R(i), R(i+1))+\frac{(\theta+1) k-h+1}{k} \cdot d(R(1), R(0))-\frac{k-h+1}{k} \cdot d(R(t-1), R(t))
\end{aligned}
$$

This inequality holds for the triangle inequality and expending of the binomial coefficients. Recall that the cost to $A$ for the same steps was

$$
C_{\mathrm{A}}\left(R_{t}\right)=(1+\theta) \cdot \sum_{i=1}^{t-1} d(R(i+1), R(i))+d(R(i+1), R(i))+\theta \cdot d(R(1), R(0))
$$

Because the distances are symmetric, the two summations of the $C_{\text {EXP }}\left(R_{t}\right)$ and $C_{\mathrm{A}}\left(R_{t}\right)$ are identical, except that both of the costs include some extra terms,
which are bounded as a constant. Therefore, after some mathematical manipulation (e.g., let $t \rightarrow \infty$ ), we obtain

$$
\frac{C_{\mathrm{A}}\left(R_{t}\right)}{C_{\mathrm{EPT}}\left(R_{t}\right)} \geq \frac{(\theta+1) \cdot k}{(\theta+2) \cdot k-2 h+2}
$$

Finally, there must be some initial set whose performance is often no worse than the average of the costs. Let $S$ be this set, and $A(S)$ be the algorithm starting from this set. Let $R_{i}$ be an initial subsequence of $R$, for which $A(S)$ does no worse than average.

Corollary 1. For any symmetric $k$-truck problem, there is no c-competitive algorithm for $c<(\theta+1) \cdot k /(\theta \cdot k+2)$.

Corollary 2. For any symmetric $k$-taxi problem, there is no c-competitive algorithm for $c<2 k /(k+2)$.

## 5 Competitve Ratios

### 5.1 Position Maintaining Strategy Solution

In [1], with the PMS, the case under which $\theta>(c+1) /(c-1)$ was studied, and a $c$-competitive algorithm was found to exist for the $k$-truck problem. In fact, we can get a somewhat better result for general cases.

Theorem 4. For the on-line $k$-truck problem and a given graph $G$, if there is a c-competitive on-line algorithm for the $k$-server problem on $G$, then: (1) If $\theta>(c+1) /(c-1)$, then PMS is a c-competitivealgorithm; (2) If $1 \leq \theta \leq$ $(c+1) /(c-1)$, then PMS is a $(c / \theta+1 / \theta+1)$-competitive algorithm.
Proof. For any $R=\left(r_{1}, \ldots, r_{m}\right)$, where $r_{i}=\left(a_{i}, b_{i}\right)$, considering the $k$-server problem's request sequence $\sigma=\left(a_{1}, \ldots, a_{m}\right)$, let $A_{\sigma}$ be a $c$-competitive algorithm for the on-line $k$-server problem on graph $G$ to satisfy the sequence. We design algorithm $A$ as follows. For current service request $r_{i}=\left(a_{i}, b_{i}\right)$, first schedule a truck to $a_{i}$ using algorithm $A_{\sigma}$, then complete the $r_{i}$ with PMS. Thus total cost of $A$ is

$$
\begin{aligned}
C_{\mathrm{A}}(R)= & \sum_{i=1}^{m} C_{\mathrm{A}}\left(r_{i}\right)=\sum_{i=1}^{m}\left[C_{\mathrm{A}}\left(a_{i}\right)+(\theta+1) \cdot d\left(a_{i}, b_{i}\right)\right]= \\
& C_{A_{\sigma}}(\sigma)+(1+1 / \theta) \cdot \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)
\end{aligned}
$$

where $\theta$ is defined above and $\theta \geq 1$. From lemma 2 and algorithm $A_{\sigma}$, we have

$$
C_{A_{\sigma}}(\sigma) \leq c \cdot C_{\mathrm{OPT}}(\sigma)+\beta \leq c \cdot\left[C_{\mathrm{OPT}}(R)-\sum_{i=1}^{m}(\theta+1) \cdot d\left(a_{i}, b_{i}\right)\right]+\beta
$$

Then we get

$$
\left.C_{\mathrm{A}}(R) \leq c \cdot C_{\mathrm{OPT}}(R)+[1+1 / \theta-c \cdot(\theta-1) / \theta] \cdot \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)\right]+\beta
$$

If $\theta>(c+1) /(c-1)$, we get $C_{\mathrm{A}}(R) \leq c \cdot C_{\mathrm{OPT}}(R)+\beta$; if $1 \leq \theta \leq(c+1) /(c-1)$, and with lemma $3, C_{\text {OPT }}(R) \geq \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)$, we have $C_{\mathrm{A}}(R) \leq(c / \theta+1 / \theta+$ $1) \cdot C_{\text {OPt }}(R)+\beta$, where $c$ and $\beta$ are some constants.

Combining Theorem 4 and Lemma 1, the following corollary holds.
Corollary 3. For the on-line $k$-truck problem on a given graph $G$, if $\theta>(c+$ $1) /(c-1)$, holds, then there exists a $(2 k-1)$-competitive algorithm; if $1 \leq \theta \leq$ $(c+1) /(c-1)$, then there exists a $(2 k / \theta+1)$-competitive algorithm.

### 5.2 Comparison of Two Algorithms

In [1], an algorithm $B$, here we called it the PG, is given for the problem $P 1$. The competitive ratio of algorithm $B$ is $1+\lambda / \theta$, where $\lambda=d_{\max } / d_{\min }$, $d_{\text {max }}=\max d\left(v_{i}, v_{j}\right)$, and $d_{\text {min }}=\min d\left(v_{i}, v_{j}\right), i \neq j, v_{i}, v_{j} \in V$. We denote the PMS algorithm of subsection 5.1 by algorithm $A$. We may be confronted with the problem of choosing one algorithm from $A^{\prime}$ and $B$ in different contexts. Respectively the competitive ratios of algorithms $A$ and $B$ are $c_{\mathrm{A}}=$ $\left\{\begin{array}{l}2 k-1 \quad \text { if } \theta>(c+1) /(c-1) \\ 2 k / \theta+1 \text { if } 1 \leq \theta \leq(c+1) /(c-1)\end{array}\right.$
and $c_{\mathrm{B}}=1+\lambda / \theta$. Letting $c_{\mathrm{A}}=c_{\mathrm{B}}$, we can get a $k$ that makes the algorithm $A$ and $B$ equal as follows

$$
k= \begin{cases}1+\lambda /(2 \theta) & \text { if } \theta>(c+1) /(c-1) \\ \lambda / 2 & \text { if } 1 \leq \theta \leq(c+1) /(c-1)\end{cases}
$$

Theorem 5. For on-line $k$-truck problem P1, denoting the $P M S$ and $P G$ algorithms by $A$ and $B$, respectively, at the aspect of the competitive ratio: if $\theta>(c+1) /(c-1)$ holds, if $k \leq 1+\lambda /(2 \theta)$ then $A$ is better than $B$, and contrarily if $k>1+\lambda /(2 \theta)$ then $B$ is better than $A$; if $1 \leq \theta \leq(c+1) /(c-1)$ holds, if $k \leq \lambda / 2$ then $A$ is better than $B$, and contrarily if $k>\lambda / 2$ then $B$ is better than $A$.

### 5.3 Partial-Greedy Algorithm on a Special Line

Let $G=(V, E)$ for the instance of an on-line $k$-truck problem consisting of a line of $n$ vertices with $n-1$ edges whose lengths are equal to one. More formally, we have that $V=\left\{v_{i} \mid i=1, \ldots, n\right\}$ and $E=\left\{v_{i} v_{i+1} \mid i=1, \ldots, n-1\right\}$. All edgeweights are equal to one. It is natural to assume that no vertex has more than one truck (otherwise, we can get at this situation at most cost of $k \cdot(k+1) / 2$ ). In addition, we assume that $n \geq k+2$ holds (otherwise the fourth case of the following algorithm does not exist).

Partial-Greedy Algorithm. For the current request $r_{i}=\left(a_{i}, b_{i}\right)$ from the request sequence $R=\left(r_{1}, \ldots, r_{m}\right)$, schedule the $k$-truck problem $P 1$ on the above special line with the following rules:
(1) If there is a truck at $a_{i}$ and also one at $b_{i}$, then $P G$ moves the truck at $a_{i}$ to $b_{i}$ complete the request, and at the same time PG moves the truck at $b_{i}$ to $a_{i}$ with an empty load. The cost of PG for the $r_{i}$ is $(1+\theta) \cdot d\left(a_{i}, b_{i}\right)$ and at present no vertex has more than one truck.
(2) If there is a truck at $a_{i}$ and no truck at $b_{i}$, then $P G$ moves the truck at $a_{i}$ to $b_{i}$ to complete the request. The cost of $P G$ for the $r_{i}$ is $\theta \cdot d\left(a_{i}, b_{i}\right)$, and at present no vertex has more than one truck.
(3) If there is no truck at $a_{i}$ and there is a truck at $b_{i}$, then $P G$ moves the truck at $b_{i}$ to $a_{i}$ first without a load, and after that moves it from $a_{i}$ to $b_{i}$ to complete the request. The cost of $P G$ for the $r_{i}$ is $(1+\theta) \cdot d\left(a_{i}, b_{i}\right)$ and at present no vertex has more than one truck.
(4) If there is no truck at $a_{i}$ and $b_{i}$, then $P G$ moves the truck which is the closest to $a_{i}$ (suppose that the truck is located at $c_{i}$ ) with an empty load and then moves to $b_{i}$ to complete the request. The cost of $P G$ for the $r_{i}$ is $d\left(c_{i}, a_{i}\right)+\theta \cdot d\left(a_{i}, b_{i}\right)$, and again no vertex has more than one truck.

Theorem 6. $P G$ is $a(1+(n-k) / \theta)$-competitive algorithm for the $k$-truck problem P1 on the above special line.

Proof. For cases (1), (2) and (3), the cost of it PG is at most $(1+\theta)$ times the optimal cost for any request. For case (4), the extra cost is $d\left(c_{i}, a_{i}\right)$. Since $c_{i}$ is the closest occupied vertex to $a_{i}$, we have $d\left(c_{i}, a_{i}\right) \leq(n-k) \cdot d\left(a_{i}, b_{i}\right)$. Let $C_{\mathrm{PG}}(R)$ denote the cost of algorithm $P G$ for request sequence $R=\left(r_{1}, \ldots, r_{m}\right)$, then we have
$C_{\mathrm{PG}}(R)=\sum_{i=1}^{m}\left\{\max \left[d\left(b_{i}, a_{i}\right), d\left(c_{i}, a_{i}\right)\right]+\theta \cdot d\left(a_{i}, b_{i}\right)\right\}+\beta \leq \sum_{i=1}^{m}\left\{(n-k) \cdot d\left(a_{i}, b_{i}\right)+\right.$ $\left.\theta \cdot d\left(a_{i}, b_{i}\right)\right\}+\beta=(1+(n-k) / \theta) \cdot \sum_{i=1}^{m} \theta \cdot d\left(a_{i}, b_{i}\right)+\beta \leq(1+(n-k) / \theta) \cdot C_{\mathrm{OPT}}(R)$ where $\beta$ is the cost for preconditioning the truck such that each vertex has at most one truck and it is bounded by a constant related with $G$. The last inequality holds for the lemma 3 .

Similar to subsection 5.2, combining the lemma 4 and the above theorem 6, we have the following theorem.

Theorem 7. For on-line $k$-truck problem P1 on the special line, denoting the $P M S$ and $P G$ algorithms by $A$ and $B$, respectively, at the aspect of the competitive ratio: if $\theta>(c+1) /(c-1)$ holds, if $k \leq(n+\theta) /(\theta+1)$ then $A$ is better than $B$, and contrarily if $k>(n+\theta) /(\theta+1)$ then $B$ is better than $A$; if $1 \leq \theta \leq(c+1) /(c-1)$ holds, if $k \leq(n-1) / 2$ then $A$ is better than $B$, and contrarily if $k>(n-1) / 2$ then $B$ is better than $A$.

## 6 Deeper On-Line $k$-Truck Problem

We call the on-line $k$-truck problem studied in previous sections, the Standard On-line $k$-truck problem (STP). Here we will discuss another variant of it, the Deeper On-line $k$-truck problem (DTP). We formulate DTP as follows:
Given a metric space $M$, and $k$ trucks which move among the points of $M$, each occupying one point of $M$, repeatedly, a request (a pair of points $x, y \in M$ ) appears. However, only the node $x$ of request occurring is known when the information of the request is received, and the destination node $y$ will not be known
until a truck has already been on the node of request occurring. To serve a request, an empty truck must first move to $x$ and then move to $y$ with goods from $x$. How to minimize the total cost of all trucks?

We easily know that the results of the competitive ratio of the PMS still hold for the DTP but these of the PG algorithm do not hold for the DTP.

Theorem 8. For the DTP on a given graph $G$, if there is a c-competitive online algorithm for the $k$-server problem on $G$, then: (1) If $\theta>(c+1) /(c-1)$, then PMS is a c-competitive algorithm; (2) If $1 \leq \theta \leq(c+1) /(c-1)$, then PMS is a $(c / \theta+1 / \theta+1)$-competitive algorithm.

## 7 Concluding Remarks

Most of the results of this paper can be extended to the relevant cases of the $k$-taxi problem [8]. Although we get a lower bound of competitive ratio for the $k$-truck problem, the optimal lower bound of the competitive ratio for it is still open. Furthermore, whether there are some better on-line algorithms than PMS or PG needs further investigation.
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#### Abstract

The Maximum-Flow problem is a classical problem in combinatorial optimization and has many practical applications. We introduce a new variant of this well known Maximum-Flow problem, viz., the Maximum-Equal-Flow problem,wherein, for each vertex (other than the source) in the network, the actual flows along the arcs emanating from that vertex are constrained to be equal and integral. Surprisingly, unlike the Maximum-Flow problem that is known to admit a polynomial time solution, we prove that the Maximum-Equal-Flow problem is NP-Hard. Nevertheless, we provide an approximation algorithm for the Maximum-Equal-Flow problem. We develop a new (analogous) theory for Equal-Flows in networks and also illustrate the Maximum-EqualFlow equivalents of the fundamental results in flow theory.


## 1 Introduction

Consider the problem of a company manufacturing a product P using certain resources $R_{1}, R_{2}, \ldots, R_{n}$. Each resource is in turn produced by other companies using other resources. Hence, for every product, it is possible to obtain a directed graph (network), wherein each node represents a product and a dircted arc $(i, j)$ represents that the product $i$ requires $j$ as a resource in it's manufacture. Hence, in each such network, the source will be the final product P to be made and nature will be th e sink, providing all the required basic raw materials. But there may also be supply constraints on the availibility of resources for each of the products, which can be captured as capacity constraints on the flow in each of the corresponding arcs of the network. Such a graph is called a "Bill of Demand" in operations management terminology. The problem of finding the maximum number of units of the product P that a company can produce subject to these supply constraints, given the input requirements for each of the products, can be modeled mathematically as a problem similar to that of the Maximum-Flow in the "Bill of Demand" network, wherein each node distributes it's integral inflow among it's out-neighbours as per a fixed pre-specified ratio. Evidently, this problem cannot be solved using the algorithms for MAXIMUM-FLOW as they do not guarantee that the out-flows will be distributed as per the ratio. Interestingly,

[^35]the above ratio-bound flow problem can be abstracted to the Maxi mum-EqualFlow problem in an analogous network. This could be done by applying the "conservation of units" principle to each node. Equivalently, we can use different measurement units to capture the required ratio for each of the out-arcs. Hence, the solution to the Maximum-Equal-Flow problem in the resulting network with capacity constraints in the modified units would give the optimal number of units of the final product P the company can make, subject to the supply constraints of other companies.

Informally, the EQUAL-FLOW problem in a network is a "uniform" view of the classical flows problem in a network, in the sense that in the former, each node distributes its in-flow equally and in integral quantities to all its neighbours unlike the latter, wherein each node is "random" and could distribute its in-flow in any manner that it wished. Hence, in situations like in the above problem of product maximization, where the maintenance of "equanimity" among the neighbours and the integrality constraint is of a higher priority than just a maximization of the overall flow, the "maximum-flow" sought for is in fact the maximum-equal-flow. In this work, we systematically study the problem of Equal-Flows in networks. We show that the Maximum-Equal-Flow problem is NP-hard, unlike the Maximum-Flow problem. We give the combinatorial and linear programming structure of this problem and design approximate algorithms for it. Furthermore, we illustrate the maximum-equal-flow equivalents of the fundamental results in flow theory viz., the decomposition theorem, the augmenting path theorem, and the max-flow min-cut theorem.

## 2 The Maximum-Equal-Flow Problem

We begin by introducing the well-known Max-Flow problem. Consider a network $N=(V, A, s, t, c)$ where $(V, A)$ is a digraph with two specified nodes $s$ (the source) and $t$ (the sink). For each arc $(i, j)$ the capacity $c(i, j)$, a positive integer, is given. A flow in $N$ is an assignment of nonnegative integer value $f(i, j) \leq c(i, j)$ to each $\operatorname{arc}(i, j)$ such that for each node other than $s$ and $t$, the sum of the flows of the incoming arcs is equal to the sum of flows along the outgoing arcs. The value of flow $f$ is the sum of flows in the arcs leaving $s$. The problem of determining the maximum possible flow for $s$ to $t$, subject to these constraints, is well known as the Max-Flow problem. A polynomial time algorithm can be obtained by building upon a fundamental fact about networks, known as the max-flow min-cut theorem [21]. Now consider the following variation of the Max-Flow problem. The flow function is integral and such that for all $i \in V$ and $\left(i, j_{1}\right),\left(i, j_{2}\right) \in A, j_{1} \neq j_{2}$, we have $f\left(i, j_{1}\right)=f\left(i, j_{2}\right)$. In other words, the flow emanating out of a vertex is same in all the outgoing arcs (from that vertex, other than the source) and of an integral amount. Surprisingly, this problem is NP-hard (see Section (4) even though a polynomial time algorithm exists for the Max-Flow problem.

[^36]
## Definition 1 (Maximum-Equal-Flow).

Instance: A network $N=(V, A, s, t, c)$, positive integer $K$.
Question: Does there exist an equal-flow of value at least $K$ in the network $N$ ?
The algorithm for the Max-Flow problem would not work here. To see why the Max-Flow algorithm would not work in our case, let us have a brief look at the algorithm in [4]. If we want to find out if a given flow $f$ is optimal, we have to check if a flow $f^{\prime}$ of value greater then $f$ exists. If such a flow $f^{\prime}$ exists, then $\Delta f=f^{\prime}-f$ is itself a positive flow. But $\Delta f$ may have arcs with negative flows. This can be viewed as a positive flow in the reverse direction. This is equivalent to saying that $\Delta f$ is a flow in a derived network $N(f)=\left(V, A^{\prime}, s, t, c^{\prime}\right)$, where $A^{\prime}=\{A-\{(i, j): f(i, j)=c(i, j)\}\} \cup\{(i, j):(j, i) \in A, f(j, i)>0\}$. So, finding if $f$ is optimum is same as deciding if $N(f)$ has a positive flow, very similar to determining if a path exists between $s$ and $t$. Hence, this can be done in polynomial time. Thus, starting with a network $N$ of zero flow, we can repeatedly augment the flow. When no positive flow exists, we have arrived at the optimal. This algorithm seems to work even for the Max-Eq-Flow. But finding just a positive flow $\Delta f$ is not enough; in fact we need a positive equal path. That is, the positive path should be such that all its "branches" have positive paths as well. Hence in the worst case, an analogous algorithm may end up potentially examining a super-polynomial number of paths. An even more grave problem is the fact that the non-existence of a positive flow path in the derived network implies that the current flow is the maximum (see Theorem 10). An analogous sufficiency condition may not always hold for positive equal flows (see Theorem (11). In the sequel (see Section (4), we show that the Max-EqFlow problem is in fact NP-hard. Nevertheless, in line with the efforts of [2], we develop a theory for equal-flows in networks that helps design approximation algorithms for the MAX-EQ-Flow problem.

## 3 Equal Flow Theory

In this section, we state and prove the equal-flow equivalents of the classic flow decomposition, augmenting path and the max-flow min-cut theorems.

Observation 1 For any (arbitrary) given network $N=(V, A, s, t, c)$, there exists a network $N^{\prime}=\left(V, A, s, t, c^{\prime}\right)$ (i.e, a renaming of the capacities of the arcs in $N$ ) where $c^{\prime}(x)=c^{\prime}(y)$ for any two arcs $x$ and $y$ emanating from the same vertex (that is, $\exists \alpha, \beta \in V$ such that $x=(v, \alpha), y=(v, \beta)$ ), such that every maximum equal-flow through $N$ is a maximum equal-flow through $N^{\prime}$.

Definition 2. A network $N=(V, A, s, t, c)$ is said to be an Eq-Network if the capacity function $c: A \rightarrow Z_{+}$, is such that for each vertex $v \in V$, all the arcs emanating from $v$ have equal capacities.

Observation 2 Any Eq-Network $N=(V, A, s, t, c)$ can be more succinctly represented as $N=\left(V, A, s, t, c^{\prime}\right)$ where $c^{\prime}: V \rightarrow Z_{+}$, that is, each vertex can be
assigned a capacity instead of all its out-going arcs assigned the same capacity. Hereafter (due to Observation [1), we will use Networks to mean Eq-Networks.

### 3.1 Feasibility of Equal-Flows

This section involves the determination of answer to the following very basic question: Does there exist any feasible (non-zero) equal-flow in the given network? We initially assume the edge capacities to be infinity and answer the question and later study the effects of bounding the edge flows.

Observation 3 Given a network $N$, there exists an ordering of the vertices such that $\left(v_{i}, v_{j}\right) \in A \Rightarrow i<j$ iff $N$ contains no cycles.

Observation 4 For any network $N$ without cycles, with infinite edge capacities, there exists a non-zero equal-flow iff there exists a non-zero (classical) flow.

Proof: Obviously if an equal-flow exists, then a classical flow exists. We provide an incremental construction of an equal-flow if a classical flow exists. From Observation 3, we know that the vertices can be ordered such that no back edges occur. Since classical flow exists, there exists a positive path from the source to the sink. Consider one such positive path, say $\mathcal{P}$. Now construct an equal-fractional-flow as follows. Assign a flow of 1 through the first edge of the path $\mathcal{P}$ and 0 to all the other edges from the source. We give below the transition from $i^{t h}$ vertex in the ordering to the $(i+1)^{t h}$. Since there are no back edges from the $(i+1)^{t h}$ vertex $v_{i+1}$, if $v_{i+1}$ has a non-zero in-flow, then divide it equally among all its successors and proceed to the next vertex in the ordering. By this procedure, we have a valid equal-fractional-flow, which can be converted to an equal-flow by multiplying the individual flows by a suitable integer.

Definition 3 (Splits). We define a split $P \subseteq A$ of a network $N=(V, A, s, t, c)$ to be the set of arcs of the form $\left(V_{1}, V \backslash V_{1}\right)$ or $\left(V \backslash V_{1}, V_{1}\right)$ for some $V_{1} \subseteq V$.

Definition 4 (Forbidden Splits). A split $P \subseteq A$ with arcs of the form ( $X, V \backslash$ $X)$ or $(V \backslash X, X), X \subseteq V$, is said to be p-forbidden if the following properties hold, for any path $p$ from s to $t$ in $N$ : (1) $X$ or $V \backslash X$ contains both $s$ and $t$. (2) All the arcs of $P$ are similarly oriented from the set containing both $s$ and $t$ to its complement set of vertices. (3) For the path $p$ from $s$ to $t$, there exists a vertex $v$ in the other set (complement to the one containing both $s$ and $t$ ), such that there is a path $q$ from s to $v$, with the first arc of $p$ and $q$ being the same.

Theorem 5. For an arbitrary network $N$ with infinite edge capacities, there exists a non-zero equal-flow only if there exists a path $p$ from $s$ to $t$ in $N$ such that $N$ contains no p-forbidden splits.

Proof: Let there exist a non-zero equal-flow in $N$. On the contrary, assume that every path $p$ from $s$ to $t$ in $N$ contains a $p$-forbidden split $P$ such that every arc in $P$ is of the form $(Y, V \backslash Y)$ or $(V \backslash Y, Y)$. Without loss of generality, we can assume that both $s$ and $t$ are in $Y$. Since $P$ is a forbidden split, by definition there exists a path $q$ from $s$ to $v \in V \backslash Y$ such that first arc of $p$ and $q$ is the same. Let $u$ be the last common vertex between $p$ and $q$. Since there is a positive all-equal-flow through $u$, a non-zero flow enters $V \backslash Y$ but cannot reach the sink (condition 2 of Definition (4), contradicting the flow conservation property.
The existence of an equal-flow through networks with bounded capacities requires the satisfaction of a few more conditions (in addition to the one mentioned in Theorem (5) that will be elaborated in the sequel.

Definition 5. Given a network $N=(V, A, s, t, c)$, define the set $\mathcal{S} \subseteq A$ to be the set of all arcs that are emanating from the source, that is $\mathcal{S}=\{a \mid a \in A, a=$ $(s, v)$ for some $v \in V\}$. We call the set $\mathcal{S}$ as the set of SOURCE arcs in $N$.

Definition 6. The Crossing-Index and the Thickness-Index of an arc $a \in$ $A$ with respect to a source arc $a_{s} \in \mathcal{S}$ in a network $N=(V, A, s, t, c)$ is defined to be the values of the numerator and the denominator respectively, of the fractional flow (expressed as an irreducible fraction) through the arc a generated (see Subsection (3.2) by an unit flow across $a_{s}$, all the arc capacities being infinity. We denote the crossing-index (and the thickness-index) of an arc $a \in A$ with respect to a source arc $a_{s} \in \mathcal{S}$ by $\mathcal{C}\left(a, a_{s}\right)$ (and $\mathcal{T}\left(a, a_{s}\right)$ respectively).

Observation 6 [Feasibility Condition] For an arbitrary network $N$ with infinite edge capacities, there exists a non-zero all-equal-flow iff there exist a source arc $a_{s}$ and a terminating ar $a_{t}$ such that $\mathcal{C}\left(a_{t}, a_{s}\right)>0$.

### 3.2 Feasible Values of Equal-Flows

In this section, we seek to answer to the following: (1)Does there exist a feasible equal-flow in the given network of a stated magnitude (less than the value of the maximum-equal-flow)? (2) What are the characteristics of feasible equal-flows?

Definition 7. Basic-Equal-Fractional flow for a given network (if it exists) is the flow generated by assigning a flow of 1 to exactly one of the source arcs.

Observation 7 Any network contains at most $|\mathcal{S}|$ Basic-Equal-Fractional flows.
We now give an algorithm to generate a Basic-Equal-Fractional flow w.r.t a source arc $a_{s}$, if it exists. Let $V=\left\{s, v_{1}, v_{2}, \ldots, v_{n}, t\right\}$ be the vertices of the network. Without loss of generality, we can assume that $a_{s}=\left(s, v_{1}\right)$. Assign variables $f_{i}$ to denote the fractional flow in each of the outgoing arcs from the

[^37]vertex $v_{i}, 1 \leq i \leq n$. Note that $f_{1}$ is a known linear function ${ }^{3}$ of the variables $f_{1}, f_{2}, \ldots, f_{n}$ and hence by applying the flow conservation equation at the node $v_{1}$, we can eliminate the variable $f_{1}$. Similarly at node $v_{i}$ we can eliminate $f_{i}$. Hence if a flow exists, all the variables will be eliminated at $v_{n}$, leading to the values of the fractional flows through each of the arcs. Note that the fractional flow (expressed as an irreducible fraction $\frac{n_{a}}{d_{a}}$ ) through an arc $a$ is such that $n_{a}=\mathcal{C}\left(a, a_{s}\right)$ and $d_{a}=\mathcal{T}\left(a, a_{s}\right)$. We denote by $\mathcal{B}\left(a_{s}\right)$ the Basic-Equal-Fractional Flow generated by $a_{s} \in \mathcal{S}$.

Definition 8. An Atomic-Equal-Flow is an integer valued equal-flow that cannot be expressed as a sum of smaller integer valued equal-flows.

Lemma 1. Any Atomic-Equal-Flow is the sum of an integral number of Basic-Equal-Fractional Flows.

Definition 9. The Thickness of a source arc $a_{s}, \mathcal{J}\left(a_{s}\right)$, is the least integer such that the flow $\mathcal{J}\left(a_{s}\right) \cdot \mathcal{B}\left(a_{s}\right)$ is integral. Furthermore, the flow $\mathcal{J}\left(a_{s}\right) \cdot \mathcal{B}\left(a_{s}\right)$ is an Atomic-Equal-Flow. And, $\mathcal{J}\left(a_{s}\right)=\operatorname{LCM}\left(\mathcal{T}\left(a, a_{s}\right)\right), \forall a \in A, \mathcal{T}\left(a, a_{s}\right) \neq 0$.

### 3.3 Decomposition

Since any Equal-flow through $N$ is (trivially) a flow through $N$, the classical decomposition theorem holds for Equal-flows too. In the sequel, we present a more tailor-made decomposition theorem for Equal-flows in networks.

Theorem 8 (Equal-Flow Decomposition). Any integral equal-flow in a network $N=(V, A, s, t, c)$ can be expressed as a sum of atomic-equal-flows.

Theorem 9. Given $m$ irreducible fractions $\frac{n_{1}}{d_{1}}, \frac{n_{2}}{d_{2}}, \ldots, \frac{n_{m}}{d_{m}}$, and an expression $E=\sum_{i=1}^{m} \lambda_{i} \frac{n_{i}}{d_{i}}$, ( $\lambda_{i}$ 's are integers), $E$ is an integer only if $\lambda_{i}$ is an integral multiple of $L C M\left[d_{i},\left(\frac{\prod_{i=1}^{m} d_{i}}{d_{i}}\right)\right] /\left(\frac{\prod_{i=1}^{m} d_{i}}{d_{i}}\right)$.

Proof: Note that $E=\sum_{i=1}^{m} \lambda_{i} \frac{n_{i}}{d_{i}}=\sum_{j=1}^{m}\left(n_{j} \lambda_{j} \frac{\prod_{i=1}^{m} d_{i}}{d_{j}}\right) / \prod_{i=1}^{m} d_{i}$. We require $E$ to be an integer. We denote $\prod_{i=1}^{m} d_{i}$ by $M$. Let $\frac{M}{d_{i}} \cdot n_{i} \cdot \lambda_{i} \equiv b_{i}(\bmod M)$. Now, $n_{i} \cdot \lambda_{i}$ is an integer $\left.\Longrightarrow \frac{M}{d_{i}} \right\rvert\, b_{i},\left(b_{i}\right.$ is an integral multiple of $\left.\frac{M}{d_{i}}\right) . E$ is an integer implies that the sum of $b_{i}$ 's ("remainders") is an integral multiple of $M$. Let us denote $r_{i}=\sum_{i=1}^{m} b_{i}-b_{i} . \Longrightarrow M\left|\left(r_{i}+b_{i}\right) \Rightarrow d_{i}\right|\left(r_{i}+b_{i}\right)$. It can be seen that $d_{i} \mid r_{i}$ (since each $b_{j}, j \neq i$ is a multiple of $\left.d_{i}\right) \Longrightarrow d_{i} \mid b_{i}$. Since $b_{i}$ is a multiple of $d_{i}$ and $\frac{M}{d_{i}}$, it is also a multiple of $\operatorname{LCM}\left(d_{i}, \frac{M}{d_{i}}\right)$. It follows that $\lambda_{i}$ is a multiple of $\operatorname{LCM}\left(d_{i}, \frac{M}{d_{i}}\right) / \frac{M}{d_{i}}$. Hence the theorem.

[^38]Corollary 1. Let $\mathcal{S}=\left\{a_{s_{1}}, a_{s_{2}}, \ldots, a_{s_{t}}\right\}$ be the set of source arcs in the network. The actual equal-flow through any source arc $a_{s_{i}}$ is an integral multiple of

$$
\mathcal{G}\left(a_{s_{i}}\right)=\underset{\forall a \in A}{L C M}\left\{\operatorname{LCM}\left(\mathcal{T}\left(a, a_{s_{j}}\right), \frac{\prod_{j=1}^{t} \mathcal{T}\left(a, a_{s_{j}}\right)}{\mathcal{T}\left(a, a_{s_{j}}\right)}\right) / \frac{\prod_{j=1}^{t} \mathcal{T}\left(a, a_{s_{j}}\right)}{\mathcal{T}\left(a, a_{s_{j}}\right)}\right\} \square
$$

### 3.4 Augmenting

Theorem 10 (Classical). A flow is maximum iff there is no augmenting path.
Since the non-existence of an augmenting path is both necessary and sufficient for the flow to be maximum, we have an algorithm to find the maximum flow through networks. Unfortunately, the corresponding theorem for equal-flows holds for maximal flows and not maximum flows (for which only the sufficiency holds). Hence an analogous algorithm would not always work.

Definition 10 (Augmenting Atomic-Equal-Flow). An atomic-equal-flow $\mathcal{A}$ is said to be augmenting for a given equal-flow $\mathcal{F}$ if the equal-flow $\mathcal{A}+\mathcal{F}$ does not exceed the capacity in any of the arcs in the network.

Observation 11 (Equal-Flow Augmenting) Any equal-flow $F$ is maximum only if there is no augmenting atomic-equal-flow.

### 3.5 Max-Equal-Flow Min-Equal-Cut

In this section, we provide a theorem similar to the max-flow min-cut theorem for classical flows through networks. The results of this section, though not as elegant as their classical flow counterparts, help us design approximate algorithms for the maximum-equal-flow problem which is shown to be NP-hard in the sequel (Section (4). From Lemma 1 and Observation 8, we know that every arc $a \in A$ in $N$ with the set of source $\operatorname{arcs}\left\{a_{s_{1}}, \ldots, a_{s_{t}}\right\}$, is associated with a $t$-tuple, $\frac{n_{1}}{d_{1}}, \frac{n_{2}}{d_{2}}, \ldots, \frac{n_{t}}{d_{t}}$, of fractions such that if $\lambda_{1}, \ldots, \lambda_{t}$ are the flows in each of the $t$ source arcs respectively, then the flow through the arc $a$ is $\sum_{i=1}^{t} \lambda_{i} \cdot \frac{n_{i}}{d_{i}}$. We use this fact to define the capacity of an equal-cut in the network.

Definition 11 (Equal-Cut). An equal-cut is a split $C$ where the arcs in $C$ are of the form $V_{1}, V \backslash V_{1}$ or $V \backslash V_{1}, V_{1}$ and $s \in V_{1}$ and $t \in V \backslash V_{1}$.

Definition 12 (Capability of an Equal-Cut). The flow $L_{a}$ through an arc $a \in A$ is a linear combination of the flows ( $\lambda_{i}$ 's) through the source arcs. The flow is negative if the arc is into $V_{1}$, else it is positive. The flow through the equalcut is the sum of the flows through all the arcs in the equal-cut, which is also a linear combination $L_{c}$ of the $\lambda_{i}$ 's. The capability of an equal-cut is defined as the maximum value that $L_{c}$ can take subject to each $L_{a}$ being less than its capacity $c(a)$. Surprisingly, we will prove that any equal-cut has the same capability.

[^39]Theorem 12. The Maximum-equal-flow through the network is equal to the capability of any equal-cut.

Proof: The max-equal-flow is less than or equal to any equal-cut. Since, otherwise the actual flow of at least one arc is greater than its capacity. Furthermore, the max-equal-flow is greater than or equal to the capability of any equal-cut, because the flow through any equal-cut defines a valid equal-flow in the sense that it does not violate the capacity constraints of any arc in the network.

Corollary 2. All equal-cuts have the same capability and this is equal to the maximum-equal-flow through the network.

## 4 Max-Eq-Flow is NP-Hard

We give a polynomial reduction of the known NP-complete problem, viz. Exact Cover By 3-Sets [3] to that of the Max-Eq-Flow problem.

Definition 13. Exact Cover By 3-Sets (X3C)
Instance : Set $X$ with $|X|=3 q$ and a collection $C$ of 3-element subsets of $X$. Question : Does $C$ contain an exact cover for $X$, i.e., a subcollection $C^{\prime} \subseteq C$ such that every element of $X$ occurs in exactly one member of $C^{\prime}$ ?

Theorem 13. Max-Eq-Flow is NP-Hard.
Proof : We construct an instance of the Max-Eq-Flow problem from the given instance $X$ (such that $|X|=3 q$ ) and $C$ of the Exact Cover by 3-Sets problem as follows. Consider the network $N=(V, A, s, t, c)$, where $V=L \cup R \cup\{s, t\}$, where $|L|=|C|,|R|=|X|$ and there exist bijective mappings $h_{l}: L \rightarrow C$ and $h_{r}: R \rightarrow$ $X$. The set of arcs is defined as $A=\left\{(\ell, r) \mid \ell \in L, r \in R, h_{r}(r) \in h_{\ell}(\ell)\right\} \cup\{(s, \ell) \mid$ $\forall \ell \in L\} \cup\{(r, t) \mid \forall r \in R\}$. The capacity function $c: A \rightarrow Z$, where $Z$ is the set of positive integers, is defined as $c(a)=\left\{\begin{array}{l}3 \text { if } a=(s, \ell) \in A, \text { for some } \ell \in L \\ 1 \text { otherwise } .\end{array}\right.$. Now the instance of the Max-Eq-Flow problem is: $N=(V, A, s, t, c),|X|$, that is: Is there an equal-flow of value $\geq|X|$ in $N$ ?
Claim: If there exists an equal-flow of size $|X|$ in $N$, then there exists a $C^{\prime} \subseteq C$ such that every element of $X$ occurs in exactly one member of $C^{\prime}$.
Proof: From the construction of the network $N$, since each vertex in $R$ has an out-flow capacity of at most 1 (to the sink $t$ ), it is evident that exactly $3 q$ vertices in $R$ should be involved with non-zero actual equal-flows to produce an overall equal-flow of $3 q$. Let $r_{1}, r_{2}, \ldots, r_{3 q}$ be $3 q$ vertices in $R$ such that each of the arcs $\left(r_{i}, t\right), 1 \leq i \leq 3 q$ has a flow of 1 through it. Moreover, since the out-flow from each of the above $3 q$ vertices is 1 , it is essential that their in-flow was 1 too. Therefore, for each vertex $r_{i}, 1 \leq i \leq 3 q$, we have exactly one vertex $\ell_{i} \in L$ such that the actual flow in the $\operatorname{arc}\left(\ell_{i}, r_{i}\right)$ is equal to 1 . Also, there are exactly ${ }_{5} q$ such vertices $\ell_{1}, \ell_{2}, \ldots, \ell_{q}$. We will now show that the sets $h_{\ell}\left(\ell_{1}\right), h_{\ell}\left(\ell_{2}\right), \ldots, h_{\ell}\left(\ell_{q}\right)$ are

[^40]mutually disjoint sets in $C$ and hence a solution to the given X3C problem. On the contrary, assume that there exists an element $r \in R$, such that $h_{r}(r) \in h_{\ell}\left(\ell_{i}\right)$ and $h_{r}(r) \in h_{\ell}\left(\ell_{j}\right)$, for some $i, j, 1 \leq i, j \leq 3 q, i \neq j$. This means that $A$ contains the two $\operatorname{arcs} a_{i}$ and $a_{j}$, namely, $a_{i}=\left(\ell_{i}, r\right) \in A$ and $a_{j}=\left(\ell_{j}, r\right) \in A$. Since the actual flow is constrained to be an equal-flow of value $3 q$, and it is already known that there exist arcs $\left(\ell_{i}, r_{i}\right)$ and $\left(\ell_{j}, r_{j}\right)$ with actual flows of 1 in them, it is necessary that the actual flows in the arcs $a_{i}$ and $a_{j}$ are respectively equal to 1 too (otherwise, it violates the equal-flow property at the nodes $\ell_{i}$ and $\ell_{j}$ respectively). But then the actual in-flow into the vertex $r$ now stands at least 2 which contradicts the fact that the actual in-flow of any node $r \in R$ is $\leq 1$.
Claim: If there exists no equal-flow of size $3 q$ in $N$, then there exists no $C^{\prime} \subseteq C$ such that every element of $X$ occurs in exactly one member of $C^{\prime}$.
Proof: On the contrary, let there exist $q$ mutually disjoint sets, $c_{1}, c_{2}, \ldots, c_{q}$ in $C$. Then, in the network $N=(V, A, s, t, c)$ constructed as illustrated earlier, there exist $q$ vertices $S=\left\{\ell_{1}, \ell_{2}, \ldots, \ell_{q}\right\}, S \subseteq L$ such that $h_{\ell}\left(\ell_{i}\right)=c_{i}, 1 \leq i \leq q$. Let the actual flows $f: A \rightarrow Z$, where $Z$ is the set of positive integers, to be:
\[

f(a)=\left\{$$
\begin{array}{l}
3 \text { if } a=\left(s, \ell_{i}\right) \in A, \ell_{i} \in S, 1 \leq i \leq q \\
1 \text { if } a=\left(\ell_{i}, r\right), \ell_{i} \in S \text { for some } r \in R . \\
1 \text { if } a=(r, t), r \in R, \text { such that } f((\ell, r))=1 \text { for some } \ell \in S \\
0 \text { otherwise. }
\end{array}
$$\right.
\]

Since for any $r \in R$, there can exist at most one $\ell \in S$ such that $f((\ell, r))=1$ (otherwise $c_{1}, c_{2}, \ldots, c_{q}$ cannot be mutually disjoint sets), it is clear that the above assignment gives an actual equal-flow of value $3 q$.

## 5 Approximating the Max-EQ-Flow

We know that every flow can be expressed as the sum of atomic-equal-flows which themselves can be expressed as the sum of basic-equal-fractional-flows. In other words, any equal-flow through the network can be generated with the knowledge of the flows in the source arcs. We provide an elegant methodology to arrive at the flows in the source arcs that almost maximize the flow through the network, using certain combinatorial observations and linear programming.

### 5.1 Integer Linear Programming Formulation

From Theorem it is clear that the flow through a source arc $a_{s_{i}}$ can be expressed as a integral multiple of $\mathcal{G}\left(a_{s_{i}}\right)$. So, let the flow through $a_{s_{i}}$ be $x_{i} \cdot k_{i}$. Moreover, the flow through each $\operatorname{arc} a_{j} \in A$ is expressible as a linear combination of the $x_{i}$ 's (see Subsection [3.5), say, $\sum_{a_{s_{i}} \in \mathcal{S}} k_{j i} . x_{i}$. Therefore, the maximum equal-flow problem is to: Maximize $\sum_{a_{s_{i}} \in \mathcal{S}} k_{i} x_{i}$ Subject to $\sum_{a_{s_{i}} \in \mathcal{S}} k_{j i} . x_{i} \leq$ $c\left(a_{j}\right) \forall a_{j} \in A$ where the $x_{i}$ 's are integers and the $k_{i}$ 's and $k_{j i}$ 's are known precomputable constants.

### 5.2 Algorithm

Since in the worst case, solving the above ILP is computationally hard, we relax the condition of the $x_{i}$ 's being integers, and solve the resulting LP. We proceed to construct an all-integer based solution set by studying a sufficient condition on the actual flows through the source $\operatorname{arcs}$ in $N$ to be integers.

Theorem 14. It is sufficient to use

$$
k_{i}=\mathcal{K}\left(a_{s_{i}}\right)=\underset{\forall a \in A}{L C M}\left\{\frac{\operatorname{LCM}\left(\mathcal{T}\left(a, a_{s_{j}}\right), \frac{\prod_{j=1}^{t} \mathcal{T}\left(a, a_{s_{j}}\right)}{\mathcal{T}\left(a, a_{s_{j}}\right)}\right)}{\frac{\prod_{j=1}^{t} \mathcal{T}\left(a, a_{s_{j}}\right)}{\mathcal{T}\left(a, a_{s_{j}}\right)}} \times(1+\Psi(a, i))\right\}
$$

in the integer linear programming formulation above, so that the solution to the ILP gives the maximum equal-flow in the corresponding network, where $\Psi(a, i)$ is as defined in the proof below.

Proof: From Theorem ${ }^{0}$ we know that given $m$ irreducible fractions $\frac{n_{1}}{d_{1}}, \ldots, \frac{n_{m}}{d_{m}}$, and an expression $E=\sum_{i=1}^{m} \lambda_{i} \frac{n_{i}}{d_{i}}$, ( $\lambda_{i}$ 's are integers), $E$ is an integer only if $\lambda_{i}$ is an integral multiple of $g_{i}=L C M\left[d_{i},\left(\frac{\prod_{i=1}^{m} d_{i}}{d_{i}}\right)\right] /\left(\frac{\prod_{i=1}^{m} d_{i}}{d_{i}}\right)$. But the above condition is not sufficient for $E$ to be an integer. We give a procedure to find a sufficient condition for $E$ to be an integer. First compute the $g_{i}$ 's for all $1 \leq i \leq m$. Get a modified set of fractions, viz. $\frac{n_{1} g_{1}}{d_{1}}, \frac{n_{2} g_{2}}{d_{2}}, \ldots, \frac{n_{m} g_{m}}{d_{m}}$ and express them as irreducible fractions, say, $\frac{n_{1}}{r_{1}}, \frac{n_{2}}{r_{2}}, \ldots, \frac{n_{m}}{r_{m}}$. Note that in general, not all the $r_{i}$ 's need to be 1 (in which case $E$ is an integer). Let $I^{(i)}=\left\{i_{1}, i_{2}, \ldots, i_{q}\right\}$ be the set of all the indices such that $r_{i_{1}}=r_{i_{2}}=\cdots=r_{i_{q}}=r_{i}$. Hence, it is necessary that $\mathcal{N}_{i}=\sum_{j=1}^{q} n_{i_{j}}$ be a multiple of $r_{i}$. Let $\mathcal{N}_{i} \xlongequal{=} w r_{i}+s$ for some non-negative integers $w, s<r_{i}$. Let $g$ be the least positive integer such that $g$ can be expressed as a linear combination of the $n_{i_{j}}$ 's with non-negative integer coefficients $\alpha_{i_{1}}, \ldots, \alpha_{i_{q}}$ such that $s+g$ is a multiple of $r_{i}$. Therefore, setting $\lambda_{i}=g_{i}\left(1+\alpha_{i}\right)$ guarantees that $E$ is an integer. In the case of the max-equalflow in networks, define $\Psi(a, i)=\alpha_{i}$ when using for each arc in $A, n_{i}=\mathcal{C}\left(a, a_{s_{i}}\right)$ and $d_{i}=\mathcal{T}\left(a, a_{s_{i}}\right)$. The theorem follows.

Note that the value of $m^{l p}$ (the maximum equal-fractional-flow) is unaltered by the changing of the $k_{i}$ 's. Using Theorem [4] results in the solution set for the flow through each source arcs to be $x_{i}^{\text {suf }}=\left\lfloor\frac{x_{i}^{l p}}{\mathcal{K}\left(a_{s_{i}}\right)}\right\rfloor \mathcal{K}\left(a_{s_{i}}\right)$. The total flow in this case is $m^{s u f}=\left(\sum_{i=1}^{t}\left\lfloor\frac{x_{i}^{l p}}{\mathcal{K}\left(a_{s_{i}}\right)}\right\rfloor \mathcal{K}\left(a_{s_{i}}\right)\right) \leq m^{l p}$. From Theorem 14, it is clear that the feasible solution set of $x_{i}^{s u f_{\mathrm{S}}}$ (certainly) results in an integer equal-flow.

Theorem 15. Given $n$ positive integers $\lambda_{1}, \ldots, \lambda_{n}$ and $n$ real numbers $r_{1}, \ldots, r_{n}$ such that $\left(\min _{i=1}^{n} r_{i}\right)>0$ and $\left(\max _{i=1}^{n} r_{i}\right) \geq 1, \frac{\sum_{i=1}^{n} \lambda_{i}\left\lfloor r_{i}\right\rfloor}{\sum_{i=1}^{n} \lambda_{i} r_{i}}>\frac{\lambda_{\min }}{(n+1) \lambda_{\max }}$, where $\lambda_{\max }=\max _{i=1}^{n} \lambda_{i}$ and $\lambda_{\text {min }}=\min _{i=1}^{n} \lambda_{i}$.

[^41]Proof: Left Hand Side =
$\frac{\sum_{i=1}^{n} \lambda_{i}\left\lfloor r_{i}\right\rfloor}{\sum_{i=1}^{n} \lambda_{i} r_{i}} \geq \frac{\sum_{i=1}^{n} \lambda_{\min \left\lfloor r_{i}\right\rfloor}^{\sum_{i=1}^{n} \lambda_{\max } r_{i}} \geq \frac{\lambda_{\min }}{\lambda_{\max }} \frac{\sum_{i=1}^{n}\left\lfloor r_{i}\right\rfloor}{\sum_{i=1}^{n} r_{i}} \geq \frac{\lambda_{\min }}{\lambda_{\max }}\left(1-\frac{\sum_{i=1}^{n} \operatorname{frac}\left(r_{i}\right)}{\sum_{i=1}^{n} r_{i}}\right)}{1}$
where $\operatorname{frac}\left(r_{i}\right)=r_{i}-\left\lfloor r_{i}\right\rfloor$. Now, let $\sum_{i=1}^{n} \operatorname{frac}\left(r_{i}\right)=q$. This, along with the fact that $\left(\max _{i=1}^{n} r_{i}\right) \geq 1$ would imply that $\sum_{i=1}^{n} r_{i} \geq q+1$. Therefore, $\frac{\lambda_{\min }}{\lambda_{\max }}\left(1-\frac{\sum_{i=1}^{n} f r a c\left(r_{i}\right)}{\sum_{i=1}^{n} r_{i}}\right) \geq \frac{\lambda_{\min }}{\lambda_{\max }}\left(1-\frac{q}{q+1}\right) \geq \frac{\lambda_{\min }}{(q+1) \lambda_{\max }}$. Since $q<n$, the theorem follows.

Corollary 3. The above algorithm outputs a flow $m^{\text {suf }}$ such that $\frac{m^{*}}{m^{\text {suf }}}<(t+$ 1) $\frac{\max _{i=1}^{t} \mathcal{K}\left(a_{s_{i}}\right)}{\min _{i=1}^{t} \mathcal{K}\left(a_{s_{i}}\right)}$, where $m^{*}$ is the maximum-equal-flow, since $m^{l p} \geq m^{*}$.

## 6 Conclusion

The problem of EQual-Flow in a network is of immense theoretical and practical importance. In the absence of integrality constraints, this problem can be solved efficiently. However, there are practical problems (like the "Bill of Demand" problem discussed earlier) where the integrality constraint cannot be dispensed with. Surprisingly, integral Maximum-Equal-Flow, unlike integral Maximum-Flow turns out to be NP-Hard. Nevertheless, we provide an approximation algorithm, whose quality is proportional to the degree of the source node, to solve the problem.
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#### Abstract

Consider a graph with $n$ nodes $V=\{1,2, \ldots, n\}$ and let $d(i, j)$ denote the distance between nodes $i, j$. Given a permutation $\pi$ on $\{1,2, \ldots, n\}$ such that $\pi(1)=1$, the back-walk-free latency from node 1 to node $j$ is defined by $\ell_{\pi}(j)=\ell_{\pi}(j-1)+\min \{d(\pi(k), \pi(j)) \mid 1 \leq$ $k \leq j-1\}$. Note that $\ell_{\pi}(1)=d(1,1)=0$. Each vertex $i$ is associated with a nonnegative weight $w(i)$. The (weighted) minimum back-walk-free latency problem (MBLP) is to find a permutation $\pi$ such that the total back-walk-free latency $\sum_{i=1}^{n} w(i) \ell_{\pi}(i)$ is minimized. In this paper, we show an $O(n \log n)$ time algorithm when the given graph is a tree. For a $k$-path trees, we derive an $O(n \log k)$ time algorithm; the algorithm is shown to be optimal in term of time complexity on any comparison based computational model. Further, we show that the optimal tour on weighted paths can be found in $O(n)$ time. No previous hardness results were known for MBLP on general graphs. Here we settle the problem by showing that MBLP is NP-complete even when the given graph is a direct acyclic graph whose vertex weights are either 0 or 1 .


## 1 Introduction

The minimum latency problem (MLP) [3], also known as the traveling repairman problem [2], or the deliveryman problem [10], is to find a minimum latency tour on a graph. Usually, the starting node of the tour is given and the goal is to minimize the sum of the arrival times at the other nodes. The arrival time is the distance traversed before reaching that node. Consider a distance matrix of a graph with $n$ nodes, where $d(i, j)$ indicates the distance between nodes $i, j$. The minimum latency tour is a permutation $\pi$ of vertices such that $\pi(1)=1$, and the term

$$
\sum_{i=2}^{n} \sum_{j=1}^{i-1} d(\pi(j), \pi(j+1))
$$

is minimized. Note that $\ell_{\pi}(i)=\sum_{j=1}^{i-1} d(\pi(j), \pi(j+1))=\ell_{\pi}(i-1)+d(\pi(i-$ $1), \pi(i))$ is the traveling latency from node 1 to node $i$. In other words, the

[^42]

> 1. A is the starting vertex. Weights of vertices:
> 2. Distances of charted edges are 1's.
> 3. Distances of uncharted edges are 100 's.
> Optimal tour: <A,C,E,G,F,B,D> with latency:
> $0 * 30+1 * 45+2 * 42+3 * 101+4 * 65+5 * 0+6 * 50$
> $=992$

Fig. 1. The minimum back-walk-free latency tour of a graph.
minimum latency tour is the permutation $\pi$ that minimizes the total latency $\sum_{i=2}^{n} \ell_{\pi}(i)$. The problem arises in a number of applications in the operations research literatures, on-line search problems, and disk-head scheduling [210 12].

Despite its apparent similarity with the traveling salesperson problem (TSP), the MLP possesses a variety of aspects very different from the TSP. Small changes in the structure of a metric space can cause highly non-local changes in the structure of MLP. In fact, the problem is conjectured by D. West 8 to be NP-hard for edge-weighted trees, and even caterpillars, i.e., paths with edges sticking out. By contrast, the TSP can be optimally solved on a tree. However, both problems are known to be NP-hard when the points lie in a general metric space or even the (Euclidean) plane. Polynomial time algorithms for the optimal solutions are only known for the cases when the graph is a path [213], an edge-unweighted tree [10], a tree with diameter 3 [3], or a tree with a constant number of leaves [8].

The minimum latency problem can be generalized to the vertex-weighted case. The goal is to minimize the sum of latencies of each vertex multiplied by its weight. In other words, when each node $i$ is given a real weight $w(i)$, the goal is to find a permutation $\pi$ such that the term $\sum_{i=2}^{n} \ell_{\pi}(i) w(\pi(i))$ is minimized. To find an optimal tour that minimizes the vertex-weighted latency on a path, an $O\left(n^{2}\right)$ time algorithm can be easily deduced from the results in 23. Wu 13 shows that finding the best starting vertex so as the minimum vertex-weighted latencies is minimized can also be done in $O\left(n^{2}\right)$ time.

In this paper, we discuss a variant of the vertex-weighted MLP problem that ignores the back-walking costs. Given a starting node 1 and a permutation $\pi$, the back-walk-free travelling latency from node 1 to node $j$ is now defined by $\ell_{\pi}(j)=\ell_{\pi}(j-1)+\min \{d(\pi(k), \pi(j)) \mid 1 \leq k \leq j-1\}$. Given the distance matrix of a graph with $n$ nodes, where $d(i, j)$ indicates the distance between nodes $i, j$, the (weighted) minimum back-walk-free latency problem (MBLP) is to find a permutation $\pi$ that minimizes the total back-walk-free latency $\sum_{i=1}^{n} w(i) \ell_{\pi}(i)$. Figure $\square$ gives an instance of MBLP and its minimum latency tour.

Several variations of this problem focused on index and data allocation in a single broadcast channel using conventional techniques 67]. The issue of multiple broadcast channels using prune strategies and heuristic answers from single broadcast channel is addressed in 119 .

When the given graph is a tree, Adolphson and Hu [1] gave an $O(n \log n)$ time algorithm; however, the technique used is difficult to be used for special cases of trees, where more efficient algorithms are possible. Thus, in this paper, we propose another $O(n \log n)$ time algorithm for the tree case. And, by exploiting the techniques we used on the algorithm, we derive an $O(n \log k)$ time algorithm for $k$-path trees. Further, we show that the optimal tour on weighted paths can be found in $O(n)$ time.

No previous hardness results were known for MBLP on general graphs. Here we settle the problem by showing that MBLP is NP-complete even when the given graph is a direct acyclic graph whose vertex weights are either 0 or 1 , while each dag edge is associated with an unit distance, and each non-dag edge with a large distance.

## 2 Basic Notations and Properties

In this paper, we consider a rooted tree $T=(V, E)$ such that the vertex set $V=$ $\{1,2, \ldots, n\}$ and the root is node 1 . Associate each vertex $i$ with a nonnegative weight $w(i)$ and a nonnegative distance $d(i)$. Intuitively, $d(i, j)=d(j)$ if $i$ is the parent node of $j$; otherwise, $d(i, j)=\infty$.

A permutation of nodes on subset of $V$ is called a subtour of $T$. That is, a sequence $A=\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle$ is a subtour of $T$ if $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\} \subset V$ and $a_{i} \neq a_{j}$ whenever $i \neq j$. Denote $w(A)=\sum_{i=1}^{k} w\left(a_{i}\right) ; d(A)=\sum_{i=1}^{k} d\left(a_{i}\right)$. The cost ratio of $A$ is defined by $\rho(A)=w(A) / d(A)$.
Definition 1. The weighted latency of a subtour $A=\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle$ is defined by $L(A)=\sum_{i=1}^{k}\left(w\left(a_{i}\right) \cdot \sum_{j=1}^{i} d\left(a_{j}\right)\right)$.
A subtour spanning every vertex of $V$, which defines a permutation on $V$, is called a tour on $T$. A tour $\pi$ is feasible if the corresponding (weighted) latency $\ell(\pi)=\sum_{i=1}^{n} w(i) \ell_{\pi}(i)<\infty$. By assigning zero to $d(1)$, we have the following observation.

Proposition 1. Let $d(1)=0$. Given a feasible tour $A$ with the corresponding permutation $\pi$, it follows that $\ell(\pi)=\sum_{i=1}^{n} w(i) \ell_{\pi}(i)=L(A)$.
Let $A=\left\langle a_{1}, a_{2}, \ldots, a_{i}\right\rangle$ and $B=\left\langle b_{1}, b_{2}, \ldots, b_{j}\right\rangle$ be two disjoint subtour of $T$. The concatenation of $A$ and $B$, denoted by $A B=\left\langle a_{1}, a_{2}, \ldots, a_{i}, b_{1}, b_{2}, \ldots, b_{j}\right\rangle$ is also a subtour of $T$.

Lemma 1 (Recursion formula of $L(\cdot)$ ). Let $A, B$ be two disjoint subtours of $T$. We have: $L(A B)=L(A)+L(B)+d(A) w(B)=L(A)+L(B)+d(A) d(B) \rho(B)$.
Proof. The proof appears in the complete paper.
We immediately have the following observation:

Proposition 2. Let $A, B$ be two disjoint subtours of $T$. It follows that $L(A B) \leq$ $L(B A)$ if and only if $\rho(A) \geq \rho(B)$.

Intuitively, it suggests us to place the heaviest vertex at the front of visited tour as early as possible.
Definition 2. We say a subtour $A$ of $T$ is atomic if there exists a minimum (back-walk-free) latency tour $P$ on $T$ containing $A$ contiguously. That is, $P=$ $B A C$, such that $B, C$ are two (possibly empty) subtours.

Note that each vertex $i$ defines an atomic subtour $\langle i\rangle$ with cost ratio $\rho(i)=$ $w(i) / d(i)$.

## 3 Algorithm for General Trees

In this section we discuss properties of MBLP on general trees. Using these properties, an $O(n \log n)$ time algorithm for tree can be naturally deduced.

The idea here is to repeatedly identify the atomic parent-child pairs in the tree $T$, and glue them together until the final minimum latency tour is found. Initially, each node is, by definition, an atomic subtour of $T$; however, during the process, the original tree node is generalized to a super node, which contains atomic subtour of the $T$. Note that the topologically transformed tree structure reflects several interesting properties of $T$. For example, the subtour resides within each super node induces a (connected) subtree of $T$.

Consider two atomic subtours of $T$, namely $A$ and $B$, and let $T_{A}\left(T_{B}\right)$ denote the subtree of $T$ induced by $A(B)$. If there exists a node $a$ of $A$ and a node $b$ of $B$ such that $a$ is a parent of $b$, then $A$ is thus called a parent of $B$; conversely, $B$ is a child of $A$.

First we show when to glue two atomic subtours into one:
Lemma 2. Let $A$ be an atomic subtour of $T$. The descendants of $A$ consists of $k$ mutually disjoint atomic subtours of $T$, namely, $A_{1}, A_{2}, \ldots, A_{k}$. Let $\rho\left(A_{c}\right)=$ $\max \left\{\rho\left(A_{j}\right) \mid 1 \leq i \leq k\right\}$. If $A_{c}$ is a child of $A$, and $\rho\left(A_{c}\right) \geq \rho(A)$, then $A A_{c}$ is an atomic subtour of $T$.

Proof. The proof appears in the complete paper.

Corollary 1. If $A$ is an atomic subtour of $T$ with largest ratio cost comparing to every other atomic subtours of T. Either it can be glued with its parent; otherwise, $A$ can be appended to the output queue if $A$ is a root.

Theorem 1. The minimum back-walk-free latency tour can be found in $O(n \log$ n) time for vertex-weighted trees.

Proof. We propose an $O(n \log n)$ time algorithm, MBLP-Tree( $T)$, shown in Figure [2] The algorithm essentially keeps clustering two atomic subtours into one. Each time the number of vertices is reduced by one. The correctness of the algorithm is easily verified by Lemma $\$$ and Corollary []

MBLP-Tree $(T)$
Input: A rooted tree $T$ with weighted vertices $V=\{1,2, \ldots, n\}$; node 1 is root.
Each vertex $i$ has a nonnegative weight $w(i)$ and a nonnegative distance $d(i)$.
Output: A tour with minimum weighted back-walk-free latency.
1 for $i \leftarrow 2$ to $n$ do $\quad \triangleright$ Initializes the Fibonacci Queue $Q$
$2 \quad$ new $v ; w[v] \leftarrow w(i) ; d[v] \leftarrow d(i) ; k e y[v]=w[v] / d[v] ;$ list $[v] \leftarrow\langle i\rangle$
3 EnQueue $(Q, k e y[v]) ; \operatorname{Make-Set}(v)$
4 for each $u v \in E(T)$ do $p[v] \leftarrow u \quad \triangleright u$ is a parent of $v$
5 while $Q \neq \emptyset$ do
$6 \quad k e y[v] \leftarrow \operatorname{Extract-} \operatorname{Max}(Q) ; \quad \triangleright$ Pick the maximal cost ratio.
$7 \quad u \leftarrow p[\operatorname{FiND}-\operatorname{SET}(v)] ; w[u] \leftarrow w[u]+w[v] ; d[u] \leftarrow d[u]+d[v]$
$8 \quad \operatorname{Union}(u, v) ; p[v] \leftarrow p[u] \quad \triangleright$ Efficient clustering
$9 \quad \operatorname{key}[u]=w[u] / d[u] ; \operatorname{list}[u]=\operatorname{list}[u] \circ \operatorname{list}[v] ; \operatorname{Increase}-\operatorname{Key}(Q, k e y[u])$
10 return the output list of the root contains the minimum latency tour.

Fig. 2. Algorithm for finding minimum back-walk-free latency tour in tree.

Note that Step 1 to Step 4 of the algorithm takes $O(n)$ time to build a Fibonacci heap $Q$. Note that $Q$ is a maximum-finding queue instead of the regular minimum-finding queue. Step 5 to Step 9 of $\operatorname{MBLP}-\operatorname{TreE}(T)$ is to pick the maximum cost ratio node and glue it to its parent. The while loop executes exactly $n-2$ times. The Extract-Max operation of Step 6 takes amortized $O(\log n)$ time. Thus totally $O(n \log n)$ time will be spent on Step 6 . On the other hand, the Increase-Key operations performed in Step 9 takes amortized $O(1)$ time; thus totally $O(n)$ time is spent on Step 9.

What is interesting in the algorithm is that we use the disjoint set data structure [4] in clustering the nodes contained within each subtour. A naive approach will need to locate all the pointers of the children of $v$, and let their parent pointer changed to the new parent $u$ in Step 8 of the algorithm. Totally there are potentially $O\left(n^{2}\right)$ changes. Now with the help of the disjoint set data structure, Step 7 and Step 8 of the algorithm totally spends $n \alpha(n)$ time, where $\alpha(n)$ is the inverse of Ackermann's function. We thus conclude that the algorithm totally spends $O(n \log n)$ time.

## 4 Algorithm for $\boldsymbol{k}$-Path Trees

In this section, we discuss properties of MBLP on the $k$-path tree and propose an $O(n \log k)$ time algorithm. If $k$ is a constant, the problem is linear time solvable.

A tree $T$ is called a $k$-path tree if there is one vertex of $T$ with degree $k$ and all other vertices have degrees either 1 or 2 . Note that a simple path is a 2 -path. A rooted $k$-path, is the $k$-path rooted at the degree $k$ vertex.

Let $P=\left\langle a_{1}, a_{2} \ldots, a_{m}\right\rangle$ be a path of $T$, where vertices are listed from root to the leaf. It follows that any feasible subtour on $P$ consists of consecutive vertices on $P$. Let $A_{1}, A_{2}, \ldots, A_{k}$ be disjoint subtours of $P$ such that $\cup_{i=1}^{k} A_{k}=P$;
further, $P=A_{1} A_{2} \cdots A_{k}$. These $A_{i}$ 's is called a path partition of $P ; A_{i}$ is the $i$ th path partition of $P$. Recall the definition in Section [2, the cost ratio of $A_{i}$ is defined by $\rho\left(A_{i}\right)=w\left(A_{i}\right) / d\left(A_{i}\right)$.
Definition 3. We call a subtour $A=\left\langle a_{1}, a_{2} \ldots, a_{m}\right\rangle$ right-skew if and only if the cost ratio of any prefix $\left\langle a_{1}, a_{2} \ldots, a_{j}\right\rangle$ is always smaller than or equal to the cost ratio of the remaining subpath $\left\langle a_{j+1}, a_{2} \ldots, a_{m}\right\rangle$. A path partition $P=$ $A_{1} A_{2} \cdots A_{k}$ is decreasingly right-skew if each $A_{i}$ is right-skew and $\rho\left(A_{i}\right)>\rho\left(A_{j}\right)$ whenever $i<j$.

Proposition 3. Let $A, B$ be two subtour of $T$ with $\rho(A) \geq \rho(B)$. It follows that $\rho(A) \geq \rho(A B) \geq \rho(B)$.

Lemma 3. Let $A, B$ be two right-skew subtour of $T$ with $\rho(A) \leq \rho(B)$. It follows that $A B$ is also right-skew.
Proof. The proof appears in the complete paper.
Here we first show that all single path $P$ can be partition into decreasingly right-skew.

Lemma 4. Any path can be uniquely partitioned into a decreasingly right-skew partition.

Proof. Let $P=\left\langle v_{1}, v_{2} \ldots v_{n}\right\rangle$. The argument obviously follows if $n=1$. By induction, assume that a path $Q=A_{1} A_{2} \cdots A_{k},|Q|=n$ is decreasingly rightskew partitioned. Now consider a path $P=\langle Q, a\rangle$.

The Lemma is proven if $\rho(a)<\rho\left(A_{k}\right)$. Otherwise, we find the largest $i$ such that $\rho\left(A_{i} A_{i+1} \cdots A_{k} a\right)<\rho\left(A_{i-1}\right)$; let $i=1$ if such $i$ can not be found. It suffices to show that $\left\langle A_{i} A_{i+1} \cdots A_{k} a\right\rangle$ is right-skew, and this can be done by observing that the single segment $\langle a\rangle$ is right-skew and by applying Lemma 3 repeatedly to the segments $A_{i}, A_{i+1}, \ldots, A_{k},\langle a\rangle$ from right to left. That is, $\left\langle A_{k} a\right\rangle$ is right-skew because $\rho\left(A_{k}\right) \leq \rho(a),\left\langle A_{k-1} A_{k} a\right\rangle$ is right-skew because $\rho\left(A_{k-1}\right) \leq \rho\left(A_{k} a\right)$, etc. Clearly, the partition is unique because other choices of $i$ would not result in a decreasingly right-skew partition of $A$.

Lemma 5. Partitioning a path into a decreasingly right-skew partition can be done in $O(n)$.

Proof. Consider the algorithm Path-Parti that produces a list of right-skew sequences in Figure 3. Note that $i$ is the current working pointer scanning the vertices of $P$ from right to left. Further, the pair ( $i, p[i]$ ) represents a subsequence of $P$ that is always right-skew throughout the entire algorithm. The observation is justified by Lemma 3 that two increasingly right-skew subtours can be grouped into one. Note that the condition checking and grouping is done by Step 3 to Step 6 of the algorithm.

The correctness of the algorithm follows from the fact that, after the execution of Step 1 to Step 6, each subsequence is right-skew, and the partition is increasing. Further, by Lemma , the partition must be unique.

```
Path-Parti \((P)\)
Input: A path \(P=\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle\)
Output: A decreasingly right-skew partition of \(P\).
1 for \(i \leftarrow n\) downto 1 do
    \(p[i] \leftarrow i ; w[i] \leftarrow w\left(a_{i}\right) ; d[i] \leftarrow d\left(a_{i}\right) ; \quad \triangleright\) Each \(a_{i}\) alone is right-skew.
    while \((p[i]<n)\) and \((w[i] / d[i] \leq w[p[i]+1] / d[p[i]+1])\) do
                \(p[i] \leftarrow p[p[i]+1]\)
                \(w[i] \leftarrow w[i]+w[p[i]+1]\)
        \(d[i] \leftarrow d[i]+d[p[i]+1]\)
\(7 i \leftarrow 1\)
8 while \(i \leq n\) do \(\quad \triangleright \operatorname{Reports}(i, i)\) as a right-skew subtour \(\left\langle a_{i}, \ldots, a_{j}\right\rangle\).
\(9 \quad\) Output ( \(i, p[i]) ; i \leftarrow p[i]+1\)
```

Fig. 3. Partitioning a path into decreasingly right-skew in $O(n)$ time.

The $O(n)$ time complexity is justified by the amortized analysis. Note that total operations of the algorithm is clearly bounded by $O(n)$ except for the while loop body of Step 3 to Step 6 . We define the potential of $P$ to be $k_{i}$, the number of right-skew subsequences in $P$ after the $i$ th iteration of the for loop (Step 1 to Step 6.). Let us compute the amortized cost of operations done by Step 3 to Step 6. Let the actual cost of the operation is $c_{i}+1$ in advancing $c_{i}$ times of the $p[i]$ pointer. It follows that the potential difference is

$$
\Phi\left(P_{i}\right)-\Phi\left(P_{i-1}\right)=\left(1+k_{i-1}-c_{i}\right)-k_{i-1} ;
$$

The amortized cost is therefore $\hat{c}_{i}=c_{i}+\Phi\left(P_{i}\right)-\Phi\left(P_{i-1}\right)=1$
Let $T$ be a rooted $k$-path. After deleting the root, $T$ is decomposed into $k$ paths: $P_{1}, \ldots, P_{n}$. For each $P_{i}$, we perform the $\operatorname{Path}-\operatorname{Parti}\left(P_{i}\right)$ resulting $P_{i}=$ $\left\langle A_{1} \cdots A_{j}\right\rangle$ such that the partition $\left\langle A_{1} \cdots A_{j}\right\rangle$ is decreasingly right-skew. It follows that each $A_{i}$ is an atomic subtour in $T$.

Lemma 6. A feasible right-skew subtour of a $k$-path, $T$, containing only vertices of one of its descendant path, is atomic in $T$.
Proof. The proof appears in the complete paper.

Theorem 2. Finding the minimum back-walk-free latency tour in $k$-path can be done in $O(n \log k)$ time.
Proof. We propose an $O(n \log k)$ time algorithm, MBLP- $k$-Tree $(T)$, shown in Figure 4 The correctness of the algorithm follows from the fact that, The rightskew subsequence of each $k$-path is atomic in $T$ as show by Lemma 6] Further, the algorithm reflects the spirit of $\operatorname{MBLP}-\operatorname{Tree}(T)$ in extracting the maximal cost ratio and output.

The time complexity of the algorithm is easily shown to be $O(n \log k)$ by the fact that the size of the priority queue $Q$ is at most $k$ while there are totally $O(n)$ operations performed on $Q$.

```
MBLP- \(k\)-PATH \((T)\)
Input: A rooted \(k\)-path \(T\).
Output: A tour with minimum weighted back-walk-free latency.
Decompose \(T\) into \(k\) paths: \(P_{1}, \ldots, P_{k}\).
for \(i \leftarrow 1\) to \(k\) do
\(3 \quad\) list \([i] \leftarrow\) Path-Parti \(\left(P_{i}\right) \triangleright\) Right-skew partition
\(4 \operatorname{EnQuede}(Q, \operatorname{Extract}(l i s t[i])) \triangleright\) Put the first element into priority queue \(Q\).
5 while \(Q \neq \emptyset\) do
    \(s e q[i] \leftarrow\) Extract- \(\operatorname{Max}(Q) ; \triangleright\) Pick the maximal cost ratio.
    EnQueue ( \(Q\), Extract (list \([i])\) )
8 Append seq[i] to the output list.
9 return the output list.
```

Fig. 4. Algorithm for finding minimum back-walk-free latency tour in $k$-path.

Note that the output of the MBLP-Tree $(T)$ can be viewed as a length $O(n)$ (multiple) permutation of the set $\{1,2, \ldots, k\}$. Each output number represents the currently top vertex of one of the $k$ paths being visited. Thus the number of all different possible output orderings can be as large as $k^{n}$. It follows that the solution space of the algorithm is therefore of the order $O\left(k^{n}\right)$. Since a comparison-based algorithm essentially searches the solution space in a binary (or ternary) manner, the underlying decision tree must have a depth of $\Omega(n \log k)$ by using simple counting arguments. It follows that

Proposition 4. Any comparison-based algorithm for solving the MBLP on $k$ path spends $\Omega(n \log k)$ time in average.

Corollary 2. The algorithm MBLP- $k$-PATH spends $\Theta(n \log k)$ time, in average, in finding the minimum back-walk-free latency tour.

Corollary 3. Finding the minimum back-walk-free latency tour in a path (with any arbitrary starting vertex) can be done in $O(n)$ time.

## 5 MBLP is NP-Complete

Despite its apparent simplicity comparing to the original MLP, here we show that MBLP is NP-complete even for a directed acyclic graph (usually briefed as dag) by reducing the 3-SAT problem to MBLP on a dag.

Theorem 3. The decision version of MBLP for directed acyclic graphs is NPcomplete.

Proof. The decision version of MBLP is clearly in NP. Here we show that it is NP-hard by a reduction from 3-SAT [5] to MBLP.


Fig. 5. Reducing the 3-SAT instance $\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \wedge\left(x_{2} \vee \bar{x}_{3} \vee x_{4}\right)$ into a dag.

Given an instance of 3-SAT, $S$, with literals $L=\left\{x_{1}, \bar{x}_{1}, \ldots, x_{n}, \bar{x}_{n}\right\}$ and clauses $C=\left\{c_{1}, \ldots, c_{k}\right\}$, we will construct a directed acyclic graph $G=(V, E)$ such that $G$ has a back-walk-free tour with latency $(n+k)(n+k+1)$ if and only if $S$ is satisfiable. The reduction is illustrated at Figure 5

The constructed dag consists of one starting vertex $s$, and other three kinds of vertices: $2 n$ literal vertices $V_{L}=\left\{x_{1}, \bar{x}_{1}, \ldots, x_{n}, \bar{x}_{n}\right\}$, $3 k$ clause vertices $V_{C}=$ $\cup_{i=1}^{k}\left\{c_{i 1}, c_{i 2}, c_{i 3}\right\}$, and $n+k$ sink vertices $V_{t}=\left\{t_{1}, \ldots, t_{n}, t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right\}$. The weights of vertices is defined by $w(v)=1$ if $v \in V_{t}$; otherwise, $w(v)=0$. The edge set of $G$ consists of $4 n$ literal edges, $E_{L}=\left\{(s, a) \mid a \in V_{L}\right\} \cup\left\{\left(x_{i}, t_{i}\right),\left(\bar{x}_{i}, t_{i}\right) \mid 1 \leq i \leq n\right\}$, $k$ clause edges, $E_{C}=\cup_{i=1}^{k}\left\{\left(c_{i 1}, t_{i}^{\prime}\right),\left(c_{i 2}, t_{i}^{\prime}\right),\left(c_{i 3}, t_{i}^{\prime}\right)\right\}$, and finally the $k$ cross edges, $E_{X}=\cup_{i=1}^{k}\left\{\left(a_{i 1}, c_{i 1}\right),\left(a_{i 2}, c_{i 2}\right),\left(a_{i 3}, c_{i 3}\right)\right\}$ where $a_{i 1}, a_{i 2}, a_{i 3} \in V_{L}$ are 3 vertices of the $i$ th clause $c_{i}$. At last, we say that the distance of each (directed) edge is 1 , and the distance of each unstated edge is $+\infty$.

The idea is that a low latency tour attempts to reach as many sink vertices as possible in the earliest manner, which constitutes the truth assignment of the given 3-SAT instance if it is satisfiable. The rest of the detailed arguments appears in the complete paper.

## 6 Concluding Remarks

In this paper, a variation of the minimum latency problem, so called the minimum back-walk-free latency problem (MBLP) is considered. Several interesting properties of MBLP on trees are discussed, and we propose a simple and efficient $O(n \log n)$ time algorithm for general weighted tree, as well as an $O(n \log k)$ time algorithm for $k$-path trees. Further, we show that the optimal tour on weighted paths can be found in $O(n)$ time.

No previous hardness results were known for MBLP on general graphs. Here we settle the problem by showing that MBLP is NP-complete even when the
given graph is a direct acyclic graph whose vertex weights are either 0 or 1 , while each dag edge is associate with the same distance.

An interesting future work concerning about MBLP is to find a good starting point. In the original problem setting, the starting point is given. How fast can we find the best origin that minimizes the MBLP tour? What happens if the starting point is online changed? Can we get the new tour in a more efficient way?
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#### Abstract

We present an $O\left(1.3247^{n}\right)$ algorithm for counting the number of satisfying assignments for instances of 2-SAT and an $O\left(1.6894^{n}\right)$ algorithm for instances of 3-SAT. This is an improvement compared to the previously best known algorithms running in $O\left(1.381^{n}\right)$ and $O\left(1.739^{n}\right)$ time, respectively.


## 1 Introduction

A number of recent papers, including [2578814], have studied various counting problems from different perspectives. This growing interest is probably due to the fact that decision problems - "is there a solution?" - have been thoroughly studied whereas our knowledge about counting problems - "how many solutions?" - is in comparison much more modest. Counting problems are not only mathematically interesting, they arise naturally when asking questions such as "what is the probability that a formula in the propositional calculus is true?" [II] or "what is the probability that a graph remains connected, given a probability of failure on each edge?" [12].

The subject of this paper is the \#2-SAT and \#3-SAT problems, i.e. counting the number of satisfying assignments to instances of 2-SAT and 3-SAT. These problems are known to be \#P-complete 9 13]. Exact algorithms (with worstcase complexity analyses) have been studied earlier by Dubois [4], Zhang [14] and Littman et al. [10]. The algorithms by Dubois and Zhang run in $O\left(1.6180^{n}\right)$ time for \#2-SAT and $O\left(1.8393^{n}\right)$ time for \#3-SAT while the algorithms by Littman et al. run in $O\left(1.381^{n}\right)$ and $O\left(1.739^{n}\right)$ time, respectively.

We will here present an $O\left(1.3247^{n}\right)$ algorithm for the \#2-SAT problem and an $O\left(1.6894^{n}\right)$ algorithm for the $\# 3$-SAT problem. Both algorithms run in polynomial space. These algorithms are (as the algorithms by Littman et al.) based

* The research is supported by CUGS - National Graduate School in Computer Science, Sweden.
** The research is partially supported by the Swedish Research Council (VR) under grant 221-2000-361.
*** The research is supported by CUGS - National Graduate School in Computer Science, Sweden.
on the Davis-Putnam-Logemann-Loveland algorithm for satisfiability modified to count all satisfying assignments [2] and using a connected-components approach [1]. The basic idea is to choose a variable $x$ and recursively count the number of satisfying assignments where $x$ is true and where $x$ is false. The main difference between our algorithms and those by Littman et al. lies in the choice of variable; our algorithms make a more elaborate analysis of the formula and are able to choose a "better" variable. The \#2-SAT algorithm is also improved by using certain ideas from an algorithm for counting independent sets in graphs [3.

In the next section some definitions will be given and the notation used will be explained. Then the paper will use two sections to focus on the \#2-SAT and \#3-SAT algorithms, respectively.

## 2 Preliminaries

A propositional variable can have the values true and false and a literal is either a propositional variable $x$ or its negation $\neg x$. A propositional formula on conjunctive normal form (CNF) is a conjunction of disjunctions of literals. A $k$-SAT formula $(k>0)$ is a propositional formula in CNF such that each clause contains at most $k$ literals. A satisfying assignment is an assignment to every propositional variable of a formula making the entire formula true. \#2-SAT is the problem of computing the number of satisfying assignments of 2-SAT formulae and \#3-SAT is the corresponding problem for 3-SAT formulae. We note that an empty formula (i.e. a formula containing no clauses) has 1 model while a formula containing an empty clause (i.e. a clause containing no literals) is not satisfiable and has 0 models. We define the size of a formula $|F|$ as the number of variables $F$ contains.

Given a formula $F$ over the variables $V$, we define the constraint graph as an undirected graph $(V, E)$ where $E=\{(x, y) \mid x, y$ appear in the same clause of $F\}$. We say that $x$ and $y$ are constrained iff $(x, y) \in E$ and the constraints of $F$ are $E$. The neighbourhood of $x\left(N_{F}(x)\right)$ is the set $\{y \mid(x, y) \in E\}$, the degree of $x\left(\delta_{F}(x)\right)$ is $\left|N_{F}(x)\right|$ and the degree of $F$ is $\delta(F)=\max \left\{\delta_{F}(x) \mid x \in \operatorname{Var}(F)\right\}$. Note that if $\delta(F)=k$, then $|E| \leq k \cdot|F| / 2$. We say that a formula is a cycle or a path whenever the constraint graph is a cycle or a path. A connected component of such a graph is a maximal subgraph such that for every pair of vertices $x, y$ in the subgraph, there is a path from $x$ to $y$. We say that the connected components of a formula are the subformulas corresponding to the connected components of the constraint graph.

Given a formula $F$ and a literal $l$, we denote by $\left.F\right|_{l}$ the result of making literal $l$ true in $F$ and simplifying the result by (1) removing any clause that contains $l$; (2) removing $\neg l$ whenever it appears; and (3) performing unit propagation as far as possible. By unit propagation, we mean to repeatedly apply rules of the following two types:

1. $(p \vee q \vee r) \wedge(p) \longrightarrow$ true; and
2. $(p \vee q \vee r) \wedge(\neg p) \longrightarrow(q \vee r)$.

We extend this notation to $\left.F\right|_{\Gamma}$, where $\Gamma$ is a set of literals.
Consider the following example: $F=(p \vee q \vee r)$ and note that $\# 3-\operatorname{SAT}(F)=7$. It seems reasonable that $\# 3-\operatorname{SAT}\left(\left.F\right|_{q}\right)+\# 3-\operatorname{SAT}\left(\left.F\right|_{\neg q}\right)=\# 3-\operatorname{SAT}(F)$ but this is not the case. We see that $\left.(p \vee q \vee r)\right|_{q}$ is simplified to the empty formula (which has 1 model by definition) and $\# 3-\operatorname{SAT}\left(\left.F\right|_{q}\right)+\# 3-\operatorname{SAT}\left(\left.F\right|_{\neg q}\right)=4$. The problem is that the variables $q$ and $r$ (which can be given arbitrary values) are "eliminated" in the simplification process. Thus, we introduce a function $\Psi(F, R, \Gamma)$, where $F$ is the formula to be simplified, $R$ the set of eliminated variables and $\Gamma$ is the literals to be assigned true, it returns $\left(F^{\prime}, R^{\prime}\right)$, where $F^{\prime}$ is the simplified formula and $R^{\prime}$ is the new set of eliminated variables; $R^{\prime}$ is computed as $R \cup\left(\operatorname{Var}(F)-\left(\operatorname{Var}\left(F^{\prime}\right) \cup \Gamma\right)\right)$, where $\operatorname{Var}(F)$ denotes the set of variables of $F$.

The algorithms we present are based on the Davis-Putnam-LogemannLoveland algorithm for satisfiability modified for counting satisfying assignments and they build on two straightforward principles: assume $F$ is an arbitrary SAT formula, $R$ a set of eliminated variables and let $\# \operatorname{SAT}(F, R)$ denote the number of satisfying assignments of $F$ modulo the eliminated variables in $R$.
Principle 1. Arbitrarily choose $x \in \operatorname{Var}(F)$. Then,

$$
\# \operatorname{SAT}(F, R)=\# \operatorname{SAT}(\Psi(F, R,\{x\}))+\# \operatorname{SAT}(\Psi(F, R,\{\neg x\}))
$$

Principle 2. Let $F_{1}, F_{2}$ be disjoint components of $F$. Then,

$$
\# \operatorname{SAT}(F, R)=2^{|R|} \cdot \# \operatorname{SAT}\left(F_{1}, \emptyset\right) \cdot \# \operatorname{SAT}\left(F_{2}, \emptyset\right)
$$

Note that these disjoint components can be found in polynomial time. The correctness proofs of the algorithms are omitted since they can trivially be inferred from these two principles.

## 3 Algorithm for \#2-SAT

Before presenting the algorithm for \#2-SAT, we need one more definition: given a formula $F$ and a variable $x$, we define

$$
L_{F}(x)=\left|\left\{u \mid(\sim u, \sim v) \in F \wedge u \in N_{F}(x) \wedge v \notin N_{F}(x) \cup\{x\}\right\}\right|
$$

where $\sim u$ denotes either $u$ or $\neg u$. Informally, one can say that $L_{F}(x), x \in V$, tells how many of the neighbours of $x$ that appear in a constraint together with some variables not in $N_{F}(x) \cup\{x\}$. If $L_{F}(x)=1$, then $B(x)$ denotes the unique variable in $N_{F}(x)$ that is adjacent to one or more vertices outside $N_{F}(x) \cup\{x\}$. In Figure 1 there is an example where $L_{F}(x)=1$.

Our algorithm for \#2-SAT is presented in Figures 2 and 3] The function $C_{E}$ computes \#2-SAT by exhaustive search. It will be applied only to formulas of size $\leq 4$ and can thus be safely assumed to run in $O(1)$ time. The correctness of the algorithm follows from the discussion in the previous section. When analysing the algorithm we will often encounter recurrences of the form


Fig. 1. A constraint graph where $L_{F}(x)=1$; the filled lines indicate where there is a constraint by necessity, whereas a pointed line indicates a possible constraint

$$
T(n) \leq \sum_{i=1}^{k} T\left(n-r_{i}\right)+\operatorname{poly}(n)
$$

They satisfy $T(n) \in O\left(\lambda\left(r_{1}, \ldots, r_{k}\right)^{n}\right)$ where $\lambda\left(r_{1}, \ldots, r_{k}\right)$ is the largest, realvalued root of the function $f(x)=1-\sum_{i=1}^{k} x^{-r_{i}}$. Note that we can ignore the polynomial factor so we will assume that all polynomial time computations take $O(1)$ time.

When inspecting $C$ and $C_{3}$ one can see that every connected component of the input will be recursively solved by the algorithm. However, this will not increase the time required, since $\sum_{i=1}^{k} T\left(n_{i}\right) \leq T(n)$ when $n=\sum_{i=1}^{k} n_{i}$.

Given a 2-SAT formula $F$ and a literal $l$, we define $\operatorname{Unit}(F, l)$ to be the set of variables that appears in a clause of length 1 after having made literal $l$ true in $F$ and simplifying the result by (1) removing any clause that contains $l$; and (2) removing $\neg l$ whenever it appears (in other words, the usual simplification process employed by $\Psi$ but without performing unit propagation). To illustrate Unit, consider the formula $F=(x \vee y) \wedge(x \vee z) \wedge(\neg x \vee w)$. It can easily be verified that $\operatorname{Unit}(F, x)=\{w\}$ and $\operatorname{Unit}(F, \neg x)=\{y, z\}$. In fact, if $\delta(x)=k$ in a 2-SAT formula $F$, then $|\operatorname{Unit}(F, x)|+|\operatorname{Unit}(F, \neg x)| \geq k$. This observation will be used several times in the complexity analysis.

Lemma 1. Algorithm $C_{3}$ runs in $O\left(1.3045^{n}\right)$ time.
Proof. In this lemma, we will measure the size of a formula $G$ by the number $m$ of constraints it contains. We will ultimately show that $C_{3}$ runs in $O\left(1.1939^{m}\right)$ time; by noting that a degree- 3 formula with $n$ vertices can contain at most $3 n / 2$ constraints, we get that the algorithm runs in $O\left(1.1939^{3 n / 2}\right)=O\left(1.3045^{n}\right)$ time.

We assume that the input formula $F$ is connected and contains $m$ constraints. Cases $0-2$ are trivial and case 3 does not increase the running time.
Case 4: If $F$ is a cycle, then $F$ is immediately transformed into a path in both recursive calls. So, the interesting case is when the input is a path - then the time is bounded by the recurrence $T(m) \leq 4 T(\lceil m / 2\rceil-2)$ and straightforward calculations show that $T(m) \in O\left(4^{\log _{2} m}\right)=O\left(m^{2}\right)$.
Case 5.1: $L_{F}(x)=1$. We study the formula $F^{\prime}=\left.F\right|_{B(x)}$. First note that $\delta(B(x)) \geq 2$ since, otherwise, $|F|=4$ and Case 2 would have applied. Now,

Algorithm $C_{3}(F, R)$
Case 0: $F$ has an empty clause. Return 0 .
Case 1: $F$ is empty. Return $2^{|R|}$.
Case 2: $|F| \leq 4$. Return $C_{E}(F)$.
Case 3: $F$ consists of two disjoint components $F_{1}, F_{2}$.
Return $2^{|R|} \cdot C_{3}\left(F_{1}, \emptyset\right) \cdot C_{3}\left(F_{2}, \emptyset\right)$.
Case 4: $\delta(F) \leq 2$. Pick a variable $x$ in the following way:

1. If $F$ is a path, choose $x$ to be a variable that splits $F$ into two paths of lengths $\lceil|F| / 2\rceil$ and $\lfloor|F| / 2\rfloor$.
2. If $F$ is a cycle, choose $x$ arbitrarily.

Return $C_{3}(\Psi(F, R,\{x\}))+C_{3}(\Psi(F, R,\{\neg x\}))$.
Case 5: $\delta(F)=3$. Pick a variable $x$ such that $\delta(x)=3$ and do the following:

1. If $L_{F}(x)=1$, then return $C_{3}(\Psi(F, R,\{B(x)\}))+C_{3}(\Psi(F, R,\{\neg B(x)\}))$.
2. If $L_{F}(x)>1$, then return $C_{3}(\Psi(F, R,\{x\}))+C_{3}(\Psi(F, R,\{\neg x\}))$.

Fig. 2. Help function for computing \#2-SAT

```
Algorithm \(C(F, R)\)
Case 0: \(F\) has an empty clause. Return 0 .
Case 1: \(F\) is empty. Return \(2^{|R|}\).
Case 2: \(F\) consists of two disjoint components \(F_{1}, F_{2}\).
Return \(2^{|R|} \cdot C\left(F_{1}, \emptyset\right) \cdot C\left(F_{2}, \emptyset\right)\).
Case 3: \(\delta(F) \leq 3\). Return \(C_{3}(F, R)\).
Case 4: Pick a variable \(x\) s.t. \(\delta(x) \geq 4\) and return \(C(\Psi(F, R,\{x\}))+\)
\(C(\Psi(F, R,\{\neg x\}))\).
```

Fig. 3. Function for computing \#2-SAT
$B(x)$ is given a fixed value and $\delta(B(x)) \geq 2$ implies that $F^{\prime}$ contains at least two constraints less than $F$. Furthermore, the neighbourhood of $x$ forms a component $F^{\prime \prime}$ that is not connected to the rest of the formula. This component contains three variables and at least two constraints. Consequently, $F^{\prime \prime}$ will be taken care of in $O(1)$ time in the next recursive step of the algorithm (by component analysis and using $C_{E}$ ). The time needed in this case is thus bounded by $T(m) \leq$ $2 T(m-4)$ since exactly the same situation arises when $B(x)$ is given the value false. It follows that $T(m) \in O\left(1.1892^{m}\right)$.

Case 5.2: $L_{F}(x)>1$ - that is, of the variables $\{v, y, z\}=N_{F}(x)$, at least two are related to variables not in $\{v, x, y, z\}$. In this worst-case analysis, we assume that only $v$ and $y$ are related to variables not in $\{v, x, y, z\}$.

Let $S=\operatorname{Unit}(F, x) \cap\{v, y\}$ and $S^{\prime}=\operatorname{Unit}(F, \neg x) \cap\{v, y\}$. The running time $T(m)$ of the algorithm satisfies the recursive relation

$$
T(m) \leq T(m-3-|S|)+T\left(m-3-\left|S^{\prime}\right|\right)
$$

Here, three constraints are removed due to giving $x$ a fixed value and at least one more constraint is removed for each variable $v, y$ that appear in a unit clause. It is easy to see that $|S|+\left|S^{\prime}\right|=2$ and that the worst case occurs when $|S|$ or $\left|S^{\prime}\right|$ equals 0 . The time needed in this case is bounded by $T(m) \leq T(m-3)+T(m-5)$ and $T(m) \in O\left(1.1939^{m}\right)$.

Theorem 1. Algorithm $C$ runs in $O\left(1.3247^{n}\right)$ time.
Proof. The result follows from Lemma प if $\delta(F) \leq 3$. Otherwise, let $S=$ $\operatorname{Unit}(F, x)$ and $S^{\prime}=\operatorname{Unit}(F, \neg x)$. The running time $T(n)$ of the algorithm satisfies the recursive relation

$$
T(n) \leq T(n-1-|S|)+T\left(n-1-\left|S^{\prime}\right|\right)
$$

Since $\delta(x) \geq 4$, we know that $|S|+\left|S^{\prime}\right| \geq 4$. Obviously, $\lambda(a, b)=\lambda(b, a)$ and $\lambda(a, b) \geq \lambda(a+1, b)$ so $\lambda(a, b) \leq \lambda(1,5) \approx 1.3247$ whenever $a, b \geq 5$. It can easily be checked that the small number of remaining cases also satisfy $\lambda(a, b) \leq \lambda(1,5)$ and $T(n) \in O\left(1.3247^{n}\right)$.

## 4 Algorithm for \#3-SAT

In this section we present an algorithm $D$ for $\# 3$-SAT and provide an upper bound on its running time.

To find this upper time bound, we will use a different method than the one described in Section 3. We will need to solve systems of recurrences like this:

$$
\begin{align*}
& f(n)=f(n-1)+g(n-1)  \tag{1}\\
& g(n)=f(n-1)+g(n-2) \tag{2}
\end{align*}
$$

To do this, we rewrite (2) so that the right hand side is only dependent upon $n-1$, by adding a new equation to the system:

$$
\begin{align*}
f(n) & =f(n-1)+g(n-1)  \tag{3}\\
g(n) & =f(n-1)+h(n-1)  \tag{4}\\
h(n) & =g(n-1) \tag{5}
\end{align*}
$$

We then write the equations into a matrix $T$, where each row represents a line in the system. An upper bound for the solution to the system is $f(n) \in O\left(\lambda^{n}\right)$, where $\lambda$ is the largest eigenvalue of $T$. This can be seen by using generating functions for solving recurrence equations [6]. In this example:

$$
T=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

and $\lambda=1.8019$.

Algorithm $D(F, R)$
Case 0: $F$ has an empty clause. Return 0.
Case 1: $F$ is empty. Return $2^{|R|}$.
Case 2: $F$ consists of disjoint components $F_{1}, F_{2}$.
Return $2^{|R|} \cdot D\left(F_{1}, \emptyset\right) \cdot D\left(F_{2}, \emptyset\right)$.
Case 3: There exists some 1-clause $(x) \in F$. Return $D(\Psi(F, R,\{x\}))$.
Case 4: There exists some 2-clause in $F$. Pick a variable $x$ in the following way:

1. If some variable $v$ is a member of a 2 -clause $(v \vee w)$ and $d(v)=1$, pick $w$ as $x$.
2. If some variable $v$ is a member of a 2 -clause $(v \vee w)$ and $d(v)=2$, pick $w$ as $x$.
3. Otherwise, pick as $x$ a variable which is a member of as many 2 -clauses as possible.

Return $D(\Psi(F, R,\{x\}))+D(\Psi(F, R,\{\neg x\}))$.
Case 5: Pick a variable $x$ in the following way:

1. If $d(v)=1$ for some variable $v$, pick a neighbour of maximum degree as $x$.
2. If $d(v)=2$ for some variable $v$, pick a neighbour of maximum degree as $x$.
3. Otherwise, pick as $x$ a variable of maximum degree.

Return $D(\Psi(F, R,\{x\}))+D(\Psi(F, R,\{\neg x\})$.
Fig. 4. Function for computing \#3-SAT

Some terminology is needed. A $k$-clause is a clause that contains $k$ literals. The degree of $x$ in $F\left(d_{F}(x)\right.$ ), for a variable $x$, denotes the number of clauses in $F$ that $x$ appears in. Usually, we will use $d(x)$ when the formula $F$ is clear from the context. Note that this is different from $\delta_{F}(x)$ as defined in Section 2. A formula where every variable has degree $k$ is $k$-regular. $d_{2}(x)$ denotes the number of 2 -clauses that $x$ is a member of.

The algorithm is presented in Figure 4. The idea behind it is that if some variable $v$ has a low degree $(d(v)=1$ or 2$)$, then we can pick its neighbours as branching variables to reach a situation where $d(v)=0$ and eliminate $v$ in this way. If no such variable exists, we simply pick a variable of high degree.
Lemma 2. If $F$ is a connected $k$-regular formula with only 3-clauses, then no $k$-regular formula $F^{\prime} \neq F$ with only 3-clauses can be reached by assigning truth values to variables in $F$.

Proof. Let $F$ be a connected, $k$-regular formula which only contains 3-clauses. Assume that $\Gamma$ is a set of assignments such that $\left.F\right|_{\Gamma}$ is $k$-regular and only contains 3-clauses, and that $\left.F\right|_{\Gamma} \neq F$. Note that since $\left.F\right|_{\Gamma}$ only contains 3clauses, $\left.F\right|_{\Gamma} \subseteq F$. Let $F_{1}=\left.F\right|_{\Gamma}$ and $F_{2}=F-\left.F\right|_{\Gamma}$.

Since $F$ is connected, there is some variable $x$ which occurs in both $F_{1}$ and $F_{2}$. Since $x$ occurs in $F_{1}$, it is not assigned a value by $\Gamma$. However, since $d_{F_{1}}(x)=$ $d_{F}(x)-d_{F_{2}}(x)<k, F_{1}$ cannot be $k$-regular.

Theorem 2. Algorithm $D$ runs in $O\left(1.6894^{n}\right)$ time.

Proof. We will analyze the time complexity of $D$ case by case.
Cases 0, 1 and 3: These cases take $O(1)$ time.
Case 2: This case does not increase the time needed.
Case 4.1: When $w=$ true, $d(v)=0$ and $v$ is removed from $F$; when $w=$ false, $v=$ true. $T(n)=2 T(n-2)$ so $T(n) \in O\left(1.4142^{n}\right)$.
Case 4.2: When $w=$ true, 5.1 is met (or case 4.1, or some earlier case); when $w=$ false, $v=$ true. $T(n)=T(n-2)+T(n-3)+2 T(n-4)$ so $T(n) \in O\left(1.5664^{n}\right)$.
Case 4.3: Even if the chosen variabel is only a member of one 2-clause, we have $T(n)=T(n-1)+T(n-2)$ with solution $T(n) \in O\left(1.6180^{n}\right)$. If it is a member of several 2 -clauses, then the limit will be lower.
Case 5.1: This case takes $O\left(1.5214^{n}\right)$ time. Suppose $d(v)=1,(u \vee v \vee w) \in F$ and that $u$ is the chosen variable. When $u=\operatorname{true}, d(v)=0$ and $v$ is removed from $F$; when $u=$ false, case 4.1 is met. In total, the recurrence is $T(n)=$ $T(n-2)+2 T(n-3)$ with solution $O\left(1.5214^{n}\right)$.
Case 5.2: This case takes $O\left(1.6560^{n}\right)$ time. Suppose $d(v)=2,(u \vee v \vee w) \in F$ and that $u$ is the chosen variable. When $u=$ true, case 5.1 is met (or some earlier case); when $u=$ false, case 4.2 is met (or some earlier case). The worst case is when no earlier case is met, and the recurrence for this case is $T(n)=$ $2 T(n-3)+3 T(n-4)+2 T(n-5)$ with solution $O\left(1.6560^{n}\right)$.
Case 5.3: This case requires a more careful analysis. We shall formulate a set of recurrence equations that describes the behaviour of the algorithm in this case. Let $x$ be the chosen variable. When we reach this case, $F$ contains no 2-clauses. Setting $x=$ true creates $k_{1} 2$-clauses, and setting $x=$ false creates $k_{2} 2$-clauses, where $k_{1}+k_{2}=d(x)$. For the moment, assume that $d(x)=4$.

Let $T(n, k)$ represent a situation where $F$ contains $n$ variables and $k$ clauses. The initial situation is $T(n, 0)$. Now, we enumerate a number of possible recurrences where $x$ is the chosen variable, and the 2-clauses it appears in are $\left(x \vee v_{i}\right)$ or $\left(\neg x \vee v_{i}\right)$. Some cases that are clearly dominated by some listed case are ignored.

$$
\begin{align*}
T(n, 0)= & T\left(n-1, k_{1}\right)+T\left(n-1, k_{2}\right)  \tag{6}\\
T(n, k)= & T(n-1, k-1)+T(n-2, k) \text { if } d_{2}(x)=1  \tag{7}\\
T(n, k)= & T(n-2, k-1)+T(n-1, k) \text { if } d_{2}(x)=1  \tag{8}\\
T(n, k)= & T(n-1, k-2)+ \\
& T\left(n-3, k-d_{2}\left(v_{1}\right)-d_{2}\left(v_{2}\right)\right) \text { if } d_{2}(x)=2  \tag{9}\\
T(n, k)= & T\left(n-2, k-1-d_{2}\left(v_{1}\right)\right)+ \\
& T\left(n-2, k-1-d_{2}\left(v_{2}\right)\right) \text { if } d_{2}(x)=2 \tag{10}
\end{align*}
$$

The recurrences for $d_{2}(x)>2$ are similar to (19)-(10).
The idea behind these recurrences is that when $x=$ true then every 2 clause $\left(x \vee v_{i}\right)$ is removed and for every 2-clause $\left(\neg x \vee v_{i}\right), v_{i}=$ true and $d_{2}\left(v_{i}\right)$ 2 -clauses are removed. In (7)-(8), we know that $d_{2}\left(v_{1}\right)=1$; in (7) (IIV) and similar recurrences, we know that $1 \leq d_{2}\left(v_{i}\right) \leq d_{2}(x)$ for all $v_{i}$ involved.

In (7)-(8), $d(x) \geq 2$ is assumed, so that one new 2-clause will be created, either when $x=$ true or $x=$ false. $d(x)=1$ only occurs when $\left(x \vee v_{1}\right)$ is disjoint from the rest of $F$, so this assumption is allowed.

If we go through all possible combinations of rules like these, we find that the worst case is when only recurrences (6) and (7) are used, and $k_{1}=4, k_{2}=0$. The solution to this system is $T(n, 0) \in O\left(1.6894^{n}\right)$.

If $d(x)>4$ then more 2-clauses are created and either more recurrences with low $d_{2}(x)$ or recurrences with a higher $d_{2}(x)$ are used. These cases are both easier than $d(x)=4$.

The remaining case is when $F$ is 3 -regular. Then, as Lemma 2 shows, for the rest of the recursive calculations no 3-regular formula will appear, so there will always exist variables of degree 1 or 2 . If $T(n)$ is the time required for a 3 -regular formula and $T^{\prime}(n)$ is the time required if variables of degree 1 or 2 are guaranteed to exist, we have $T(n)=2 T^{\prime}(n-1)$ where $T^{\prime}(n) \in O\left(1.6560^{n}\right)$, so $T(n) \in O\left(2 \cdot 1.6560^{n-1}\right)=O\left(1.6560^{n}\right)$.

In total, this shows that algorithm $D$ runs in $O\left(1.6894^{n}\right)$ time.
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#### Abstract

In this paper the structure of the irreducible coverings by $n-3$ cliques of the vertices of a graph of order $n$ is described. As a consequence, the number of such coverings for complete multipartite graphs is deduced. Also, it is proved that for sufficiently large $n$ the maximum number of irreducible coverings by $n-3$ cliques of an $n$-vertex graph equals $3^{n-3}-3 \cdot 2^{n-3}+3$ and the extremal graph coincides (up to isomorphism) to $K_{3, n-3}$. This asymptotically solves a problem raised in a previous paper by the author ( J. Combinatorial Theory B28, 2(1980), 127-141). The second extremal graph is shown to be isomorphic to $K_{3, n-3}-e$.


## 1 Definitions and Preliminary Results

For a graph $G$ having vertex set $V(G)$ and edge set $E(G)$ a clique is a complete subgraph of $G$ which is maximal relatively to set inclusion. The maximum number of vertices in a clique of $G$ is the clique number of $G$ and it is denoted $\omega(G)$ [1]. A $k$-clique is a clique containing $k$ vertices. We say that a family of different cliques $c_{1}, c_{2}, \ldots, c_{s}$ of $G$ is a covering of $G$ by cliques if $\bigcup_{i=1}^{s} c_{i}=V(G)$. A covering $C$ of $G$ consisting of $s$ cliques $c_{1}, \ldots, c_{s}$ of $G$ will be called an irreducible covering of $G$ if the union of any $s-1$ cliques from $C$ is a proper subset of $V(G)$. This means that there exist $s$ vertices $x_{1}, \ldots, x_{s} \in V(G)$ that are uniquely covered by cliques of $C$, i.e., $x_{i} \notin \bigcup_{\substack{k=1 \\ k \neq i}}^{s} c_{k}$ for every $1 \leq i \leq s$. The number of irreducible coverings by $s$ cliques of $G$ will be denoted $i c_{s}(G) . K_{p, q}$ will denote the complete bipartite graph whose parts contain $p$ and $q$ vertices, respectively and $K_{n_{1}, \ldots, n_{r}}$ the complete $r$-multipartite graph whose parts contain $n_{1}, \ldots, n_{r}$ vertices, respectively. A star is a graph $K_{1, k}$ where $k \geq 1 . N(x)$ denotes the neighborhood of $x$, i.e., the set of vertices that are adjacent to $x$. The closed neighborhood of $x$, denoted $N^{*}(x)$ is $N(x) \cup\{x\}$. If graphs $G$ and $H$ are isomorphic we shall denote this by $G \cong H$.

The problem of determining the greatest number $\alpha(n)$, of cliques a graph with $n$ vertices can have was solved by Miller and Muller [3] and independently by Moon and Moser [4] (see [2]): For every $n \geq 2, \alpha(n)=3^{n / 3}$ if $n \equiv 0(\bmod 3)$, $\alpha(n)=4 \cdot 3^{(n-4) / 3}$ if $n \equiv 1(\bmod 3)$, and $\alpha(n)=2 \cdot 3^{(n-2) / 3}$ if $n \equiv 2(\bmod 3)$. For each $n \geq 2$ and $n \not \equiv 1(\bmod 3)$ the extremal graph (which will be denoted $M M G(n)$ ) is unique (up to isomorphism) and it consists of $n$ isolated vertices for
$n=2$ or 3 and for $n \geq 5$ it is a complete multipartite graph, whose parts contain 3 vertices $(n / 3$ times $)$ if $n \equiv 0(\bmod 3)$ and 3 vertices $((n-2) / 3$ times) and 2 vertices if $n \equiv 2(\bmod 3)$, respectively. If $n \equiv 1(\bmod 3)$ there exist two extremal graphs: either it consists of one quadruple and $(n-4) / 3$ triples of vertices or it consists of two pairs and $(n-4) / 3$ triples. In this case we shall denote by $M M G(n)$ the multipartite complete graph whose parts are one quadruple and $(n-4) / 3$ triples.

If $I(n, n-k)$ denotes the maximum number of irreducible coverings of the vertices of an $n$-vertex graph by $n-k$ cliques, in [8] it was shown that $\lim _{n \rightarrow \infty} I(n$, $n-k)^{1 / n}=\alpha(k)$. Furthermore, $I(n, n-2)=2^{n-2}-2$ and $i c_{n-2}(G)=2^{n-2}-2$, where $|V(G)|=n \geq 4$ implies $G \cong K_{2, n-2}$.

There is a class of algorithms which yield all irreducible coverings for the set-covering problem, an example of an algorithm in this class being Petrick's algorithm [6]. Since every minimum covering is an irreducible one, this algorithm was intensively used for obtaining the minimal disjunctive forms of a Boolean function by using prime implicants of the function or for minimizing the number of states of an incompletely specified Mealy type automaton $A$ by finding a minimum closed irreducible covering of the set of states of $A$ by "maximal compatible sets of states", which are cliques in the graph of compatible states of $A[5,7]$. Also, the chromatic number $\chi(G)$ of $G$ equals the minimum number of cliques from an irreducible covering by cliques of the complementary graph $\bar{G}$. Hence an evaluation of the numbers like $I(n, n-k)$ may have implications on the worst-case complexity of these algorithms.

If $G=K_{p, q}$, every clique of $G$ is an edge and an irreducible covering by edges of $K_{p, q}$ consists of a set of vertex-disjoint stars, centered in the part with $p$ vertices or in the part with $q$ vertices of $K_{p, q}$, which cover together all vertices of $K_{p, q}$. Some properties of the numbers $N(p, q)$ of all irreducible coverings by edges of $K_{p, q}$ were deduced in [8]; the exponential generating function of these numbers was obtained in [9]. The following lemma summarizes some properties observed in [8]:

Lemma 1. A covering by edges $C$ of $K_{p, q}$ is irreducible if and only if it does not contain three edges $a b, b c$ and $c d$ of $a$ path $P_{4}$. If $1 \leq p \leq q$, the number of edges in an irreducible covering by edges of $K_{p, q}$ equals $q$ if $p=1$ and it lies between $q$ and $p+q-2$ if $p \geq 2$.

If $p \geq 2$ this number of edges is equal to $q$ if all stars are centered in the part with $p$ vertices and it is equal to $p+q-2$ if $C$ consists of exactly two stars centered in different parts of $K_{p, q}$.

Lemma 2. For every $n \geq 6, i c_{n-3}\left(K_{3, n-3}\right)=3^{n-3}-3 \cdot 2^{n-3}+3$.
Proof. If a star is an edge $x y$ we can consider that its center is either $x$ or $y$. It follows that all irreducible coverings by $n-3$ edges of $K_{3, n-3}$ consist of three stars centered in the part with three vertices of $K_{3, n-3}$, which implies that $i c_{n-3}\left(K_{3, n-3}\right)=s_{n-3,3}=3!S(n-3,3)=3^{n-3}-3 \cdot 2^{n-3}+3$, where $s_{n, k}$ denotes the number of all surjections from a set having $n$ elements onto a set having $k$
elements and $S(n, k)$ is the Stirling's number of the second kind with parameters $n$ and $k$, counting the number of all partitions of an $n$-element set into $k$ classes.

In $\left[8\right.$, p. 138] it was conjectured that for $n \geq 6, I(n, n-3)=i c_{n-3}\left(K_{3, n-3}\right)$ and the extremal graph is unique up to isomorphism, possibly for $n \geq 7$. In the last section it is shown that this property holds asymptotically, i.e., for every $n \geq n_{0}$ ( $n_{0}$ fixed, $n_{0} \geq 7$ ).

## 2 The Structure of the Irreducible Coverings by $n-3$ Cliques

From the definition of an irreducible covering we deduce that for any graph $G$ of order $n$ possessing an irreducible covering $C$ by $n-3$ cliques there exists a set of $n-3$ vertices, $X=\left\{x_{1}, \ldots, x_{n-3}\right\}$, that are uniquely covered by cliques of $C$. Let $Y=V(G) \backslash X=\{y, z, t\}$ denote the remaining vertices of $G$. For every $A \subset Y, A \neq \emptyset$ let $N_{A}=\{x: x \in X$ and $N(x) \cap\{y, z, t\}=A\}$. For example, $N_{y}$ is the set of vertices in $X$ which are adjacent only to $y, N_{y, z, t}$ is the set of vertices in $X$ which are adjacent to all $y, z$ and $t$. It follows that all subsets $N_{A}$ do not contain adjacent vertices, i.e., they induce independent subsets of vertices; also if $\emptyset \neq A \subset B \subset Y$ then $N_{A} \cup N_{B}$ induces an independent subset of vertices. To prove this property suppose that two distinct vertices $x_{i}$ and $x_{j}$ in the same $N_{A}$ are adjacent. But $x_{i}$ belongs to a clique $c_{i}$ consisting of $x_{i}$ and a subset $Z \subset A$. In this case $Z \cup\left\{x_{i}, x_{j}\right\}$ also is a clique, which contradicts the maximality of $c_{i}$ relatively to set inclusion. The same argument applies whenever $x_{i} \in A, x_{j} \in B$, $\emptyset \neq A \subset B \subset Y$ and $x_{i}$ and $x_{j}$ are adjacent. If $G$ does not contain triangles (3-complete subgraphs) then also $N_{y, z} \cup N_{y, t} \cup N_{z, t}$ induces an independent set of vertices. Indeed, if for example $i j \in E(G)$, where $i \in N_{y, z}$ and $j \in N_{y, t}$ then $G$ would contain a triangle $\{y, i, j\}$, which contradicts the hypothesis.

We shall describe the structure of irreducible coverings by $n-3$ cliques of a graph of order $n \geq 4$ without isolated vertices by introducing five types $\alpha, \beta, \gamma, \delta, \varepsilon$ of such coverings:
$\alpha$ ) Three vertex disjoint stars having centers denoted by $u, v$ and $w$ covering all vertices of $G\left(N^{*}(u) \cup N^{*}(v) \cup N^{*}(w)=V(G)\right)$; all edges of these stars are 2-cliques.
$\beta$ ) $r$ 3-cliques $(r \geq 1)$ having an edge $u v$ in common; $p 2$-cliques having an extremity in $u ; q$ 2-cliques having an extremity in $v(p, q \geq 0)$ and a star whose edges are 2-cliques, centered in a vertex denoted $w$, vertex-disjoint from $r$ triangles and $p+q$ edges, and covering together all vertices of $G$.
ү) $r$ 3-cliques having a common edge $u v ; s 3$-cliques having a common edge $v w$ $(r, s \geq 1)$; $p 2$-cliques having an extremity in $u ; q 2$-cliques having an extremity in $v$ and $m$ 2-cliques having an extremity in $w(p, q, m \geq 0)$, such that $N^{*}(u) \cup$ $N^{*}(v) \cup N^{*}(w)=V(G)$.
$\delta) r 3$-cliques, $s$ 3-cliques and $l 3$-cliques having a common edge $u v, v w$ and $u w$, respectively $(r, s, l \geq 1)$; $p$ 2-cliques, $q$ 2-cliques and $m$ 2-cliques with an
extremity in $u, v$ and $w$, respectively $(p, q, m \geq 0)$ such that they cover together all vertices of $G$. It is important to note that the 3-clique $\{u, v, w\}$ does not belong to the covering (this would contradict the irreducibility and would increase the number of cliques to $n-2$ ).
ع) $i 4$-cliques having a triangle, denoted by $\{u, v, w\}$ in common $(i \geq 1) ; r$ 3 -cliques, $s 3$-cliques and $l 3$-cliques having in common the edge $u v, v w$ and $u w$, respectively ( $r, s, l \geq 0$ ); $p$ 2-cliques, $q 2$-cliques and $m$ 2-cliques with an extremity in $u, v$ and $w$, respectively $(p, q, m \geq 0)$ and covering together all vertices of $G$.

Lemma 3. Every irreducible covering by $n-3$ cliques of a graph $G$ of order $n \geq 4$ without isolated vertices is of one of the types $\alpha, \beta, \gamma, \delta, \varepsilon$.

Proof. Let $C$ be an irreducible covering by $n-3$ cliques of $G$. Since $G$ has no isolated vertex it follows that

$$
N_{y} \cup N_{z} \cup N_{t} \cup N_{y, z} \cup N_{y, t} \cup N_{z, t} \cup N_{y, z, t}=X,
$$

the set of vertices that are uniquely covered by cliques of $C$. Every clique in $C$ consists of a vertex of $X$ and a nonempty subset of $Y=\{y, z, t\}$. If vertices $y, z, t$ induce a subgraph isomorphic to $\bar{K}_{3}$ we obtain type $\alpha$; if they induce a subgraph consisting of an edge and an isolated vertex we have type $\beta$; if they induce a subgraph isomorphic to $K_{1,2}$ we get type $\gamma$; if they induce a subgraph isomorphic to $K_{3}$ we obtain type $\delta$ or $\varepsilon$ (depending upon the property that $N_{y, z, t}$ is empty or not).

If $G$ of order $n$ has an irreducible covering by $n-3$ cliques and possesses $j$ isolated vertices $z_{1}, \ldots, z_{j}$, then by deleting these vertices we get another graph $G_{1}$ of order $n-j$ without isolated vertices, having an irreducible covering by $n-j-3$ cliques, since each of $z_{1}, \ldots, z_{j}$ is uniquely covered by a clique reduced to itself. It follows that any irreducible covering by $n-3$ cliques of $G$ is of one of the types $\alpha, \beta, \gamma, \delta, \varepsilon$, where $j$ isolated vertices were added in each case. From Lemma 3 it also follows that if a graph $G$ of order $n$ has an irreducible covering by $n-3$ cliques, then $\omega(G) \leq 4$. This characterization of the irreducible coverings by $n-3$ cliques of an $n$-vertex graph allows us to find the number of such coverings for all complete multipartite graphs.

Lemma 4. Let $1 \leq a \leq b$ and $a+b=n \geq 2$. Then

$$
i c_{n-3}\left(K_{a, b}\right)= \begin{cases}0 & \text { if } a=1 \text { or } 2 \\ 3^{b}-3 \cdot 2^{b}+3 & \text { if } a=3 \\ a\binom{b}{2}\left(2^{a-1}-2\right)+b\binom{a}{2}\left(2^{b-1}-2\right) & \text { if } a \geq 4\end{cases}
$$

Proof. Since every clique of $K_{a, b}$ is an edge it follows that every irreducible covering by $n-3$ cliques has type $\alpha$ and $K_{a, b}$ cannot be covered by three vertex disjoint stars if $a=1$ or 2 . The case $a=3$ was settled by Lemma 2. If $a \geq 4$ the covering condition implies that two centers belong to a part of $K_{a, b}$ and one center belongs to another part of $K_{a, b}$. If two centers $u, v$ belong to the part with
$a$ vertices and one center $w$ belongs to another part (this can be done in $b\binom{a}{2}$ ways), then the stars centered in $u$ and $v$ can be chosen in $2 S(b-1,2)=2^{b-1}-2$ ways and the star centered in $w$ can be uniquely chosen. A similar situation holds by permuting $a$ and $b$ and the formula in this case is justified.

The number of irreducible coverings by $n-3$ cliques of a complete tripartite graph $K_{a, b, c}(a+b+c=n)$ is given by the following lemma.

Lemma 5. Let $1 \leq a \leq b \leq c$ and $a+b+c=n \geq 3$. Then

$$
i c_{n-3}\left(K_{a, b, c}\right)= \begin{cases}0 & \text { if } a=b=1 \\ 2^{c}-2 & \text { if } a=1 \text { and } b=2 \\ \text { abc } \quad \text { otherwise }\end{cases}
$$

Proof. $K_{a, b, c}$ has every clique isomorphic to $K_{3}$. Hence do not exist coverings of types $\alpha, \beta$ and $\varepsilon$. If $a=b=1$ also do not exist irreducible coverings of types $\gamma$ and $\delta$, thus implying $i c_{n-3}\left(K_{1,1, c}\right)=0$. If there exists an irreducible covering of type $\gamma$ then $u$ and $v$ being nonadjacent, they belong to a same class of $K_{a, b, c}$. Covering condition implies that the class of $v$ consists only of $v$ and the class of $u$ and $w$ is precisely $\{u, w\}$, thus implying $a=1$ and $b=2$. In this case $i c_{n-3}\left(K_{1,2, c}\right)=i c_{n-3}\left(K_{2, c}\right)=2 S(c, 2)=2^{c}-2$ since $c=n-3$ and by Lemma 1 every irreducible covering of $K_{2, n-3}$ has exactly $n-3$ edges. Otherwise ( $a=1$ and $b \geq 3$ or $a \geq 2$ ) every irreducible covering by $n-3$ cliques of $K_{a, b, c}$ is of type $\delta$. For every choice of $u, v, w$ in different parts of $K_{a, b, c}$, there exists a unique irreducible covering $C$ of type $\delta$, where $\{u, v, w\} \notin C$. Since the number of choices of $\{u, v, w\}$ equals $a b c$, it follows that in this case one has $i c_{n-3}\left(K_{a, b, c}\right)=a b c$.

Lemma 6. Let $1 \leq a \leq b \leq c \leq d$ and $a+b+c+d=n \geq 4$. Then

$$
i c_{n-3}\left(K_{a, b, c, d}\right)=\left\{\begin{array}{l}
1 \text { if } a=b=c=1 \\
0 \text { otherwise }(c \geq 2)
\end{array}\right.
$$

Proof. Since $K_{a, b, c, d}$ has every clique isomorphic to $K_{4}$, every irreducible covering by $n-3$ cliques is of type $\varepsilon$, whenever $r=s=l=p=q=m=0$. If $a=b=c=1$ then we can choose uniquely $\{u, v, w\}$ to be the set of vertices in parts having $a, b$ and $c$ vertices, respectively and there exists a unique irreducible covering by $n-3$ cliques consisting of $d 4$-cliques having $\{u, v, w\}$ in common. If $c \geq 2$ then at least one vertex from $\{u, v, w\}$, let $u$, belongs to a part of $K_{a, b, c, d}$ together with another vertex $x$. In this case $\{x, u, v, w\}$ cannot be a 4 -clique since $u x$ is not an edge, hence $i c_{n-3}\left(K_{a, b, c, d}\right)=0$.

Also note that $i c_{n-3}(G)=0$ for any complete $t$-multipartite graph $G$ of order $n$ for every $t \geq 5$, since otherwise $\omega(G) \leq 4$, a contradiction. In the last section we also need the following result.

Lemma 7. For every $n \geq 6$,

$$
i c_{n-3}\left(K_{3, n-3}-e\right)=2 \cdot 3^{n-4}-2^{n-2}+2
$$

where $K_{3, n-3}-e$ is the graph obtained from $K_{3, n-3}$ by deleting any edge $e$.

Proof. Let $u, v, w$ be the vertices in the part having three vertices of $K_{3, n-3}$ and the edge $e$ which is deleted be $x v$. Every irreducible covering by $n-3$ edges of $K_{3, n-3}-e$ has type $\alpha$. It is not posible that $x$ be covered by a star consisting of edges $x u$ and $x w$, since the remaining vertices, inducing a subgraph isomorphic to $K_{1, n-4}$ cannot be covered by two vertex disjoint stars. It follows that $x$ is covered either by edge $x u$ or by edge $x w$. In the first case, other two subcases hold: a) $u$ is not covered by other edges of $K_{3, n-4}$. In this case the number of irreducible coverings by $n-3$ edges equals $i c_{n-4}\left(K_{2, n-4}\right)=2^{n-4}-2$;
b) $u$ is also covered by other edges of $K_{3, n-4}$. Now the number of irreducible coverings by $n-3$ edges equals $i c_{n-4}\left(K_{3, n-4}\right)=3^{n-4}-3 \cdot 2^{n-4}+3$. A similar situation occurs if $x$ is covered by edge $x w$. Hence $i c_{n-3}\left(K_{3, n-3}-e\right)=2\left(3^{n-4}-\right.$ $2^{n-3}+1$ ).

Note that $i c_{n-3}\left(K_{3, n-3}-e\right)<i c_{n-3}\left(K_{3, n-3}\right)$ for every $n \geq 6$.

## 3 Maximum Number of Irreducible Coverings by $n-3$ Cliques

Theorem 1. There exists a fixed $n_{0}\left(n_{0} \geq 7\right)$ such that for every $n \geq n_{0}$ the following properties hold:
i) $I(n, n-3)=3^{n-3}-3 \cdot 2^{n-3}+3$;
ii) If a graph $G$ of order $n$ verifies $i c_{n-3}(G)=I(n, n-3)$ then $G \cong K_{3, n-3}$;
iii) If $G$ reaches the maximum number of irreducible coverings by $n-3$ cliques in the class of graphs of order $n$ that are not isomorphic to $K_{3, n-3}$, then $G \cong$ $K_{3, n-3}-e$.

Proof. By Lemma 3 every irreducible covering by $n-3$ cliques of a graph $G$ of order $n \geq 4$ is of one of types $\alpha, \ldots, \varepsilon$, eventually with some isolated vertices added. The idea of proof is the following: we will prove that if $G \not \neq K_{3, n-3}$ then either $G \cong K_{3, n-3}-e$ or $i c_{n-3}(G)$ is bounded above by $\alpha 3^{n-4}+P(n) 2^{n}$, where $0<\alpha<2$ and $P(n)$ is a polynomial in $n$ of a fixed degree, which is asymptotically smaller than $i c_{n-3}\left(K_{3, n-3}-e\right)=2 \cdot 3^{n-4}-2^{n-2}+2$.

First the numbers of irreducible coverings $C$ of types $\beta, \gamma, \delta$ and $\varepsilon$ will be bounded above as follows: the number of irreducible coverings of types $\beta$ or $\gamma$ is less than or equal to $3\binom{n}{3} 2^{n-3}$ and the number of irreducible coverings of types $\delta$ and $\varepsilon$ is less than or equal to $\binom{n}{3}$. Indeed, suppose that $C$ is of type $\beta$. Vertices $u, v$ and $w$ can be chosen in at most $3\binom{n}{3}$ ways. Covering condition implies that every vertex $x \notin\{u, v, w\}$ is adjacent to $u, v$ or $w$. If $x$ is adjacent to only one vertex of the set $\{u, v, w\}$, then $x$ can be uniquely covered. The same situation holds if $x$ is adjacent only to $u$ and $v$; otherwise $x$ can be covered in two ways by 2-cliques or 3 -cliques. A similar situation holds for type $\gamma$ : every $x \notin\{u, v, w\}$ can be covered uniquely or in two ways (whenever $x$ is adjacent only to $u$ and $w$ or it is adjacent to all $u, v$ and $w$ ). For types $\delta$ and $\varepsilon$ vertices $u, v$ and $w$ induce $K_{3}$ and can be chosen in at most $\binom{n}{3}$ ways and any other vertex $x$ can be uniquely covered since $\omega(G) \leq 4$. It follows that the number of irreducible coverings by $n-3$ cliques of $G$
of types $\beta, \gamma, \delta$ and $\varepsilon$ is bounded above by $Q(n) 2^{n}$, where $Q(n)$ is a polynomial in $n$ of the third degree. Let $i c_{n-3}^{\alpha}(G)$ denote the number of irreducible coverings by $n-3$ cliques, of type $\alpha$ of $G$. It remains to show that if $G \not \not K_{3, n-3}$ or $K_{3, n-3}-e$ then $i c_{n-3}^{\alpha}(G) \leq \alpha 3^{n-4}+R(n) 2^{n}$, where $0<\alpha<2$ and $R(n)$ is a polynomial in $n$ of a fixed degree. If $G$ contains a triangle $\{a, b, c\}$ then by suppressing any edge of this subgraph the number of irreducible coverings by $n-3$ cliques, of type $\alpha$ is not decreasing. By repeating this procedure we finally get a trianglefree graph $G^{\prime}$ of order $n$ such that $i c_{n-3}^{\alpha}\left(G^{\prime}\right) \geq i c_{n-3}^{\alpha}(G)$. So we shall suppose that $G \not \equiv K_{3, n-3}$ or $K_{3, n-3}-e$ and $G$ does not contain triangles, hence each clique is an edge. It is necessary to find a suitable upper bound of the number of irreducible coverings by $n-3$ edges of $G$ of type $\alpha$ for all possible choices of the centers $u, v, w$ of stars in the sets $N_{y}, N_{z}, N_{t}, N_{y, z}, N_{y, t}, N_{z, t}$ and $N_{y, z, t}$ such that the covering condition $N^{*}(u) \cup N^{*}(v) \cup N^{*}(w)=V(G)$ is satisfied. For example, if $u \in N_{y, z}, v \in N_{z, t}$ and $w \in N_{y, t}$ there is no vertex $x$ adjacent to all $u, v, w$, hence the number of irreducible coverings by $n-3$ edges, of type $\alpha$ is bounded above in this case by $\binom{n}{3} 2^{n-3}$; if $u \in N_{y, z}, v \in N_{z, t}, w \in N_{z}$, then $z$ is the only vertex which is adjacent to all $u, v, w$ and the upper bound is similar as above; if $u \in N_{y, z}, v \in N_{y}, w \in N_{z}$ then $t$ cannot be covered, and so on.

Let $a=\left|N_{y}\right|, b=\left|N_{z}\right|, c=\left|N_{t}\right|, d=\left|N_{y, z}\right|, e=\left|N_{y, t}\right|, f=\left|N_{z, t}\right|, g=\left|N_{y, z, t}\right|$ and the functions: $\varphi(z, t)=1$ if $z t \notin E(G)$ and $\varphi(z, t)=2$ otherwise; $\psi(z, t)=2$ if $z t \notin E(G)$ and $\psi(z, t)=3$ if $z t \in E(G) ; \eta(y, z, t)=1$ if $y, z, t$ induce $\bar{K}_{3}$ and $\eta(y, z, t)=0$ otherwise; $\mu(y, z, t)=1$ if $y$ is not adjacent to $z$ and $t ; \mu(y, z, t)=2$ if $y$ is adjacent to exactly one vertex from the set $\{z, t\} ; \mu(y, z, t)=3$ if $y$ is adjacent to both $z$ and $t$. Note that $a+b+c+d+e+f+g \leq n-3$ and the inequality is strict when $G$ contains isolated vertices.

By enumerating all possible cases (the verification of this procedure is left to the reader) one finds that only in the following five cases can exist more than one vertex which is adjacent to all centers $u, v$ and $w$ :
i) $u, v \in N_{y, z}$ and $w=t$, and other two cases deduced by circular permutations of $y, z, t$. Covering condition implies $N_{y, z}=\{u, v\}, N_{y}=N_{z}=\emptyset$ since $u$ and $v$ cannot be adjacent to any vertex in $N_{y}$ or $N_{z}$, hence centers $u, v, w$ can be chosen in a single way. Hence in this case $d=2, a=b=0$ and the upper bound has the form $\psi(y, t) \psi(z, t) 3^{c}+\psi(t, z) \psi(y, z) 3^{b}+\psi(t, y) \psi(z, y) 3^{a}$ since for example for $N_{y, z}=\{u, v\}$ and $w=t$ only the $c$ vertices of $N_{t}$ can be covered in three ways. Other vertices can be uniquely covered, except $y$ and $z$ : if $y t \notin E(G)$ then $y$ can be covered in two ways and if $y t \in E(G)$ we get three ways etc.
ii) $u \in N_{y}, v \in N_{z}, w=t$ and other two cases deduced by permutations. Covering condition implies $N_{y, z}=\emptyset$ (or $d=0$ ) since $u, v$ and $w$ cannot be adjacent to any vertex in $N_{y, z}$. For any choice of $u \in N_{y}$ and $v \in N_{z}$ only vertices in $N_{t}$ can be covered in at most three ways and vertices in $N_{y, t}$ and $N_{z, t}$ in at most two ways. Suppose that $N_{y}=\left\{u=u_{0}, u_{1}, \ldots, u_{p}\right\}$ and $N_{z}=\{v=$ $\left.v_{0}, v_{1}, \ldots, v_{q}\right\}$, where $p, q \geq 0$. Covering condition implies that $u v_{1}, \ldots, u v_{q} \in$ $E(G)$ and $v u_{1}, \ldots, v u_{p} \in E(G)$. If a vertex $x \in N_{t}$ is adjacent to both $u$ and $v$ (and hence can be covered in three ways), the inexistence of triangles in $G$ implies that $u v, x u_{1}, \ldots, x u_{p}, x v_{1}, \ldots, x v_{q} \notin E(G)$, hence $x$ can be covered in a
unique way for all other choices of $u$ and $v$. Hence by neglecting the terms of the form $S(n) 2^{n}$, the upper bound in this case has the form $\varphi(y, t) \varphi(z, t) 3^{c} 2^{e+f}+$ $\varphi(y, t) \varphi(y, z) 3^{a} 2^{e+d}+\varphi(y, z) \varphi(t, z) 3^{b} 2^{d+f}$.
iii) $u \in N_{y}, v=z, w=t$ and other two cases deduced by permutations. Covering condition implies $N_{y}=\{u\}$, hence $a=1$ and centers $u, v, w$ can be chosen in a single way. Only vertices of $N_{z, t}$ can be covered in three ways and vertices of $N_{t}, N_{z}$ and $N_{y, z, t}$ in two ways. The upper bound is in this case $\mu(y, z, t) 3^{f} 2^{g+b+c}+\mu(z, y, t) 3^{e} 2^{g+a+c}+\mu(t, y, z) 3^{d} 2^{g+a+b}$.
iv) $u=y, v=z, w=t$. Since $G$ does not contain triangles it follows that the upper bound is $\eta(y, z, t) 3^{g} 2^{d+e+f}$.
v) $u \in N_{y, z}, v \in N_{y}, w=t$ and other two cases deduced by permutations, or $u \in N_{y, z}, v \in N_{z}, w=t$ and other two cases deduced by permutations.
In the first case the covering condition implies $N_{y, z}=\{u\}, N_{y}=\{v\}$, hence $a=d=1$ and centers $u, v, w$ can be chosen in a single way. The vertices of $N_{t}$ can be covered in three ways and the vertices of $N_{z, t}$ in two ways, hence the upper bound is

$$
\begin{aligned}
& \varphi(z, t) \psi(y, t) 3^{c} 2^{f}+\varphi(z, y) \psi(t, y) 3^{a} 2^{e}+\varphi(y, z) \psi(t, z) 3^{b} 2^{d} \\
& +\varphi(y, t) \psi(z, t) 3^{c} 2^{e}+\varphi(t, y) \psi(z, y) 3^{a} 2^{d}+\varphi(t, z) \psi(y, z) 3^{b} 2^{f}
\end{aligned}
$$

We will analyze two subcases: The centers are in the case i) (subcase I) or not (subcase II).
I. Note that if two cases occur at i) then the upper bound is not exponential since this implies $N_{y}=N_{z}=N_{t}=\emptyset$, hence $a=b=c=0$. Suppose that $u, v \in N_{y, z}$ and $w=t$, which imply $\left|N_{y, z}\right|=2$ and $N_{y}=N_{z}=\emptyset$. It follows that case ii) cannot hold since in this case at least two sets from $N_{y}, N_{z}$ and $N_{t}$ must be nonempty. Case iii) can hold only when $u \in N_{t}$. We have seen that only vertices of $N_{y, z}$ can be covered in three ways, but $\left|N_{y, z}\right|=2$ and the upper bound produced in the case iii) is less than $P_{1}(n) 2^{n}$ for large $n$. Case v) can also hold when $u \in N_{y, t}, v \in N_{t}, w=z$ or $u \in N_{z, t}, v \in N_{t}, w=y$. Since $N_{y}=N_{z}=\emptyset$ there is no vertex which can be covered in three ways and the upper bound corresponding to v ) is less than $P_{2}(n) 2^{n}$ for large $n$. It follows that by deleting terms less than $P_{3}(n) 2^{n}$ the upper bound for $i c_{n-3}^{\alpha}(G)$ is equal to $S_{1}=$ $\psi(y, t) \psi(z, t) 3^{c}+\eta(y, z, t) 3^{g} 2^{d+e+f}$. We have $d=\left|N_{y, z}\right|=2, a=b=0, c, e, f, g \geq$ 0 and $c+e+f+g \leq n-5$. The global maximum of $S_{1}$ can be found by comparing local maxima of each term $T_{1}=\psi(y, t) \psi(z, t) 3^{c}$ and $T_{2}=\eta(y, z, t) 3^{g} 2^{2+e+f} . T_{1}$ has a maximum for $c=n-5, d=2, a=b=e=f=g=0 ; \psi(y, t)=\psi(z, t)=3$, hence $y t \in E(G), z t \in E(G)$ and all $n-5$ vertices of $N_{t}$ are adjacent to $u, v$ and $t$. In this case $G \cong K_{3, n-3}$ which contradicts the hypothesis. $T_{2}$ has a maximum for $\eta(y, z, t)=1, d=2, g=n-5, a=b=c=e=f=0$ and in this case $S_{1}$ has the dominant term equal to $4 \cdot 3^{n-5}<2 \cdot 3^{n-4}$. The second greatest value of $T_{1}$ occurs for $c=n-6, \psi(y, t)=\psi(z, t)=3$ and in this case $S_{1}$ has the dominant term equal to $3^{n-4}<2 \cdot 3^{n-4}$. The situation is similar if other two remaining cases occur at i).
II. If centers $u, v$ and $w$ are not in the case i), we have an upper bound deduced by adding the upper bounds obtained in the cases ii)-v): $S_{2}=\varphi(y, t) \varphi(z, t) 3^{c} 2^{e+f}+$
$\varphi(y, t) \varphi(y, z) 3^{a} 2^{e+d}+\varphi(y, z) \varphi(t, z) 3^{b} 2^{d+f}+\mu(y, z, t) 3^{f} 2^{g+b+c}+\mu(z, y, t) 3^{e}$ $2^{g+a+c}+\mu(t, y, z) 3^{d} 2^{g+a+b}+\eta(y, z, t) 3^{g} 2^{d+e+f}+\left(\varphi(z, t) \psi(y, t) 2^{f}+\varphi(y, t)\right.$ $\left.\psi(z, t) 2^{e}\right) 3^{c}+\left(\varphi(z, y) \psi(t, y) 2^{e}+\varphi(t, y) \psi(z, y) 2^{d}\right) 3^{a}+\left(\varphi(y, z) \psi(t, z) 2^{d}+\varphi(t, z)\right.$ $\left.\psi(y, z) 2^{f}\right) 3^{b}$.
In fact there are some incompatibilities between some terms in $S_{2}$ and they cannot appear simultaneously. $T_{3}=\varphi(y, t) \varphi(z, t) 3^{c} 2^{e+f}$ is incompatible with $T_{4}=\left(\varphi(z, t) \psi(y, t) 2^{f}+\varphi(y, t) \psi(z, t) 2^{e}\right) 3^{c}$ since the first appeared in the case ii) when $N_{y, z}=\emptyset$ and the second in the case v) when $\left|N_{y, z}\right|=1$. A similar situation holds for terms containing factors $3^{a}$ and $3^{b}$. By taking into account these incompatibilities and the conditions upon $a, b, \ldots, f \geq 0$ deduced from the properties of the sets $N_{y}, \ldots, N_{y, z, t}$ in the cases ii)-v), the local maxima of $S_{2}$ can occur for:
$-a=b=1, c=n-5, d=e=f=g=0$ and $S_{2}$ contains $T_{3}$, when the dominant term of $S_{2}$ is bounded above by $4 \cdot 3^{n-5}<2 \cdot 3^{n-4}$, and other two similar cases are proved in the same way.
$-a=d=1, c=n-5, b=e=f=g=0$ and $S_{2}$ contains $T_{4}$. In this case $G$ may have $i c_{n-3}^{\alpha}(G)$ maximum only if all $n-5$ vertices of $N_{t}$ are adjacent to $u, v$ and $w=t, y$ is adjacent to $u, v$ and $w$ and $z$ is adjacent only to $u$ and $w$. It follows that $G \cong K_{3, n-3}-e$, a contradiction. The second greatest value of $T_{4}$ occurs e.g. for $a=d=f=1, c=n-6$, $b=e=g=0$. Since $f=\left|N_{z, t}\right| \geq 1$ and $G$ does not contain triangles, it follows that $z t \notin E(G)$, which implies $\varphi(z, t)=1, \psi(z, t)=2$. We get $T_{4} \leq(2 \cdot 2+2 \cdot 3) 3^{n-6}=10 \cdot 3^{n-6}<2 \cdot 3^{n-4}$. Other two cases when $a$ and $b$, respectively are maximized are proved similarly.
$-a=1, f=n-4, b=c=d=e=g=0$. In this case the dominant term of $S_{2}$ is equal to $3^{n-3}$ only if $\mu(y, z, t)=3$, i.e., $y$ is adjacent to $t$ and $z$, and all $n-4$ vertices of $N_{z, t}$ are adjacent to $u, v=z$ and $w=t$. In this case $G \cong K_{3, n-3}$, which contradicts the hypothesis. The second greatest value of $\mu(y, z, t) 3^{f} 2^{g+b+c}$ may be reached for $a=b=1, f=n-5, c=d=e=g=0$ or $a=c=1, f=n-5, b=d=e=g=0$ (this case is similar to the previous one), or $a=g=1, f=n-5, b=c=d=e=0$. In the first case $\mu(y, z, t)=3$ if $y z, y t \in E(G)$ and $n-5$ vertices are adjacent to $u, v=z$ and $w=t, y$ is adjacent to $u, v, w$ and the unique vertex from $N_{z}$ is adjacent only to $z=v$ and $u$. Hence in this case $G \cong K_{3, n-3}-e$, a contradiction. In the third case $g=\left|N_{y, z, t}\right|=1$, hence $y z, y t \notin E(G)$ since $G$ does not contain triangles. This implies $\mu(y, z, t)=1$ and $\mu(y, z, t) 3^{f} 2^{g+b+c}=2 \cdot 3^{n-5}$.The third greatest value equals $4 \cdot 3^{n-5}<2 \cdot 3^{n-4}$.
$-g=n-3, a=b=c=d=e=f=0$ and $\eta(y, z, t)=1$ (i.e., $y, z, t$ induce $\bar{K}_{3}$ ) maximizes $\eta(y, z, t) 3^{g} 2^{d+e+f}$. But in this case $G \cong K_{3, n-3}$, which contradicts the hypothesis. The second greatest value of this term is reached for $\eta(y, z, t)=1$ and $g=n-4, d$ or $e$ or $f$ are equal to 1 and other variables are equal to 0 . In this case $n-5$ vertices are adjacent to $y, z$ and $t$, one vertex is adjacent to exactly two vertices from $y, z$ and $t$ and $y, z, t$ induce $\bar{K}_{3}$. Hence $G \cong K_{3, n-3}-e$, a contradiction. The third greatest value equals $4 \cdot 3^{n-5}<2 \cdot 3^{n-4}$.

Consequently, by neglecting terms of the form $S(n) 2^{n}$, where $S(n)$ is a polynomial in $n$ of a fixed degree, if $G$ is not isomorphic to $K_{3, n-3}$ or $K_{3, n-3}-e$, the dominant term of the upper bound of $i c_{n-3}^{\alpha}(G)$ is at most $4 \cdot 3^{n-5}$ in both cases I and II. This completes the proof. Since $i c_{3}\left(K_{3,3}\right)=i c_{3}\left(K_{1,2,3}\right)=i c_{3}\left(K_{3,3}+e\right)=$ 6 [8], where $K_{3,3}+e$ denotes $K_{3,3}$ plus one edge joining two nonadjacent vertices of $K_{3,3}$, it follows that $n_{0} \geq 7$.

Let $G(k, n-k)$ be the graph of order $n$ consisting of a set of $n-k$ pairwise nonadjacent vertices joined in all ways by edges to the vertices of $M M G(k)$, the extremal graph of order $k$ having $\alpha(k)$ cliques. Since $\lim _{n \rightarrow \infty}\left(i c_{n-k}(G(k, n-\right.$ $k)))^{1 / n}=\alpha(k)[8]$, the following conjecture seems to be plausible:

Conjecture 1. For every $k \geq 2$ there exists a fixed $n_{0}(k)$ such that for every $n \geq n_{0}(k)$ one has $I(n, n-k)=i c_{n-k}(G(k, n-k))$ and every graph $G$ of order $n$ such that $i c_{n-k}(G)=I(n, n-k)$ is isomorphic to $G(k, n-k)$.

This is true at least for $k=2$ and 3.
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#### Abstract

We study the reachability problem for finite directed graphs whose independence number is bounded by some constant $k$. This problem is a generalisation of the reachability problem for tournaments. We show that the problem is first-order definable for all $k$. In contrast, the reachability problems for many other types of finite graphs, including dags and trees, are not first-order definable. Also in contrast, first-order definability does not carry over to the infinite version of the problem. We prove that the number of strongly connected components in a graph with bounded independence number can be computed using $\mathrm{TC}^{0}$-circuits, but cannot be computed using $\mathrm{AC}^{0}$-circuits. We also study the succinct version of the problem and show that it is $\Pi_{2}^{\mathrm{P}}$-complete for all $k$.


## 1 Introduction

One of the most fundamental problems in graph theory is the reachability problem. For this problem we are asked to decide whether there exists a path from a given source vertex $s$ to a given target vertex $t$ in some graph $G$. For finite directed graphs this problem, which will be denoted REACH in the following, is well-known to be NL-complete 12 13. It is thus easy from a computational point of view and efficient parallel algorithms are known for it. The complexity of the reachability problem drops if we restrict the type of graphs for which we try to solve it. The reachability problem $\mathrm{REACH}_{\mathrm{u}}$ for finite undirected graphs is SL-complete [15] and thus presumably easier to solve. The even more restricted problem REACH forest for undirected forests and the problem REACH $_{\text {out }} \leq 1$ for directed graphs in which all vertices have out-degree at most 1 are L-complete [2].

In this paper we study the reachability problem for finite directed graphs whose independence number is bounded by some constant $k$. The independence number $\alpha(G)$ of a graph $G$ is the maximum number of vertices that can be picked from $G$ such that there is no edge between any two of these vertices. Thus we study the languages $\operatorname{REACH}_{\alpha \leq k}:=\operatorname{REACH} \cap\{\langle G, s, t\rangle \mid \alpha(G) \leq k\}$ for constant $k$, where $\rangle$ denotes a standard binary encoding. We show that, somewhat surprisingly, $\operatorname{REACH}_{\alpha \leq k}$ is first-order definable for all $k$.

[^43]First-order definability means the following. Let $\tau=\left(E^{2}, s, t\right)$ be the signature of directed graphs with two distinguished vertices. The binary relation symbol $E$ represents an edge relation and the constant symbols $s$ and $t$ represent a source and a target vertex. We show that for each $k$ there exists a first-order formula $\phi_{\text {reach }, \alpha \leq k}$ over the signature $\tau$ for which the following holds: for all finite directed graphs $G=(V, E)$ and all $s, t \in V$ the $\tau$-structure $(V, E, s, t)$ is a model of $\phi_{\text {reach }, \alpha \leq k}$ iff $\alpha(G) \leq k$ and there is path from $s$ to $t$ in $G$. The formulas will neither require an ordering on the universe nor the bit predicate [11].

The most prominent examples of graphs with bounded independence number are tournaments 1820 , which are directed graphs with exactly one edge between any two vertices. Their independence number is 1 . Conditions for strong connectedness of tournaments (and thus, implicitly, for reachability) were proven in [9], but these conditions yield weaker bounds on the complexity of the reachability problem for tournaments than those shown in the present paper. A different example of graphs with bounded independence number, studied in [4], are directed graphs $G=(V, E)$ whose underlying undirected graph is claw-free, i. e., does not contain the $K_{1, m}$ for some constant $m$, and whose minimum degree is at least $|V| / 3$. Their independence number is at most $3 m-3$.

Languages whose descriptive complexity is first-order are known to be very simple from a computational point of view. They can be decided by a family of $\mathrm{AC}^{0}$-circuits (constant depth circuits) and also in constant parallel time on concurrent-read, concurrent-write parallel random access machines [16]. Since it is known that L-hard sets cannot be first-order definable [16], REACH $_{\alpha \leq k}$ is (unconditionally) easier to solve than REACH, $\mathrm{REACH}_{\mathrm{u}}$, and REACH forest .

A problem closely related to the reachability problem is the problem of identifying the strongly connected components of a graph. We show that $\mathrm{TC}^{0}$-circuits (constant depth circuits with threshold gates) can count the strongly connected components in graphs with bounded independence number, but $\mathrm{AC}^{0}$-circuits cannot-not even in tournaments.

In hardware design one is often concerned with succinctly represented graphs, which are given implicitly via a program or a circuit that decides the edge relation of the graph. Papadimitriou, Yannakakis, and Wagner 192324 have shown that the problems SUCCINCT-REACH, SUCCINCT-REACH ${ }_{u}$, SUCCINCT-REACH forest , and SUCCINCT-REACH ${ }_{\text {out } \leq 1}$ are PSPACE-complete. Opposed to this, we show that SUCCINCT-REACH ${ }_{\alpha \leq k}$ is $\Pi_{2}^{\mathrm{P}}$-complete for all $k$.

Our results apply only to finite graphs. Let $\mathrm{REACH}_{\alpha \leq k}^{\infty}$ be the class of all triples $(G, s, t)$ such that $G$ is a (possibly infinite) directed graph with $\alpha(G) \leq k$ in which there is a path from $s$ to $t$. We show that there does not exist a set of first-order formulas (not even an uncountable one) whose class of models is exactly $\operatorname{REACH}_{\alpha \leq k}^{\infty}$ for some $k$.

This paper is organised as follows. In Section we study graph-theoretic definitions and results and prove a general theorem that shows how the independence number of a graph is connected to its different domination numbers. We believe this theorem to be of independent interest. In Section 3 we show that the problem $\mathrm{REACH}_{\alpha \leq k}$ is first-order definable, by explicitly giving a defining
formula. In Section 4 we study the circuit complexity of counting the number of strongly connected components in a graph. In Sections 5 we study the infinite version of our problem and in Section 6 the succinct version.

## 2 Graph-Theoretic Definitions and Results

In this section we first give definitions of basic graph-theoretic concepts. Then we prove a generalisation of the so-called lion king lemma, see Theorem 2.2. At the end of the section we prove Theorem 2.3 which will be the crucial building block of our first-order definition of $\mathrm{REACH}_{\alpha \leq k}$.

A graph is a nonempty set $V$ of vertices together with a set $E \subseteq V \times V$ of directed edges. Instead of $(x, y) \in E$ we will often write $x \rightarrow y$. The out-degree of a vertex $u$ is the number of vertices $v$ with $u \rightarrow v$. A path of length $\ell$ in a graph $G=(V, E)$ is a sequence $v_{0}, \ldots, v_{\ell}$ of vertices with $v_{0} \rightarrow v_{1} \rightarrow \cdots \rightarrow v_{\ell}$. A vertex $t$ is reachable from a vertex $s$ if there is a path from $s$ to $t$. A strongly connected component is a maximal vertex set $U \subseteq V$ such that every vertex in $U$ is reachable from every other vertex in $U$. A set $U \subseteq V$ is an independent set if there is no edge in $E$ connecting vertices in $U$. The maximal size of independent sets in $G$ is its independence number $\alpha(G)$. For $i \in \mathbb{N}$, a vertex $u \in V$ is said to $i$ dominate a vertex $v \in V$ if there is a directed path from $u$ to $v$ of length at most $i$. Let $\operatorname{dom}_{i}(U)$ denote the set of vertices that are $i$-dominated by vertices in $U$. A set $U \subseteq V$ is an $i$-dominating set for $G$ if $\operatorname{dom}_{i}(U)=V$. The $i$-domination number $\beta_{i}(G)$ is the minimal size of an $i$-dominating set for $G$. A tournament is a graph with exactly one edge between any two different vertices and $(v, v) \notin E$ for all $v \in V$. Note that tournaments have independence number 1 .

Lemma 2.1. Let $G=(V, E)$ be a finite graph, $n:=|V|, \alpha:=\alpha(G)$. Then $G$ has at least $\binom{n}{2} /\binom{\alpha+1}{2}$ edges and there exists a vertex with out-degree at least $(n-1) / 2\binom{\alpha+1}{2}$.

Proof. The number of $(\alpha+1)$-element subsets of $V$ is $\binom{n}{\alpha+1}$. Every such set contains two vertices linked by an edge. Every such edge is in $\binom{n-2}{\alpha-1}$ different $(\alpha+1)$-element subsets of $V$. Therefore there are at least $\binom{n}{\alpha+1} /\binom{n-2}{\alpha-1}=\binom{n}{2} /$ $\binom{\alpha+1}{2}$ edges in $G$. This also shows that the average out-degree in $G$ is at least $\binom{n}{2} / n\binom{\alpha+1}{2}=(n-1) / 2\binom{\alpha+1}{2}$ and one vertex has at least this out-degree.

Turán [21], referenced in [22], gives an exact formula for the minimal number of edges in a graph as a function of the graph's independence number. However, the simple bound from the above lemma will be more appropriate for our purposes.

Theorem 2.2. Let $G=(V, E)$ be a finite graph, $n:=|V|, \alpha:=\alpha(G)$. Then $\beta_{1}(G) \leq\left\lceil\log _{c} n\right\rceil$ and $\beta_{2}(G) \leq \alpha$, where $c=\left(\alpha^{2}+\alpha\right) /\left(\alpha^{2}+\alpha-1\right)$.

Proof. We iteratively construct a 1 -dominating set $D_{1}$ for $G$ of size at most $\left\lceil\log _{c} n\right\rceil$. In each step we put a vertex $v_{i}$ into $D_{1}$ that dominates as many vertices as possible of the subset $V_{i} \subseteq V$ not dominated so far. Formally, set $V_{0}:=V$
and for $i \geq 1$, as long as $V_{i-1}$ is not empty, choose a vertex $v_{i} \in V_{i-1}$ such that $V_{i}:=V_{i-1} \backslash \operatorname{dom}_{1}\left(\left\{v_{i}\right\}\right)$ is as small as possible. Let $i_{\max }$ be the first $i$ such that $V_{i}$ is empty. By Lemma [2.] the out-degree of $v_{i}$ is at least $\left(\left|V_{i-1}\right|-1\right) / 2\binom{\alpha+1}{2}$ and thus

$$
\begin{aligned}
\left|V_{i}\right| & \leq\left|V_{i-1}\right|-1-\frac{\left|V_{i-1}\right|-1}{2\binom{\alpha+1}{2}}<\left|V_{i-1}\right|-\frac{\left|V_{i-1}\right|}{2\binom{\alpha+1}{2}} \\
& =\left|V_{i-1}\right|\left(1-\frac{1}{2\binom{\alpha+1}{2}}\right)=\left|V_{i-1}\right|\left(\frac{\alpha^{2}+\alpha-1}{\alpha^{2}+\alpha}\right)=\frac{\left|V_{i-1}\right|}{c} .
\end{aligned}
$$

This shows that the size of $V_{i}$ decreases by at least the factor $c$ in each step. Thus after at most $\left\lceil\log _{c} n\right\rceil$ iterations the set $V_{i}$ is empty and $D_{1}:=\left\{v_{1}, \ldots, v_{i_{\max }}\right\}$ is the desired 1-dominating set.

We next construct a 2-dominating set $D_{2}$ of size at most $\alpha$ by removing superfluous vertices from $D_{1}$. Formally, let $W_{i_{\max }}:=\left\{v_{i_{\max }}\right\}$ and let $W_{i-1}:=W_{i}$ if $v_{i} \in \operatorname{dom}_{1}\left(W_{i}\right)$, and $W_{i-1}:=W_{i} \cup\left\{v_{i}\right\}$ otherwise. Clearly, $D_{2}:=W_{1}$ is a 2-dominating set. To prove $\left|D_{2}\right| \leq \alpha$, assume that $D_{2}$ contains at least $\alpha+1$ vertices $v_{i_{1}}, \ldots, v_{i_{\alpha+1}} \in D_{1}$. Since these vertices cannot be independent, there must exist indices $i_{r}$ and $i_{s}$ such that $\left(v_{i_{r}}, v_{i_{s}}\right) \in E$. By construction of the set $D_{1}$, this can only be the case if $i_{s}>i_{r}$. But then $v_{i_{r}} \notin D_{2}$ by construction of $W_{i_{r}}$, a contradiction.

For tournaments $G$, Theorem [2.2] yields $\beta_{1}(G) \leq \log _{2}(n)$ and $\beta_{2}(G)=1$. The first result was first proved by Megiddo and Vishkin in [17], where it was used to show that the dominating set problem for tournaments is not NP-complete, unless NP $\subseteq \operatorname{DTIME}\left(n^{O(\log n)}\right)$. The second result is also known as the lion king lemma, which was first noticed by Landau in [14] in the study of animal societies, where the dominance relations on prides of lions form tournaments. It has applications in the study of P-selective sets [10] and many other fields.

Theorem 2.3. Let $G=(V, E)$ be a finite graph, $n:=|V|, \alpha:=\alpha(G), c:=$ $\left(\alpha^{2}+\alpha\right) /\left(\alpha^{2}+\alpha-1\right)$, and $s, t \in V$. Then the following statements are equivalent:

1. There is no path from s to $t$ in $G$.
2. There is a subset $D_{1} \subseteq V$ with $\left|D_{1}\right| \leq\left\lceil\log _{c} n\right\rceil$ such that $\operatorname{dom}_{1}\left(D_{1}\right)$ is closed under reachability, $s \in \operatorname{dom}_{1}\left(D_{1}\right)$ and $t \notin \operatorname{dom}_{1}\left(D_{1}\right)$.
3. There is a subset $D_{2} \subseteq V$ with $\left|D_{2}\right| \leq \alpha$ such that $\operatorname{dom}_{2}\left(D_{2}\right)$ is closed under reachability, $s \in \operatorname{dom}_{2}\left(D_{2}\right)$ and $t \notin \operatorname{dom}_{2}\left(D_{2}\right)$.

Proof. Both 2 and 3 imply 1, since no path starting at a vertex $s$ inside a set that closed is under reachability can 'leave' this set to arrive at a vertex $t$ outside this set. To show that 1 implies 2 , consider the set $S$ of vertices reachable from $s$ in $G$. Then $S$ is closed under reachability, $s \in S$ and $t \notin S$. The induced graph $G^{\prime}:=(S, E \cap(S \times S))$ also has independence number at most $\alpha$. Therefore, by Theorem[2.2] the graph $G^{\prime}$ has a 1-dominating set $D_{1}$ of size at most $\left\lceil\log _{c} n\right\rceil$. To show that 1 implies 3 , consider the same graph $G^{\prime}$ once more. By Theorem [2.2] it also has a 2-dominating set $D_{2}$ of size at most $\alpha$.

## 3 First-Order Definability of the Problem

In this section we show that reachability in graphs with bounded independence number is first-order definable. We start with a review of some basic notions from descriptive complexity theory.

We use the signature or vocabulary $\tau=\left(E^{2}, s, t\right)$. It consists of a binary relation symbol $E$, representing an edge relation, and constant symbols $s$ and $t$, representing a source and a target vertex. A $\tau$-structure is a tuple ( $V, E, s, t$ ) such that $E \subseteq V \times V$ and $s, t \in V$. We do not distinguish notationally between the symbols in the signature and their interpretation in a structure, because it is always clear from the context which of the two meanings is intended. The standardised binary code of a finite $\tau$-structure $(V, E, s, t)$ will be denoted $\langle V, E, s, t\rangle$. A set $A$ of codes of finite $\tau$-structures is first-order definable if there exists a first-order formula $\phi$ over the signature $\tau$ such that for all finite $\tau$-structures ( $V, E, s, t$ ) we have ( $V, E, s, t) \models \phi$ iff $\langle V, E, s, t\rangle \in A$.
Theorem 3.1. For each $k, \operatorname{REACH}_{\alpha \leq k}$ is first-order definable.
Proof. Let $k \geq 1$ be fixed. We give a stepwise construction of a formula $\phi_{\text {reach }, \alpha \leq k}$ such that $(V, E, s, t) \models \phi_{\text {reach }, \alpha \leq k}$ iff $\langle V, E, s, t\rangle \in \operatorname{REACH}_{\alpha \leq k}$. Roughly spoken, the formula $\phi_{\text {reach }, \alpha \leq k}$ will say ' $\alpha(G) \leq k$ and it is not the case that condition 3 of Theorem 2.3 holds for $s$ and $t^{\prime}$.

Let $\phi_{\text {distinct }}\left(v_{1}, \ldots, v_{k}\right) \equiv \bigwedge_{i \neq j}\left[v_{i} \neq v_{j}\right]$. This formula expresses that vertices are distinct. The property ' $\alpha(G) \leq k$ ' can be expressed as follows:

$$
\phi_{\alpha \leq k} \equiv\left(\forall v_{1}, \ldots, v_{k+1}\right)\left[\phi_{\text {distinct }}\left(v_{1}, \ldots, v_{k+1}\right) \rightarrow \bigvee_{i \neq j} E\left(v_{i}, v_{j}\right)\right]
$$

The next two formulas express that a vertex $v$, respectively a set $\left\{v_{1}, \ldots, v_{m}\right\}$ of vertices, 2-dominates a vertex $u$ :

$$
\begin{aligned}
\phi_{2-d o m}(v, u) & \equiv v=u \vee E(v, u) \vee(\exists z)[E(v, z) \wedge E(z, u)], \\
\phi_{2-\operatorname{dom}}\left(v_{1}, \ldots, v_{m}, u\right) & \equiv \phi_{2-\operatorname{dom}}\left(v_{1}, u\right) \vee \cdots \vee \phi_{2-\operatorname{dom}}\left(v_{m}, u\right) .
\end{aligned}
$$

Since $\beta_{2}(G) \leq \alpha(G) \leq k$, condition 3 of Theorem 2.3 can be expressed as follows:

$$
\begin{aligned}
& \phi_{\text {condition }} \equiv\left(\exists v_{1}, \ldots, v_{k}\right) \\
& \qquad \quad\left[\phi_{2-\text { dom }}\left(v_{1}, \ldots, v_{k}, s\right) \wedge \neg \phi_{2-\text { dom }}\left(v_{1}, \ldots, v_{k}, t\right) \wedge\right. \\
& \left.\quad(\forall u, v)\left[\left(\phi_{2-d o m}\left(v_{1}, \ldots, v_{k}, u\right) \wedge \neg \phi_{2-d o m}\left(v_{1}, \ldots, v_{k}, v\right)\right) \rightarrow \neg E(u, v)\right]\right] .
\end{aligned}
$$

The desired formula $\phi_{\text {reach }, \alpha \leq k}$ is given by $\phi_{\alpha \leq k} \wedge \neg \phi_{\text {condition }}$.
Note that the formula $\phi_{\text {reach }, \alpha \leq k}$ constructed in the proof has quantifier alternation depth three, beginning with a universal quantifier.

Theorem 3.1] be easily extended to the following larger class of graphs: define the $r$-independence number $\alpha_{r}(G)$ of a graph $G$ as the maximal size of an $r$ independent set in $G$, which is a vertex subset such that there is no path of length at most $r$ between any two different vertices in this subset. Then reachability in graphs with $\alpha_{r}(G) \leq k$ is first-order definable for all $k, r \in \mathbb{N}$.

## 4 Circuit Complexity of the Problem

In this section we study the circuit complexity of the problem $\operatorname{REACH}_{\alpha \leq k}$, as well as the complexity of counting the number of strongly connected components in a graph with bounded independence number. We show that this number can be computed using $\mathrm{TC}^{0}$-circuits, but cannot be computed using $\mathrm{AC}^{0}$-circuits.

A family $\mathcal{C}=\left(C_{n}\right)_{n \in \mathbb{N}}$ of circuits is a family of $\mathrm{AC}^{0}$-circuits if each $C_{n}$ has $n$ input gates, their size is bounded by a polynomial in $n$, their depth is bounded by a constant, and each $C_{n}$ consist of unbounded fan-in/fan-out and-, or-, and not-gates. For $\mathrm{TC}^{0}$-circuits we also allow threshold gates, whose output is 1 if the number of 1's at the input exceeds some threshold. For $x \in\{0,1\}^{n}$ we write $\mathcal{C}(x)$ for the output produced by $C_{n}$ on input $x$. The output may be a bitstring since we allow multiple output gates. A circuit family $\mathcal{C}$ decides a set $A \subseteq\{0,1\}^{*}$, respectively computes a function $f:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$, if for all $x \in\{0,1\}^{*}$ we have $x \in A$ iff $\mathcal{C}(x)=1$, respectively $f(x)=\mathcal{C}(x)$.

As shown by Lindell [16], every first-order definable set can be decided by $\mathrm{AC}^{0}$-circuits. In particular, by Theorem 3.1 there exists, for each $k$, an $\mathrm{AC}^{0}$ circuit family $\mathcal{C}^{k}$ that decides $\operatorname{REACH}_{\alpha \leq k}$. We now sketch how these families can be used to decrease the average case complexity of REACH, which is L-hard and thus does not have $\mathrm{AC}^{0}$-circuits [16]. Suppose there exists a constant $k$ for which we expect $\alpha(G) \leq k$ to hold with high probability for input graphs $G$. Then whenever $\alpha(G) \leq k$ holds, we can use $\mathcal{C}^{k}$ to decide in constant depth whether there is a path from $s$ to $t$. For graphs with $\alpha(G)>k$ we use a slow standard reachability circuit to decide whether such a path exists. If the probability of $\alpha(G) \leq k$ is sufficiently large, the preprocessing will decrease the average time taken by the circuit to produce its output.

A problem closely related to the reachability problem is the problem of counting strongly connected components. The following theorem pinpoints the exact circuit complexity of this counting problem for graphs with bounded independence number. Let $\zeta_{\alpha \leq k}:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ be the function that maps the code $\langle G\rangle$ of a graph $G$ to the binary representation of the number of strongly connected components in $G$ if $\alpha(G) \leq k$, and that maps $\langle G\rangle$ to 0 if $\alpha(G)>k$.

Theorem 4.1. For each $k, \zeta_{\alpha \leq k}$ can be computed by $\mathrm{TC}^{0}$-circuits, but not by $\mathrm{AC}^{0}$-circuits.

Proof. Let $k$ be fixed. Let $\phi_{\text {reach }, \alpha \leq k}(u, v)$ be the formula with two free variables expressing that $v$ is reachable from $u$ and that the underlying graph has independence number at most $k$. It is obtained from $\phi_{\text {reach }, \alpha \leq k}$ from the proof of Theorem 3.1 by replacing the constant symbols $s$ and $t$ by variables $u$ and $v$. Consider the formula

$$
\phi_{\text {rep }}(v) \equiv(\forall u)\left[u<v \rightarrow\left(\neg \phi_{\text {reach }, \alpha \leq k}(u, v) \vee \neg \phi_{\text {reach }, \alpha \leq k}(v, u)\right)\right],
$$

where ' $<$ ' is a relation that is interpreted as a total ordering of the set of vertices.
For a graph $G$ with $\alpha(G) \leq k$, the formula $\phi_{\text {rep }}(v)$ will be true exactly for the smallest members (with respect to the ordering $<$ ) of each strongly connected
component. Thus, the number of vertices $v$ for which $\phi_{\text {rep }}(v)$ holds is exactly the number of strongly connected components in $G$. Since $\phi_{\text {rep }}$ is a first-order formula, there exists a family of $\mathrm{AC}^{0}$-circuits that maps $\left\langle\left\{v_{1}, \ldots, v_{n}\right\}, E\right\rangle$ to a bitstring in which the $i$-th position is 1 iff $\left(\left\{v_{1}, \ldots, v_{n}\right\}, E\right) \models \phi_{\text {rep }}\left(v_{i}\right)$. Since the number of 1 's in this bitstring can be computed in constant depth using threshold gates, $\zeta_{\alpha \leq k}$ can be computed by $\mathrm{TC}^{0}$-circuits.

Next, for the sake of contradiction, assume that there exists an $\mathrm{AC}^{0}$-circuit family $\mathcal{C}$ that computes $\zeta_{\alpha \leq k}$. We construct an $\mathrm{AC}^{0}$-circuit for the parity function, contradicting the results of Ajtai et al. 16. Let a bitstring $b=b_{1} \ldots b_{n}$ be given as input. Define a tournament $G=(\{1, \ldots, n+1\}, E)$ as follows: for $i+1<j$ there is an edge from $j$ to $i$; for $i+1=j$ there is an edge from $j$ to $i$ if $b_{i}=1$; otherwise there is an edge from $i$ to $j$. If $b$ contains no 1 's, the tournament will form one big circle, thus having just one strongly connected component. Every additional 1 in $b$ adds one strongly connected component. The parity of $b$ is thus given by the toggled least-significant bit of $\mathcal{C}(\langle G\rangle)$.

## 5 Infinite Version of the Problem

In this section we study the class $\mathrm{REACH}_{\alpha \leq k}^{\infty}$ and show that the results of Section [3 on the first-order definability of $\operatorname{REACH}_{\alpha \leq k}$ do not carry over to $\operatorname{REACH}_{\alpha \leq k}^{\infty}$. This class contains all triples $(G, s, t)$ such that $G$ is a (possibly infinite) graph with $\alpha(G) \leq k$ in which there is a path from $s$ to $t$. We start with a review of the relevant notions from model theory.

Let $\tau$ be a signature. A class $K$ of $\tau$-structures is called elementary (over finite structures) if there exists a first-order formula $\phi$ over $\tau$ such that for every (finite) $\tau$-structure $\mathcal{A}$ we have $\mathcal{A} \vDash \phi \operatorname{iff} \mathcal{A} \in K$. (Some authors use 'finitely axiomatisable' instead of 'elementary'.) A class $K$ of $\tau$-structures is $\Delta$ elementary if there exists a set $\Phi$ of first-order formulas over $\tau$ such that for every $\tau$-structure $\mathcal{A}$ we have $\mathcal{A} \models \Phi$ iff $\mathcal{A} \in K$.

Fact 5.1 (Compactness Theorem). Let $\Phi$ be a set of first-order formulas such that every finite $\Phi_{0} \subseteq \Phi$ has a model. Then $\Phi$ has a model.

With these definitions, Theorem [3.1]simply states that REACH $_{\alpha \leq k}^{\infty}$ is elementary over finite structures for all $k$. The below proof that $\operatorname{REACH}_{\alpha \leq k}^{\infty}$ is not even $\Delta$-elementary follows the standard pattern of proofs applying the compactness theorem. The only essential part is the construction of appropriate model graphs for finite subsets of a hypothetical axiomatisation of REACH ${ }_{\alpha \leq k}^{\infty}$.

Theorem 5.2. REACH $_{\alpha \leq k}^{\infty}$ is not $\Delta$-elementary for any $k$.
Proof. Assume that there exists a set $\Phi$ of first-order formulas with $(V, E, s, t) \models$ $\Phi$ iff $(V, E, s, t) \in \operatorname{REACH}_{\alpha \leq k}^{\infty}$. For each $n \in \mathbb{N}$ define the following formula $\psi_{n}$, which is fulfilled by a graph iff there is a path of length $n$ from $s$ to $t$.

$$
\psi_{n} \equiv\left(\exists v_{1}, \ldots, v_{n-1}\right)\left[E\left(s, v_{1}\right) \wedge E\left(v_{1}, v_{2}\right) \wedge \cdots \wedge E\left(v_{n-2}, v_{n-1}\right) \wedge E\left(v_{n-1}, t\right)\right]
$$

Consider the set $\Psi:=\Phi \cup\left\{\neg \psi_{1}, \neg \psi_{2}, \neg \psi_{3}, \ldots\right\}$. We claim that every finite $\Psi_{0} \subseteq \Psi$ has a model $(V, E, s, t)$. To see this, let $n$ be large enough such that for all $i \geq n$ we have $\neg \psi_{i} \notin \Psi_{0}$ and define a graph $G=(V, E)$ by $V:=\{1, \ldots, n+1\}$ and $(i, j) \in E$ iff $j \leq i+1$. Then $\alpha(G)=1 \leq k$ and the shortest path from $s:=1$ to $t:=n+1$ has length $n$. Thus $(V, E, s, t)$ is a model of $\Psi_{0}$.

Since every finite subset of $\Psi$ has a model, $\Psi$ has a model $(V, E, s, t)$ by the compactness theorem. Since this model fulfills $\neg \psi_{n}$ for all $n$, there can be no path of finite length from $s$ to $t$ in $G=(V, E)$. Thus $\Phi$ has a model that is not an element of $\mathrm{REACH}_{\alpha \leq k}^{\infty}$.

## 6 Succinct Version of the Problem

In this section we study succinctly represented graphs. Such graphs are given implicitly via a description in some description language. Since succinct representations allow one to encode large graphs into small codes, checking properties is (provably) harder for succinctly represented graphs than for graphs coded in the usual way. Papadimitriou et al. [19 24] have shown that most interesting problems for succinctly represented graphs are PSPACE-complete or even NEXPcomplete. The following formalisation of succinct graph representations is due to Galperin and Wigderson [7], but others are also possible [24 8].
Definition 6.1. A succinct representation of a graph $G=\left(\{0,1\}^{n}, E\right)$ is a $2 n$ input circuit $C$ such that for all $u, v \in\{0,1\}^{n}$ we have $(u, v) \in E$ iff $C(u v)=1$. The circuit tells us for any two vertices of the graph whether there is a directed edge between them or not. Note that there is no need to bound the size of $C$.

Definition 6.2. Let $A \subseteq\{\langle G, s, t\rangle \mid G=(V, E)$ is a finite graph, $s, t \in V\}$. Then succinct- $A$ is the set of all codes $\langle C, s, t\rangle$ such that $C$ is a succinct representation of a graph $G$ with $\langle G, s, t\rangle \in A$.
Theorem 6.3. For each $k$, SUCCINCT- $\mathrm{REACH}_{\alpha \leq k}$ is $\Pi_{2}^{\mathrm{P}}$-complete.
Proof. We first show succinct-REACH ${ }_{\alpha \leq k} \in \Pi_{2}^{\mathrm{P}}$. Let $\langle C, s, t\rangle$ be an input and let $C$ represent a graph $G=(V, E)$ with $V=\{0,1\}^{n}$. Note that $\log _{2}|V|=n$. We first check whether $\alpha(G) \leq k$, which can easily be done using a coNP-machine. We then check whether there is path from $s$ to $t$ in $G$. By Theorem [2.3] this is case iff for all sets $D_{1} \subseteq\{0,1\}^{n}$ of size at most $\beta_{1}(G)$ either $s \notin \operatorname{dom}_{1}\left(D_{1}\right)$ or $t \in \operatorname{dom}_{1}\left(D_{1}\right)$ or $\operatorname{dom}_{1}\left(D_{1}\right)$ is not closed under reachability, i.e., there exist vertices $u \in \operatorname{dom}_{1}\left(D_{1}\right)$ and $v \in\{0,1\}^{n} \backslash \operatorname{dom}_{1}\left(D_{1}\right)$ such that $C(u v)=1$. Since $\beta_{1}(G) \leq\left\lceil\log _{c} 2^{n}\right\rceil \leq\left\lceil n / \log _{2} c\right\rceil$, the size of the $D_{1}$ 's that need to be checked is linear in $n$. Thus the 'for all ...exists ...' test is a $\Pi_{2}^{\mathrm{P}}$-algorithm, since a membership test for the set $\operatorname{dom}_{1}\left(D_{1}\right)$ can be performed in polynomial time.

We now prove that even the reachability problem SUCCINCT-REACH tourn for tournaments is $\Pi_{2}^{\mathrm{P}}$-hard. Let $L \in \Pi_{2}^{\mathrm{P}}$ be any language. By the quantifier characterisation of the polynomial hierarchy [25] there exists a polynomial time decidable ternary relation $R$ and a constant $c$ such that

$$
L=\left\{x \mid\left(\forall y,|y|=|x|^{c}\right)\left(\exists z,|z|=|x|^{c}\right)[R(x, y, z)]\right\} .
$$

We construct a reduction from $L$ to SUCCINCT-REACH tourn $^{\text {. On }}$ input $x$ we construct, in polynomial time, a circuit $C$ and two bitstrings $s, t$ such that $x \in L$ iff $\langle C, s, t\rangle \in$ SUCCINCT-REACH $_{\text {tourn }}$. Let $n$ denote the length of $x$ and let $\ell:=n^{c}$.

The circuit $C$ will represent a highly structured tournament $G$ of exponential size. The vertex set of $G$ is $V=\{0,1\}^{2 \ell+1}$. Each vertex $v \in V$ can be split into a 'y-component' $y \in\{0,1\}^{\ell+1}$ and a ' z -component' $z \in\{0,1\}^{\ell}$ with $y z=v$. All vertices that have the same y-component form a level. All vertices on the same level are connected such that they form a strongly connected subtournament of $G$. We say a level is above another level if its y-component is lexicographically larger than the other level's y-component.

Edges between different levels generally point 'downwards', i. e., from higher levels to lower levels. The only exception are edges between a vertex with ycomponent $0 \tilde{y}$ with $\tilde{y} \in\{0,1\}^{\ell}$ and the vertex with the same z-component on the level directly above. Such an edge points 'upwards' iff $R(x, \tilde{y}, z)$. The source is any vertex on the bottom level, the target is any vertex on level $10^{\ell}$.

The graph $G$ is a tournament and the representing circuit $C$ can be constructed in polynomial time. From each level $y$ one can go (at best) only one level higher to the next level $y^{\prime}$, since all edges between non-neighbouring levels point downwards. Since all vertices on the same level are connected, if one can reach a vertex $v$ on level $0 \tilde{y}$, one can reach a vertex on the level directly above iff $R\left(x, y^{\prime}, z\right)$ holds for some $z \in\{0,1\}^{\ell}$. So in order to get from the source to the target, for all $\tilde{y} \in\{0,1\}^{\ell}$ there must exist a $z \in\{0,1\}^{\ell}$ such that $R(x, \tilde{y}, z)$.

## 7 Conclusion and Open Problems

We showed that the complexity of the reachability problem for graphs with bounded independence number is lower than the complexity of the corresponding problem for, say, forests. However, we did not claim that is also easier to actually find $a$ path in a tournament. While it is easily seen that there is a function in FL that maps every forest to a path from the first to the last vertex, provided such a path exists, we do not know whether such a function exists for tournaments. We recommend this problem for further research.

We do not know whether the three levels of quantifier alternation in the firstorder formula for $\mathrm{REACH}_{\alpha \leq k}$ are necessary, but conjecture that this is the case. Since we do not refer to an ordering relation in our first-order formula, it seems promising to use an Ehrenfeucht-Fraïssé game [35] to prove this.

In the succinct setting, we proved that the problem SUCCINCT- REACH $_{\alpha \leq k}$ is $\Pi_{2}^{\mathrm{P}}$-complete for all $k$. Opposed to this, for $r>1$ our arguments only show SUCCINCT-REACH $\alpha_{\alpha_{r} \leq k} \in \Pi_{3}^{\mathrm{P}}$. In particular, we would like to know the exact complexity of SUCCINCT-REACH ${ }_{\alpha_{2} \leq 1}$.
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#### Abstract

We study several versions of parameterized enumeration. The idea is always to have an algorithm which outputs all solutions (in a certain sense) to a given problem instance. Such an algorithm will be analysed from the viewpoint of parameterized complexity. We show how to apply enumeration techniques in a number of examples. In particular, we give a fixed parameter algorithm for the reconfiguration of faulty chips when providing so-called shared and linked spares.


## 1 Introduction

In classical complexity theory, there are three main ways to build complexity classes or classify computational problems, respectively: decision problems, functional problems, and counting problems.

As a running example, let us consider the vertex cover problem (VC) for undirected graphs. This yields the following decision problem (already formulated with a glimpse on parameterized complexity):

Instance: A graph $G=(V, E)$
Parameter: positive integer $k$
Question: Is there a vertex cover $C \subseteq V$ with $|C| \leq k$, i.e., each edge from $E$ is incident to at least one vertex from $C$ ?

A vertex cover with $k$ vertices will also be called $k$-vertex cover. Alternatively, one could ask for an algorithm that in fact yields a vertex cover $C \subseteq V$ with $|C| \leq k$ instead of merely stating its existence. This would be the functional version of the problem. One might also like to know how many different vertex covers $C \subseteq V$ with $|C| \leq k$ exist. This would be the counting version of VC.

Obviously, there is a fourth natural problem type, namely the functional version of the counting problem (which we will call enumeration problem): Output all $k$-vertex covers of a given graph. A variant would be to output all minimum $k$-vertex covers of a given graph, yielding the optima enumeration problem.

In classical complexity theory, it does not make much sense to ask for such an algorithm for vertex cover, since only the size of the graph is measured within complexity considerations. This means that, generally speaking, for NP-hard

[^44]problems, an exponential number of outputs is to be generated in the worst case. Even the counting problem is considerably hard. Notably, Goldberg, Spencer and Berque [9] published a low-exponential algorithm for counting vertex covers.

In contrast, the main idea of developing fixed parameter algorithms is to explicitly declare a part of the problem instance as a so-called parameter, expecting that this parameter tends to be small in practice, whereas the overall size of the instance might be huge. This means that one can afford (mildly) exponential behaviour of algorithms in terms of the parameter, as long as the overall running time is polynomial when considering the parameter as a fixed constant. More formally, a decision problem is called fixed parameter tractable if its running time is bounded by $f(k) \cdot n^{O(1)}$, where $f$ is some arbitrary function, $k$ is the parameter, and $n$ is the size of the problem instance. In the case of VC, $O\left(c^{k}+k n\right)$ time algorithms have been developed, where $c<1.3$, see [15.

We focus on the following forms of parameterized enumeration: generate all solutions, generate all optimal solutions, and generate representative solutions.

We will discuss all above-mentioned variants by means of examples in the following. This paper is intended to be a start-up of a theory of parameterized enumeration. The results obtained up to now are promising.

Why do we think that parameterized enumeration is important? There are a number of possible applications of such a theory, mainly dealing with the further processing of data. For example, Gramm and Niedermeier [10] developed a fixed parameter algorithm for the so-called minimum quartet inconsistency problem (MQI) which is important for constructing evolutionary trees in biology. An evolutionary tree is a rooted binary tree whose leaves are bijectively labelled by taxa from a set $S$. A quartet is an evolutionary tree with four leaves. A problem instance of MQI consists of an $n$-element set of taxa $S$ and $\binom{n}{4}$ quartets such that, to each four-element subset $S^{\prime}$ of $S$, there is exactly one quartet whose leaves are labelled with taxa from $S^{\prime}$. The aim is to construct an evolutionary tree $T$ whose leaves are bijectively labelled by taxa from $S$ such that the number of sub-trees of $T$ with four leaves which are different from the input quartet with the same leaf labels is bounded by a given error bound, the parameter $k$ of the problem. In this application, it is interesting for the human expert to see and check all reconstructed evolutionary trees (satisfying the given error bound) in order to choose the tree variants which appear to him to be the most reasonable choice, given his additional background knowledge on the subject. In fact, Gramm and Niedermeier already showed how to enumerate all such minimum solutions in time $O\left(4^{k} p(n)\right)$.

The enumerated solutions could also be the basis of further computations, even as a kind of heuristic estimate. For example, some researchers interested in computing a $k$-dominating set of a graph heuristically assume that such a dominating set is included within a $2 k$-vertex cover and use the known (comparatively fast) vertex cover algorithm (computing some $2 k$-cover) in a preprocessing phas 1 . Similarly, one could start from all (minimum) vertex covers.

[^45]Below, we will discuss an example from VLSI reconfiguration that shows the practical importance of knowing some representative of all kinds of uncomparable minimal solutions as a basis of further computations. Moreover, it is shown how these enumeration algorithms can be employed to solve practically relevant variants of decision problems in relation with VLSI reconfiguration.

More details are contained in the report version of this paper [6].

## 2 Generating All Solutions

Let $L \subseteq \Sigma^{*} \times \mathbb{N}$ be a parameterized language. In the vertex cover example, $L$ would consist of pairs $(c(G), k)$, where $G$ is some graph having a $k$-vertex cover and $c$ is some natural coding function.

Let $L_{f} \subseteq \Sigma^{*} \times \Sigma^{*} \times \mathbb{N}$ be the "corresponding" functional language. A tuple $(\sigma, x, k)$ is in $L_{f}$ iff $(x, k) \in L$ and $\sigma$ is a "solution witness" for $(x, k)$. In the vertex cover example, $L_{f}$ consists of triples $\left(c^{\prime}\left(V^{\prime}\right), c(G), k\right)$, where $G$ is a graph having the $k$-vertex cover $V^{\prime}$, and $c^{\prime}$ and $c$ are some coding functions.

Let us assume in the following that the parameterized problem we are considering is related to an optimization problem such that the parameter bounds the entity to be optimized. Then, we say that $k$ is optimal for the given optimization problem instance $x$ if the size of the optimal solution to $x$ matches $k$.
$L_{f}$ is [optimally] fixed parameter enumerable iff there is an algorithm which, given $(x, k) \in L$ [where $k$ is optimal for $x]$ generates all $\sigma \in \Sigma^{*}$ with $(\sigma, x, k) \in L_{f}$ in time $f(k) \cdot|x|^{O(1)}$.
$L_{f}$ is of [optimal] fixed parameter size iff

$$
\mid\left.\left\{(\sigma, x, k) \mid \sigma \in \Sigma^{*}[, k \text { optimal for } x]\right\}|\leq f(k) \cdot| x\right|^{O(1)} .
$$

From the discussion in the introduction, we get a first example:
Example 1. MQI is minimally fixed parameter enumerable.

Lemma 1. Let $L_{f}$ be a functional parameterized language. If $L_{f}$ is [optimally] fixed parameter enumerable, then $L_{f}$ is of optimal fixed parameter size.

Theorem 1. VC is optimally fixed parameter enumerable in time $O\left(2^{k} k^{2}+k n\right)$, where $n$ is the number of vertices of the input graph and $k$ is the parameter.

Proof. (Sketch) This can be shown by using Buss' kernelization (see [5]) and a search-tree technique. More precisely, we use the following two kernelization rules as long as possible:

- If $v$ is a vertex with no neighbours, $v$ can be removed from the graph, since $v$ will not be part of any minimum vertex cover.
- If $v$ is a vertex of degree greater than $k, v$ must be in any vertex cover, since otherwise all neighbours would be in the cover, which is not feasible, because we are looking for vertex covers with at most $k$ vertices. Hence, we can remove $v$ from the graph.

After having applied these kernelization rules exhaustively, we are left with a graph with at most $k^{2}$ vertices. Now, we can basically use the simple search-tree algorithm which already appeared in [13] before the advent of parameterized complexity to show the result.

Remark 1. Essentially, there is no better minimum vertex cover enumeration algorithm than the one given in Theorem 11 since the graph

$$
(\{1, \ldots, k\} \times\{1,2\},\{\{(i, 1),(i, 2)\} \mid 1 \leq i \leq k\})
$$

has $2^{k}$ many different minimum vertex covers.
Note that lower bounds are usually hard to obtain. This simple example is interesting, since it shows that there is no minimum vertex cover enumeration algorithm for planar vertex cover having running time of the form $c^{\sqrt{k}} n$, as it has been found for the decision problem [2].

Remark 2. On the contrary, vertex cover is not of fixed parameter size, since the $n$-vertex graph with no edges has $\binom{n}{k}$ many different $k$-vertex covers. Lemma $\square$ shows that VC is hence not fixed parameter enumerable.

The previous considerations show that the two notions of parameterized enumerability defined above are really different. On the other hand, we can prove the following general relationship between both notions:

Lemma 2. If a minimization problem is fixed parameter enumerable, then it is optimally fixed parameter enumerable.

If a maximization problem (where the size of the parameter is naturally bounded by a polynomial of the size of the problem instance) is fixed parameter enumerable, then it is optimally fixed parameter enumerable.

Proof. We consider the case of minimization problems. Maximization problems are treated similarly. One simply starts the enumeration algorithm with parameter 1,2 through $k$ and checks, for each output solution, whether it is minimal; the minimality is checked by going through all solutions generated by invocations of the enumeration algorithm with smaller parameter values. If the enumeration problem can be solved in time $f(k) \cdot|x|^{O(1)}$ on a problem instance $(x, k)$, then the minima enumeration problem is solvable in time

$$
f(k) \cdot|x|^{O(1)} \cdot\left(\sum_{j=0}^{k-1} f(j) \cdot|x|^{O(1)}\right) \leq k(f(k))^{2} \cdot|x|^{O(1)}
$$

The next remark shows that not all parameterized problems are optimally fixed parameter enumerable. Moreover, the given example proves again that the dominating set problem 2 appears to be harder than the vertex cover problem from a parameterized point of view, also see [5].

[^46]Remark 3. Dominating set is even not of optimal fixed parameter size, as the $k$-fold disjoint graph union of $K_{n}$ shows. By Lemma 1, this problem is not optimally fixed parameter enumerable.

Up to now, we only considered minimization problems. Let us briefly consider one maximization problem in the parameterized setting, namely, the problem of finding a maximum independent set, i.e., a set of vertices $I$ of a given graph such that no vertex in $I$ is neighbour of another vertex in $I$, of size (at least) $k$.

Remark 4. We first consider the independent set problem restricted to planar graphs. It is quite easy to see that this problem is optimally fixed parameter enumerable. Namely, construct a 4-colouring of the given planar graph $G$ (which exists due to the famous four-colour theorem for planar graphs); each of the four such-obtained monochromatic vertex sets is independent and the largest one contains at least $n / 4$ vertices. Hence, if $k<n / 4$, we can always answer "no"; otherwise, we know that $n \leq 4 k$ and, hence, there are at most $f(k)=\binom{4 k}{k}$ many different independent sets of size $k$. Hence, enumerating all maximum independent sets would amount checking for at most $3 k f(k)$ many vertex sets whether they are independent or not (the additional factor of $3 k$ comes from the necessity of checking all possible extensions of a candidate set of size $k$ ).

As in Remark [2] one can see that planar independent set is not of fixed parameter size. As can be seen similarly to Remark 3, the independent set problem on general graphs is not of optimal fixed parameter size.

Finally, we observe that Theorem $\square$ can be used in order to show fixed parameter tractability of the decision problem mentioned in the introduction:

Remark 5. The following decision problem is fixed parameter tractable: Given a graph $G$ and parameters $k$ and $\ell$, is there a $k$-dominating set included in some minimum $\ell \cdot k$-vertex cover of $G$ ? This can be seen by generating all minimum $\ell \cdot k$-vertex covers and then testing, for each $k$-element subset of such a cover, whether it forms a dominating set.

## 3 Generating All Representative Solutions

In the course of this section, we will mainly focus on parameterized minimization problems with two parameters, although the main ideas can be easily generalized to an arbitrary number of parameters. Similar notions can be coined for maximization problems, as well.

Let $L \subseteq \Sigma^{*} \times \mathbb{N}^{2}$ be a parameterized language with two parameters $k_{1}, k_{2}$ (stemming from a minimization problem). If $\left(\sigma, x, k_{1}, k_{2}\right) \in L_{f}$, where $L_{f}$ is the functional problem corresponding to $L$ as in the previous section, then ( $k_{1}, k_{2}$ ) is called the signature of $(\sigma, x)$ if $\left(\sigma, x, k_{1}^{\prime}, k_{2}^{\prime}\right) \in L_{f}$ and $\left(k_{1}^{\prime}, k_{2}^{\prime}\right) \leq\left(k_{1}, k_{2}\right)$ imply $\left(k_{1}^{\prime}, k_{2}^{\prime}\right)=\left(k_{1}, k_{2}\right)$, where we consider the partial order $\left(k_{1}^{\prime}, k_{2}^{\prime}\right) \leq\left(k_{1}, k_{2}\right)$ iff $k_{1}^{\prime} \leq k_{1}$ and $k_{2}^{\prime} \leq k_{2}$.

Table 1. Repairing chip arrays

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |




Lemma 3. If we consider $k_{1}$ and $k_{2}$ as fixed, then there are at most $\min \left\{k_{1}, k_{2}\right\}$ +1 pairwise uncomparable (minimal) signatures.

Hence, given a (codified) problem instance $x \in \Sigma^{*}$ and parameters $k_{1}$ and $k_{2}$, there are at most $\min \left\{k_{1}, k_{2}\right\}+1$ elements in

$$
\left\{\left(\sigma, x, k_{1}^{\prime}, k_{2}^{\prime}\right) \in L_{f} \mid\left(k_{1}^{\prime}, k_{2}^{\prime}\right) \leq\left(k_{1}, k_{2}\right) \wedge\left(k_{1}^{\prime}, k_{2}^{\prime}\right) \text { is the signature of }(\sigma, x)\right\}
$$

having different minimal signatures $\left(k_{1}^{\prime}, k_{2}^{\prime}\right)$. In some applications (as explained below), it is interesting to generate one representative solution for each minimal signature, given some problem instance. Due to the above lemma, there are at $\operatorname{most} \min \left\{k_{1}, k_{2}\right\}+1$ such representative solutions.

## Detailed Example: Chip Reconfiguration

Kuo and Fuchs [12] provide a fundamental study of the spare allocation problem. Put concisely, this "most widely used approach to reconfigurable VLSI" uses spare rows and columns to tolerate failures in rectangular arrays of identical computational elements, which may be as simple as memory cells or as complex as processor units. If a faulty cell is detected, the corresponding entire row or column is replaced by a spare one.

The array on the left-hand side of Tab. 1 sketches a concrete small example of a $7 \times 9$ array, where faults are indicated by question marks. This array can be repaired, e.g., by using three spare rows (replacing rows number 1,4 and 7 ) and one spare column (replacing column number 1 ).

Equivalently, this reconfiguration problem can be formulated graph-theoretically as Constraint Bipartite Vertex Cover (CBVC) problem as follows: given a bipartite graph $G=\left(V_{1}, V_{2}, E\right)$ and two positive integers $k_{1}$ and $k_{2}$, are there two subsets $C_{1} \subseteq V_{1}$ and $C_{2} \subseteq V_{2}$ of sizes $\left|C_{1}\right| \leq k_{1}$ and $\left|C_{2}\right| \leq k_{2}$ such that each edge in $E$ has at least one endpoint in $C_{1} \cup C_{2}$ ?

In [8], a fixed parameter algorithm running in time less than $O\left(1.4^{k_{1}+k_{2}} n\right)$ was developed for this decision problem ${ }^{3}$. In fact, by analyzing the decision procedure developed in that paper one easily derives:

[^47]Corollary 1. For the CBVC problem, generating one representative solution for each minimal signature can be done in time

$$
O\left(1.3999^{k_{1}+k_{2}} k_{1} k_{2}+\left(k_{1}+k_{2}\right) n\right)
$$

where $n$ is the number of vertices of the input graph and $k_{1}$ and $k_{2}$ are the two parameters.

Remark 6. As in the case of VC, CBVC is not fixed parameter enumerable.

## A more realistic scenario

As pointed out in, e.g., [1], there are several points due to which the problem formulated above is not a completely adequate model:

1. In the manufacturing process, the cost of repairing a chip by using vertical movements of the repair laser may be different from that of horizontal movements. This leads to a sort of weighted variant of CBVC.
2. As indicated in the middle figure of Tab. [1, a huge memory chip may be split into smaller blocks, each of them possibly having its own spare rows and columns. For reasons of economy, other designs are preferred in this case, e.g., each spare row depicted inbetween two memory blocks can be individually used to reconfigure either the block above or the block below it. In other words, in such complex designs, spares may be shared. Moreover, there may be spare rows or columns which are linked, which means that such a spare can only be used to reconfigure one certain row or column in several blocks. Obviously, the idea is here to reduce the costs of chip repair.

Combining Cor. पand Lemma 3 we conclude:
Theorem 2. The weighted CBVC problem mentioned in point 1. above can be solved in time $O\left(1.3999^{k_{1}+k_{2}} k_{1} k_{2}+\left(k_{1}+k_{2}\right) n\right)$, where $n$ is the number of vertices of the input graph and $k_{1}$ and $k_{2}$ are the two parameters.

Let us now consider the chip reconfiguration problem with memory blocks and shared spares.

Theorem 3. Given a chip board with $n$ elementary cells which is split into $k_{3}$ blocks each of which has at most $k_{1}$ neighbouring spare rows and $k_{2}$ neighbouring spare columns, then a reconfiguration strategy can be found in time

$$
O\left(k_{3}\left(1.3999^{k_{1}+k_{2}} k_{1} k_{2}+\left(k_{1}+k_{2}\right) n\right)+k_{3}\left(\min \left\{k_{1}, k_{2}\right\}+1\right)^{\sqrt{k_{3}}+1}\right)
$$

if it exists.
Proof. (Sketch) At first, we run the representative enumeration procedure from Cor. for each block. Then, all possible combinations of signatures for all blocks are examined to see whether the decision problem is solvable. This second step can be implemented more efficiently by using dynamic programming techniques in a sweep-line fashion. From a graph-theoretic point of view, we exploit the fact that a grid graph (representing the local dependencies between the blocks on the chip) with $k$ vertices has treewidth of at most $\sqrt{k}+1$, see [3].

In other words, the parameterized enumeration of representative solutions can be used in order to show that another (related) decision problem is fixed parameter tractable, considering $k_{1}, k_{2}$ and $k_{3}$ as parameters of the problem.

The third mentioned variation which is also incorporating linked spares seems to be harder, since knowing only one representative solution per signature is of not much help here. Even worse, also the generation of all minimum solutions (which can be done as in the case of vertex cover elaborated above) would not help, since possibly non-optimal solutions (considered "locally" for each block) would be a better choice. For example, consider the chip depicted at the righthand side of Tab. प with two blocks each containing three rows: For each of the two blocks, we have one spare row and, furthermore, there are two linked spare columns. If we use the linked spare columns in order to repair columns number 1 and 4 , the array can be repaired by using the remaining two spare rows for row number 3 and row number 5 . Only considering the first block, this solution is not minimal, since its signature $(1,2)$ is outperformed by taking, e.g., a spare row for row number 1 and one of the two linked spare columns for column number 2. However, then the second block would be not repairable with the remaining spares (one spare row and one spare column).

Only at the expense of a considerable exponential blow-up, we can show the following fixed parameter tractability result:

Theorem 4. Given a chip board with $n$ elementary cells which is split into $k_{3}$ blocks each of which has at most $k_{1}$ neighbouring spare rows and $k_{2}$ neighbouring spare columns and assuming that there are, furthermore, at most $k_{4}$ linked spare rows and $k_{5}$ linked spare columns on the whole board, then a reconfiguration strategy can be found in time

$$
\begin{aligned}
& O\left(k _ { 3 } \left(\left(k_{1}+k_{2}+k_{4}+k_{5}\right) n+\right.\right. \\
& \left.\left.\quad\binom{k_{3}\left(k_{1}+k_{4}\right)}{k_{4}}\binom{k_{3}\left(k_{2}+k_{5}\right)}{k_{5}}\left[1.3999^{k_{1}+k_{2}} k_{1} k_{2}+\left(\min \left\{k_{1}, k_{2}\right\}+1\right)^{\sqrt{k_{3}}+1}\right]\right)\right)
\end{aligned}
$$

if it exists.
Proof. Such a board can be reconfigured as follows: (1) Kernelize each block assuming that there are at most $k_{1}+k_{4}$ spare rows and at most $k_{2}+k_{5}$ spare columns per block. The size of the problem kernel such obtained is $k_{3}\left(k_{1}+\right.$ $\left.k_{4}\right)\left(k_{2}+k_{5}\right)$. (2) Consider all possible assignments of the $k_{4}$ linked spare rows to one of the $k_{3}\left(k_{1}+k_{4}\right)$ possibly faulty rows and all assignments of linked spare columns to possibly faulty columns and apply the algorithm sketched in the proof of the preceding theorem to each of the remaining "boards".

Of course, the algorithm obtained in the previous theorem is only manageable for very small values of $k_{3}, k_{4}$ and $k_{5}$. A weighted variant of the last considered problem can be similarly tackled.

Remark 7. The example shown in this section proves that, from the point of view of applications, it might make perfect sense to consider problems with a
certain number of parameters. The philosophy behind the development of fixed parameter algorithms is that the involved parameters should be small in practice, and this is exactly what we expect for all five parameters occurring in Theorem 4

## 4 Conclusions

We considered the problem of enumerating all solutions of a given problem from the parameterized point of view. We coined different notions of parameterized enumeration and gave several examples, mainly from graph theory, with motivations from chip fabrication. We have shown that kernelizations as well as search trees (which are the most prominent ways to devise fixed parameter decision algorithms) are very useful techniques also for parameterized enumeration.

Remarkably, lower bounds and non-membership can be shown for several examples of enumeration problems and enumeration classes, whereas, in the classical area of decision problems, mostly relativized assertions of this kind are obtainable. We showed that answers to enumeration problems can be used in solutions of decision problems. In particular, we proved several more realistic scenarios of the chip reconfiguration problem [8] to be fixed parameter tractable.

Note that we deliberately focussed on considering the complexity of enumeration problems to include the time to output the solutions. Another variant where the size of the output solutions was considered as an extra sort of parameter (in the sense of providing output sensitive algorithms) was discussed by Groh ${ }^{7}$. In this spirit, several papers on graph algorithms appeared, too, see, e.g., 14 and the references therein. When thinking about enumeration as some sort of preprocessing step for another algorithm which investigates all the obtained solutions, considering the size or number of output solutions as additional parameter does not seem to be reasonable.

It would be also interesting to consider the parameterized complexity of enumerating all (optimal) solutions without repetitions, as discussed in [14]. Of course, one could avoid repetitions by either examining all pairs of output solutions in a postprocessing phase (which would square the already exponential running time) or by additional bookkeeping (with tables of exponential size), but possibly better solutions can be found for concrete problems.

In [7], we showed that parameterized enumeration can be also used for proving parameterized tractability for maximization problems (in the sense elaborated in [7]), thus providing another sort of application of enumeration problems.

Finally, it would be interesting to see whether problems related to vertex cover are also fixed parameter enumerable. Here, the setting established in 16 might be helpful in order to prove enumerability results. More generally speaking, it would be interesting to develop enumeration techniques which are applicable not only to special situations. Such considerations might help answer the question whether or not the optima dominating set problem restricted to planar graphs is feasible or not, see 11 for the corresponding decision problem.

[^48]Acknowledgments: We thank M. R. Fellows, R. Niedermeier, and U. Stege for some discussions. We are grateful to L. Brankovic for giving the conference talk.
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#### Abstract

To study relationship between quantum finite automata and probabilistic finite automata, we introduce a notion of probabilistic reversible automata (PRA, or doubly stochastic automata). We find that there is a strong relationship between different possible models of PRA and corresponding models of quantum finite automata. We also propose a classification of reversible finite 1-way automata.


## 1 Introduction

Here we introduce common notions used throughout the paper as well as summarize its contents.

We analyze two models of probabilistic reversible automata in this paper, namely, 1-way PRA and 1.5 -way PRA.

If not specified otherwise, we denote by $\Sigma$ an input alphabet of an automaton. Every input word is enclosed into end-marker symbols \# and \$. Therefore we introduce a working alphabet as $\Gamma=\Sigma \cup\{\#, \$\}$. By $Q$ we normally understand the set of states of an automaton. By $\bar{L}$ we understand complement of a language $L$. Given an input word $\omega$, by $|\omega|$ we understand the number of symbols in $\omega$ and with $[\omega]_{i}$ we denote i-th symbol of $\omega$, counting from the beginning (excluding end-markers). By $q \xrightarrow{S} q^{\prime}, S \subset \Sigma^{*}$, we denote that there is a positive probability to get to a state $q^{\prime}$ by reading some word $\xi \in S$, starting in $q$.

Let us consider A. Nayak's model of quantum automata with mixed states (QFA-N, [N 99]). (Evolution is characterized by a unitary matrix and subsequent measurements are performed after each step, POVM measurements not being allowed.) If a result of every measurement is a single configuration, not a superposition, and measurements are performed after each step, we actually get a probabilistic automaton. However, the following property applies to such probabilistic automata - their evolution matrices are doubly stochastic. This encourages us to give the following definition for probabilistic reversible automata:

[^49]Definition 1.1. A probabilistic automaton is called reversible if its linear operator can be described by a doubly stochastic matrix.

At least two definitions exist, how to interpret word acceptance, and hence, language recognition, for reversible automata.

Definition 1.2. Classical acceptance. (C-automata) We say that an automaton accepts (rejects) a word classically, if its set of states consists of two disjoint subsets: accepting states and rejecting states, and the following conditions hold: -the automaton accepts the word, if it is in accepting state after having read the last symbol of the word;
-the automaton rejects the word, if it is in rejecting state after having read the last symbol of the word.

Definition 1.3. "Decide and halt" acceptance. (DH-automata) We say that an automaton accepts (rejects) a word in a decide-and-halt manner, if its set of states consists of three disjoint subsets: accepting states, rejecting states and non-halting states, and the following conditions hold:
-the computation is continued only if the automaton enters a non-halting state;
-if the automaton enters an accepting state, the word is accepted;
-if the automaton enters a rejecting state, the word is rejected.
Having defined word acceptance, we define language recognition in an equivalent way as in [R 63]. We consider only bounded error language recognition in this paper. By $P_{x, A}$ we denote the probability that a word $x$ is accepted by an automaton $A$.

Definition 1.4. We say that a language $L$ is recognized with bounded error by an automaton $A$ with interval $\left(p_{1}, p_{2}\right)$ if $p_{1}<p_{2}$ and $p_{1}=\sup \left\{P_{x, A} \mid x \notin L\right\}$, $p_{2}=\inf \left\{P_{x, A} \mid x \in L\right\}$.

We say that a language is recognized with a probability $p$ if the language is recognized with interval $(1-p, p)$. We say that a language is recognized with probability $1-\varepsilon$, if for every $\varepsilon>0$ there exists an automaton which recognizes the language with interval $\left(\varepsilon_{1}, 1-\varepsilon_{2}\right)$, where $\varepsilon_{1}, \varepsilon_{2} \leq \varepsilon$.

In Section 2, we discuss properties of PRA C-automata (PRA-C). We prove that PRA-C recognize the class of languages $a_{1}^{*} a_{2}^{*} \ldots a_{n}^{*}$ with probability $1-\varepsilon$. This class can be recognized by measure-many quantum finite automata [KW 97] (QFA-KW), with worse acceptance probabilities, however [ABFK 99]. This also implies that QFA-N recognize this class of languages with probability $1-\varepsilon$. Further, we show general class of regular languages, not recognizable by PRA-C. In particular, such languages as $(\mathrm{a}, \mathrm{b})^{*} \mathrm{a}$ and $\mathrm{a}(\mathrm{a}, \mathrm{b})^{*}$ are in this class. This class has strong similarities with the class of languages, not recognizable by QFA-KW [AKV 00]. We also show that the class of languages recognized by PRA-C is closed under boolean operations. In Section 3 we prove, that PRA DH-automata do not recognize the language ( $\mathrm{a}, \mathrm{b}$ )* a. In Section 4 we discuss some properties of 1.5 -way PRA. We also present an alternative notion of probabilistic reversibility, not connected with quantum automata. In Section 5 we propose a classification of reversible automata (deterministic, probabilistic and quantum).

## 2 1-Way Probabilistic Reversible C-Automata

Definition 2.1. 1-way probabilistic reversible $C$-automaton (PRA-C)
$A=\left(Q, \Sigma, q_{0}, Q_{F}, \delta\right)$ is specified by a finite set of states $Q$, a finite input alphabet $\Sigma$, an initial state $q_{0} \in Q$, a set of accepting states $Q_{F} \subseteq Q$, and a transition function $\delta: Q \times \Gamma \times Q \longrightarrow \mathbb{R}_{[0,1]}$, where $\Gamma=\Sigma \cup\{\#, \$\}$ is the input tape alphabet of $A$ and $\#, \$$ are end-markers not in $\Sigma$. Furthermore, transition function satisfies the following requirements:

$$
\begin{align*}
& \forall\left(q_{1}, \sigma_{1}\right) \in Q \times \Gamma \sum_{q \in Q} \delta\left(q_{1}, \sigma_{1}, q\right)=1  \tag{1}\\
& \forall\left(q_{1}, \sigma_{1}\right) \in Q \times \Gamma \sum_{q \in Q} \delta\left(q, \sigma_{1}, q_{1}\right)=1 \tag{2}
\end{align*}
$$

For every input symbol $\sigma \in \Gamma$, the transition function may be determined by a $|Q| \times|Q|$ matrix $V_{\sigma}$, where $\left(V_{\sigma}\right)_{i, j}=\delta\left(q_{j}, \sigma, q_{i}\right)$.

We define word acceptance as specified in Definition 1.2. The set of rejecting states is $Q \backslash Q_{F}$. We define language recognition as in Definition 1.4.

Now we present several results on the class of languages recognizable by PRA-C.

Lemma 2.2. If a language is recognized by a PRA-C A with interval ( $p_{1}, p_{2}$ ), exists a PRA-C which recognizes the language with probability $p$, where

$$
p= \begin{cases}\frac{p_{2}}{p_{1}+p_{2}}, & \text { if } p_{1}+p_{2} \geq 1 \\ \frac{1-p_{1}}{2-p_{1}-p_{2}}, & \text { if } p_{1}+p_{2}<1 .\end{cases}
$$

Theorem 2.3. If a language is recognized by a $P R A-C$, it is recognized by PRA-C with probability $1-\varepsilon$.

Proof. Idea of the proof. Assume that a language $L$ is recognized by a PRA-C $A$. The language $L$ is recognized with probability $1-\varepsilon$, using a system of $n$ identical copies of $A$. A system of $n$ PRA-C automata may be simulated by a single PRA-C automaton.

Lemma 2.4. If a language $L_{1}$ is recognizable with probability greater than $\frac{2}{3}$ and a language $L_{2}$ is recognizable with probability greater than $\frac{2}{3}$ then languages $L_{1} \cap L_{2}$ and $L_{1} \cup L_{2}$ are recognizable with probability greater than $\frac{1}{2}$.

Theorem 2.5. The class of languages recognized by PRA-C is closed under intersection, union and complement.

Proof. Let us consider languages $L_{1}, L_{2}$ recognized by some PRA-C automata. By Theorem 2.3, these languages is recognizable with probability $1-\varepsilon$, and therefore by Lemmas 2.2 and 2.4, union and intersection of these languages are also recognizable. If a language $L$ is recognizable by a PRA-C $A$, we can construct an automaton which recognizes a language $\bar{L}$ just by making accepting states of $A$ to be rejecting, and vice versa.

Lemma 2.6. If $A$ is a doubly stochastic matrix and $X-a$ vector, then $\max (X) \geq \max (A X)$ and $\min (X) \leq \min (A X)$.

Theorem 2.7. For every natural positive $n$, a language $L_{n}=a_{1}^{*} a_{2}^{*} \ldots a_{n}^{*}$ is recognizable by some $\operatorname{PRA}-C$ with alphabet $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$.

Proof. We construct a PRA-C with $n+1$ states, $q_{0}$ being the initial state, corresponding to probability distribution vector $(10 \ldots 0)^{T}$. The transition function is determined by $(n+1) \times(n+1)$ matrices

$$
V_{a_{1}}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & \frac{1}{n} & \ldots & \frac{1}{n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \frac{1}{n} & \ldots & \frac{1}{n}
\end{array}\right), V_{a_{2}}=\left(\begin{array}{ccccc}
\frac{1}{2} & \frac{1}{2} & 0 & \ldots & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & \ldots & 0 \\
0 & 0 & \frac{1}{n-1} & \ldots & \frac{1}{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \frac{1}{n-1} & \cdots & \frac{1}{n-1}
\end{array}\right), \ldots, V_{a_{n}}=\left(\begin{array}{cccc}
\frac{1}{n} & \ldots & \frac{1}{n} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\frac{1}{n} & \ldots & \frac{1}{n} & 0 \\
0 & \ldots & 0 & 1
\end{array}\right) .
$$

The accepting states are $q_{0} \ldots q_{n-1}$, the only rejecting state is $q_{n}$. We prove, that the automaton recognizes the language $L_{n}$.

Case $\omega \in L_{n}$. All $\omega \in L_{n}$ are accepted with probability 1 .
Case $\omega \notin L_{n}$. Consider $k$ such that $\omega=\omega_{1} \sigma \omega_{2},\left|\omega_{1}\right|=k, \omega_{1} \in L_{n}$ and $\omega_{1} \sigma \notin L_{n}$. Since all one-letter words are in $L_{n}, k>0$. Let $a_{t}=[\omega]_{k}$ and $a_{s}=\sigma$. So we have $s<t, 1 \leq s \leq n-1,2 \leq t \leq n$. The word $\omega_{1} a_{s}$ is accepted with probability $1-\frac{t-s}{t(n-s+1)}$. By Lemma 2.6, since $\frac{t-s}{t(n-s+1)}<\frac{1}{t}$, reading the symbols succeeding $\omega_{1} a_{s}$ will not increase accepting probability. Therefore, to find maximum accepting probability for words not in $L_{n}$, we have to maximize $1-\frac{t-s}{t(n-s+1)}$, where $s<t, 1 \leq s \leq n-1,2 \leq t \leq n$. We get that the automaton recognizes the language with interval $\left(1-\frac{1}{\left\lfloor\left(\frac{n}{2}\right)^{2}\right\rfloor+n+1}, \quad 1\right)$. (By Theorem 2.3, $L_{n}$ can be recognized with probability $1-\varepsilon$ ).

Corollary 2.8. Quantum finite automata with mixed states (model of Nayak, [ $N$ 99]) recognize $L_{n}=a_{1}^{*} a_{2}^{*} \ldots a_{n}^{*}$ with probability $1-\varepsilon$.

Proof. This comes from the fact, that matrices $V_{a_{1}}, V_{a_{2}}, \ldots, V_{a_{n}}$ from the proof of Theorem 2.7 (as well as tensor powers of those matrices) all have unitary prototypes (see Definition 5.1).

Now we introduce a general class of regular languages not recognizable by PRA-C.

Definition 2.9. We say that a regular language is of type (*) if the following is true for the minimal deterministic automaton recognizing this language: Exist three states $q, q_{1}, q_{2}$, exist words $x$, $y$ such that $q_{1} \neq q_{2} ; q x=q_{1}, q y=q_{2}$; $\forall t \in(x, y)^{*} \exists t_{1} \in(x, y)^{*} q_{1} t t_{1}=q_{1} ; \forall t \in(x, y)^{*} \exists t_{2} \in(x, y)^{*} q_{2} t t_{2}=q_{2}$.

We say that a regular language is of type $\left(*^{\prime}\right)$ if the following is true for the minimal deterministic automaton recognizing this language: Exist three states q,
$q_{1}, q_{2}$, exist words $x, y$ such that $q_{1} \neq q_{2} ; q x=q_{1}, q y=q_{2} ; q_{1} x=q_{1}, q_{1} y=q_{1}$; $q_{2} x=q_{2}, q_{2} y=q_{2}$.
We say that a regular language is of type $\left(*^{\prime \prime}\right)$ if the following is true for the minimal deterministic automaton recognizing this language: Exist two states $q_{1}$, $q_{2}$, exist words $x, y$ such that $q_{1} \neq q_{2} ; q_{1} x=q_{2}, q_{2} x=q_{2} ; q_{2} y=q_{1}$.

Type $\left(*^{\prime \prime}\right)$ languages are exactly those languages that violate the partial order condition of [BP 99].

Lemma 2.10. If $A$ is a deterministic finite automaton with a set of states $Q$ and alphabet $\Sigma$, then $\forall q \in Q \forall x \in \Sigma^{*} \exists k>0 q x^{k}=q x^{2 k}$.

Lemma 2.11. A regular language is of type $(*)$ iff it is of type $\left(*^{\prime}\right)$ or type $\left(*^{\prime \prime}\right)$.
Proof. 1) If a language is of type $\left(*^{\prime}\right)$, it is of type ( $*$ ). Obvious.
2) If a language is of type $\left(*^{\prime \prime}\right)$, it is of type $(*)$. Consider a language of type $\left(*^{\prime \prime}\right)$ with states $q_{1}^{\prime \prime}, q_{2}^{\prime \prime}$ and words $x^{\prime \prime}, y^{\prime \prime}$. To build construction of type $(*)$, we take $q=q_{1}=q_{1}^{\prime \prime}, q_{2}=q_{2}^{\prime \prime}, x=x^{\prime \prime} y^{\prime \prime}, y=x^{\prime \prime}$. That forms transitions $q x=q_{1}$, $q y=q_{2}, q_{1} x=q_{1}, q_{1} y=q_{2}, q_{2} x=q_{1}, q_{2} y=q_{2}$. We have satisfied all the rules of (*).
3) If a language is of type $(*)$, it is of type $\left(*^{\prime}\right)$ or $\left(*^{\prime \prime}\right)$. Consider a language whose minimal deterministic automaton has construction $(*)$. By Lemma 2.10, $\exists s \exists a q_{1} x^{a}=q_{s}$ and $q_{s} x^{a}=q_{s} ; \exists t \exists b q_{1} y^{b}=q_{t}$ and $q_{t} y^{b}=q_{t} ; \exists u \exists c q_{2} x^{c}=q_{u}$ and $q_{u} x^{c}=q_{u} ; \exists v \exists d q_{2} y^{d}=q_{v}$ and $q_{v} y^{d}=q_{v}$. If $q_{1} \neq q_{s}$, by the rules of $(*)$, $\exists z q_{s} z=q_{1}$. Therefore the language is of type $\left(*^{\prime \prime}\right)$. If $q_{2} \neq q_{u}$, by the rules of $(*), \exists z q_{u} z=q_{2}$, and the language is of type ( $*^{\prime \prime}$ ). Likewise, if $q_{1} \neq q_{t}$ or $q_{2} \neq q_{v}$, the language is of type $\left(*^{\prime \prime}\right)$. If $q_{1}=q_{s}=q_{t}$ and $q_{2}=q_{u}=q_{v}$, we have $q x^{a}=q_{1}$, $q y^{d}=q_{2}, q_{1} x^{a}=q_{1} y^{b}=q_{1}, q_{2} x^{c}=q_{2} y^{d}=q_{2}$. We get the construction ( $*^{\prime}$ ) if we take $x^{\prime}=x^{a c}, y^{\prime}=y^{b d}$.

We are going to prove that every language of type $(*)$ is not recognizable by any PRA-C. For this purpose, we use several definitions from the theory of finite Markov chains ([KS 76]).

Definition 2.12. A state $q_{j}$ is accessible from $q_{i}$ (denoted $q_{i} \rightarrow q_{j}$ ) if there is a positive probability to get from $q_{i}$ to $q_{j}$ (possibly in several steps).

Definition 2.13. States $q_{i}$ and $q_{j}$ communicate (denoted $q_{i} \leftrightarrow q_{j}$ ) if $q_{i} \rightarrow q_{j}$ and $q_{j} \rightarrow q_{i}$.

Definition 2.14. A Markov chain is called doubly stochastic, if its transition matrix is a doubly stochastic matrix.

We recall the following theorem from the theory of finite Markov chains:
Theorem 2.15. If a Markov chain with a matrix $A$ is irreducible and aperiodic,
a) it has a unique stationary distribution $Z$;
b) $\lim _{n \rightarrow \infty} A^{n}=(Z, \ldots, Z)$;
c) $\forall X \lim _{n \rightarrow \infty} A^{n} X=Z$.

Several facts about doubly stochastic matrices follow from this theorem.
Corollary 2.16. If a doubly stochastic Markov chain with an $m \times m$ matrix $A$ is irreducible and aperiodic,

Lemma 2.17. If $M$ is a doubly stochastic Markov chain with a matrix $A$, then $\forall q q \rightarrow q$.

Corollary 2.18. Suppose $A$ is a doubly stochastic matrix. Then exists $k>0$, such that $\forall i\left(A^{k}\right)_{i, i}>0$.

Lemma 2.19. If $M$ is a doubly stochastic Markov chain and $q_{a} \rightarrow q_{b}$, then $q_{a} \leftrightarrow q_{b}$.

Now, using the facts above, we can prove that any language of type $(*)$ is not recognizable by PRA-C.

Lemma 2.20. If a regular language is of type $\left(*^{\prime}\right)$, it is not recognizable by any PRA-C.

Proof. Assume from the contrary, that $A$ is a PRA-C automaton which recognizes a language $L \subset \Sigma^{*}$ of type ( $*^{\prime}$ ).

Since $L$ is of type $\left(*^{\prime}\right)$, it is recognized by a deterministic automaton $D$ which has three states $q, q_{1}, q_{2}$ such that $q_{1} \neq q_{2}, q x=q_{1}, q y=q_{2}, q_{1} x=q_{1}, q_{1} y=q_{1}$, $q_{2} x=q_{2}, q_{2} y=q_{2}$, where $x, y \in \Sigma^{*}$. Furthermore, exists $\omega \in \Sigma^{*}$ such that $q_{0} \omega=q$, where $q_{0}$ is an initial state of $D$, and exists a word $z \in \Sigma^{*}$, such that $q_{1} z=q_{a c c}$ if and only if $q_{2} z=q_{r e j}$, where $q_{a c c}$ is an accepting state and $q_{r e j}$ is a rejecting state of $D$. Without loss of generality we assume that $q_{1} z=q_{a c c}$ and $q_{2} z=q_{r e j}$.

The transition function of the automaton $A$ is determined by doubly stochastic matrices $V_{\sigma_{1}}, \ldots, V_{\sigma_{n}}$. The words from the construction $\left(*^{\prime}\right)$ are $x=\sigma_{i_{1}} \ldots \sigma_{i_{k}}$ and $y=\sigma_{j_{1}} \ldots \sigma_{j_{s}}$. The transitions induced by words $x$ and $y$ are determined by doubly stochastic matrices $X=V_{\sigma_{i_{k}}} \ldots V_{\sigma_{i_{1}}}$ and $Y=V_{\sigma_{j_{s}}} \ldots V_{\sigma_{j_{1}}}$. Similarly, the transitions induced by words $\omega$ and $z$ are determined by doubly stochastic matrices $W$ and $Z$. By Corollary 2.18, exists $K>0$, such that

$$
\begin{equation*}
\forall i\left(X^{K}\right)_{i, i}>0 \text { and }\left(Y^{K}\right)_{i, i}>0 \tag{3}
\end{equation*}
$$

Consider a relation between the states of the automaton defined as $R=$ $\left\{\left(q_{i}, q_{j}\right) \mid q_{i} \xrightarrow{\left(x^{K}, y^{K}\right)^{*}} q_{j}\right\}$. By (3), this relation is reflexive. By Lemma 2.19, the relation $R$ is symmetric.

Surely $R$ is transitive. Therefore all states of $A$ may be partitioned into equivalence classes $\left[q_{0}\right],\left[q_{i_{1}}\right], \ldots,\left[q_{i_{n}}\right]$. Let us renumber the states of $A$ in such a way, that states from one equivalence class have consecutive numbers. First come the states in $\left[q_{0}\right]$, then in $\left[q_{i_{1}}\right]$, etc.

Consider the word $x^{K} y^{K}$. The transition induced by this word is determined by a doubly stochastic matrix $C=Y^{K} X^{K}$. We prove the following proposition. States $q_{a}$ and $q_{b}$ are in one equivalence class if and only if $q_{a} \rightarrow q_{b}$ with matrix $C$. Suppose $q_{a} \rightarrow q_{b}$. Then $\left(q_{a}, q_{b}\right) \in R$, and $q_{a}, q_{b}$ are in one equivalence class. Suppose $q_{a}, q_{b}$ are in one equivalence class. Then

$$
\begin{equation*}
q_{a} \xrightarrow{\xi_{1}} q_{i_{1}}, q_{i_{1}} \xrightarrow{\xi_{2}} q_{i_{2}}, \ldots, q_{i_{k-1}} \xrightarrow{\xi_{k}} q_{b}, \text { where } \xi_{s} \in\left\{x^{K}, y^{K}\right\} \tag{4}
\end{equation*}
$$

By (3), $q_{i} \xrightarrow{x^{K}} q_{i}$ and $q_{j} \xrightarrow{y^{K}} q_{j}$. Therefore, if $q_{i} \xrightarrow{x^{K}} q_{j}$, then $q_{i} \xrightarrow{x^{K} y^{K}} q_{j}$, and again, if $q_{i} \xrightarrow{y^{K}} q_{j}$, then $q_{i} \xrightarrow{x^{K} y^{K}} q_{j}$. That transforms (4) to $q_{a} \xrightarrow{\left(x^{K} y^{K}\right)^{t}}$ $q_{b}$, where $t>0$. We have proved the proposition.

By the proved proposition, due to the renumbering of states, matrix $C$ is a block diagonal matrix, where each block corresponds to an equivalence class of the relation $R$. Let us identify these blocks as $C_{0}, C_{1}, \ldots, C_{n}$. By (3), a Markov chain with matrix C is aperiodic. Therefore each block $C_{r}$ corresponds to an aperiodic irreducible doubly stochastic Markov chain with states [ $q_{i_{r}}$ ]. By Corollary 2.16, $\lim _{m \rightarrow \infty} C^{m}=J, J$ is a block diagonal matrix, where for each $(p \times p)$ block $C_{r}\left(C_{r}\right)_{i, j}=\frac{1}{p}$. Relation $q_{i} \xrightarrow{\left(y^{K}\right)^{*}} q_{j}$ is a subrelation of $R$, therefore $Y^{K}$ is a block diagonal matrix with the same block ordering and sizes as $C$ and $J$. (This does not eliminate possibility that some block of $Y^{K}$ is constituted of smaller blocks, however.) Therefore $J Y^{K}=J$, and $\lim _{m \rightarrow \infty} Z\left(Y^{K} X^{K}\right)^{m} W=\lim _{m \rightarrow \infty} Z\left(Y^{K} X^{K}\right)^{m} Y^{K} W=Z J W$. So $\forall \varepsilon>0 \exists m\left\|\left(Z\left(Y^{K} X^{K}\right)^{m} W-Z\left(Y^{K} X^{K}\right)^{m} Y^{K} W\right) Q_{0}\right\|<\varepsilon$. However, by construction $\left(*^{\prime}\right), \forall k \forall m \omega\left(x^{k} y^{k}\right)^{m} z \in L$ and $\omega y^{k}\left(x^{k} y^{k}\right)^{m} z \notin L$. This requires existence of $\varepsilon>0$, such that $\forall m\left\|\left(Z\left(Y^{K} X^{K}\right)^{m} W-Z\left(Y^{K} X^{K}\right)^{m} Y^{K} W\right) Q_{0}\right\|>\varepsilon$. This is a contradiction.

Lemma 2.21. If a regular language is of type $\left(*^{\prime \prime}\right)$, it is not recognizable by any PRA-C.

Proof. Proof is nearly identical to that of Lemma 2.20.
Theorem 2.22. If a regular language is of type (*), it is not recognizable by any PRA-C.

Proof. By Lemmas 2.11, 2.20, 2.21.
We proved (Lemma 2.11) that the construction of type $(*)$ is a generalization the construction proposed by [BP 99]. Also it can be easily noticed, that the type $(*)$ construction is a generalization of construction proposed by [AKV 00]. (Constructions of [BP 99] and [AKV 00] characterize languages, not recognized by measure-many quantum finite automata of [KW 97].)

Corollary 2.23. Languages $(a, b)^{*} a$ and $a(a, b)^{*}$ are not recognized by PRA-C.
Proof. Both languages are of type (*).

## 3 1-Way Probabilistic Reversible DH-Automata

Definition 3.1. The definition differs from one for PRA-C (Definition 2.1) by the following: languages are recognized according to Definition 1.3.

It is easy to see that the class of languages recognized by PRA-C is a proper subclass of languages recognized by PRA-DH. For example, the language $a(a, b)^{*}$ is recognizable by PRA-DH. However, the following theorem holds:
Theorem 3.2. Language $(a, b)^{*} a$ is not recognized by PRA-DH.
Proof. Assume from the contrary that such automaton exists. While reading any sequence of $a$ and $b$, this automaton can halt only with some probability $p$ strictly less then 1 , so accepting and rejecting probabilities may differ only by $1-\mathrm{p}$, because any word belonging to the language is not dependent on any prefix. Therefore for each $\varepsilon>0$ we can find that after reading a prefix of certain length, the total probability to halt while continue reading the word is less then $\varepsilon$. In this case we can apply similar techniques as in the proof of Lemma 2.20.

## 4 Alternative Approach to Finite Reversible Automata and 1.5-Way Probabilistic Reversible Automata

Let us consider an automaton $A^{\prime}=\left(Q, \Sigma, q_{0}, Q_{F}, \delta^{\prime}\right)$ that can be obtained from a probabilistic automaton $A=\left(Q, \Sigma, q_{0}, Q_{F}, \delta\right)$ by specifying $\delta^{\prime}\left(q, \sigma, q^{\prime}\right)=$ $\delta\left(q^{\prime}, \sigma, q\right)$ for all $q^{\prime}, \sigma$ and $q$. If $A^{\prime}$ is valid probabilistic automaton then we can call $A$ and $A^{\prime}$ probabilistic reversible automata.

Definition 4.1. An automaton of some type is called weakly reversible if the reverse of its transition function corresponds to the transition function of a valid automaton of the same type.
Note: in case of deterministic automaton where $\delta: Q \times \Gamma \times Q \longrightarrow\{0,1\}$ this property means that A' is still deterministic automaton, not nondeterministic. In case of one-way automata it is easy to check that this definition is equivalent to the one in Section 2. We give an example that illustrates that in case of 1.5 -way automata these definitions are different.

Definition 4.2. 1.5-way probabilistic weakly reversible $C$-automaton $A=\left(Q, \Sigma, q_{0}, Q_{F}, \delta\right)$ is specified by $Q, \Sigma, q_{0}, Q_{F}$ defined as in 1-way PRA$C$ Definition 2.1, and a transition function $\delta: Q \times \Gamma \times Q \times D \longrightarrow \mathbb{R}_{[0,1]}$, where $\Gamma$ defined as in 1-way PRA-C definition and $D=\{0,1\}$ denotes whether automaton stays on the same position or moves one letter ahead on the input tape. Furthermore, transition function satisfies the following requirements:

$$
\begin{aligned}
& \forall\left(q_{1}, \sigma_{1}\right) \in Q \times \Gamma \sum_{q \in Q, d \in D} \delta\left(q_{1}, \sigma_{1}, q, d\right)=1 \\
& \forall\left(q_{1}, \sigma_{1}\right) \in Q \times \Gamma \sum_{q \in Q, d \in D} \delta\left(q, \sigma_{1}, q_{1}, d\right)=1
\end{aligned}
$$

Definition 4.3. 1.5 -way probabilistic reversible $C$-automaton
$A=\left(Q, \Sigma, q_{0}, Q_{F}, \delta\right)$ is specified by $Q, \Sigma, q_{0}, Q_{F}$ defined as in 1-way PRA$C$ Definition 2.1, and a transition function $\delta: Q \times \Gamma \times Q \times D \longrightarrow \mathbb{R}_{[0,1]}$, where $\Gamma$ defined as in 1-way PRA-C definition and $D=\{0,1\}$ denotes whether automaton stays on the same position or moves one letter ahead on the input tape. Furthermore, transition function satisfies the following requirements:

$$
\begin{aligned}
\forall\left(q_{1}, \sigma_{1}\right) & \in Q \times \Gamma \sum_{q \in Q, d \in D} \delta\left(q_{1}, \sigma_{1}, q, d\right)=1 ; \\
\forall\left(q_{1}, \sigma_{1}, \sigma_{2}\right) & \in Q \times \Gamma^{2} \sum_{q \in Q} \delta\left(q, \sigma_{1}, q_{1}, 0\right)+\sum_{q \in Q, \sigma \in \Gamma} \delta\left(q, \sigma_{2}, q_{1}, 1\right)=1
\end{aligned}
$$

Theorem 4.4. Language $(a, b)^{*} a$ is recognizable by 1.5-way weakly reversible PRA-C.

Proof. The $Q=\left\{q_{0}, q_{1}\right\}, Q_{F}=\left\{q_{1}\right\}, \delta$ is defined as follows; $\delta\left(q_{0}, a, q_{0}, 0\right)=$ $\frac{1}{2}, \delta\left(q_{0}, a, q_{1}, 1\right)=\frac{1}{2}, \delta\left(q_{1}, a, q_{0}, 0\right)=\frac{1}{2}, \delta\left(q_{1}, a, q_{1}, 1\right)=\frac{1}{2}, \delta\left(q_{0}, b, q_{0}, 1\right)=$ $\frac{1}{2}, \delta\left(q_{0}, b, q_{1}, 0\right)=\frac{1}{2}, \delta\left(q_{1}, b, q_{0}, 1\right)=\frac{1}{2}, \delta\left(q_{1}, b, q_{1}, 0\right)=\frac{1}{2}, \delta\left(q_{0}, \$, q_{0}, 1\right)=1$, $\delta\left(q_{1}, \$, q_{1}, 1\right)=1$. It easy to check that such automaton moves ahead according to the transition of the following deterministic automaton; $\delta\left(q_{0}, a, q_{1}, 1\right)=$ $1, \delta\left(q_{1}, a, q_{1}, 1\right)=1, \delta\left(q_{0}, b, q_{0}, 1\right)=1, \delta\left(q_{1}, b, q_{0}, 1\right)=1, \delta\left(q_{0}, \$, q_{0}, 1\right)=1$, $\delta\left(q_{1}, \$, q_{1}, 1\right)=1$. So the probability of wrong answer is 0 . The probability to be at the $m$-th position of the input tape after $n$ steps of calculation for $m \leq n$ is $C_{n}^{m}$. Therefore it is necessary no more then $O(n * \log (p))$ steps to reach the end of the word of length n (and so obtain correct answer) with probability $1-\frac{1}{p}$.

## 5 A Classification of Reversible Automata

We propose the following classification for finite 1-way reversible automata:

|  | C-Automata | DH-Automata |
| :--- | :--- | :--- |
| Deterministic | Permutation Automata <br> Automata | Reversible Finite Automata <br> [HS 66,T 68] (DRA-C) |
| [AF 98] (DRA-DH) |  |  |
| Quantum <br> Automata with <br> Pure States | Measure-Once Quantum <br> Finite Automata [MC 97] <br> (QRA-P-C) | Measure-Many Quantum <br> Finite Automata [KW 97] <br> (QRA-P-DH) |
| Probabilistic | Probabilistic Reversible <br> Automata | Probabilistic Reversible <br> C-Automata (PRA-C) |
| DH-Automata (PRA-DH) <br> Quantum Finite <br> Antomata with considered yet <br> Mixed States | Enhanced Quantum <br> (QRA-M-C) | Finite Automata [N 99] <br> (QRA-M-DH) |

Language class problems are solved for DRA-C, DRA-DH, QRA-P-C, for the rest types they are still open. Every type of DH-automata may simulate the corresponding type of C-automata.

In general, language classes recognized by C-automata are closed under boolean operations (though this is open for QRA-M-C), while DH-automata are not (though this is open for QRA-M-DH and possibly for PRA-DH).
Definition 5.1. We say that a unitary matrix $U$ is a prototype for a doubly stochastic matrix $S$, if $\forall i, j\left|U_{i, j}\right|^{2}=S_{i, j}$.
Not every doubly stochastic matrix has a unitary prototype. Such matrix is, for example, $\left(\begin{array}{ccc}\frac{1}{2} & \frac{1}{2} & 0 \\ \frac{1}{2} & 0 & \frac{1}{2} \\ 0 & \frac{1}{2} & \frac{1}{2}\end{array}\right)$. In Introduction, we demonstrated some relation between PRA-C and QRA-M-DH (and hence, QRA-M-C). However, due to the example above, we do not know exactly, whether every PRA-C can be simulated by QRA-M-C, or whether every PRA-DH can be simulated by QRA-M-DH.
Theorem 5.2. If all matrices of a PRA-C have unitary prototypes, then the $P R A-C$ may be simulated by a $Q R A-M-C$ and by a $Q R A-M-D H$.
If all matrices of a PRA-DH have unitary prototypes, then the PRA-DH may be simulated by a QRA-M-DH.
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#### Abstract

This paper focuses on quantum analogues of various models of counter automata, and almost completely proves the relation between the classes of languages recognizable by bounded error quantum ones and classical deterministic ones in every model of counter automata. It is proved that (i) under some practically reasonable assumption, quantum ones are strictly stronger than deterministic ones in two-way one-counter automata, and (ii) for any fixed $k$, quantum ones and deterministic ones are incomparable in one-way $k$-counter automata.


## 1 Introduction

Quantum finite state automata were introduced by Moore and Crutchfield [8] and Kondacs and Watrous [4] independently. The latter showed that bounded error one-way quantum finite state automata (1QFAs) can recognize languages only in a proper subset of the class of regular languages, while the class of languages recognized by bounded error two-way quantum finite state automata (2QFAs) properly contains the class of regular languages.

One thing to be mentioned on 2QFAs is that, with respect to input length, they need logarithmically (not constantly) many qubits to be implemented. This is because the tape head on the input tape of a 2 QFA is allowed in quantum superposition, and thus logarithmically many qubits are necessary to store the position of the tape head. In this context, quantum analogues of one-way counter automata and polynomial-time two-way counter automata need only logarithmically many qubits as well as their classical versions need logarithmically many bits (note that pushdown automata need polynomially many bits or qubits).

Another interesting property of counter automata was shown by Minsky [7] that two-way deterministic two-counter automata (2D2CAs) can simulate deterministic Turing machines, that is, 2D2CAs are universal. Morita 9] extended this to the universality of two-way reversible two-counter automata (2R2CAs). Hence, from the viewpoint of quantum computation, quantum analogues of twoway one-counter automata and one-way $k$-counter automata are of interest.

One-way quantum one-counter automata (1Q1CAs) were introduced by Kravtsev [5], and studied by Yamasaki, Kobayashi, Tokunaga, and Imai [1] and Bonner, Freivalds, and Kravtsev [1] in comparison with their various classical
counterparts. In particular, it is known that 1Q1CAs can recognize several non-context-free languages [511] while there are regular languages that cannot be recognized by 1Q1CAs [11. This implies the incomparability between 1Q1CAs and one-way deterministic one-counter automata (1D1CAs).

This paper gives the first formal treatments of two-way quantum one-counter automata (2Q1CAs) and one-way quantum $k$-counter automata ( $1 \mathrm{Q} k \mathrm{CAs}$ ).

For two-way one-counter automata, it is proved that 2Q1CAs are at least as powerful as two-way deterministic one-counter automata (2D1CAs) in the following practical sense. That is, as far as we consider models with a counter tape of length bounded by some function with respect to input length (and this function is unknown to the finite control part of the automaton), we have a method of reversible simulation of 2D1CAs. Further it is proved that the non-context-free languages $L_{\text {square }}=\left\{a^{m} b^{m^{2}} \mid m \geq 1\right\}$ and $L_{\text {prod }}=\left\{a^{m_{1}} b^{m_{2}} c^{m_{1} m_{2}} \mid\right.$ $\left.m_{1}, m_{2} \geq 1\right\}$, which cannot be recognized by 2 D 1 CAs [3], can be recognized by polynomial-time 2Q1CAs with arbitrary small constant one-sided error. Other non-context-free languages such as $L_{\text {power }}=\left\{a^{m} b^{2^{m}} \mid m \geq 1\right\}$ are also shown recognizable by one-sided error 2Q1CAs in polynomial time. These results of recognizability hold both in the usual model with a counter tape of unbounded length and in the restricted model with a counter tape of bounded length.

For one-way $k$-counter automata, this paper proves the existence of the family of languages $\left\{L_{0}^{k+1}\right\}$, where $L_{0}^{k+1}=\left\{a^{m_{1}} b a^{m_{2}} b \cdots a^{m_{k}} b a^{m_{k+1}} c a^{m_{0}} \mid m_{i} \geq 0\right.$, $m_{0}=m_{j}$ for some $\left.1 \leq j \leq k+1\right\}$ is known unrecognizable by 1D $k$ CAs [2], can be recognized by $1 \mathrm{Q} k \mathrm{CAs}$ (actually by 1Q1CAs) with bounded error. It is also proved that, for any fixed integer $k$, the regular language $L_{\text {last }}=\left\{\{a, b\}^{*} a\right\}$ cannot be recognized by bounded error $1 \mathrm{Q} k \mathrm{CAs}$.

## 2 Definitions

Here we give formal definitions of two-way one-counter automata and one-way $k$-counter automata both in classical and quantum cases. It is assumed that every input $x$ is written of the form $¢ x \$$ on the input tape, started by the left end-marker $\mathbb{c}$ and terminated by the right end-marker $\$$. It is also assumed that each of $\mathbb{C}$ and $\$$ does not appear in $x$. For convenience, let $\mathbb{Z}_{[a, b]}$ denote the set of integers in the interval of $[a, b]$.

### 2.1 Two-Way One-Counter Automata

In general, each two-way one-counter automaton is specified by $M=\left(Q, \Sigma, \delta, q_{0}\right.$, $\left.Q_{\text {acc }}, Q_{\mathrm{rej}}\right)$. Here $Q$ is a finite set of states, $\Sigma$ is the finite input alphabet, $q_{0} \in Q$ is the initial state, $Q_{\text {acc }} \subseteq Q$ is a set of accepting states, $Q_{\mathrm{rej}} \subseteq Q$ is a set of rejecting states, and $\delta$ is a transition function of the form

$$
\begin{equation*}
\delta: Q \times \Gamma \times S \times Q \times\{-1,0,+1\} \times\{\leftarrow, \downarrow, \rightarrow\} \rightarrow \mathbb{C} \tag{1}
\end{equation*}
$$

where $\Gamma=\Sigma \cup\{\varnothing, \$\}$ is the tape alphabet and $S=\{0,1\}$. It is assumed that each two-way one-counter automaton has a tape served as a counter and the counter value is zero at the beginning of computation.

For the sake of reversible simulation discussed in Subsection 3.1, here we define two-way one-counter automata with a counter tape of bounded length. That is, for every input of length $n$, a counter tape is of length $2 \xi(n)+1$ for some function $\xi: \mathbb{Z}^{+} \rightarrow \mathbb{N}$ so that counter values are in the interval of $[-\xi(n), \xi(n)]$, and this function $\xi$ is unknown to the finite control part of the automaton. Furthermore, it is assumed that the left-most and the right-most cells of the counter tape are indicated by symbols $\mathbb{C}$ and $\$$ written on them, respectively, in order to prevent overflow and underflow of the counter. Thus the set $S$ in (11) is redefined as $S=\{0,1, ¢, \$\}$. Note that we have the usual model of two-way one-counter automata if we take $\xi$ to be infinity independent of input length.

First we define two-way deterministic one-counter automata.
Definition 1. A two-way deterministic one-counter automaton (2D1CA) $M=$ $\left(Q, \Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ is a two-way one-counter automaton whose transition function $\delta$ takes values in $\{0,1\}$ and satisfies that, for any $q \in Q, \sigma \in \Gamma$, and $s \in\{0,1, ¢, \$\}$, there is a unique triplet of $q^{\prime} \in Q, c \in\{-1,0,+1\}$, and $d \in\{\leftarrow, \downarrow, \rightarrow\}$ such that $\delta\left(q, \sigma, s, q^{\prime}, c, d\right)=1$.

Assume that the input $x$ is of length $n$ and the counter tape is of length $2 \xi(n)+1$. For each counter value $z \in \mathbb{Z}_{[-\xi(n), \xi(n)]}$, let $s=\operatorname{sign}(z) \in\{0,1, ¢, \$\}$, where $\operatorname{sign}(0)=0, \operatorname{sign}(-\xi(n))=¢, \operatorname{sign}(\xi(n))=\$$, and $\operatorname{sign}(z)=1$ otherwise. At the beginning of computation, the automaton is in the initial state $q_{0}$ with its tape head scanning the left-most symbol $¢$ of $w_{x}=\varsigma x \$$. At each step, it reads a symbol $\sigma$ of $w_{x}$ in a state $q$, checks $s=\operatorname{sign}(z)$ of a counter value $z$, and finds an appropriate transition $\delta\left(q, \sigma, s, q^{\prime}, c, d\right)=1$ for some $q^{\prime} \in Q, c \in\{-1,0,+1\}$, and $d \in\{\leftarrow, \downarrow, \rightarrow\}$. Then it updates its state to $q^{\prime}$, changes the counter value $z$ to $z+c$, and moves its tape head in direction $d$ by a square (the tape head remains stationary if $d=\downarrow$ ). The automaton accepts $x$ if it enters one of the final states in $Q_{\text {acc }}$ and rejects $x$ if it enters one of the final states in $Q_{\text {rej }}$.

Next we define two-way quantum one-counter automata (2Q1CAs). Assume that the counter tape is of length $2 \xi(n)+1$ for every input of length $n$. Then the number of configurations of a 2Q1CA $M$ is precisely $(n+2)(2 \xi(n)+1)|Q|$. For fixed $M$ and $\xi$, let $C_{n}$ denote this set of configurations. A computation on an input $x$ of length $n$ corresponds to a unitary evolution in the Hilbert space $\mathcal{H}_{n}=l_{2}\left(C_{n}\right)$. For each $(q, z, k) \in C_{n}$, where $q \in Q, z \in \mathbb{Z}_{[-\xi(n), \xi(n)]}$, and $k \in \mathbb{Z}_{[0, n+1]}$, let $|q, z, k\rangle$ denote the corresponding basis vector in $\mathcal{H}_{n}$. A transition operator $U_{x}^{\delta}$ for an input $x$ on $\mathcal{H}_{n}$ is given by

$$
U_{x}^{\delta}|q, z, k\rangle=\sum_{q^{\prime}, c, d} \delta\left(q, w_{x}(k), \operatorname{sign}(z), q^{\prime}, c, d\right)\left|q^{\prime}, z+c, k+\mu(d)\right\rangle,
$$

where $w_{x}(k)$ denotes the $k$ th symbol of $w_{x}=\varsigma x \$$ and $\mu(d)=-1(0)[+1]$ if $d=\leftarrow(\downarrow)[\rightarrow]$. It is assumed that $U_{x}^{\delta}$ is unitary, that is, $\left(U_{x}^{\delta}\right)^{\dagger} U_{x}^{\delta}=U_{x}^{\delta}\left(U_{x}^{\delta}\right)^{\dagger}=I$. After each transition, a state of a 2Q1CA is observed with the computational observable $O$, which is the orthogonal decomposition of $\mathcal{H}_{n}$ into $E_{\text {acc }} \oplus E_{\text {rej }} \oplus E_{\text {non }}$, where $E_{\text {acc }}=\operatorname{span}\left\{|q, z, k\rangle \mid q \in Q_{\text {acc }}\right\}, E_{\text {rej }}=\operatorname{span}\left\{|q, z, k\rangle \mid q \in Q_{\text {rej }}\right\}$, and $E_{\text {non }}=\operatorname{span}\left\{|q, z, k\rangle \mid q \in Q \backslash\left(Q_{\text {acc }} \cup Q_{\text {rej }}\right)\right\}$. The outcome of any observation
will be either "accepting" $\left(E_{\text {acc }}\right)$ or "rejecting" $\left(E_{\text {rej }}\right)$ or "non-halting" $\left(E_{\text {non }}\right)$. The probability of acceptance, rejection, and non-halting at each step is equal to the sum of the squared amplitude of each basis state in the new state for the corresponding subspace. In order to have $U_{x}^{\delta}$ be unitary, we have

$$
\begin{align*}
& \left\langle q_{1}, z_{1}, k_{1} \mid q_{2}, z_{2}, k_{2}\right\rangle= \\
& \quad \sum_{\substack{\left.q^{\prime} \\
z_{1} \\
k_{1}+c_{1} \\
k_{1}+z_{1}+d_{1}\right)=k_{2}+\mu\left(d_{2}\right)}} \delta^{\dagger}\left(q_{1}, w_{x}\left(k_{1}\right), \operatorname{sign}\left(z_{1}\right), q^{\prime}, c_{1}, d_{1}\right) \delta\left(q_{2}, w_{x}\left(k_{2}\right), \operatorname{sign}\left(z_{2}\right), q^{\prime}, c_{2}, d_{2}\right) . \tag{2}
\end{align*}
$$

The well-formedness conditions of 2Q1CAs are ones derived from (2).
Definition 2. A two-way quantum one-counter automaton (2Q1CA) $M=(Q$, $\left.\Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ is a two-way one-counter automaton whose transition function $\delta$ satisfies the well-formedness conditions.

Finally, two-way reversible one-counter automata (2R1CAs) are simply defined as 2Q1CAs whose transition function $\delta$ only takes values in $\{0,1\}$.

Now we give a definition of languages recognized by 2D1CAs and 2Q1CAs with a counter tape of bounded length.

Definition 3. A language $L$ is recognized by a 2D1CA $M$ (resp. recognized by a 2Q1CA $M$ with probability $p>1 / 2$ ) if there exists a function $\xi_{0}: \mathbb{Z}^{+} \rightarrow \mathbb{N}$ such that, for any function $\xi: \mathbb{Z}^{+} \rightarrow \mathbb{N}$ satisfying $\xi \geq \xi_{0}$ and any integer $n \geq 0$, $M$ equipped with its counter tape of length $2 \xi(n)+1$ accepts any input $x \in L$ of length $n$ (resp. accepts any input $x \in L$ of length $n$ with probability at least $p$ ) and rejects any input $x \notin L$ of length $n$ (resp. rejects any input $x \notin L$ of length $n$ with probability at least $p$ ).

To describe automata easily, we introduce the concept of simple 2Q1CAs. Consider the Hilbert space $l_{2}(Q)$ for the set $Q$ of internal states of a 2Q1CA $M$.

Definition 4. A 2Q1CA $M=\left(Q, \Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ is simple, if there are unitary operators $V_{\sigma, s}$ on $l_{2}(Q)$ for each $\sigma \in \Gamma$ and $s \in\{0,1, ¢, \$\}$, a counter function $C: Q \times \Gamma \rightarrow\{-1,0,+1\}$, and a tape-head function $D: Q \rightarrow\{\leftarrow, \downarrow, \rightarrow\}$ such that, for any $q, q^{\prime} \in Q, c \in\{-1,0,+1\}$, and $d \in\{\leftarrow, \downarrow, \rightarrow\}$,

$$
\delta\left(q, \sigma, s, q^{\prime}, c, d\right)= \begin{cases}\left\langle q^{\prime}\right| V_{\sigma, s}|q\rangle & \text { if } C\left(q^{\prime}, \sigma\right)=c \text { and } D\left(q^{\prime}\right)=d, \\ 0 & \text { otherwise } .\end{cases}
$$

If a 2 Q 1 CA is simple, increase or decrease of a counter value is determined only by a symbol the automaton reads and a state it enters, while a move of the tape head is determined only by a state it enters. Thus it is easy to see that a simple 2Q1CA $M$ satisfies the well-formedness conditions if there is a unitary operator $V_{\sigma, s}$ for each $\sigma \in \Gamma$ and $s \in\{0,1, ¢, \$\}$ such that $\sum_{q^{\prime} \in Q}\left(\left\langle q^{\prime}\right| V_{\sigma, s}\left|q_{1}\right\rangle\right)^{\dagger}\left\langle q^{\prime}\right| V_{\sigma, s}\left|q_{2}\right\rangle$ equals 1 if $q_{1}=q_{2}$ and 0 otherwise.

For the case of 2D1CAs, simple 2D1CAs can be defined in a similar manner.

### 2.2 One-Way $k$-Counter Automata

Here we only deal with one-way two-counter automata. It is straightforward to extend our definitions to the $k$-counter cases.

In general, each one-way two-counter automaton is specified by $M=(Q, \Sigma, \delta$, $\left.q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$, whose transition function $\delta$ is of the form

$$
\delta: Q \times \Gamma \times S \times S \times Q \times\{-1,0,+1\} \times\{-1,0,+1\} \rightarrow \mathbb{C}
$$

where $\Gamma=\Sigma \cup\{¢, \$\}$ and $S=\{0,1\}$. It is assumed that each one-way twocounter automaton has two counters, each of which initially contains zero.

First we define one-way deterministic two-counter automata.
Definition 5. A one-way deterministic two-counter automaton (1D2CA) $M=$ $\left(Q, \Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ is a one-way two-counter automaton whose transition function $\delta$ takes values in $\{0,1\}$ and satisfies that, for any $q \in Q, \sigma \in \Gamma$, and $s_{1}, s_{2} \in\{0,1\}$, there is a unique triplet of $q^{\prime} \in Q$ and $c_{1}, c_{2} \in\{-1,0,+1\}$ such that $\delta\left(q, \sigma, s_{1}, s_{2}, q^{\prime}, c_{1}, c_{2}\right)=1$.

Transitions of a 1D2CA are almost same as those of a 2D1CA except that at every step the input tape head always moves right by a square and the automaton treats not only one but two counters.

Next we define one-way quantum two-counter automata. Given an input $x$ of length $n$, the number of configurations of a 1Q2CA $M$ is precisely $(2 n+5)^{2}|Q|$. For fixed $M$, let $C_{n}$ denote this set of configurations. A computation on $x$ corresponds to a unitary evolution in the Hilbert space $\mathcal{H}_{n}=l_{2}\left(C_{n}\right)$. For each $\left(q, z_{1}, z_{2}\right) \in C_{n}$, where $q \in Q$ and $z_{1}, z_{2} \in \mathbb{Z}_{[-n-2, n+2]}$, let $\left|q, z_{1}, z_{2}\right\rangle$ denote the corresponding basis vector in $\mathcal{H}_{n}$. For every $\sigma \in \Gamma$, a transition operator $U_{\sigma}^{\delta}$ on $\mathcal{H}_{n}$ is given by

$$
U_{\sigma}^{\delta}\left|q, z_{1}, z_{2}\right\rangle=\sum_{q^{\prime}, c_{1}, c_{2}} \delta\left(q, \sigma, \operatorname{sign}\left(z_{1}\right), \operatorname{sign}\left(z_{2}\right), q^{\prime}, c_{1}, c_{2}\right)\left|q^{\prime}, z_{1}+c_{1}, z_{2}+c_{2}\right\rangle
$$

It is assumed that $U_{\sigma}^{\delta}$ is unitary. Similar to the case of a 2 Q 1 CA , after each transition, a state of a 1Q2CA is observed with the computational observable $O$, which is the orthogonal decomposition of $\mathcal{H}_{n}$ into $E_{\text {acc }} \oplus E_{\text {rej }} \oplus E_{\text {non }}$. In order to have the transition matrices $U_{\sigma}^{\delta}$ be unitary, we have

$$
\begin{aligned}
& \left\langle q_{1}, z_{11}, z_{12} \mid q_{2}, z_{21}, z_{22}\right\rangle= \\
& \sum_{\substack{q^{\prime} \\
z_{1 j}+c_{1 j} \\
=\\
=z_{2 j}+c_{2 j}}} \delta^{\dagger}\left(q_{1}, \sigma, \operatorname{sign}\left(z_{11}\right), \operatorname{sign}\left(z_{12}\right), q^{\prime}, c_{11}, c_{12}\right) \delta\left(q_{2}, \sigma, \operatorname{sign}\left(z_{21}\right), \operatorname{sign}\left(z_{22}\right), q^{\prime}, c_{21}, c_{22}\right)
\end{aligned}
$$

The well-formedness conditions of 1Q2CAs are ones derived from (3).
Definition 6. A one-way quantum two-counter automaton (1Q2CA) $M=(Q$, $\left.\Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ is a one-way two-counter automaton whose transition function $\delta$ satisfies the well-formedness conditions.

## 3 2Q1CAs versus 2D1CAs

### 3.1 Reversible Simulation of 2D1CAs

First we show that an arbitrary 2 D 1 CA is simulated by a 2 R 1 CA as far as we consider the models with the counter tape of bounded length. Since 2R1CAs are special cases of 2Q1CAs, this implies that 2Q1CAs are practically at least as powerful as their classical deterministic counterpart.

We start with a useful property of 2D1CAs. The proof is easy and left to the reader.

Lemma 7. Let $L$ be a language that can be recognized by a 2D1CA. Then there exists a simple 2D1CA that recognizes $L$, whose counter function does not depend on a symbol it reads.

Now we show the method of reversible simulation. Kondacs and Watrous [4] showed that any one-way deterministic finite state automaton can be simulated by a two-way reversible finite state automaton by using a technique due to Lange, McKenzie, and Tapp [6]. Our method is an extension of them.

Theorem 8. Let $L$ be a language that can be recognized by a 2D1CA. Then there exists a simple 2R1CA that recognizes $L$.

Proof. Let $M=\left(Q, \Sigma, \delta, q_{0}, Q_{\mathrm{acc}}, Q_{\mathrm{rej}}\right)$ be a 2 D 1 CA for $L$ that halts in at most $t(n)$ steps on a given input of length $n$. Then, for every function $\xi \geq t$ and every input $x$ of length $n, M$ equipped with its counter tape of length $2 \xi(n)+1$ accepts $x \in L$ and rejects $x \notin L$. ¿From Lemma we may assume that $M$ is simple and its counter function does not depend on a symbol it reads. Without loss of generality, we assume that each $Q_{\text {acc }}$ and $Q_{\mathrm{rej}}$ consists of only one state. We construct a simple 2R1CA $M^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, q_{0}^{\prime}, Q_{\mathrm{acc}}^{\prime}, Q_{\mathrm{rej}}^{\prime}\right)$ for $L$ such that for any function $\xi \geq t$ and every input $x$ of length $n, M^{\prime}$ equipped with its counter tape of length $2 \xi(n)+1$ accepts $x \in L$ and rejects $x \notin L$.

First, for each $q, \sigma, s$, and the transition matrix $V_{\sigma, s}$ of $M$, define $I_{q, \sigma, s}=$ $\left.\left\{q^{\prime} \in Q\left|V_{\sigma, s}\right| q^{\prime}\right\rangle=V_{\sigma, s}|q\rangle\right\}$ and $J_{q, \sigma, s}=\left\{q^{\prime} \in Q\left|V_{\sigma, s}\right| q^{\prime}\right\rangle=|q\rangle$, and fix an ordering of the set $Q$. Let $\max (\cdot)$ and $\min (\cdot)$ denote the maximum and minimum functions relative to this ordering. For any subset $R \subseteq Q^{\prime}$, let $\operatorname{succ}(q, R)$ be the least element in $R$ larger than $q$ (assuming there is such an element).

Now we define $M^{\prime}$. Let the state sets $Q^{\prime}=Q \times\{-,+\}, Q_{\text {acc }}^{\prime}=Q_{\text {acc }} \times\{-,+\}$, $Q_{\mathrm{rej}}^{\prime}=Q_{\mathrm{rej}} \times\{-,+\}$, and let the initial state $q_{0}^{\prime}=\left(q_{0},+\right)$.

Define the transition matrices $V_{\sigma, s}^{\prime}$ as, for each $(q,+),(q,-) \in Q^{\prime}, q \in Q$,

$$
\begin{aligned}
& V_{\sigma, s}^{\prime}|(q,+)\rangle= \begin{cases}\left|\left(\operatorname{succ}\left(q, I_{q, \sigma, s}\right),-\right)\right\rangle & \text { if } q \neq \max \left(I_{q, \sigma, s}\right), \\
\left|\left(r_{q, \sigma, s},+\right)\right\rangle & \text { if } q=\max \left(I_{q, \sigma, s}\right),\end{cases} \\
& V_{\sigma, s}^{\prime}|(q,-)\rangle= \begin{cases}|(q,+)\rangle & \text { if } J_{q, \sigma, s}=\emptyset, \\
\left|\left(\min \left(J_{q, \sigma, s}\right),-\right)\right\rangle & \text { if } J_{q, \sigma, s} \neq \emptyset .\end{cases}
\end{aligned}
$$

Here $r_{q, \sigma, s} \in Q$ is the state satisfying $V_{\sigma, s}|q\rangle=\left|r_{q, \sigma, s}\right\rangle$.

For $d=\leftarrow(\downarrow)[\rightarrow]$ let $-d=\rightarrow(\downarrow)[\leftarrow]$. For each $(q,+),(q,-) \in Q^{\prime}, q \in Q$, and $\sigma \in \Gamma$, define the counter function $C^{\prime}$ and the tape-head function $D^{\prime}$ as $C^{\prime}((q, \pm), \sigma)= \pm C(q, \sigma)$ and $D^{\prime}((q, \pm))= \pm D(q)$, where $C$ and $D$ are the counter function and tape-head function of $M$, respectively.

Let the transition function $\delta^{\prime}$ of $M^{\prime}$ be defined from given $V_{\sigma, s}^{\prime}, C^{\prime}$, and $D^{\prime}$.
For a given $M$ and every input $x$ of length $n$, let $G$ be an undirected graph with a set of vertices $Q \times \mathbb{Z}_{[-\xi(n), \xi(n)]} \times \mathbb{Z}_{[0, n+1]}$ and an edge between vertices $\left(q_{1}, z, k\right)$ and $\left(q_{2}, z+C\left(q_{2}, \sigma\right), k+\mu\left(D\left(q_{2}\right)\right)\right)$ if and only if $V_{w_{x}(k), \operatorname{sign}(z)}\left|q_{1}\right\rangle=\left|q_{2}\right\rangle$, where $w_{x}(k)$ denotes the $k$ th symbol of $w_{x}=\pitchfork x \$$, and $\mu(d)=-1(0)[+1]$ if $d=\leftarrow(\downarrow)[\rightarrow]$. Let $G_{0}$ be the connected component of $G$ that contains the initial configuration $\left(q_{0}, 0,0\right)$. Since $M$ halts, there can be no cycles in $G_{0}$, and $G_{0}$ must contain exactly one vertex corresponding to a halting state $\in Q_{\text {acc }} \cup Q_{\text {rej }}$. Thus $G_{0}$ can be viewed as a tree with the single halting configuration vertex as the root. $M^{\prime}$ simulates $M$ by traversing $G_{0}$ in a reversible manner.

Each configuration $(q, z, k)$ of $M$ corresponds to two configurations $((q,+), z$, $k)$ and $((q,-), z-C(q, \sigma), k-\mu(D(q)))$ of $M^{\prime}$, which are to be interpreted as follows (recall that $C$ does not depend on $\sigma$ ). The configuration $((q,+), z, k)$ indicates that the subtree of $G_{0}$ rooted at the vertex $(q, z, k)$ has just been traversed, and the configuration $((q,-), z-C(q, \sigma), k-\mu(D(q)))$ indicates that the subtree of $G_{0}$ rooted at $(q, z, k)$ is now about to be traversed.

Consider the set $J_{q, \sigma, s}=I_{q_{i}^{\prime}, \sigma, s}=\left\{q_{1}^{\prime}, \ldots, q_{l}^{\prime}\right\}$ for each $i=1, \ldots, l$, where $\sigma=$ $w_{x}(k)$ and $s=\operatorname{sign}(z)$. Assume that $q_{1}^{\prime}<q_{2}^{\prime}<\cdots<q_{l}^{\prime}$ according to our ordering of $Q$. Suppose that $M^{\prime}$ is in a configuration $\left(\left(q_{i}^{\prime},+\right), z, k\right)$ for $i<l$. Since $q_{i}^{\prime} \neq$ $\max \left(I_{q_{i}^{\prime}, \sigma, s}\right)$, the next configuration is $\left(\left(q_{i+1}^{\prime},-\right), z-C\left(q_{i+1}^{\prime}, \sigma\right), k-\mu\left(D\left(q_{i+1}^{\prime}\right)\right)\right)$, and now the tree rooted at $\left(q_{i+1}^{\prime}, z, k\right)$ is about to be traversed. Now suppose that $M^{\prime}$ is in a configuration $\left(\left(q_{l}^{\prime},+\right), z, k\right)$. Since $q_{l}^{\prime}=\max \left(I_{q_{l}^{\prime}, \sigma, s}\right)$, the next configuration is $((q,+), z+C(q, \sigma), k+\mu(D(q)))$. Hence, for each $q \in Q, z \in \mathbb{Z}_{[-\xi(n), \xi(n)]}$, and $k \in \mathbb{Z}_{[0, n+1]}, M^{\prime}$ enters the configuration $((q,+), z+C(q, \sigma), k+\mu(D(q)))$ only after each of the subtrees rooted at its children has been traversed. Next, suppose that $M^{\prime}$ is in a configuration $((q,-), z, k)$. The next configuration is $\left(\left(q_{1}^{\prime},-\right), z-C\left(q_{1}^{\prime}, \sigma\right), k-\mu\left(D\left(q_{1}^{\prime}\right)\right)\right)$, and thus the subtree rooted at the vertex $\left(q_{1}^{\prime}, z, k\right)$ is now to be traversed. Finally, if $(q, z+C(q, \sigma), k+\mu(D(q)))$ has no predecessors, we have $J_{q, \sigma, s}=\emptyset$, and thus the configuration which immediately follows $((q,-), z, k)$ is $((q,+), z+C(q, \sigma), k+\mu(D(q)))$.

By traversing $G_{0}$ in this manner, $M^{\prime}$ eventually enters one of the configurations in $Q_{\mathrm{acc}}^{\prime} \times \mathbb{Z}_{[-\xi(n), \xi(n)]} \times \mathbb{Z}_{[0, n+1]}$ or $Q_{\mathrm{rej}}^{\prime} \times \mathbb{Z}_{[-\xi(n), \xi(n)]} \times \mathbb{Z}_{[0, n+1]}$, and clearly $M^{\prime}$ recognizes $L$.

### 3.2 Recognizability by 2Q1CAs

Next we show that the non-context-free languages $L_{\text {square }}=\left\{a^{m} b^{m^{2}} \mid m \geq 1\right\}$ and $L_{\text {prod }}=\left\{a^{m_{1}} b^{m_{2}} c^{m_{1} m_{2}} \mid m_{1}, m_{2} \geq 1\right\}$, which cannot be recognized by 2D1CAs [3], can be recognized by polynomial-time 2Q1CAs with arbitrary small constant one-sided error. Other non-context-free languages $L_{m, m^{2}, \ldots, m^{k}}=$ $\left\{a_{1}^{m} a_{2}^{m^{2}} \cdots a_{k}^{m^{k}} \mid m \geq 1\right\}$ and $L_{\text {power }}=\left\{a^{m} b^{2^{m}} \mid m \geq 1\right\}$ are also shown recognizable by polynomial-time 2Q1CAs with arbitrary small constant one-sided
error. The recognizability results shown in this subsection hold both in the usual model with a counter tape of unbounded length and in the restricted model with a counter tape of bounded length.
Proposition 9. For a language $L \in\left\{L_{\text {square }}, L_{\text {prod }}, L_{m, m^{2}, \ldots, m^{k}}\right\}$ and for an arbitrary fixed integer $N \geq 2$, there exists a 2Q1CA $M$ such that (i) for $x \in L$, $M$ halts after $O(N|x|)$ steps and accepts $x$ with certainty, and (ii) for $x \notin L, M$ halts after at most $O\left(N|x|^{2}\right)$ steps and rejects $x$ with probability at least $1-1 / N$.

Proof. We only show the case of $L_{\text {square }}$. The recognizability of $L_{\text {prod }}$ can be shown in a similar manner, while that of $L_{m, m^{2}, \ldots, m^{k}}$ is shown by combining 2Q1CAs for $L_{\text {square }}$ and $L_{\text {prod }}$.

We construct a $2 \mathrm{Q} 1 \mathrm{CA} M_{\text {square }}=\left(Q, \Sigma, \delta, q_{0}, Q_{\text {acc }}, Q_{\text {rej }}\right)$ such that for every input $x$ of length $n$ and any function $\xi, \xi(n) \geq n, M_{\text {square }}$ equipped with its counter tape of length $2 \xi(n)+1$ recognizes $L_{\text {square }}$. For $M_{\text {square }}$, let the state set $Q=\left\{q_{0}, q_{1}, q_{2}, q_{3}, q_{4}, q_{5, j_{1}}^{i}, q_{6, j_{2}}^{i}, q_{7}^{i} \mid 1 \leq i \leq N, 1 \leq j_{1} \leq i, 1 \leq j_{2} \leq N-i+1\right\}$, the accepting state set $Q_{\text {acc }}=\left\{q_{7}^{N}\right\}$, and the rejecting state set $Q_{\mathrm{rej}}=\left\{q_{7}^{j} \mid 1 \leq\right.$ $j \leq N-1\}$. Define the transition matrices $V_{\sigma, s}$, the counter function $C$, and the tape-head function $D$ as follows:

$$
\begin{array}{lll}
V_{\mathrm{c}, 0}\left|q_{0}\right\rangle=\left|q_{0}\right\rangle, & V_{\Phi, 0}\left|q_{2}\right\rangle=\left|q_{3}\right\rangle, & C\left(q_{5,2 i}^{i}, a\right)=-1, \\
V_{\mathrm{q}, 0}\left|q_{5,0}^{i}\right\rangle=\left|q_{6, N-i+1}^{i}\right\rangle, & V_{\Phi, 0}\left|q_{6, N-i+1}^{i}\right\rangle & =\frac{C}{\sqrt{N}} \sum_{k=1}^{N} e^{\frac{2 \pi i k}{N} \sqrt{-1}}\left|q_{7}^{k}\right\rangle, \\
& & C\left(q_{5, i}^{i}, a\right)=+1, \\
V_{a, 0}\left|q_{0}\right\rangle=\left|q_{0}\right\rangle, & C\left(q_{5,0}^{i}, a\right)=-1, \\
V_{a, 0}\left|q_{1}\right\rangle=\left|q_{2}\right\rangle, & C(q, \sigma)=0 \text { otherwise, } \\
V_{a, 0}\left|q_{3}\right\rangle=\left|q_{4}\right\rangle, & V_{b, 0}\left|q_{0}\right\rangle=\left|q_{1}\right\rangle, & \\
V_{a, s}\left|q_{5, j+1}^{i}\right\rangle=\left|q_{5, j}^{i}\right\rangle & V_{b, 0}\left|q_{2}\right\rangle=\left|q_{2}\right\rangle, & V_{b, 0}\left|q_{3}\right\rangle=\left|q_{3}\right\rangle, \\
\text { for } j \neq 0, i, & V_{b, 0}\left|q_{4}\right\rangle=\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left|q_{5,0}^{i}\right\rangle, & D\left(q_{j}\right)=\rightarrow \text { for } j=0,2,4, \\
V_{a, 0}\left|q_{5, i+1}^{i}\right\rangle=\left|q_{5, i}^{i}\right\rangle, & V_{b, 1}\left|q_{5, i}^{i}\right\rangle=\left|q_{5,0}^{i}\right\rangle, & D\left(q_{5,2 i}^{i}\right)=\leftarrow, \\
V_{a, 1}^{i}\left|q_{5, i+1}^{i}\right\rangle=\left|q_{5,2 i}^{i}\right\rangle, & V_{b, 1}\left|q_{5,0}^{i}\right\rangle=\left|q_{5,2 i}^{i}\right\rangle, & D\left(q_{5, i}^{i}\right)=\rightarrow, \\
V_{a, 1}^{i}\left|q_{5,1}^{i}\right\rangle=\left|q_{5, i}^{i}\right\rangle, & V_{b, 0}\left|q_{6, j+1}^{i}\right\rangle=\left|q_{6, j}^{i}\right\rangle, & D\left(q_{6, N-i+1}^{i}\right)=\rightarrow, \\
V_{a, 0}^{i}\left|q_{6, j+1}^{i}\right\rangle=\left|q_{6, j}^{i}\right\rangle & D(q)=\downarrow \text { otherwise. } \\
\text { for } 1 \leq j \leq N-i, & V_{b, 0}\left|q_{6,1}^{i}\right\rangle=\left|q_{6, N-i+1}^{i}\right\rangle, & \\
V_{a, 0}\left|q_{6,1}^{i}\right\rangle=\left|q_{6, N-i+1}^{i}\right\rangle, & &
\end{array}
$$

One can see that the computation of $M_{\text {square }}$ consists of three phases. The first phase rejects any input not of the form $a^{+} b^{+}$. This phase is straightforward, similar to the case of a two-way reversible finite state automaton (without a counter) that recognizes every input of the form $a^{+} b^{+}$. For the input not of this form, the computation terminates with rejection. Otherwise, the second phase begins with the state $q_{4}$ with the tape head reading the left-most $b$.

At the start of the second phase, the computation branches into $N$ paths, indicated by the states $q_{5,0}^{1}, \ldots, q_{5,0}^{N}$, each with amplitude $1 / \sqrt{N}$. For each of these paths, $M_{\text {square }}$ moves the tape head to left and right deterministically in the following way. Along the $i$ th path, while the counter value is not zero, the automaton decreases the counter value by one and moves the tape head to left. In addition, every time the tape head reads the symbol $a$, it remains
stationary for $i$ steps. Upon the counter value being zero, it repeats the following until the tape head reads the left-most $b$ : it increases the counter value by one and moves the tape head to right. If the tape head reads the symbol $\mathbb{c}$, the computation enters the third phase with the state $q_{5,0}^{i}$. Thus, while $M_{\text {square }}$ is scanning $a$ 's in the input during the second phase, the tape head requires precisely $(i+1)\left(\sum_{c=0}^{m_{1}-1}(2 c+1)+m_{1}\right)=(i+1)\left(m_{1}^{2}+m_{1}\right)$ steps along the $i$ th path, where $m_{1}$ is the number of $a$ 's.

Along the $i$ th path on the third phase, every time the tape head reads the symbol $a$ or $b$, it remains stationary for $N-i+1$ steps and then moves to right. Upon reading the symbol $\$$, each computation path again splits according to the quantum Fourier transformation, yielding the single accepting state $q_{7}^{N}$ and the other rejecting states $q_{7}^{1}, \ldots, q_{7}^{N-1}$. Thus, while $M_{\text {square }}$ is scanning $a$ 's and $b$ 's in the input during this phase, the tape head requires precisely $(N-i+1)\left(m_{1}+m_{2}\right)$ steps along the $i$ th path, where $m_{2}$ is the number of $b$ 's. Therefore, it is easy to see that, under the assumption $i \neq i^{\prime},(i+1)\left(m_{1}^{2}+m_{1}\right)+(N-i+1)\left(m_{1}+m_{2}\right)=$ $\left(i^{\prime}+1\right)\left(m_{1}^{2}+m_{1}\right)+\left(N-i^{\prime}+1\right)\left(m_{1}+m_{2}\right)$ if and only if $m_{1}^{2}=m_{2}$.

First consider the case that $m_{1}^{2}=m_{2}$. Since each of the $N$ computation paths reaches the symbol $\$$ at the same time, the superposition immediately after performing the quantum Fourier transformation is $\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{N} e^{\frac{2 \pi i k}{N} \sqrt{-1}}\left|q_{7}^{k}\right\rangle=$ $\left|q_{7}^{N}\right\rangle$. Hence the accepting state $q_{7}^{N}$ is entered with certainty.

Next suppose that $m_{1}^{2} \neq m_{2}$. In this case, each of $N$ paths reaches the symbol $\$$ at a different timing. Thus, there is no cancellation among the rejection states. For each path, the conditional probability that an observation results in $q_{7}^{N}$ at the time is $1 / N$. It follows that the total probability that an observation results in $q_{7}^{N}$ is also $1 / N$. Hence the input is rejected with probability $1-1 / N$.

It is clear that each possible computation path has length $O(N|x|)$ for $x \in$ $L_{\text {square }}$ and at most $O\left(N|x|^{2}\right)$ for $x \notin L_{\text {square }}$.

Finally, we state the recognizability of $L_{\text {power }}=\left\{a^{m} b^{2^{m}} \mid m \geq 1\right\}$ without a proof. Interestingly, $L_{\text {power }}$ can be recognized by 2Q1CAs in linear-time.
Proposition 10. For the language $L_{\text {power }}$ and for an arbitrary fixed integer $N \geq 2$, there exists a 2Q1CA $M_{\text {power }}$ that accepts $x \in L_{\text {power }}$ with certainty and rejects $x \notin L_{\text {power }}$ with probability at least $1-1 / N$. In either case, $M_{\text {power }}$ halts after $O(N|x|)$ steps with certainty.

## 4 1QkCAs versus 1DkCAs

First it is shown the strength of $1 \mathrm{Q} k \mathrm{CAs}$ that there exists a language that can be recognized by $1 \mathrm{Q} k \mathrm{CAs}$ but not by $1 \mathrm{D} k \mathrm{CAs}$.

Fischer, Meyer, and Rosenberg [2] proved that the language $L_{0}^{k+1}=\left\{a^{m_{1}}\right.$ $b a^{m_{2}} b \cdots a^{m_{k}} b a^{m_{k+1}} c a^{m_{0}} \mid m_{i} \geq 0, m_{0}=m_{j}$ for some $\left.1 \leq j \leq k+1\right\}$ cannot be recognized by $1 \mathrm{D} k \mathrm{CAs}$. In contrast to this, we prove that, for any fixed $k, L_{0}^{k+1}$ is recognizable by bounded-error 1Q1CAs. Here one may consider a 1Q1CA as a 1Q2CA whose second counter never changes its value, or a 2Q1CA whose tape head moves to right by a square at every step. For the formal definition of 1Q1CAs, see [5111.

Proposition 11. There exists a $1 Q 1 C A M_{0}^{k+1}$ that recognizes the language $L_{0}^{k+1}$ with probability $1 / 2+1 /(4 k+2)$.
Proof. We only show the recognizability of $L_{0}^{3}=\left\{a^{m_{1}} b a^{m_{2}} b a^{m_{3}} c a^{m_{0}} \mid m_{i} \geq 0\right.$, $m_{0}=m_{j}$ for some $\left.1 \leq j \leq 3\right\}$ for the case of $k=2$. It is straightforward to extend the proof to the case of general $k$.

Let $L_{1}^{3}=\left\{a^{m} b a^{*} b a^{*} c a^{m} \mid m \geq 0\right\}, L_{2}^{3}=\left\{a^{*} b a^{m} b a^{*} c a^{m} \mid m \geq 0\right\}$, and $L_{3}^{3}=\left\{a^{*} b a^{*} b a^{m} c a^{m} \mid m \geq 0\right\}$. It is easy to prove that each of $L_{1}^{3}, L_{2}^{3}$, and $L_{3}^{3}$ is recognizable by a one-way reversible one-counter automaton (1R1CA). Let each $M_{1}^{3}, M_{2}^{3}$, and $M_{3}^{3}$ be the 1R1CA for $L_{1}^{3}, L_{2}^{3}$, and $L_{3}^{3}$, respectively. We construct a 1Q1CA $M_{0}^{3}$ by using $M_{1}^{3}, M_{2}^{3}$, and $M_{3}^{3} . M_{0}^{3}$ behaves as follows.

After reading the left end-marker $\uparrow$, the computation branches into four paths, path-1, path-2, path-3, and path-4, with amplitudes $\sqrt{1 / 5}, \sqrt{1 / 5}, \sqrt{1 / 5}$, and $\sqrt{2 / 5}$, respectively. In each path- $i, 1 \leq i \leq 3, M_{0}^{3}$ behaves in the same manner as $M_{i}^{3}$ to check whether the input is in $L_{i}^{3}$. In the path- $4, M_{0}^{3}$ accepts any input.

Then, for every input $x \in L_{0}^{3}$, there is at least one path among the path-1, path-2, and path-3 in which $x$ is accepted. Therefore, $M_{0}^{3}$ accepts $x \in L_{0}^{3}$ with probability $1 / 5+2 / 5=3 / 5$. On the other hand, every input $x \notin L_{0}^{3}$ is always rejected in all of the three paths, path-1, path-2, and path-3. Thus $M_{0}^{3}$ rejects $x \notin L_{0}^{3}$ with probability at least $1 / 5+1 / 5+1 / 5=3 / 5$.

Reversibility of this automaton is clear by its construction.
Next, in contrast to Proposition it is shown the weakness of $1 \mathrm{Q} k \mathrm{CAs}$ that there is a regular language that cannot be recognized by bounded-error $1 \mathrm{Q} k \mathrm{CAs}$.

For the no-counter and one-counter cases, it is known that the language $L_{\text {last }}=\left\{\{a, b\}^{*} a\right\}$ cannot be recognized by 1QFAs and 1Q1CAs. Since $L_{\text {last }}$ is regular, it is obviously recognizable by one-way deterministic finite state automata (and hence by $1 \mathrm{D} k \mathrm{CAs}$ for any fixed $k$ ). These unrecognizability results for $L_{\text {last }}$ are from the fact shown by Nayak [10], which states that, for each fixed $n \geq 0$, any general one-way quantum automaton that recognizes the language $\left\{w a\left|w \in\{a, b\}^{*},|w| \leq n\right\}\right.$ must have $2^{\Omega(n)}$ quantum basis states. It is easy to extend these to the $k$-counter case.

Proposition 12. For any fixed $k \geq 0$, the language $L_{\text {last }}$ cannot be recognized by $1 Q k C A s$ with bounded error.
Proof. By the fact shown by Nayak, a $1 \mathrm{Q} k$ CA for $L_{\text {last }}$ must have at least $2^{\Omega(n)}$ quantum basis states for every input of length $n$. For every input of length $n$, however, the number of basis states a $1 \mathrm{Q} k \mathrm{CA}$ can have is at most $(2 n+5)^{k}|Q|$, which is less than $2^{\Omega(n)}$ for sufficiently large $n$. This completes the proof.
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#### Abstract

We describe a quantum PAC learning algorithm for DNF formulae under the uniform distribution with a query complexity of $\tilde{O}\left(s^{3} / \epsilon+s^{2} / \epsilon^{2}\right)$, where $s$ is the size of DNF formula and $\epsilon$ is the PAC error accuracy. If $s$ and $1 / \epsilon$ are comparable, this gives a modest improvement over a previously known classical query complexity of $\tilde{O}\left(n s^{2} / \epsilon^{2}\right)$. We also show a lower bound of $\Omega(s \log n / n)$ on the query complexity of any quantum PAC algorithm for learning a DNF of size $s$ with $n$ inputs under the uniform distribution.


## 1 Introduction

In this abstract we describe a quantum learning algorithm for DNF formulae under the uniform distribution using quantum membership queries. Although Bshouty and Jackson [2] have shown that it is possible to adapt Jackson's Harmonic Sieve algorithm [10] to the quantum setting, our goal is different. We will focus on reducing the number of quantum membership queries used by the DNF learning algorithm whereas their motivation was in showing that quantum examples are sufficient for learning DNF.

The Harmonic Sieve HS algorithm combines two crucial independent algorithms. The first algorithm is an inner algorithm for finding parity functions that weakly approximate the target DNF function. The second algorithm used in the Harmonic Sieve is an outer algorithm that is a boosting algorithm. A weak learning algorithm is an algorithm that produces hypotheses whose accuracy are slightly better than random guessing. Boosting is a method for improving the accuracy of hypotheses given by a weak learning algorithm.

For the inner algorithm, a Fourier-based algorithm given in [12 (called the KM algorithm) is used in HS for finding the weak parity approximators. The KM algorithm is based on a similar method given by Goldreich and Levin 6]

[^50]in their seminal work on hardcore bits in cryptography. Subsequently, Levin [13] and Goldreich 7], independently, gave highly improved methods for solving this so-called Goldreich-Levin problem. Their ideas were adapted by Bshouty et al. [3] to obtain a weak learning algorithm for DNF of $n$ inputs with query and time complexity of $\tilde{O}\left(n / \gamma^{2}\right)$, where $\gamma$ is the weak advantage of the parity approximator. By a result in [10], $\gamma=O(1 / s)$ for DNF formula of size $s$.

For the outer algorithm, the original HS used a boosting method of Freund [5] called F1. Recently, it has been shown by Klivans and Servedio [11] that Freund's other boosting algorithm called $\mathrm{B}_{\text {Comb }}$ gave superior running times. Let $\gamma$ be the weak advantage of the weak learning algorithm and let $\epsilon$ be the target accuracy. Then Freund proved that F1 is a $O\left(1 / \epsilon^{3}\right)$-smooth $O\left(\gamma^{-2} \log (1 / \epsilon)\right)$-stage algorithm whereas $\mathrm{B}_{\text {Comb }}$ is a $\tilde{O}(1 / \epsilon)$-smooth $O\left(\gamma^{-2} \log (1 / \epsilon)\right)$-stage boosting algorithm. The fastest known algorithm for learning DNF is obtained by combining the two improved independent components that results in a total running time of $\tilde{O}\left(n s^{4} / \epsilon^{2}\right)$ and a query complexity of $\tilde{O}\left(n s^{2} / \epsilon^{2}\right)$ (see 311] and the references therein).

We describe an efficient quantum DNF learning algorithm by combining a quantum Goldreich-Levin algorithm QGL of Adcock and Cleve [1] with the superior boosting algorithm $\mathrm{B}_{\text {Comb }}$. The quantum algorithm of Adcock and Cleve used only $O(1 / \gamma)$ queries (beating a classical lower bound of $\Omega\left(n / \gamma^{2}\right)$ proved also in (1). After adapting both algorithms for quantum PAC learning, we obtain a quantum Harmonic Sieve algorithm QHS with a sample complexity of $\tilde{O}\left(s^{3} / \epsilon+s^{2} / \epsilon^{2}\right)$. In contrast to the best known classical upper bound of $\tilde{O}\left(n s^{2} / \epsilon^{2}\right)$, this gives a modest improvement if $s$ and $1 / \epsilon$ are comparable.

As shown in [1], the quantum Goldreich-Levin algorithm has applications to quantum cryptography. In this work, we show one of its applications in computational learning theory.

For the sake of exposition, in this abstract we will describe our quantum DNF PAC learning algorithm using a conceptually simpler boosting algorithm SmoothBoost given by Servedio [14]. We describe a boost-by-filtering version of Servedio's SmoothBoost that is a $O(1 / \epsilon)$-smooth $O\left(\gamma^{-2} \epsilon^{-1}\right)$-stage boosting algorithm. So, we incur an extra $1 / \epsilon$ factor in the sample complexity. We defer the details of using $\mathrm{B}_{\text {Comb }}$ in QHS to the final version of this paper.

Finally, we prove a query lower bound of $\Omega(s \log n / n)$ on any quantum PAC learning algorithm for DNF under the uniform distribution with (quantum) membership queries.

## 2 Preliminaries

We are interested in algorithms for learning approximations to an unknown function that is a member of a particular class of functions. The specific function class of interest in this paper is that of DNF expressions, that is, Boolean functions that can be expressed as a disjunction of terms, where each term is a conjunction of Boolean variables (possibly negated). Given a target DNF expression $f:\{0,1\}^{n} \rightarrow\{-1,+1\}$ having $s$ terms along with an accuracy parameter

Input: Parameters $0<\epsilon<1 / 2,0 \leq \gamma<1 / 2$
Sample $S$ of target $f$
Weak learning algorithm WL
Output: Hypothesis $h$

```
\(U_{S} \equiv\) the uniform distribution over \(S\)
\(M_{1}(x) \equiv 1, \forall x \in S\)
\(N_{0}(x) \equiv 0, \forall x \in S\)
\(\theta \leftarrow \gamma /(2+\gamma)\)
\(t \leftarrow 1\)
while \(\quad \mathbf{E}_{x \sim U_{S}}\left[M_{t}(x)\right]>\epsilon\) do
    \(D_{t}(x) \equiv M_{t}(x) /\left(m \mathbf{E}_{x \sim U_{S}}\left[M_{t}(x)\right]\right), \forall x \in S\)
    \(h_{t} \leftarrow \mathrm{WL}\left(S, D_{t}, \delta=\Omega\left(\epsilon^{-1} \gamma^{-2}\right)\right)\)
    \(N_{t}(x) \equiv N_{t-1}(x)+f(x) h_{t}(x)-\theta, \forall x \in S\)
    \(M_{t+1}(x) \equiv \llbracket N_{t}(x)<0 \rrbracket+(1-\gamma)^{N_{t}(x) / 2} \llbracket N_{t}(x) \geq 0 \rrbracket, \forall x \in S\)
    \(t \leftarrow t+1\)
    end while
    \(T \leftarrow t-1\)
    \(H \equiv \frac{1}{T} \sum_{i=1}^{T} h_{i}\)
    return \(h \equiv \operatorname{sign}(H)\).
```

Fig. 1. The SmoothBoost algorithm of Servedio [14].
$0<\epsilon<1 / 2$ and a confidence parameter $\delta>0$, the goal is to with probability at least $1-\delta$ produce a hypothesis $h$ such $\operatorname{Pr}_{x \sim U_{n}}[f(x) \neq h(x)]<\epsilon$, where $U_{n}$ represents the uniform distribution over $\{0,1\}^{n}$. We will sometimes refer to such an $h$ as an $\epsilon$-approximator to $f$, or equivalently say that $h$ has $\frac{1}{2}-\epsilon$ advantage (this represents the advantage over the agreement between $f$ and a random function, which is $1 / 2$ ). A learning algorithm that can guarantee only $\gamma>0$ advantage in the hypothesis produced but can do so with arbitrarily small probability of failure $\delta$ is called a weak learning algorithm, and the hypothesis produced is a weak approximator.

The information our learning algorithm is given about the target function varies. One form is a sample, that is, a set $S$ of input/output pairs for the function. We often use $x$ to denote an input and $f(x)$ the associated output, and $x \in S$ to denote that $x$ is one of the inputs of the pairs in $S$. Another type of information we sometimes use is a membership oracle for $f, M E M_{f}$. Such an oracle is given an input $x$ and returns the function's output $f(x)$.

## 3 A Smoother Boost-by-Filtering Algorithm

A modification of Servedio's SmoothBoost boosting algorithm [14] is described in this section. A special case (discrete weak hypotheses and fixed margin) version of SmoothBoost sufficient for our purposes is shown in Figure SmoothBoost is a boosting-by-sampling method that can be applied to a weak learning algo-
rithm in order to produce a hypothesis that closely approximates the sample. Specifically, SmoothBoost receives as input a sample $S$ of size $m$ as well as accuracy parameter $\epsilon$. It is also given a weak learning algorithm WL. The boosting algorithm defines a series of distributions $D_{t}$ over $S$ and successively calls the weak learning algorithm, providing it with the sample $S$ and with one of the distributions $D_{t}$. In the end, the algorithm combines the weak hypotheses returned by the calls to the weak learner into a single hypothesis $h$.

Servedio proves three key properties of SmoothBoost:
Lemma 1 (Servedio). Let $f$ be a target function, and let $S$, $\epsilon, \gamma, h$, and $D_{t}$ be as defined in Figure $\mathbf{1}$, Then

1. If every weak hypothesis $h_{t}$ returned by WL has advantage at least $\gamma$ with respect to $D_{t}$, then SmoothBoost will terminate after $T=O\left(\epsilon^{-1} \gamma^{-2}\right)$ stages.
2. If SmoothBoost terminates, then $\operatorname{Pr}_{x \sim U_{S}}[f(x) \neq h(x)]<\epsilon$, where $U_{S}$ represents the uniform distribution over $S$ (Servedio actually proves a stronger margin result that implies this).
3. $L_{\infty}\left(m D_{t}\right) \leq 1 / \epsilon$ for all $t$, where $m=|S|$ (this is the smoothness property of SmoothBoost).

Here we adapt this algorithm to obtain a boosting-by-filtering algorithm that will be used by the Harmonic Sieve. First, notice that Lemma holds for the special case $S=\{0,1\}^{n}$. However, there are potential problems with running the SmoothBoost algorithm directly on such a large $S$. First, it is not computationally feasible to exactly compute $\mathbf{E}_{x \sim U_{n}}\left[M_{t}(x)\right]$, where $U_{n}$ represents the uniform distribution over $\{0,1\}^{n}$. So instead we must estimate this quantity by sampling. This has a small impact on both the form of the loop condition for the algorithm (line 6), but also on the "distributions" $D_{t}$ passed to the weak learner (line 7). In fact, the $D_{t}$ that will be passed to the weak learner will generally not be a true distribution at all, but instead a constant multiplied by a distribution due to the constant error in our estimate of $\mathbf{E}_{x \sim U_{n}}\left[M_{t}(x)\right]$.

We will deal with the weak learner later, so for now let us assume that the weak learner produces the same hypothesis $h_{t}$ given an approximation to $D_{t}$ as it would given the actual distribution. Then notice that the computations for $N_{t}$ and $M_{t+1}$ are unchanged, so the only impact on the boosting algorithm has to do with the loop condition at line 6. This is easily addressed: let $E_{t}$ represent an estimate of $\mathbf{E}_{x \sim U_{n}}\left[M_{t}(x)\right]$ to within additive error $\epsilon / 3$ and change the loop condition to $E_{t}>2 \epsilon / 3$. Then if the loop terminates it must be that $\mathbf{E}_{x \sim U_{n}}\left[M_{t}(x)\right] \leq \epsilon$, as before. It is easily verified that given this condition, Servedio's proof implies that $h$ is an $\epsilon$-approximator to $f$ with respect to the uniform distribution. Furthermore, since $\mathbf{E}_{x \sim U_{n}}\left[M_{t}(x)\right] \geq \epsilon / 3$ if the algorithm terminates, the other statements of Lemma change only by constant factors. In particular, the smoothness condition of the lemma now becomes $L_{\infty}\left(2^{n} D_{t}\right) \leq 3 / \epsilon$ for all $t$.

Finally, because $O \leq M_{t}(x) \leq 1$ for all $t$ and $x$, the Hoeffding bound gives that taking the sample mean of $M_{t}(x)$ over a sample of size $\Omega\left(\epsilon^{-2}\right)$ will, with

```
Input: Parameters \(0<\epsilon<1 / 2,0 \leq \gamma<1 / 2\)
    Membership oracle \(M E M_{f}\)
    Weak learning algorithm WL
```

Output: Hypothesis $h$
Draw uniform sample $R$ of $\Omega\left(\log \left(\epsilon^{-1} \gamma^{-1}\right) / \epsilon^{2}\right)$ instances and label using $M E M_{f}$

```
\(M_{1}(x) \equiv 1, \forall x \in\{0,1\}^{n}, N_{0}(x) \equiv 0, \forall x \in\{0,1\}^{n}\)
\(\theta \leftarrow \gamma /(2+\gamma)\)
\(t \leftarrow 1\)
while \(\mathbf{E}_{x \sim U_{R}}\left[M_{t}(x)\right]>2 \epsilon / 3\) do
    \(D_{t}(x) \equiv M_{t}(x) /\left(2^{n} \mathbf{E}_{x \sim U_{R}}\left[M_{t}(x)\right]\right)\)
    \(h_{t} \leftarrow \mathrm{WL}\left(M E M_{f}, D_{t}, \delta=\Omega\left(\epsilon^{-1} \gamma^{-2}\right)\right)\)
    \(N_{t}(x) \equiv N_{t-1}(x)+f(x) h_{t}(x)-\theta, \forall x \in\{0,1\}^{n}\)
    \(M_{t+1}(x) \equiv \llbracket N_{t}(x)<0 \rrbracket+(1-\gamma)^{N_{t}(x) / 2} \llbracket N_{t}(x) \geq 0 \rrbracket, \forall x \in\{0,1\}^{n}\)
    \(t \leftarrow t+1\)
    end while
    \(T \leftarrow t-1\)
    \(H \equiv \frac{1}{T} \sum_{i=1}^{T} h_{i}\)
    return \(h \equiv \operatorname{sign}(H)\).
```

Fig. 2. The SmoothBoost modified for boost-by-filtering.
constant probability, produce an estimate with additive error at most $\epsilon / 3$. Furthermore, if the algorithm terminates in $T$ steps, then a single uniform random sample $R$ of size $\Omega\left(\log (T) / \epsilon^{2}\right)$ guarantees, with constant probability, that estimating the expected value of $M_{t}(x)$ by the sample mean over $R$ at every step $t$ will produce an $\epsilon / 3$ accurate estimate at every step.

Figure 2 presents the modified SmoothBoost algorithm. Notice that in place of a sample $S$ representing the target function $f$, we are assuming that we are given a membership oracle $M E M_{f}$. We will subsequently consider quantum versions of this algorithm and of the membership oracle. For this reason, we show the definitions of $M$ and $N$ as being over all of $\{0,1\}^{n}$, although for a classical algorithm the only values that would actually be used are those corresponding to $x \in R$.

While the SmoothBoost algorithm has been presented for illustration, Klivans and Servedio [11] have shown that one of Freund's boosting algorithms, which they call $\mathrm{B}_{\text {Comb }}$, is actually slightly superior to SmoothBoost for our purposes. Specifically, they note that $\mathrm{B}_{\text {Comb }}$ has properties similar to those of SmoothBoost given in Lemmal with the change that the number of stages $T$ improves from $O\left(\epsilon^{-1} \gamma^{-2}\right)$ to $O\left(\log (1 / \epsilon) / \gamma^{2}\right)$ while the smoothness of each of the distributions $D_{t}$ passed to the weak learner satisfies (when learning over all of $\left.\{0,1\}^{n}\right) L_{\infty}\left(2^{n} D_{t}\right)=O(\log (1 / \epsilon) / \epsilon)$. We will continue to use SmoothBoost in our analysis here, since $\mathrm{B}_{\text {Comb }}$ and its analysis are noticeably more complicated than SmoothBoost and its analysis. However, our final sample size bounds will be stated as if $\mathrm{B}_{\text {Comb }}$ is being used, and the final version of this paper will include details of the $\mathrm{B}_{\text {Comb }}$ analysis.

Input: Parameters $n, \gamma \in(0,1 / 2), \delta>0$
Quantum membership oracle $Q M Q_{f}$ for Boolean function $f$ represented by a unitary tranformation $U_{M Q}$
Random uniform sample $R$ of size $\tilde{\Omega}\left(\gamma^{-2} \log (1 / \delta)\right)$.
Output: A coefficient $A$ with the property that $\operatorname{Pr}_{D}\left[f=\chi_{A}\right] \geq \frac{1}{2}+\gamma$ with probability at least $1-\delta$.

1. Let $C$ be defined as in Equation $\mathbb{I I}$
2. Label $R$ using $Q M Q_{f}$.
3. Define a sampling-based $U_{E Q}$ as in Equation 2.
$|\varphi\rangle \leftarrow C\left|0_{n}\right\rangle_{I}\left|0_{m}\right\rangle_{A}|0\rangle_{B}$
for $k=1, \ldots, O(1 / \gamma)$ do
$|\varphi\rangle \leftarrow-C U_{0} C^{\dagger} U_{E Q}|\varphi\rangle$
end for
4. Measure and return the contents of register $I$.

Fig. 3. The quantum weak learning algorithm QWDNF for uniform distribution.

## 4 A Query-Efficient Quantum WDNF Algorithm

In this section we describe a quantum weak learning algorithm WDNF for finding parity approximators of non-Boolean functions under smooth distributions. This algorithm is based on a quantum Goldreich-Levin algorithm given by Adcock and Cleve [1]. For completeness we describe the quantum Goldreich-Levin algorithm in the following. This algorithm uses the standard Pauli $X$ (complement) and $Z$ (controlled phase flip) gates as well as the Hadamard $H$ gate (see [4). Let $U_{0}\left(\sum_{x} \alpha_{x}|x\rangle\right)=\sum_{x \neq 0} \alpha_{x}|x\rangle-\alpha_{0}|0\rangle$ be the unitary transformation that flips the phase of the all-zero state.

The $U_{M Q}$ transformation that represents a noisy membership oracle with respect to a parity function $\chi_{A}$ defined in [1] is given by

$$
U_{M Q}|x\rangle\left|0_{m}\right\rangle=\alpha_{x}|x\rangle\left|u_{x}, A \cdot x\right\rangle+\beta_{x}|x\rangle\left|v_{x}, \overline{A \cdot x}\right\rangle,
$$

where $\sum_{x} \alpha_{x}^{2} \geq 1 / 2+\gamma$ and $\sum_{x} \beta_{x}^{2} \leq 1 / 2-\gamma$. By a result of Jackson [10, for any DNF formula $f$ with $s$ terms, there is a parity function $A$ such that $\operatorname{Pr}\left[f(x)=\chi_{A}(x)\right] \geq 1 / 2+\gamma / 2$, for $\gamma=1 /(2 s+1)$. Thus, a noiseless DNF oracle $Q M Q_{f}$ is a noisy oracle $U_{M Q}$ for some parity function $\chi_{A}$. Thus, we may assume that $U_{M Q}$ is a unitary transformation that represents a quantum membership oracle $Q M Q_{f}$ for a DNF formula $f$ that maps $|x\rangle\left|0_{m}\right\rangle$ to $|x\rangle\left|u_{x}, f(x)\right\rangle$, for some string $u_{x} \in\{0,1\}^{m-1}$ that represents the work space of the oracle.

The quantum algorithm QGL of Adcock and Cleve is represented by the following unitary transformation

$$
\begin{equation*}
C=\left(H_{n} \otimes I_{m+1}\right)\left(U_{M Q}^{\dagger} \otimes I_{1}\right)\left(I_{n+m-1} \otimes Z\right)\left(U_{M Q} \otimes I_{1}\right)\left(H_{n} \otimes I_{m} \otimes X\right) \tag{1}
\end{equation*}
$$

applied to the initial superposition of $\left|0_{n}, 0_{m}, 0\right\rangle$. In [I] it was proved that the quantum algorithm QGL prepares a superposition of all $n$-bit strings such that the
probability of observing the coefficient $A$ is $4 \gamma^{2}$. By repeating this for $O\left(1 / \gamma^{2}\right)$ stages, we can recover $A$ with constant probability.

The number of stages can be reduced to $O(1 / \gamma)$ by using a technique called amplitude amplification. This amplification technique uses an iterate of the form $G=\left(-C U_{0} C^{\dagger} U_{E Q}\right)^{k} C\left|0_{n}, 0_{m}, 0\right\rangle$, where $k$ is approximately $O(1 / \gamma)$, and $U_{E Q}$ is a unitary transformation that represents a quantum equivalence oracle $Q E Q_{f}$. The transformation $U_{E Q}$ is defined as

$$
U_{E Q}|a\rangle= \begin{cases}-|a\rangle & \text { if }\left|\mathbf{E}\left[f \chi_{a}\right]\right| \geq \theta  \tag{2}\\ |a\rangle & \text { otherwise }\end{cases}
$$

For the purpose of learning DNF, we need to simulate $U_{E Q}$ using a sampling algorithm that has access to $Q M Q_{f}$. A classical application of Hoeffding sampling requires $\Omega\left(1 / \gamma^{2}\right)$ queries to $Q M Q_{f}^{2}$. To simulate $U_{E Q}$, we will simply use a sample $R$ of size $\Omega\left(1 / \gamma^{2} \log (1 / \delta)\right)$ to obtain a good estimate with probability at least $1-\delta$.

Finally, recall that we will be applying boosting to this weak learning algorithm, which means that QWDNF will be called a number of times. However, it is not necessary to draw a new random sample $R$ each time QWDNF is called, as the boosting algorithm merely wants a guarantee that the algorithm succeeds with high probability and does not require independence. The resulting quantum weak learning algorithm for DNF, which we denote QWDNF, is described in Figure 3

### 4.1 Non-Boolean Functions over Smooth Distributions

Recall that in the Harmonic Sieve algorithm [10], we need to find weak Parity approximators for non-Boolean functions $g$ that is based on the DNF formula $f$ and the current boosting distribution $D$ in SmoothBoost, i.e., we need to consider expressions of the form (we have dropped subscripts for convenience)

$$
\mathbf{E}_{D}\left[f \chi_{A}\right]=\sum_{x} \frac{M(x)}{2^{n} \mathbf{E}[M(x)]} f(x) \chi_{A}(x)=\frac{\mathbf{E}\left[M f \chi_{A}\right]}{\mathbf{E}[M]}
$$

This shows a reduction from finding a coefficient $A$ such that $\left|\mathbf{E}_{D}\left[f \chi_{A}\right]\right|$ is large to finding a coefficient $A$ so that $\left|\mathbf{E}_{U}\left[g \chi_{A}\right]\right|$, where $g(x)=M(x) f(x)$, is large. Assuming that $\mathbf{E}[M(x)] \geq \epsilon / 3$, we will use the algorithm QWDNF to find a coefficient $A$ such that for some constant $c_{2}\left|\mathbf{E}\left[M f \chi_{A}\right]\right| \geq \frac{c_{2} \epsilon}{3(2 s+1)} \doteq \Gamma$.

Note that $0<M(x) \leq 1$, for all $x$. Thus we can use a technique of Bshouty and Jackson [2] that transforms the problem to the individual bits of $M(x)$. Let $d=\log (3 / \Gamma)$, where $\Gamma$ is as above. Let $\alpha(x)=\left\lfloor 2^{d} M(x)\right\rfloor / 2^{d}$, i.e., $M(x)$ truncated to include only $d$ of its most significant bits. Assume that $\alpha=\sum_{j=1}^{d} \alpha_{j} 2^{-j}+$ $k 2^{-d}$, where $\alpha_{j} \in\{-1,1\}$ and $k \in\{-1,0,1\}$. Thus

[^51]$$
\left|\mathbf{E}\left[M f \chi_{A}\right]\right|-\frac{\Gamma}{3} \leq\left|\mathbf{E}\left[\alpha f \chi_{A}\right]\right| \leq \max _{j}\left|\mathbf{E}\left[\alpha_{j} f \chi_{A}\right]\right|+\frac{\Gamma}{3}
$$
and therefore there exists $j$ so that $\left|\mathbf{E}\left[\alpha_{j} f \chi_{A}\right]\right| \geq \Gamma / 3$, assuming $\left|\mathbf{E}\left[M f \chi_{A}\right]\right| \geq \Gamma$.
Note that to simulate $U_{E Q}$ for verifying that the non-Boolean function $g(x)=$ $M(x) f(x)$ has a $\Gamma$-heavy coefficient at $A$, i.e., $|\hat{g}(A)| \geq \Gamma$, we need a sample of size at least $1 / \Gamma^{2} \sim(s / \epsilon)^{2}$.

## 5 A Quantum Harmonic Sieve Algorithm

In this section, we describe a quantum version of the Harmonic Sieve algorithm obtained by combining the quantum Goldreich-Levin algorithm and the SmoothBoost boosting algorithm (see Figure (4).

The top level part of this algorithm involves $O\left(s^{2} / \epsilon\right)$ boosting round $3^{3}$ and each round requires invoking the algorithm QWDNF that uses $\tilde{O}(s / \epsilon)$ queries. The "oracle" $Q M Q_{f} \cdot D_{t}$ represents the procedure that will produce Boolean functions representing the bits of $M_{t} f$ and simulate quantum membership oracles to be passed to QWDNF. There is an additional cost of a random sample of size $\tilde{O}\left(s^{2} / \epsilon^{2}\right)$ for estimating the expression $\mathbf{E}\left[M_{t}\right]$ to within $O(\epsilon)$ and for simulating the equivalence oracle $U_{E Q}$ used by QWDNF. The latter step requires estimating the expression $\mathbf{E}\left[M_{t} f \chi_{A}\right]$ to within $O(\epsilon / s)$ accuracy. This random sample is shared among all boosting stages and all calls to QWDNF. The key property exploited here is the oblivious nature of the sampling steps.

Thus the overall algorithm, if BComb is used as the boosting algorithm, requires $\tilde{O}\left(s^{3} / \epsilon+s^{2} / \epsilon^{2}\right)$ sample complexity. The best classical algorithm (also based on BComb) has complexity $\tilde{O}\left(n s^{2} / \epsilon^{2}\right)$. Thus, for $s=\Theta(1 / \epsilon)$, the quantum algorithm is an improvement by a factor of $n$.

## 6 Lower Bounds

In this section, we prove a lower bound on the query complexity of any quantum PAC learning algorithm for DNF formulae.

Theorem 1. Let $s \geq n / \log n$. Then any quantum PAC learning algorithm requires $\Omega(s \log n / n)$ queries to learn a DNF formula of size $s$ over $n$ variables under the uniform distribution, given $\epsilon<1 / 4$ and any constant $\delta>0$.

Proof We use a construction given in Bshouty et al. [3]. Let $t=\log s$ and $u=$ $n-t$. Consider the class of DNF formulae $C=\left\{\bigvee_{a \in\{0,1\}^{t}} x^{a} y_{a}:\left\langle y_{a}\right\rangle_{a \in\{0,1\}^{t}}\right\}$, over the variable set of $V=\left\{x_{1}, \ldots, x_{t}\right\} \cup\left\{y_{1}, \ldots, y_{u}\right\}$, where $x^{a}=\bigwedge_{i=1}^{t} x_{i}^{a_{i}}$, with the convention $x_{i}^{0}=x_{i}$ and $x_{i}^{1}=\overline{x_{i}}$, and for each $a \in\{0,1\}^{t}, y_{a}$ is a constant ( 0 or 1 ) or one of the variables $y_{i}$ or its negation. Each $f \in C$ is specified uniquely by a word $y \in \Sigma^{s}$ over the alphabet $\Sigma=\left\{0,1, y_{1}, \overline{y_{1}}, \ldots, y_{u}, \overline{y_{u}}\right\}$, i.e., we may denote $f_{y}$ to be the DNF specified by the word $y \in \Sigma^{s}$. By the

[^52]Input: Parameters $0<\epsilon, \delta<1, n$, a quantum membership oracle $Q M Q_{f}$ for a DNF formula $f, s$ (the size of DNF $f$ ),
Output: $h$ so that $\operatorname{Pr}[f \neq h]<\epsilon$.

```
Draw uniform sample \(R\) of \(\Omega\left(s^{2} / \epsilon^{2}\right)\) instances and label using \(Q M Q_{f}\)
\(\gamma \leftarrow 1 /(8 s+4)\) (weak advantage)
\(k \leftarrow c_{1} \gamma^{-2} \epsilon^{-1}\) (number of boosting stages)
\(M_{1} \equiv 1\) (all-one function), \(N_{0} \equiv 0\) (all-zero function)
for \(t=1, \ldots, k\) do
    \(E_{t} \leftarrow \mathbf{E}_{x \sim U_{R}}\left[M_{t}(x)\right]\)
    if \(E_{t} \leq 2 \epsilon / 3\) then break end if
    \(D_{t} \equiv M_{t} /\left(2^{n} E_{t}\right)\)
    \(h_{t} \leftarrow \operatorname{QWDNF}\left(n, \gamma \epsilon, \delta / 2 k, Q M Q_{f} \cdot D_{t}, R\right)\) where \(\operatorname{Pr}_{D_{t}}\left[h_{t}(x) \neq f(x)\right] \leq \frac{1}{2}-\gamma\).
    \(N_{t} \equiv N_{t-1}+f h_{t}-\theta\)
    \(M_{t+1} \equiv \llbracket N_{t}<0 \rrbracket+(1-\gamma)^{N_{t} / 2} \llbracket N_{t} \geq 0 \rrbracket\)
end do
\(T=t-1\)
\(H(x) \equiv \frac{1}{T} \sum_{i=1}^{T} h_{i}(x)\)
return \(h(x)=\operatorname{sign}(H(x))\)
```

Fig. 4. The new QHS algorithm.

Gilbert-Varshamov bound, there is a code $L \subset \Sigma^{s}$ with minimum distance $\alpha s$ of size at least $\frac{|\Sigma|^{s}}{\sum_{k=0}^{\alpha s}\binom{s}{k}(|\Sigma|-1)^{k}} \geq\left(\frac{(2 u+2)^{1-\alpha}}{2}\right)^{s}$ We focus on $C_{L} \subset C$ where the words $y$ are taken from $L$. Note that for any distinct $y, z \in L$ we have $\operatorname{Pr}_{U}\left[f_{y} \neq f_{z}\right]=\mathbf{E}_{U}\left[f_{y \oplus z}\right] \geq \alpha s / 2$, where the probability is taken over the uniform distribution on $V$. Letting $2 \epsilon=\alpha s / 2$, this implies that any two distinct DNF functions $f_{y}, f_{z}$, where $y, z \in L$, are ( $2 \epsilon$ )-separated. So any $(\epsilon, \delta)$-PAC algorithm for $C_{L}$ must return exactly the unknown target function.

Now let $A$ be any quantum $(\epsilon, \delta)$-PAC algorithm with access to a quantum membership oracle $Q M Q_{f}$ associated with a target DNF function $f$. Suppose that $A$ makes $T$ queries for any function $f \in C_{L}$. Following the notation in [8], let $X^{f}$ be the truth table of the DNF function $f$, i.e., $X^{f}$ is a binary vector of length $N=2^{n}$. Let $P_{h}\left(X^{f}\right)$ be the probability function of $A$ of returning as answer a DNF function $h$ when the oracle is $Q M Q_{f}$, for $h, f \in C_{L}$. By the PAC property of $A$, we have

$$
\begin{aligned}
& -P_{f}\left(X^{f}\right) \geq 1-\delta \\
& -\sum_{h: h \neq f} P_{h}\left(X^{f}\right)<\delta
\end{aligned}
$$

It is known that $P_{f}$ is a multivariate polynomial of degree $2 T$ over $X^{h}$, for any $f, h$. Let $N_{0}=\sum_{t=0}^{2 T}\binom{N}{t}$. For $X \in\{0,1\}^{N}$, let $\tilde{X} \in\{0,1\}^{N_{0}}$ be the vector obtained by taking all $\ell$-subsets of $[N], \ell \leq 2 T$. The coefficients of $P_{h}$ can be specified by a real vector $V_{h} \in \mathbb{R}^{N_{0}}$ and $P_{h}\left(X^{f}\right)=V_{h}^{T} X^{f}$. Let $M$ be a matrix of size $\left|C_{L}\right| \times N_{0}$ whose rows are given by the vectors $V_{h}^{T}$ for all $h \in C_{L}$. Let $N$ be a matrix of size $\left|C_{L}\right| \times\left|C_{L}\right|$ whose columns are given by the vectors
$M V_{g}$ for all $g \in C_{L}$. Observe that the $(h, f)$ entry in the matrix $N$ is given by $P_{h}\left(X^{f}\right)$. As in [8], we argue that since $N$ is diagonally dominant (from the PAC conditions on $\delta$ above), it has full rank. Thus $N_{0} \geq\left|C_{L}\right|$, which implies that $N^{2 T} \geq\left|C_{L}\right| \geq\left(\frac{(2 u+2)^{1-\alpha}}{2}\right)^{s}$. This implies that $4 n T \geq s \log (n)(1-o(1))$ which gives $T \geq \Omega(s \log n / n)$.
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