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A novel method for edge detection in a gray image based on human 
psychovisual phenomenon and Bat algorithm

Soumyadip Dhar, Saif  Alam, Mouli Santra, Priyanka Saha & Sukirti Thakur
RCC Institute of Information Technology, Kolkata, West Bengal, India

ABSTRACT: Edge detection is a primary and important task in image processing. In this a paper we 
propose a novel method for edge detection in a gray image based on Human Psycho Visual (HVS) phe-
nomenon. The method automatically detects the De-Vries Rose, Weber and Saturation regions in an 
image as a HVS system, based on image statistics using Bat Algorithm (BA). This is followed by adaptive 
threshoding in each region to detect the edge points. The performance of the proposed method is found 
to be superior than that of the conventional and stare-of-the-art method for edge detection on standard 
data set.

1 INTRODUCTION

An Edge in an image is a noteworthy local change 
in the gray level intensity of an image. Edge detec-
tion is a basic tool for feature detection and extrac-
tion from an image by identifying the change in the 
pixel values in an image. But Due to some unavoid-
able reasons such as distortion, intensity variation 
and overlapped boundaries, it is usually impossible 
to extract complete object contours or to segment 
the whole objects. So detecting the proper edges in 
an image is a challenging task.

In the literature, several methods were pro-
posed to detect the edges in an image. The popu-
lar conventional edge detection includes the edge 
detection by Canny, Robert, Sobel and Prewitt 
(Senthilkumaran & Rajesh, 2009). Canny’s method 
finds the edges by looking for local maxima of the 
gradient, which is calculated using the derivative 
of a Gaussian filter. Robert and Sobel’s technique 
perform 2D spatial gradient measurement on an 
image and emphasize on the regions of high spatial 
frequency that correspond to edges. The Prewitt 
Edge filter is used to detect edges based applying a 
horizontal and vertical filter in sequence. Both fil-
ters are applied to the image and summed to form 
the final result.

Apart from the conventional gradient based 
techniques described above, some researchers used 
different techniques for detecting the edges. Hu 
and Tian (2006) integrated multi-directions char-
acteristic of structure elements and image fuzzy 
characteristic to detect the edges using mathemati-
cal morphology. Junna and Jiang (2012), and Kaur 
and Garg (2011) proposed the edge detection 
technique based on mathematical morphology. 

A bilateral filtering technique for edge detection 
was proposed by Seelamantula and Jose (2013), 
and wavelet based approach for edge detection was 
adopted by An (2013).

All the methods described above did not take 
into consideration the property of the Human Vis-
ual System (HVS) (Buchsbaum (1980)) to detect 
the edges in an image. As a result, the performances 
of the methods are still below the expectation. 
Kundu and Pal (1986) detected the edge points in 
an image by identifying the De Vries-Rose, Weber 
and saturated regions in HVS. But the proper iden-
tifications of the three regions were not fully adap-
tive and depended on human intervention. This is 
the major motivation for the current investigation 
for the better solution.

In this paper, we propose an edge detection 
technique in a gray image based on HVS and a 
relatively new evolutionary algorithm, the bat algo-
rithm. The performance of the proposed method 
is compared with some popular methods of edge 
detection and a state-of-the-art method and found 
to be superior to the other methods.

In the proposed method the three regions (De 
Vries-Rose, Weber, and Saturated) in an image are 
estimated to adopt the efficiency of a human visual 
system and locate the edge points correctly. But the 
exact estimation of the three regions demands the 
correct determination of the parameters involved 
with the regions. The parameters depend on the 
image statistics. The incorrect estimation of the 
parameters may lead to poor performance. Thus, 
an efficient evolutionally algorithm is required to 
find the parameters and the regions correctly and 
adaptively. Hence in the proposed method the 
bio-inspired bat algorithm is used efficiently to 
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find them correctly, regulated by the nature of a 
particular image. Thus, the novelty of the method 
is that it identifies the HVS regions adaptively 
depending on the image statistics and detects the 
edge points automatically.

The paper is organized as follows. Section 2 de-
scribes the HVS. The edge detection using HVS is 
reported in section 3. Section 4 and section 5 de-
scribes the Bat algorithm and its evaluation func-
tion. The proposed algorithm and the results are 
discussed in section 6 and section 7 respectively.

2 HUMAN VISUAL SYSTEM (HVS)

In HVS (Buchsbaum 1980) visual information is 
intense at points of large spatial variation of light 
intensity in an image. The human eye scans the 
image and compares intensity of each portion 
with its immediate background. It now divides the 
portions of the image into three different regions, 
De-Vries Rose, Weber, and Saturation regions. The 
basis of the division in these regions is the change 
in threshold value with the increase in background 
intensity. If  B is the background intensity and ΔBT 
is the change in threshold value, then the charac-
teristics response of the three regions is shown in 
log log BlogT  plane in the Figure 1.

So, the relations between log B  and logΔBTBB  in 
the Weber, De-Vries rose and Saturation regions 
are given by Eq. (1), Eq. (2) and Eq. (3) respectively.

log log logKl BT +Klog 1KK  (1)

log log logT K Bloglog K2K 1
2

 (2)

log log BT 3  (3)

Here K K K1 2K KK 3KK,2KK  are the constants of 
proportionality.

3 EDGE DETECTION USING HVS

The problem of edge detection is to find an appro-
priate threshold value which may be global, local 
or dynamic. The value is such that, if  the spatial 
difference at a point exceeds that threshold, then 
only it will be considered as a valid edge. Here the 
threshold values for detecting edges at three differ-
ent regions are given in the Eq. (1), Eq. (2) and 
Eq. (3). Kundu and Pal (1986) showed that for a 
particular point in an image having intensity BpB  
if  we have

' '
2 2 1 1 1hB

K B B B' '
1 1h

B 2 12 1
Δ

≥ K B BB'
2 when B BB2 11  (4a)

' '
1 3 1 2 1hB

B B B' '
2 1K h

B 3 13 1
Δ

≥ B BB'K1 when B BB3 11  (4b)

'
3 3 1hB

B B'
3 1K h

B
Δ

≥ BK3 when  (4c)

with ΔB B BpB −B  then and only then it can be con-
sidered as a detectable edge point having edge inten-
sity ΔB.  The B  is calculated for each pixel by taking 
the weighted average of its 8 neighborhood pixels. 
Here B1BB  represents the maximum value of B. In the 
above equations ' ' ' '

2 1 1 1 3 1 2 1B B B B B B' ' '' '
2 1α 2 1 1 1 3 11 1 3 1B B B B B1 1 1 3 1B B B BB B B B' '' '' 'B B B BBB B B B1 1 3 11 1 3 11 11 1 3 1  

and '
3 1B B'
3 1α  represent the background inten-

sity B  in the De-Vries rose, Weber and Satura-
tion region respectively for ' ' '

1 2 30 1' ' '
3α1 221 22 31 222 . 

The parameters ' '
1 2α α1  and '

3α  are used for region 
demarcation and required human intervention.

Although the edges are detected using adap-
tive thresholding at the three different regions, 
accurate demarcations of  the three regions are 
difficult. This is due to the difficulty in find-
ing the proper combinations of  ' '

1 2α α1  and '
3.α  

So in the proposed method we use Bat algo-
rithm as an evolutionary algorithm. The algo-
rithm finds the optimal combinations of  the 
parameters based on image statistics to identify 
the three regions and detects the edge points 
automatically.

4 BAT ALGORITHM (BA)

Yang (2011) developed a swarm intelligence opti-
mization algorithm through simulating the inter-
esting behavior of a bat, which combines major 
advantages of simulated annealing and particle 
swarm optimization.

Three generalized rules are used for implement-
ing the bat algorithm:

1. All bats use echolocation to sense distance, and 
they also ‘know’ the difference between food/
prey and background barriers in some magical 
way.

Figure 1. The incremental threshold ΔBT vs back-
ground intensity B.

!.""';oo "';'" / (sl~pe=2) 

Weber region (Siope=l) 

De Vries-Rose region (Siope=l/2) 

IogB (units) 
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2. Bats fly randomly with velocity vi  at position 
xi  with a fixed frequency fmiff n , varying wave-
length λ  and loudness A0AA  to search for prey. 
They can automatically adjust the wavelength 
of their emitted pulses and adjust the rate of 
pulse emission r ∈[ ]01  depending on the prox-
imity of the target.

3. Although the loudness can vary in many ways, 
here it is assumed that the loudness varies from 
a large (positive) A0AA  to a minimum constant 
value AmiA n.

Main steps of the algorithm are given below:

1. Initialization; Repeat
2. Generation of new solutions;
3. Local searching;
4. Generation of a new solution by flying randomly;
5. Finding the current best solution; until (require-

ments are met).

In BA algorithm, initialization of the bat popu-
lation is performed randomly. Generating new 
solutions is performed by moving virtual bats 
according to the following equations:

f f fiff +fmiffff n mff+ ax miff n( )f fff miff n β  (5)

v v fi
t

i
t

i iff= +vi
t 1 ( )x xi

t *  (6)

x x vi
t

i
t

i
t= +xi

t 1  (7)

where β ∈[ ]01  is a random vector drawn from a 
uniform distribution. Here x* is the current global 
best location (solution) which is located after com-
paring all the solutions among all the bats. Initially, 
each bat is randomly assigned a frequency which is 
drawn uniformly from [ ].f fmiff n mffii ax  A random walk 
with direct exploitation is used for the local search 
that modifies the current best solution according 
to the equation:

x Anew ox ld
t= +xox ld εAA  (8)

where ε ∈[ ]01  a random number, while At  is the 
average loudness of all the bats at this time step.

5 EVALUATION FUNCTION

We need an evaluation function to quantify the 
desired edge point extraction. The present algo-
rithm considers the evaluation function as the fit-
ness function of BA. The total variance across the 
edge points and non edge points are taken as the 
evaluation functions. That means the evaluation 
function V  is given by

V VarVV Var+VarVV ( )egeg ( )neg  (9)

where eg  and neg  represent the set of edge and 
non-edge pixels. Var(.)  is the variance of the pix-
els. The objective of the BA is to construct the 
parameters for the three regions depending on 
image statistics with least variance. So, the recipro-
cal of evaluation function E V1/  is used as the 
fitness function, where BA will try to find out the 
maximum value of it.

6 PROPOSED METHOD 
AND IMPLEMENTATION

At first the background intensity B at each pixel 
position, maximum background intensity B1 and 
ΔB  is calculated. Now the following steps are exe-
cuted. The initial bat population P = 50 and total 
number of iterations = 40.
Step 1:  Input image and, initialize the P  param-

eter vectors of ( ' ' '( )' ' '
3i i1 2 3( , , )1 2 32x 1 221 222= ) and, 

A v r fi iA v i ir fr f,iv .
Step 2:  For each xi Divide the image into three 

different regions using the ranges in the 
Eq. (4a), Eq. (4b) and Eq. (4c).

Step 3:  Threshold each pixel for edge point 
detection by Eq. (4a), Eq. (4b) and Eq. 
(4c) by checking their background inten-
sity for each region.

Step 4:  Merge the edge pixel for making eg and 
non-edge pixel for making g  and cal-
culate E.

Step 5:  Repeat step 6-step 10 until no change 
in evaluation function or the number of 
iterations completes.

Step 6:  Generate new solutions by the Eq. (5), 
Eq. (6) and Eq. (7).

Step 7:  if  rand rirr>  then random walk around 
one of best solutions.

Step 8:  Generate a new solution by flying ran-
domly and calculate E.

Step 9:  If  rand AiA<  and E Ei iE( )xi ( )xix*<  then 
accept new solutions. Decrease AiA  and 
increase rirr .

Step 10: Find the current best x*.
Step 11:  Display the edge points using the param-

eters in x*.

7 RESULTS, COMPARISONS 
AND DISCUSSIONS

The proposed method was applied on 100 benched 
marked data taken from (http:\\wisdom.weizmann.
ac.il) and 25 Non Destructive Testing images 
(NDT) from (http:\\mehmetsezgin.net). The size 
of the images varies from 200 × 200 to 300 × 300. 
Images with bimodal and multimodal histogram 
are taken for consideration. In non destructive 

http:\\mehmetsezgin.net
http:\\wisdom.weizmann.ac.il
http:\\wisdom.weizmann.ac.il
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testing applications, one important task is to 
extract the defective regions of the materials. 
So detecting the proper edges in those images is 
an important task. Detecting edges in the NDT 
images are difficult due to the multimodal histo-
gram of the images. Some of the results of edge 
detection by the proposed methods are shown 
in the Figure 2. From the visual inspection, it is 
clear that the proposed method is quite efficient in 
detecting the edge points. The reason is that the 
HVS system adaptively thresholded each of the 
pixels in the De-Vries Rose, Weber and Saturation 
regions the for edge point detection. Our method 
demarcated the three regions properly depending 
on the image statistics. We compared the perfor-
mance of the proposed method with Canny, Sobel 
and An’s (2013) method. The qualitative results are 
shown in the Figure 3.

For quantitative performance measure we used 
the figure of merit of Pratt (IMP) by Abdou and 
Pratt (1979). The IMP assesses the similarity 
between two contours. It is defined as

IMPMM
N dI BN

N

idd
=

+ ×∑1 1NBN

∑11
2max( , )NBN ν

 (10) where NIN  and NBN  are the edge points in the test 
image and its corresponding ground truth. didd  is 
the istance between an edge pixel and the nearest 
edge pixel of the ground truth and ν  is an empiri-
cal calibration constant and we used v = 1/9, the 
optimal value established by Abdou and Pratt 
(1979). The value of IMP varies from [0 1] where 1 
represents the optimal truth i.e. the result coincides 
with ground truth. The Table 1 shows the average 
IMP of different methods from 25 NDT images.

The table shows that the proposed method on 
average performs better the other methods com-
pared here. The possible reason is that the three 
regions in HVS were detected correctly by the evo-
lutionary BA algorithm. The correct estimation 
of the regions helped to identify the edge points 
correctly.

8 CONCLUSIONS

In this paper, we have proposed a novel method 
for edge detection in a gray image. The method 
used the human psycho visual phenomenon for 
edge points detection in an image. The De-Vries 
Rose, Weber and Saturation regions detected by 
the human visual system was determined here and 
the edge points were generated automatically from 
the regions based on the image statistics. For auto-
matic and optimal detection of the three regions 
bat algorithm was used judiciously. The proposed 
method performed better both qualitatively and 
quantitatively than that of the other conventional 
and state-of-the-art method for edge detection. 

Table 1. Average performance of different methods on 
25 NDT images.

Methods Canny Sobel An Proposed

Average IMP 0.75 0.72 0.80 0.82

Figure 2. (a) Test image (b) Corresponding edges by the 
proposed method.

Figure 3. Edge detection by different methods (a) Test 
image (b) Canny’s method (c) Sobel’ method (d) An’s 
method (e) Proposed method.
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Current research is going on for the detection of 
the edge points from the color images.
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ABSTRACT: In this paper, a secured technique of digital watermarking by embedding a biometric 
watermark on a digital media efficiently has been proposed. Using biometrics, the digital media is solely 
characterized by an individual as his intellectual property. Using this technique, the authors can enhance 
the security of digital signals without the distortion of digital media. The biometric data, here iris, is 
embedded into the cover image pixels bit wise. Covariance saliency technique is used to identify the sali-
ent pixels of the watermarked image which is to replace the significant bits of the cover image. Various 
attacks and experimental results shows the improved imperceptibility and robustness of this method with 
less error percentage.

1 INTRODUCTION

In the modern era of advanced technologies, the 
sharing of digital data has been widely popular with 
the help of high speed internet. Due to this there has 
been immense growth on online multimedia busi-
nesses. As a consequence, there has been an essential 
need of digital copyright for security and authen-
ticity (Bender W., 1996, Sarkar S., 2010, Basu A., 
2013). However due to the increase in the internet 
revenues, customers and the company became likely 
more concerned about the security and the authen-
ticity of this system. Henceforth, for the authentica-
tion and security of the digital media, information 
hiding techniques plays a vital role in probing a 
solution to the challenges faced. This technique is 
nothing but hiding information (Samanta D. 2008) 
in an encrypted way within a digital audio, images, 
and video files. The most authentic and secure tech-
nique of data hiding is digital watermark which 
completely characterizes any digital media as one’s 
intellectual property. Digital watermarking (Petico-
las F.A.P., 1999) can be said to be as the process by 
which a data, called a watermark, (Singh N., 2013) 
is to be embedded into another digital media so that 
the watermark could be extracted afterwards to 
complete the authentication process. In this paper 
we would discuss the secure way of hiding a bio-
metric data into a digital media such as image by 
means of digital watermarking. This focuses on the 
covariance saliency technique. Biometric has been 
introduced for authenticity and ultimate security of 

a digital media. Biometric information here iris is 
being hidden in a cover image in an efficient way 
such that the quality of the crucial information 
is not corrupted (Hong & Chen, 2012). Several 
impairments were made to prove the robustness and 
resiliency of this technique. Experimental results 
validate the improved robustness of the technique 
with lesser perpetual error. Rest of the paper organ-
ized as Embedding and extraction, Result and dis-
cussion and conclusion.

2 EMBEDDING AND EXTRACTION

This technique is used to check the saliency regions 
of the image and the watermark is embedded on 
the darker regions which is less perciptable area 
of the cover image. Properties like robustness and 
imperceptibility are hard to perceive at the same 
instant. A Capacity Map is formed by saliency 
mapping which is been generated using covariance 
saliency technique. Within the non-salient regions 
of the cover image, the watermark pixels are to be 
hidden using the adaptive LSB (Least-Significant 
Bit) replacement method. The binary bits of the 
watermark image is hidden various number of 
times which achieves high capacity (Basu A., 2013, 
D. Soumyendu, 2008) and allows high perceptual 
transparency. Due to the higher sensitivity of the 
LSB technique various experiments can disrupt 
the embedded biometric watermark. But the pro-
posed method had efficiently solved each problem.
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2.1 Encoder

The biometric watermark is inserted into the cover 
image using this encoding algorithm. The water-
marked image obtained after applying the water-
mark on the cover image cannot be distinguished 
from the original one.

The steps of the encoding process are the following:

Step 1:  The watermarked image W(x) of size 
(IxJ) has been taken, which is subjected 
to edge detection and then converted to 
binary bits, which can be defined as,

W(x) = w(i, j) | 0 ≤ i ≤ I, 0 ≤ j ≤ J, w(i, j) ∈ [0,1] 
 (1)

Step 2:  The cover Image C(X) of size (MxN) 
acts as the carrier of biometric informa-
tion carrier. It is converted to grayscale 
and resized as per requirement can be 
defined as,

C(x) = {c(m, n)|0 ≤ m ≤ M, 0 ≤ n ≤ N, c(m, n) 
             ∈ [0,1,2,3, …, 255] (2)

Step 3:  Saliency mapping of the cover Image 
is performed using covariance saliency 
technique which is given by,

Sal(x) = {sal(m, n)|0≤ m ≤ M, 0 ≤ n ≤ N, 
                sal(m, n) ∈ R ^ 0 ≤ sal(m, n) ≤ 1 (3)

Step 4:  The saliency values ranges from 0 to 1. 
Depending on these values of  a pixel, 
the pixel is mapped into 6 different 
regions. This mapping forms the Hid-
ing Capacity Map (HCM) which can be 
defined as:

HCM(x) =  {hcm(m, n) | 0 ≤ m ≤ M, 0 ≤ n ≤ N, 
hcm(m, n) = f(sal(m, n): hcm(m, n)}
= hcm1 for 0 ≤ sal(m, n) ≤ sal1
= hcm2 for sal1 ≤ sal(m, n) ≤ sal2
= hcm3 for sal2 ≤ sal(m, n) ≤ sal3
= hcm4 for sal3 ≤ sal(m, n) ≤ sal4
= hcm5 for sal4 ≤ sal(m, n) ≤ sal5
= hcm6 for sal5 ≤ sal(m, n) ≤ sal6
  (hcm1, hcm2, hcm3, hcm4, hcm5, 
   hcm3) ∈ (0,1,2,…,255)
 and (sal1, sal2, sal3, sal4, sal5) 
∈ D: D ∈ R ^ 0 ≤ D ≤ 1 (4)

Step 5:  The adaptive LSB replacement is carried 
out depending on the HCM value. We 
have chosen Least Significant Bit (LSB) 
Replacement technique as we are imple-
menting invisible watermarking (Basu 
A., 2015).

The watermarked image is generated in which the 
biometric data is embedded though these above 
mentioned steps.

2.2 Decoder

With the help of some similar kind of processes 
decoding of the watermarked is to be done where the 
embedded watermark is to be retrieved from the cover 
image. The extraction process is said to be successful 
when the output recovered image and the original 
image is compared and they match identically.

The block diagram and the steps of the decod-
ing process is as follows:

Step 1:  The watermarked image I(x) is produced 
at the receiving end which is given by

I(x) = {i(m, n) | 0 ≤ m ≤ M, 0 ≤ n ≤ N, i(m, n) 
             ∈ [0,1,2,…,255]} (5)

Step 2:  Saliency map of the watermarked image 
is formed by creating its Hiding Capac-
ity Map. Now from the saliency map we 
perceive the hiding capacity map as

Figure 1. Block diagram of Encoder.

Figure 2. Block diagram of Decoder.
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SAL(x) = {sal(m, n) | 0 ≤ m ≤ M, 0 ≤ n ≤ N,
                   sal(m, n) ∈ ^ R 0 ≤ sal(m, n) ≤ 1]} (6)

Step 3:  The Encoded Image and the HCM is 
used to retrieve the biometric informa-
tion by decoding process. The HCM is 
used to highlight the number of LSB 
replaced per pixel which can be repre-
sented by,

HCM(x) = {hcm(m, n) | 0 ≤ m ≤ M, 0 ≤ n ≤ N, hcm
                    (m, n) = f(sal(m, n):hcm(m, n)}

Table 1. Results of robustness.

Parameters → 
Images ↓ PSNR

Structural 
content

Mutual 
information

BER 
scaling

BER 
ratio

JC 
scaling WPNRS

Payload 
capacity

BABOON 35.883 0.9675 4.3832 1528907 0.1823 0.9997 46.8409 2.9159
LENA 35.697 0.9658 4.4562 1574638 0.1877 1 Infinite 3
ABSTRACT 35.938 0.9638 4.4284 1540562 0.1836 0.996 36.0454 2.965
COLOTED CHIP 36.344 0.9766 4.4273 1401149 0.167 1 Infinite 2.6806
FOOTBALL 35.722 0.9513 3.8702 1569573 0.1871 1 Infinite 2.9954
GANTRYCRANE 35.681 0.9544 3.6431 1561326 0.1861 0.9993 43.3364 2.9632
GREENS 35.712 0.9959 4.4122 1572934 0.1875 0.9925 32.5608 3
LICHTENSTEIN 35.799 0.9645 4.4696 1560146 0.186 0.9997 48.3631 2.9807
TOYSNOFLASH 35.750 0.958 4.4395 1564241 0.1865 0.9929 33.3291 2.9937
YELLOWLILY 35.820 0.9648 4.1875 1559119 0.1859 0.9893 31.3005 2.9691
BEAUTIFUL 

NATURE
35.451 0.9705 4.992 1611330 0.1921 0.9523 20.7138 2.9989

SUPERMAN 35.874 0.9451 4.0272 1515142 0.1806 0.9823 24.8498 2.8553
LION MANE 35.649 0.9699 4.9311 1579752 0.1883 0.997 37.5219 3
MILKY WAY 35.673 0.9456 3.9921 1574930 0.1877 0.9891 29.8387 2.9799
WALPAPER 

TROPICAL
35.830 0.9717 4.8647 1545373 0.1842 0.9982 40.3358 2.9884

AVERAGE 35.788 0.9643 4.368286 1550608 0.18484 0.992553 28.33574 2.95240

Figure 3. (I) Main Image, (II) Binary Watermark 
Image, (III) Extracted Watermark.

                 = hcm1 for 0 ≤ sal(m, n) ≤ sal1
                 = hcm2 for sal1 ≤ sal(m, n) ≤ sal2
                 = hcm3 for sal2 ≤ sal(m, n) ≤ sal3
                 = hcm4 for sal3 ≤ sal(m, n) ≤ sal4
                 = hcm5 for sal4 ≤ sal(m, n) ≤ sal5
                 = hcm6 for sal5 ≤ sal(m, n) ≤ sal6
                   (hcm1, hcm2, hcm3, hcm4, hcm5,
                    hcm6) ∈ (0,1,2,…,255) and (sal1, 
                    sal2, sal3, sal4, sal5) ∈
                    D: D ∈ R ^ 0 ≤ D ≤1 (7)

3 RESULT AND DISCUSSION

The development of the proposed algorithm 
has yielded and the results as shown below. The 
implementation has been carried out on 1024 × 
1024 pixel RGB mode cover images. The hiding 
watermark biometrics i.e. the Iris Scan is of 256 × 
256 pixels. The covariance saliency (Edrem E., 

Table 2. Results of imperceptibility.

PSNR Structural content Mutual information BER scaling BER ratio JC scaling WPNRS

CROP Infinite 1 0.6167 0 0 1 Infinite
COMPLEMENT Infinite 1 0.6167 0 0 1 Infinite
ROTATE 90 Infinite 1 0.6167 0 0 1 Infinite
NOISE salt pepper 85.1562 0.9998 0.6143 13 1.98E-04 0.9998 52.1734
SCALING 1000 53.9386 0.7952 0.081 17207 0.2626 0.7056 17.3307
SCALING 0.999 56.5847 0.913 0.187 9356 0.1428 0.8381 21.8814
ERODE 56.135 0.9506 0.1207 10375 0.1583 0.8252 24.2187
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Figure 5. Attacks and extracted biometrics.

Table 3. Proficiency comparison results.

Sl. no. Method PSNR Payload capacity

Saliency based watermarking
1. Proposed method 35.788 2.952
2. Saliency based 

(VAM) method 
(Sur A., 2009)

− 0.0017

Other watermarking techniques
3. Pairwise LSB 

matching 
(Yang C. H., 
2008, Xu H., 
2010)

35.05 2.25

4. Mielikainen’s 
Method 
(Mielikainen 
L., 2006)

33.05 2.2504

5. Reversible Data 
Hiding Scheme 
(Gui X., 2014)

34.26 1

Figure 4. (I) Cover Image, (II) Saliency Map, (III) Hid-
ing Capacity Map, (IV) Embedded Image.

2013) technique for information hiding provides 
the opportunity to hide the biometric informa-
tion in different regions of saliency; as a conse-
quence the information can be embedded several 
times. In Figure 3 the authors have publicized the 
images that have been used for hiding the informa-
tion, along with it are the saliency maps and hid-
ing capacity maps for each of those cover images 
and ultimately the encoded image. The simulation 
has been carried out in MATLAB R2013a and has 
produced a subtle quality of extracted watermarks 
even after exposure to different attacks. Impercep-
tibility results for the prosed technique have been 
shown in the given Table 2.

The images are subjected to attacks such as crop, 
compliment, rotate 90, noise salt pepper, scaling 
1000, scaling 0.999, erode, dilate and scaling 2048.

The embedded image upon attacks and their 
respective extracted watermarks are shown in the 
Figure (4). The performance result after the attacks 
are recorded in the table for robustness in Table 1. 
The obtained average value of the PSNR for the 
scheme is 35.7887 and that of payload capacity is 
2.95240667. Results in comparison to some similar 
techniques are depicted in Table 3.

COMPLiMENT 

C ROP 

ERODE 

ROTATE 90 

NOfSE 
SALT PEPPER 

SCALING 
0.999 

SCALING 
1000 
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4 CONCLUSION

In this paper, the authors have proposed a digital 
watermarking algorithm based on saliency map-
ping technique that is covariance saliency method. 
Based on the non-salient regions, hiding capacity 
map is obtained and the watermark is embedded. 
Biometric watermark provides an additional secu-
rity. A superior Capacity mapping with improved 
imperceptibility and robustness is obtained from 
the experimental results. An efficiency comparison 
with some other recent algorithms gives an insight 
of the effectiveness of the proposed algorithm. This 
paper will be a healthier foundation for the poten-
tial researchers in the digital image watermarking 
area to get acquainted with this proposed method 
and modify its algorithm to enhance the effective-
ness of the projected technique in upcoming future.
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ABSTRACT: Handwritten digit recognition plays a vital role in the automation of various aspect of our 
life, which starts from office automation to postal automation and many more. Handwritten digit recogni-
tion is basically a 10-class problem, but the writing styles of different individuals impose the challenge for 
the recognition process. In this paper, a method is devised for the recognition of handwritten Devanagari 
digits. For that purpose, a grid based Hausdroff distance feature descriptor is developed to represent the 
handwritten digits at the feature space. An appropriate classifier is then selected for the classification by 
comparing the performance of five well known classifiers. The proposed method is evaluated using a data-
set of 6,000 images of Devanagari digits and on an average it has achieved 93.03% recognition accuracy.

1 INTRODUCTION

Development of an automated handwritten docu-
ment recognition system always finds the attention 
to the researchers, due to its huge scope of utility 
in human society. Thus from the last few decades a 
large group of researchers from various organiza-
tion situated at almost every corner of this world 
has indulged themselves in the development of 
the same. But to build such a system, varied set 
of problems need to be solved and handwritten 
numeral recognition is one of them. The recogni-
tion of handwritten numerals is itself  a very hard 
nut to crack. The variety present in the writing 
styles of different individuals incorporates the 
randomness in the size, shape and orientation of 
the numerals, which impose the major obstacle to 
achieve the best recognition result.

Handwritten numeral recognition has a large 
area of applications, which starts from, handwrit-
ten pin code recognition in postal mails, recogni-
tion of handwritten bank cheque amount, numeric 
information processing in forms filled by hand to 
many others (Shrivastava & Gharde 2010). As a 
result, numerous methods have been reported by 
the researchers for the recognition of handwritten 
digits, written in different scripts (Singh et al. 2016). 

Although a significant amount of research has been 
done but still researches in this field are going on 
with the goal of improving the accuracy. In this 
paper, a Hausdroff Distance (HD) based feature 
extraction method is developed to recognize the 
handwritten numerals, written in Devanagari script.

The rest of the paper is organized as follows: 
section 2 presents the state-of-the-art. In section 3, 
the proposed method is described and experimen-
tal results are discussed in section 4. Finally, sec-
tion 5 concludes the paper.

2 PRESENT STATE-OF-THE-ART

In (Bajaj et al. 2002), authors have developed a rec-
ognition architecture based on connectionist net-
work. In this work, the handwritten numerals are 
represented using three types of features namely, 
density features, moment features of the left, right, 
upper and lower profile curves and descriptive 
component features. After feature extraction, three 
neural classifiers are used for initial classification 
and finally the results of all classifiers are combined 
using connectionist schema. Method described 
in (Bhattacharya et al. 2006) has been built by fol-
lowing a two-stage approach for the recognition of 
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handwritten Devanagari numerals. Initially, from 
each input image shape features, based on directional 
view based strokes, are extracted and then a Hidden 
Markov Model (HMM) and an Artificial Neural 
Network (ANN) based classifiers are used for the 
stage one classifications and finally the results gener-
ated by these classifiers are further combined using 
another ANN based classifier at the second stage.

In (Patil & Sontakke 2007), authors have used 
16-dimentonal ring and Zernike features for the 
recognition of handwritten Devanagari numerals. 
The algorithm has used a general fuzzy hyperline 
segment neural network for the classification, 
which combines both supervised and unsupervised 
learning. Authors in (Pal et al. 2007) have initially 
segmented the input image into small blocks and 
from each block directional features are computed. 
After that, using Gaussian filter, these segmented 
blocks are downsampled and finally, the features 
from the downsampled blocks are fed to a modi-
fied quadratic classifier for the classification.

Method described in (Shrivastava & Gharde 
2010) has extracted moment invariant and affine 
moment invariant features from each input image. 
The extracted features are then fed to a Support 
Vector Machine (SVM). In (Prabhanjan & Dinesh 
2015), authors have presented a hybrid approach for 
the recognition of handwritten Devanagari numer-
als. In this work, Fourier descriptor is used to extract 
the global information and pixel density based fea-
tures are extracted from different zones of the input 
image to get the local information. After that, the 
confidence score of four classifiers, viz., Naïve Bayes 
(NB), Instance Based Learner (IBL), Random Forest 
(RF), and Sequential Minimal Optimization (SMO) 
are fused to perform the final classification. Authors 
in (Arya et al. 2015) have used Gabor filter based fea-
ture descriptor with three different filter sizes viz., 7 × 
7, 19 × 19 and 31 × 31. The final classification is per-
formed using Nearest Neighbor and SVM classifiers.

3 PRESENT WORK

In the present work, initially the input numeral 
images are preprocessed and then a HD based 
feature descriptor is computed from each preproc-
essed image to represent them at the feature space. 
After that, the performances of five well known 
classifiers viz., NB, SMO, RF, MLP and Bagging 
are compared in terms of their accuracy to select 
the appropriate one. Finally the classification is 
carried out using RF classifier. Figure 1 shows the 
flowchart of the entire process.

3.1 Preprocessing

Initially the input numeral images are smoothed 
with Gaussian filter to remove the noise and then 

the resultant images are binarized using Otsu’s 
method (Otsu 1975). To remove the isolated data 
pixels two morphological operators viz., erosion 
and dilation are performed on all the binarized 
images. Finally, the bounding box for enclosing the 
numeral in each image is estimated.

3.2 Feature extraction

In the present work, Grid based Hausdroff distance 
(GHD) is used to design the feature descriptor for 
each of the handwritten Devanagari numerals. 
Any numeral recognition is basically a 10-class 
problem and each class of numerals follow a dis-
tinct shape characteristic. Thus it is assumed that 
due to the shape difference, the distance between 
the set of pixels of a particular region and the set 
of pixels of another particular region will also dif-
fer from one class of images to another. This is the 
main reason behind considering the distance based 
feature descriptor.

In the following subsection, the HD is explained 
first and then the implementation of GHD is 
described.

3.2.1 Hausdroff Distance (HD)
Consider X and Y are two non-empty subsets of 
a set M.

X YY{ }x x xn………… { }y y yny yx yyx yyand

The HD between X and Y can be defined as 
follows,

Figure 1. Flowchart of the entire process.

Figure 2. Illustration of HD computation between two 
sets of points.

Figure 3. Illustration of GHD for a sample image.
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D YHausdrofD fff ( ,X ) max ( )D Y D X( ,X ), ( ,Y  (1)

where,

D a( )D X Y, { }x i { }dy ( )x y  (2)

D a( )DY X, { }v i { }dx ( )x y  (3)

Here, d x y( ,x ) represents the Euclidean distance 
between X and Y. Figure 2 demonstrates the HD 
computation.

3.2.2 Grid based Hausdroff Distance (GHD)
For estimating the GHD feature descriptor, first 
each sample image is decomposed into N N  
grids. Then HDs from a particular grid to every 
other grids are computed. Before the decompo-
sition, the contours of  the input images are esti-
mated. Here, focus is given on the shape of the 
numerals and as the contour pixels are sufficient 
to capture the shape nature, the non-contour pix-
els are eliminated. Hence, this not only preserves 
the shape information but also reduces the com-
putational cost.

After the contour estimation, the sample digit 
with minimum bounding box is decomposed into 
N N  grids. The HD between these regions are 
computed as follows,

Consider a grid structure ‘G’ drawn on an input 
image ‘I’, which contains n grids and each grid ‘R’ 
contains m pixels.

G ={R1,R2,…………Rn} and Ri = { P1,P2,…………
      Pm } where, i = 1,2,3,…………n.

In this subsection, first, the classifier selection 
is presented and then the experimental results are 
described. The error cases are analyzed at the end 
of this section.

4.1 Classifier selection

In this experiment the performance of five well 
known classifiers namely, NB, SMO, RF, MLP and 
Bagging are compared in terms of their recogni-
tion accuracies. For that purpose a dataset of 3000 
images (300 images per numeral) are randomly 
selected from the main dataset and a data mining 
tool called WEKA is used. The comparison result, 
given in Table 1, shows that RF outperforms the 
other classifiers. Thus rest of the experiments is 
carried out using RF classifier.

During classifier selection, default parameters 
values are used for all the classifiers along with a 
4 × 4 number of grids.

4.2 Experimental results

For the final experiment, entire dataset containing 
6000 images of handwritten Devanagari numerals 
is used. The samples in the present dataset are col-
lected from a large group of people having different 
educational and professional backgrounds. These 
images are collected in a preformatted A4 size 
datasheets, which are scanned with a resolution 
of 300 dpi. After that each image is cropped pro-
grammatically to prepare the isolated digits. Figure 
4 shows some samples of the present dataset. For 
feature extraction, the optimal number of grid is 
also chosen experimentally. Features are extracted 
with 4 × 4, 5 × 5 and 6 × 6 number of grids. RF 
classifiers are trained with the feature set extracted 
with each of the above grid structures and their 
recognition performances on the test set are evalu-
ated. The results are shown in Figure 5. Please note 
that in Figure 5, a minor improvement in recogni-
tion accuracy is observed while the grid number is 
increased from 5 × 5 to 6 × 6. But it is ignored in the 
present experimentation, as with increase of grid 
number, the number of features increases abruptly 
which in turn augments the computational time 
of the overall system (see Figure 5). Thus for the 

Then the GHD is computed as follows,

1. For all i=1 to n
2.  For all j=i+1 to n
3.   Dhausdroff (Ri, Rj)
4.   End
5. End

For each image a feature vector of size (n*(n−1))/2 is 
extracted.

4 EXPERIMENTAL RESULTS 
AND ERROR ANALYSIS

For evaluating the present method, a dataset of 
6,000 handwritten Devanagari numeral images 
(600 images per class) are used. During the experi-
ment, initially, a suitable classifier is chosen by 
comparing the performance of five well known 
classifiers and finally the classification is carried 
out using the selected classifier.

Table 1. Performance comparison of the considered 
classifiers.

Sl#

Size of the dataset

Classifier
Accuracy 
(in %)Train Test

1 SMO 81.33
2 NB 58.77
3 2100 900 Bagging 78.88
4 MLP 81.66
5 RF 85.66
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experiment 5 × 5 number of grids are considered. 
A 5-fold cross validation method is followed dur-
ing the final experiment. With the selected setup, 
the proposed system has achieved 93.03% recogni-
tion accuracy on an average. Table 2 presents some 
class-wise statistical measurements such as Recall, 
Precision and F-measure.

4.3 Error case analysis

Most of the samples present in the current data-
set are correctly classified by the proposed system 
but some misclassifications are also observed. Two 
most probable reasons behind these misclassifica-
tions can be unexpected elongation of stroke while 
writing the digit (see Figure 6 (a)) and the erroneous 
cropping during database preparation (see Figure 
6(b)). In both of these cases the expected shapes of 
the digits get hampered. As in the present feature 
computation, the entire focus is given on the shape 
information of the digits, these shape distortions 
lead to the misclassification.

5 CONCLUSION

Handwritten digit recognition is one of the most 
researched areas in the domain of handwriting 
recognition. As said earlier, the research in this 
field is still continuing with the goal of improv-
ing the recognition module. In the present work, a 
handwritten Devanagari digit recognition method 
is developed. For that purpose, a GHD feature 
descriptor is designed. Finally the classification is 
carried out using RF classifier. The proposed sys-
tem has achieved 93.03% on an average.

It is observed that misclassifications are found 
due to poor cropping of the images. So, in future, 
more care should be taken during data preparation. 
Also the proposed system is evaluated on a limited 
dataset. Hence, more number of samples would 
ascertain the effectiveness of the proposed system.

REFERENCES

Arya, S., Chhabra, I. & Lehal, G.S., (2015). Recognition 
of Devnagari Numerals using Gabor Filter. Indian 
Journal of Science and Technology, 8(27).

Bajaj, R., Dey, L. & Chaudhury, S., (2002). Devnagari 
numeral recognition by combining decision of multi-
ple connectionist classifiers. Sadhana, 27(1), pp. 59–72.

Bhattacharya, U. et al., (2006). Neural combination 
of ANN and HMM for handwritten Devanagari 
numeral recognition. In Tenth International Workshop 
on Frontiers in Handwriting Recognition. Suvisoft.

Otsu, N., (1975). A threshold selection method from gray-
level histograms. Automatica, 11(285–296), pp. 23–27.

Pal, U. et al., (2007). Handwritten numeral recognition of 
six popular Indian scripts. In Document Analysis and 
Recognition, 2007. ICDAR 2007. Ninth International 
Conference on. IEEE, pp. 749–753.

Patil, P.M. & Sontakke, T.R., (2007). Rotation, scale and 
translation invariant handwritten Devanagari numeral 
character recognition using general fuzzy neural net-
work. Pattern Recognition, 40(7), pp. 2110–2117.

Prabhanjan, S. & Dinesh, R., (2015). Handwritten 
Devanagari Numeral Recognition by Fusion of Classi-
fiers. International Journal of Signal Processing, Image 
Processing and Pattern Recognition, 8(7), pp. 41–50.

Shrivastava, S.K. & Gharde, S.S., (2010). Support vector 
machine for handwritten Devanagari numeral recog-
nition. International journal of computer applications, 
7(11), pp. 9–14.

Singh, P.K., Sarkar, R. & Nasipuri, M., (2016). A Study 
of Moment Based Features on Handwritten Digit 
Recognition. Applied Computational Intelligence and 
Soft Computing, 2016.

Table 2. Class wise assessment obtained using 5-fold 
cross validation.

Class # Precision Recall F-measure

0 0.96 0.98 0.97
1 0.85 0.91 0.88
2 0.93 0.91 0.92
3 0.90 0.91 0.91
4 0.94 0.91 0.93
5 0.95 0.91 0.93
6 0.91 0.93 0.92
7 0.96 0.92 0.94
8 0.95 0.96 0.96
9 0.86 0.91 0.88
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ABSTRACT: Steganography is a technique to hide information in any digital media such as image, 
audio, video, or text and allow only the intended user to decode the hidden information. A technique 
has been developed and explained in this study to embed secret text message using histogram and Dis-
crete Cosine Transformation (DCT) of the cover image. Here, four Least Significant Bits (LSB) of cover 
image are used to embed secret message. There are several methods of steganography using LSB, but 
the method proposed here is different in the approach of applying LSB technique and efficiency of the 
method according to PSNR and BER.

Keywords: Image Steganography, Discrete Cosine Transformation, Histogram, LSB Steganography

1 INTRODUCTION

Steganography is the ancient art of hiding secret 
information in cover object. With the expansion of 
digital media, steganography has become a secured 
data communication technique through it. The 
main objectives of steganography are:

• concealing secret message in a cover object with-
out revealing its existence;

• recovery of secret information without tamper-
ing; and

• maximum bits to be embedded.

There are various types of steganography in 
digital media (Gupta Banik & Bandyopadhyay, 
2015a). In this study, an image steganography 
technique is being discussed. Here, first, DCT of 
cover image is obtained along with the secret text 
message, which has been taken as a binary stream. 
Then, that secret message is embedded using histo-
gram of DCT matrix by multiple LSB replacement 
method. This method is different from the existing 
multiple LSB replacement methods in a way that 
it is applied on the histogram of DCT of the cover 
image, whereas in general, multiple LSB replace-
ment is applied in spatial domain of cover image.

Gupta Banik & Bandyopadhyay (2015b) 
explained that human eyes cannot detect changes 
up to four least significant bits of an image. By 
exploring such perceptual inability, in this study, 
four least significant bits are used to embed the 
binary stream of message.

2 LITERATURE SURVEY

2.1 Histogram of image

Histogram is a graphical representation of numeric 
data distribution (see NIST). It gives probability 
distribution of continuous variable. The histogram 
of a digital image, that is, the distribution of gray 
level can be denoted by the following discrete func-
tion (1):

n k Mkn( )gk = nn −; ,k =k ,..,0 1, 1  (1)

where gk is the kth gray level and nk is the number 
of pixels in the image having gray level gk, and M is 
the number of gray levels.

Histogram is an important technique to increase 
the contrast (Wang, Fan & Yu, 2009). Yalman & 
Erturk (2009) proposed a method using histogram 
of cover image to embed data. Wang et al. (2013) 
proposed another method of information hiding 
using histogram shifting.

2.2 Discrete Cosine Transformation (DCT)

Discrete cosine Transformation is a successful sig-
nal transformation technique. Different types of 
DCT are available, among which two-dimensional 
(2D) DCT is often used to transform an image 
from spatial domain to frequency domain (Papa-
kostas, Karakasis & Koulouriotis, 2008). The for-
mulation of the 2D DCT for an input image C 
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with i rows and j columns and the output image D 
is given in equation (2):
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Inverse 2D DCT is also available to reverse 
the application of 2D DCT on any image. This is 
defined in equation (3):
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where 0 1i  and 0 1j N
Gupta Banik & Bandyopadhyay (2015c) pro-

posed a method of image steganography using 
DCT, where at first DCT is performed on cover 
image followed by secret embedding in the mid-
band frequency coefficients of DCT. Patel & Dave 
(2012) used one, two, and four LSB replacements 
to embed secret data in the DCT coefficient values 
using threshold selected by the authors themselves. 
Raja et al. (2005) used LSB technique to embed 
secret followed by DCT to quantize and finally 
performed run-length encoding to create com-
pressed stego image.

3 PROPOSED METHOD

3.1 Embedding Technique

The proposed technique is based on histogram 
of DCT of the cover image, which is a unique 
approach as none of the existing works show any 
usage of histogram over DCT coefficient values. 
The binary stream of data has been embedded 
in the histogram. The image embedded with the 
embedded text will be treated as stego image.

Here, a 4 × 4 transformation equation is used, 
which is given by:

t f
N

if i

N
N if ii

ij ( )x =
=

( )j )⎡⎣⎡⎡ ⎤⎦⎤⎤

⎧

⎨
⎪
⎧⎧
⎪
⎨⎨
⎪⎪

⎩
⎪
⎨⎨
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 (4)

The various steps involved in the generation of 
stego image are shown in Figure 2.

From the cover image, each of the pixel values 
are taken, 128 is subtracted from each of these 
values, and an image block of 4 × 4 is taken after 
equation 4 was applied to obtain DCT of cover 
image as in equation (2).

Then, histograms of the 1st 16 pixels in eight dif-
ferent gray levels are considered in such a way that the 
range of histogram should lie between the lowest and 
highest values of gray level. A matrix of histogram 
containing eight different levels is shown in Table 1. 
If the value of histogram is higher than 14, then it 
should be set to 14 using four-LSB modification of 
cover image, and secret message can be embedded.

After creating histogram matrix, message stream 
must be considered. If  the message is “ABC……”, 
then the first character should be obtained and 
converted into binary stream as shown in Table 2.

Now the binary stream of Table 2 should be added 
to the histogram of Table 1 as shown in Table 3.

Table 3. Addition of binary stream of message 
upon histogram of DCT of cover image.

Histogram, which has been obtained after embed-
ding binary stream of message, is shown in Table 3.

Figure 1. Gray-level representation in histogram of an 
image.

Figure 2. Steps involved in the generation of stego 
image.
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After performing this, pixel values of cover 
image are considered and transferred into binary 
stream as shown in Table 5.

After obtaining pixel values of cover image, 
each of the pixels is transferred into binary stream 
as shown in Table 6

The binary stream of histogram shown in Table 
4 is obtained and the pixel values of cover image 
shown in Table 6 are added to that to obtain the 
stego image.

Thus, Table 8 is generated for stego image.

Data of Table 8 are taken and transferred to 
decimal form to obtain pixel value of stego image 
as shown in Table 9.

3.2 Extraction Technique

The extraction technique is just the reverse of the 
embedding technique. The detailed steps of extrac-
tion technique are shown in Figure 3.

Here, using equation 5, a 4 × 4 transformation 
matrix is created:

Table 1. Histogram values of eight different gray levels.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 5 1 0 2 4 0 2
16–31 5 0 3 2 0 0 6 0
. . . . . . . . .
496–511 3 0 0 8 4 1 0 0

Table 2. Binary stream for character “A”.

Character Binary stream of character

A 0 1 0 0 0 0 0 1

Table 4. Histogram obtained after embedding text.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 6 1 0 2 4 0 3
. . . . . . . . .

Table 5. Pixel values of cover image.

162 150 160 155 130 145 160 180 . .
185 100 155 140 130 148 162 155 . .
138 120 160 168 150 125 132 162 . .
. . . . . . . . . .
. . . . . . . . . .

Table 6. Pixel values of cover image in binary format.

10100101 10010110 10100000 10100000 10011011 10010001 10100000 10110100 . .
10111001 01100100 10011011 10001100 10000010 10010100 10100010 10011011 . .
. . . . . . . . . .
. . . . . . . . . .

Character Binary stream of character

A 0 1 0 0 0 0 0 1

Table 3. Addition of binary stream of message upon histogram of DCT of cover image.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 5 1 0 2 4 0 2
. . . . . . . . .

BBBinBBBBBBB ream ommmmmmmmmm acterrrrrrrrrr

. . . . .
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Then, the histogram of  the 1st 16 pixels is 
created in eight different gray levels in such 
a manner that range of  histogram should lie 
between the lowest and highest values of  gray 
level. Now a matrix of  histogram containing 
eight different levels as shown in Table 10 is cre-
ated. If  there are values higher than 14 in the 
histogram, then set it to 14 as similar to the pro-
cess of  embedding.

After doing this, stego image is considered and 
pixel values of stego images are obtained as shown 
in Table 11.

Afterward, each of the pixels is transferred in 
binary form as shown in Table 12.

Four least significant bits of each of pixels in 
Table 12 are taken, as they contain binary stream 
of message as shown in Table 13.

After obtaining this, it is converted to decimal 
as shown in Table 14. Then, consider histogram of 
Table 10 to rewrite that in Table 15, and then sub-
tract both of them to obtain binary message stream.

Binary stream of message, which has been 
obtained after subtraction, is shown in Table 16.

Now this binary stream is converted into charac-
ter stream to get the embedded text. This conversion 
gives result in ASCII values—for letter “A”, which 
was embedded, the above binary stream will gener-
ate result as 65, which is the ASCII value for “A”.

3.3 Embedding Algorithm

STEP 1:  Obtain the binary stream of the given 
text.

STEP 2:  Construct a 4 × 4 matrix of cover image 
for DCT

Figure 3. Steps involved in extraction.

Table 8. Binary stream obtained after embedding message.

10100010 10010110 10100001 10100000 10010010 10010100 10100000 10110011 . .
10111001 01100100 1001101 10001100 10001100 10010100 10100010 10011011 . .
. . . . . . . . . .
. . . . . . . . . .

Table 9. Pixel value of stego image

162 150 161 160 146 148 160 179 . .
185 100 155 140 130 148 162 155 . .
. . . . . . . . . .
. . . . . . . . . .

Table 7. Binary stream of Histogram.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 0010 0110 0001 0000 0010 0100 0000 0011
. . . . . . . . .
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Now considering the cover image, 128 is sub-
tracted from each of the pixel values and then a 
block of 4 × 4 from modified pixel value is taken, 
on which a transformation matrix was applied to 
obtain DCT of image.
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STEP 3:  Perform Discrete Cosine Transform of 
the given cover image.

STEP 4:  Construct Histogram of  Discrete Cosine 
Transform matrix of  the cover image. 
Take 16 pixels and form eight different 
levels—if  the value of  histogram in a 
given level is higher than 14, then set it 
to 14, so that four Least Significant Bits 
of  cover image can be used to embed 
text.

STEP 5:  Take first eight bits of the binary stream 
of message and add it to the given eight 
levels of histogram.

STEP 6:  Take 1st four Least Significant Bits of 
cover image and embed histogram con-
taining message there.

STEP 7:  Make four Least Significant Bits of eight 
successive pixels to 0; this will be used as 
terminating condition.

3.4 Extraction Algorithm

STEP 1:  Construct a 4 × 4 matrix of cover image 
for Discrete Cosine Transform.

Table 10. Histogram of cover image.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 5 1 0 2 4 0 2
16–31 5 0 3 2 0 0 6 0
. . . . . . . . .
496–511 3 0 0 8 4 1 0 0

Table 11. Pixel values of stego image.

162 150 161 160 146 148 160 179 . .
185 100 155 140 130 148 162 155 . .
. . . . . . . . . .
. . . . . . . . . .

Table 12. Binary stream of pixel values of stego image.

10100010 10010110 10100001 10100000 10010010 10010100 10100000 10110011 .
10111001 01100100 1001101 10001100 10001100 10010100 10100010 10011011 .
. . . . . . . . .
. . . . . . . . .

Table 13. Four-LSB bits of the stego image containing message.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 0010 0110 0001 0000 0010 0100 0000 0011
16–31 . . . . . . . .
. . . . . . . . .

STEP 2:  Perform Discrete Cosine Transform of 
the cover image.

STEP 3:  Construct Histogram of Discrete Cosine 
Transform matrix of the cover image. 
Take 16 pixels and form eight differ-
ent levels – if  the value of histogram in 
a given level is higher than 14, make it 
14, so that four Least Significant Bits of 
cover image can be used to transfer histo-
gram embedded text.

STEP 4:  From the stego image, obtain four 
LSBs of  each pixel and convert it to 
decimal.

STEP 5:  Subtract each of the value from his-
togram of the cover image and obtain 
binary stream

STEP 6:  Convert binary stream into text stream.
STEP 7:  Repeat this process until it generates four 

0’s in Least Significant Bit of eight con-
secutive pixels.

The processes of  embedding and extraction are 
shown in Figures 4 and 5, respectively. Here, all 
of  the tests were performed using C language in 
Windows platform on 512 × 512 gray scale image.
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4 RESULT AND ANALYSIS

PSNR stands for Peak Signal-to-Noise Ratio. It 
computes the difference between two images in 
decibels. This ratio is used as the quantity meas-
urement between original and stego image (see NI, 
2013). It is given by the below equation:

PSNR
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where M × N is the size of M rows and N columns; 
Ii,j is the value of (i,j) cell for the cover image; and Ki,j 
is the value of (i,j) cell for the stego image.

MSE stands for Mean Square Error, which is 
the cumulative square error between the stego and 
original image.

Table 16. Binary stream of obtained message.

Binary stream of character

0 1 0 0 0 0 0 1

Table 15. Histogram of Cover image.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 5 1 0 2 4 0 2
. . . . . . . . .

Figure 4. Steps involved in generating stego image.

Figure 5. Extraction of secret message from stego 
image.

Table 14. Histogram in decimal containing message.

No of pixel Gray level 0 Gray level 1 Gray level 2 Gray level 3 Gray level 4 Gray level 5 Gray level 6 Gray level 7

0–15 2 6 1 0 2 4 0 3
. . . . . . . . .
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The Bit Error Rate (BER) is the number of bit 
error to the total number of transmitted bit (Breed, 
2003).

As an example, assume that the transmitted bit 
sequence is:

0 1 1 0 0 0 1 0 1 1
And the following are the received sequence of 

bits:
0 0 1 0 0 0 0 0 1 0
Here, bit error obtained is 3. Therefore, BER in 

this case is 3/10, that is, 0.3.
Here, PSNR and BER are calculated to evaluate 

the quality of the proposed method, the values of 
which are shown in Table 17.

In this proposed method, data to be hidden are 
text and cover is gray scale image. Here, BER value 
of the proposed method has been used for com-
parison with the steganographic method published 
by Raja et al. (2005). However, this method is lossy, 
as here some of secret image data are lost, but the 
proposed method is lossless as no secret data is lost 
during embedding or extraction. The comparison 
results are shown in Table 18.

5 CONCLUSION

In this study, the application of four Least Sig-
nificant Bits on Histogram of Discrete Cosine 
Transformation is proposed in an innovative way. 
The result of quality metrics obtained from the 
proposed method proves the efficiency of this steg-
anographic technique; furthermore, it shows better 
result while comparing with the existing method.

Table 17. Value of PSNR and BER for secret message.

No. of characters 
in secret message PSNR BER

30 61.288 .000412
40 59.678 .000587
50 58.346 .000700
60 57.342 .008890

Table 18. Table for comparison.

No. of hidden 
characters 
in the proposed 
method

BER of the 
proposed 
method

Depth of 
Hiding of 
the existing 
method

BER of 
the 
existing 
method

30 .0004120 1 2.780208
40 .0005870 2 8.330555
50 .0007000 3 8.315001
60 .0088900 4 8.326388
100 0.282738 5 8.347917
500 0.500095 6 8.265972
1500 0.500961 7 8.359446
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A parallel cell based architecture for real time morphological edge 
detection
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ABSTRACT: Video Segmentation is indispensable task in any level of video processing. Edge or Gra-
dient image extraction is the starting point in many segmentation algorithms like watershed or Active 
Contour Model. It is very difficult to perform real time edge detection for high resolution video in general 
purpose microprocessors. Moreover gradient operator requires square and square root operation which 
is extremely hardware consuming. To alleviate this problem we have proposed a simple cell network based 
configurable parallel architecture which performs Morphological gradient detection in few clock cycles. 
Due to its regular architecture it is also very easy to implement in VLSI. We have implemented the archi-
tecture in XILINX VIRTEX II P, FPGA and achieved a 4 clock cycle operations for each morphological 
operators like dilation and erosion. With a 400 MHz processing clock we have achieved a throughput of 
40 MPS (Mega Pixel per Second), which is more than the required real time throughput of PAL standard 
video. Since most of the core operations in video segmentation can be mapped to morphological opera-
tions it can be used as configurable segmentation engine to perform a wide variety of segmentation task.

1 INTRODUCTION

Video segmentation is a critical and essential 
task for many computer vision applications like 
tracking, surveillance; object based video coding 
(MPEG4 and MPEG7), robotics and different 
medical visual applications. Success of many subse-
quent processing and decision depends on the effi-
ciency of segmentation step. Video segmentation 
presents challenges in multi-dimensional aspects. 
First and foremost criterion is real time imple-
mentation obeying inter-frame timing constraint. 
Though wide varieties of algorithms for video seg-
mentation are evolving over the years most of them 
are meant for software implantation. As software 
implementations are essentially sequential process-
ing, it puts a severe restriction for processing area 
in real time. Mapping well defined and fixed-func-
tion algorithms to hardware modules using custom 
and semi custom VLSI technologies can results in 
the highest efficiency in cost and performance. An 
example can be sited in support that a segmenta-
tion algorithm involving background subtraction 
and watershed algorithm to a QCIF format frame 
takes 19.31 ms in a Field Programmable Gate Array 
(FPGA) platform compared to 233 ms in software 
implementation in SGI 02 workstation (Chien, 
Huang, & Chen 2002). Thus a hardware solution to 
video segmentation task is preferred in most of the 
time consuming cases. A reconfigurable attribute in 
the hardware architecture is also sought to imple-
ment a wide variety of segmentation algorithm in a 
basic core processing engine.

In this paper we propose a cell network based 
architecture which performs two basic morpho-
logical operations, namely Dilation and Erosion in 
4 clock cycles. As we can show different segmen-
tation algorithms can be decomposed using basic 
morphological operations the circuit can be used 
for the same. In this paper we have taken Gradient 
image calculation as the implementation task with 
our system. Gradient image or edge map is start-
ing point for many segmentation algorithms like 
Watershed segmentation, active contour model 
etc. But calculation of gradient for complete image 
is time consuming in software implementation and 
resource consuming in hardware implementation 
as it involves square and square root calculation. 
We have implemented a simple cell network based 
configurable parallel architecture which performs 
morphological gradient detection in few clock 
cycles with simple cell network architecture.

The organization of this paper is as follows. 
First we will introduce related works and how dif-
ferent core operations can be mapped in morpho-
logical operations. The following sections describe 
the algorithm and our proposed architectural 
implementation. Finally we conclude with results 
and future scope of work.

2 MORPHOLOGICAL OPERATIONS AND 
EXISTING IMPLEMENTATIONS

Mathematical morphology is a useful tool for vari-
ous image processing tasks (Gonzalez & Woods 
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2012). The morphological operations can be 
extended to video processing algorithms quite 
easily. The basic operations of morphology are 
dilation and erosion. We here describe these mor-
phological operations with respect to binary frame 
which can be later extended to gray or color scenes. 
Lixia et al. have proposed complex morphological 
edge detection applicable to noisy images (Lixia 
2010). Wang put forward improved morphological 
operators about edge detection, but their results 
either cannot detect the details of the edge well, 
or cannot filter out the noise well (Wang, Zhang, 
& Gao 2013).

Let A and B are two sets in Z2 space. We define 
two operations namely reflection and translation 
of set B and A respectively as

Reflection of set B,

�B d d b forb Bd ∈b forb{ |dd }  (1)

Translation of set A,

( ) { | )) { c a z forff a AZ |{ c + z forff a  (2)

Now let us define two basic operations Dila-
tion and Erosion. Dilation is the operation that 
thickens or grows specific pixels (pixels labeled by 
‘1’ in binary images), controlled by a mask called 
structuring element. Mathematically it is defined 
as follows.

Dilation of A with structuring element B,

A B Az⊕ =B ≠∩{ |z ( )BB }� Φ  (3)

where, Φ is empty set.
On the other hand erosion thins or erodes the 

object in binary scene, controlled by structuring 
element. Erosion of set A by structuring element 
B is defined as:

A B Az
cΘ =B ≠∩{ |z ( )BB }� Φ  (4)

where, Ac is the complement of set A
The morphological gradient of a image A is 

defined as:

Grad ( )A ( )A B⊕A ( )A B  (5)

Chien et al. had analyzed different video seg-
mentation operations and classified them in five 
groups (Chien et al. 2002). They are morphologi-
cal operations, region growing operations, motion 
detection operation, pixel operations and other 
operations like relaxation, Canny edge detec-
tion etc. They have shown that all the operations 
can be mapped into basic morphological opera-

tions. A programmable Processing Element (PE) 
array structure is proposed in their paper, though 
detailed functional and architectural description is 
not given. They have proposed a hardware accelera-
tor for video segmentation and total task is divided 
between hardware and software. Diamantaras et 
al. proposed a systolic architecture for Morpho-
logical operations though their hardware burden 
is much higher (Diamantaras & Kung 1997). Sheu 
et al proposed data reuse architecture for morpho-
logical operations but their implementation lacks 
programmability feature (Sheu et al. 1993).

3 PROPOSED ARCHITECTURE

We have designed hardware architecture capable 
of implementing basic morphological operations 
namely Dilation and erosion. The core architec-
ture is a programmable cell array implemented 
using small FSM. Overall system is implemented 
in an FPGA with PCI interface. The PCI interface 
is used to load different combination of operation 
sequence and different structural element from PC 
to suite user requirement. With different sequence 
of Morphological operations a variety of video 
segmentation task can be performed. Here we will 
describe the Morphological Gradient detection 
using a sequence of Dilation and Erosion. The 
overall block diagram of the system is shown in 
Figure 1.

The system utilizes two Memory blocks (imple-
mented in distributed RAM) to store input image 
frame and output frame. The input frame buffer 
can be filled by real time video data coming from 
ADC data or by intermediate image data from 
Image Output buffer. The main sequence of opera-
tions is controlled by a centralized Control engine 
which generates different control, address signals 
for proper operations of all the sub blocks and 
memory. The control Unit also accepts user data 
from PCI interface and sends them to core cell 

Figure 1. Architectural block diagram of the proposed 
system.
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network with appropriate timing. The loading of 
input buffer is controlled using the signal load and 
select from control engine. Select is high when inter-
mediate data has to be loaded into input buffer. The 
output buffer can be reloaded to input buffer as 
well as can be sent to DAC for display in monitor.

3.1 Cell network

The cell network consists of parallel cell array 
implemented using FSM. Each cell represent indi-
vidual pixel. As morphological operations are regu-
lar in nature, i.e. same operation is applied to all the 
cells simultaneously; a global FSM is used instead 
of local FSMs to save state storage memory. The 
cells are interconnected to their neighboring cells 
in eight neighborhoods with a particular fashion. 
The global connection for loading SE, global con-
trol signals and clock is connected separately. An 
individual cell structure is shown in Figure 2.

Each cell is associated with corresponding input 
and output frame memory element (I(j,k) and Iout 
(j,k) for cell (j,k)). The global control signal deter-
mines the operation of the cell either in dilation 
mode or erosion mode. The three control signals 
namely latch en, transmit and receive sequence the 
internal operation of each cell. These signals are 
generated from global state machine. These sig-
nals are used by each cell to generate output and 
intermediate variables, equivalent to local state 
machines running as shown in Figure 3.

Each state machine has four states, Wait, Latch 
En, Transmit and Receive. The machine runs in idle 
condition in Wait state during frame initialization 
and loading. In Latch En state the input image is 
loaded into cell memory as well as structuring ele-
ment for operation is also loaded. The connector 
outputs to neighboring cells are also kept at ‘0’ 
value. In Transmit state the connector values are 
generated depending on condition of control signal 

(dilation/erosion) and latched intensity value. These 
connection values are latched in respective cell dur-
ing Receive state. Then the machine again goes to 
Wait cell for next operation sequence to appear.

The inter cell connections are shown in Figure 4. 
The latched values of connections from neighbor-
ing cells and intensity value of each cell is used in a 
combinatorial circuit to generate Dilated/ Eroded 
output according to the control signal. This circuit 
is shown in Figure 5.

4 OPERATION SEQUENCE AND TIMING 
DIAGRAM

To achieve morphological gradient we have to 
perform dilation followed by erosion. We load 

Figure 2. A local processing cell.

Figure 3. State machine controlling the operation of 
each cell.

Figure 4. Connection diagram between in and out con-
nectors of a cell and its neighbors.
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the structural elements from PC through PCI 
Bus. The intermediate dilated and eroded image 
of  current frame is stored in intermediate buff-
ers implemented in distributed RAM. Though 
output buffer can be reloaded into input buffer 
it is not used for gradient detection. Initially the 
dilated output is stored in Iout Buffer and when 
eroded data is available in each individual cell 
output the output buffer is updated by subtract-
ing the eroded data from previously stored dilated 
data. For this operation a special memory inter-
face circuit is designed which is controlled by 
main control unit. The overall timing diagram is 
shown in Figure 6.

5 RESULTS AND DISCUSSIONS

We have first simulated our design in MATLAB 
environment. We have compared the detected 
edge of our proposed methods with standard edge 
detector output like Sobel and Prewitt. The result 
is displayed in Figure 7 for three standard images 
namely Cameraman, Lena and Coins. We can see 
from the figure that proposed edge detector per-
forms better than Sobel and Prewitt as it detects 
more edge details from the images. The quantita-
tive evaluation of the method is done using the 
metric Peak Signal to Noise Ratio (PSNR). The 
values are summarized in Table 2, which shows an 
improved behavior of proposed method.

We have implemented the design in VirtexII 
P FPGA. The logic utilization of combined cell 
architecture for 768 × 576 (PAL resolution) array is 
about 60% of XC2VP30 FF1152 Chip. The maxi-
mum frequency achieved for a pipelined design is 
533 MHz corresponding to a critical path of 1.87 
ns. Though, we have operated the design with 
400 MHz clock (a 100 MHz crystal oscillator is 
frequency multiplied by 4 using Digital Clock 

Figure 5. Cell architecture for dilation and erosion.

Figure 6. Overall timing diagram.

Figure 7. Detected edge of Cameraman, Lena and 
coins. (a) original image, (b) Sobel output, (c) Prewitt 
output and (d) Proposed output.

Table 1. Operation sequence and buffer status.

Operation sequence Input buffer Output buffer

Load Input image –
Dilate Input image Dilated image, Idil

Load Input image Dilated image, Idil

Erode Input image Iout = Idil – Iout
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Manager available inside FPGA). For edge detec-
tion we have two operations erosion and dilation 
consumes 2 × 4 clock cycles or 8 clock cycles per 
pixel. Another two clock cycles are required for 
set difference and registering the output. Hence 
10 clock cycles are required to process each pixel. 
Thus, a throughput of 40 Million Pixels per Sec-
ond (MPS) is possible with this scheme. This rate is 
much higher than real time PAL (768 × 576) video 
rate at 25 frames per second, where the required 
throughput is 11.05 MPS. Performance comparison 
with hardware implemented morphological edge 
detectors available in literature is done in Table 3.

From Table 3 we can see that, though consum-
ing a sizeable hardware resource, our design oper-
ates at higher speed and provides almost four times 

Table 2. PSNR of different edge detectors.

Image Sobel Prewitt Proposed

Cameraman  5.054  5.321  6.276
Lena  9.632  9.468 10.389
Coins 14.054 15.321 15.776

Table 3. Hardware implementation comparison.

Chien et al. 
(2002)

Sheu et al. 
(1997) Proposed

Hardware 64764 Gates 1800 Gates 18483
Utilization Logic Cells
Image Size 352 × 288 512 × 512 768 × 576
Clock 40 MHz 33 MHz 400 MHz
Frequency
Throughput 9.97 MPS 7.864 MPS 40 MPS

Figure 8. Dilated images with different structuring ele-
ments (right image is original image whereas left image is 
processed image).

Figure 9. Eroded images with different structuring ele-
ments (right image is original image whereas left image is 
processed image).

faster output. It also operates on a bigger size of 
image (PAL resolution).

We have simulated our result in Xilinx ISE Sim-
ulator and found the performance satisfactory. The 
real time morphological operations with different 
structural element are shown in Figures 8, 9 and 
10 which are the captured video monitor output.

6 CONCLUSION

We have implemented a configurable Morphologi-
cal Engine for performing gradient detection from 
a video scene. The real time performance is satis-
factory as each operation takes 4 clock cycles due 
to parallel structure. Due to regular architecture 
VLSI implementation is very attractive for this 
architecture. Furthermore this architecture due 
to its configuration capability can be extended to 
other video processing application. The architec-
ture can also be scaled for gray scale morphological 
operations.

Figure 10. Real time video: edge detection.
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ABSTRACT: In this paper, Bangla handwritten compound character recognition by using simple yet 
robust Local Directional Pattern (LDP) features is studied and reported. LDP is robust as it is gradi-
ent based and resistant to non-monotonic illumination changes. No single algorithm can recognize the 
alphabets of different script languages. Besides, Bangla script contains a higher order of alphabet set, and 
recognition of these alphabets with high accuracy is a challenging task. Here, the character images are 
divided into blocks and sub-blocks based on the Centre of Gravity (COG) and features are extracted from 
each block. A total of 1176 dimension feature vectors are extracted. The Bangla data set, CMATERdb3, 
is used here in the experiment by considering 50 randomly selected character classes. In each class, 100 
samples are taken and 2390 images are tested. Experimentally, 98.8% average accuracy is achieved by 
using LDP feature.

1 INTRODUCTION

Bangla (“Bengali”) is the fourth most widely spoken 
language in India and fifth in the world. It is also 
the national language of Bangladesh. Nowadays, it 
is very important to automate business document 
processing, bank cheque processing, postal address 
processing, and many more with portable devices 
such as mobile phone and notepad. The automa-
tion process requires the recognition of characters 
known as Optical Character Recognition (OCR).

The real challenging issue in Bangla script is that 
it contains several alphabets with complex shape 
and structure. It becomes more challenging when 
handwritten Bangla alphabets are considered with 
different stylus of representation of individual 
writer. Bangla script contains 51 basic characters 
(11 vowels, often called modifier, and 40 conso-
nants), one special character called Diacritic, and 
about 334 compound characters. The basic char-
acter sets in Bangla script are shown in Figures 1 
and 2. Table 1 shows the formation of Bangla com-
pound characters from basic characters.

Figure 1. Vowels of Bangla script.

Figure 2. Consonants of Bangla script.

Table 1. Illustration of the formation of Bangla com-
pound characters from basic characters.
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2 BRIEF DESCRIPTION OF 
PREVIOUS WORK

Several papers concerning handwritten character 
recognition in English or Roman languages exist 
in the literature, but only few papers have been 
found for Bangla handwritten character recogni-
tion (Bhowmik et al. 2004, Basu et al. 2005, Roy 
et al. 2005, Pal et al. 2008, among others) to date. 
Furthermore, most papers deal with Bangla numer-
als (Das 2012, Das 2012) or Bangla basic character 
set (Das 2009, Rahman 2002, Bhattacharya 2006). 
One of the important contributions considering a 
full set of handwritten compound characters was 
made by N. Das et al. (2012). The features are used 
based on Convex Hull and Longest Run. A two-pass 
classifier was used with Genetic Algorithm to recog-
nize compound characters. A total of 240 classes, 
consisting of 33,282 train and 8254 test character 
images, are considered here. The recognition rates 
determined by the authors using SVM and MLP are 
84.66% and 78.92%, respectively. The lowest recog-
nition rate found in this paper for class  is 36%. 
Considering OCR on Bangla characters, two major 
approaches were found: single stage (Bhowmik 2004, 
Basu 2005) and multistage (Roy 2005, Das 2012, 
Rahman 2002, Bhattacharya 2005). Multi-layer per-
ceptions (MLPs) (Bhowmik 2004, Basu 2005, Das 
2010, Bhattacharya 2005), Support Vector Machines 
(SVMs) (Das 2012, Das 2010), and Quadratic Dis-
criminate Function (QDF) (Bhattacharya 2008, 
Pal 2008) are the different classifiers involved with 
OCR on handwritten Bangla alphabetic character 
recognition. Pal et al. (2008) used Modified Quad-
ratic Discriminant Function (MQDF) for recogni-
tion procedure based on directional information by 
arc tangent on gradient. Fivefold cross-validation 
technique has accuracy of approximately 85.90%. 
U. Bhattacharya et al. (2008) used MQDF on online 
handwritten compound character recognition over 
word level and achieved an accuracy of 82.34% on 
test set. To the best of the authors’ knowledge, very 
few papers concerned with compound characters, 
which constitutes 85% of the total character set. 
The next section describes our approach on Bangla 
handwritten compound character recognition using 
LDP features and SVM classifier.

3 PRESENT WORK

3.1 Data set

In this paper, the CMATERdb3 data set consist-
ing of 171 classes of isolated compound character 
sets is considered. Among these sets, we choose 50 
classes randomly, presented in Table 2, and extract 
features followed by some preprocessing.

Table 2. Recognition accuracy of different class of 
Bangla character.

Class 
label

Bangla 
character 
class

Count of 
test 
samples

Count of 
positive 
classification

Percentage 
of average 
accuracy

 1 52 27 0.982845
 2 43 38 0.995816
 3 49 40 0.991213
 4 53 39 0.985774
 5 51 41 0.991213
 6 49 36 0.993305
 7 51 33 0.983682
 8 49 27 0.986611
 9 55 35 0.98159
10 51 33 0.985774
11 61 33 0.980335
12 48 37 0.990377
13 52 34 0.985356
14 51 48 0.995397
15 40 27 0.986611
16 52 19 0.975314
17 44 30 0.986192
18 50 28 0.979916
19 54 44 0.992887
20 51 42 0.990377
21 51 44 0.996234
22 49 33 0.98954
23 41 33 0.994142
24 51 26 0.980335
25 51 37 0.991213
26 41 31 0.992469
27 42 33 0.992469
28 53 41 0.991632
29 44 30 0.990795
30 55 43 0.991632
31 52 36 0.985774
32 52 47 0.995397
33 40 33 0.994979
34 50 35 0.981172
35 51 32 0.988285
36 26 15 0.983264
37 40 28 0.993305
38 50 40 0.985774
39 50 33 0.982845
40 51 40 0.988285
41 50 41 0.991632
42 50 33 0.988703
43 45 30 0.986611
44 51 37 0.990795
45 41 28 0.985774
46 25 14 0.984100
47 48 25 0.986611
48 50 29 0.980753
49 43 36 0.993724
50 41 22 0.983682
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3.2 Preprocessing

Before going to feature extraction procedure, the 
character images are processed by the following steps.

3.2.1 Binarization
The character images are binarized by Ostu’s 
method, which is based on local adaptive-based 
thresholding method.

3.2.2 Region of interest detection
After binarization, the region enclosed by the 
rectangle to which the compound character 
belongs is extracted.

3.2.3 Linear size normalization
All character images are normalized to a fixed 
size of 64 × 64 by experiment with an aspect ratio 
preserve linear mapping technique.

3.3 Feature extraction

Local Directional Pattern (LDP) features (Jabid 
2010) on Bangla handwritten character recogni-
tion were used. LDP computes the edge response 
of an image in 8-direction using Kirch’s mask and 
generates a coded image IL. The masks are shown 
in Figure 3. For each image pixel I(x, y), mi, i = 0–7 
is calculated, which gives the response in 8-direc-
tion. LDP chooses K highest response value to 
determine the presence of corner or edges in a par-
ticular direction by setting top K number of values 
of mi  to 1 and others to 0, as shown in Figure 4.

If  K is set to 3, the encoded image will consist 
of 56 distinct values. The histogram of LDP image 
IL(x, y) can be defined as:
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In this paper, the following steps are taken to 
extract LDP features from the character images

Step 1: Divide the character image based on 
Center of Gravity (COG) into four blocks, which 
are further divided into 16 sub-blocks. COG is 
computed using the following equations:
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Equations 1 and 2 give COG values of X-coor-
dinate and Y-coordinate, respectively,

where I
for ON pixel
otherwise
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⎧
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Step 2: Obtain the LDP features i{ }HLDH P
i

=1
16  

from each of these sub-blocks and concatenate the 
results of the length (56 × 16 = 896) of feature vec-
tor. In this paper, we neglect the 1st bin of HLDH P

i ,  
as it covers mostly the background or the region 
in strokes. Thus, we obtain a reduced feature vec-
tor of length 55 × 16 = 880. LDP features are also 
extracted from the four main blocks and from the 
entire image considering it as a single block. After 
concatenation, we obtain the total feature length 
of 1155. This process is depicted in Figure 5.

3.4 Classification

Support Vector Machine (SVM) is a widely 
accepted supervised classifier in pattern recog-
nition. It is now equally accepted in recogniz-
ing Bangla handwriting over MLP (Das 2010). Figure 3. Kirch’s mask.

Figure 4. LDP code generation.
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Basically, SVM is designed to solve two class 
problems by creating a hyper-plane between posi-
tive and negative class data set and maximizing 
the gap of separation between them as shown in 
Fig. 6. Labeled data (Di, Li), i = 1, ….., m, where 
Di ∈ Rn is the training set and Li ∈ {1, –1} is the 
label, are fed into the system and SVM attempts to 
put the hyper-plane that gives the largest minimum 
distance to the training examples.

Maximal separable hyper-plane is obtained by 
solving the optimization equation 3:

min , ,w b,
i

m

w wτ τ1
2 1

T
iτ+

=
∑C  (3)

Under the condition,

L w biL T
ib

i

∅( )DiD( ) −≥

≥

1

0

τ i

τ i

where ∅, is the function, Di is mapped into higher 
dimension, and C(>0) is the penalty parameter of 
the error term. The Kernal function for SVM is 
given by:

K D D Di jD D T
jD( ) ≡ ∅( )DiD ∅( )  (4) Figure 7. Classification accuracy LDP vs. HOG.

Figure 5. Feature vector generation from block image.

Figure 6. Optimal hyper-plane formation by SVM.

For Radial Basis Function (RBF):

Di jD i j( ,DiD ) exp( || |D D | ) >|D | )γ γi j|| |Di jD | ),|DjD | ),2 0  (5)

is the Kernal parameter. Here, the RBF kernel is 
used, as it gives better result in handwritten char-
acter recognition applications (Das 2010).

4 EXPERIMENT AND RESULT

We conduct our experiment using SVM classi-
fier in MATLAB on CMATERdb3 data set. For 
training, we choose 50 classes randomly using 100 
images from each class from train set and 2390 
images from test set. The number of test samples in 
each class is varying with respect to the availability. 
Average recognition accuracy of each class is calcu-
lated from the confusion matrix using equation 6:

Recognition accuracy = +
+ + +

TP TN
TP FP FN TN

 (6)

where TP (True Positive) measures true accept-
ance in class and FP (False Positive) measures false 
acceptance in class.

Using these, the recognition accuracies found in 
test data set are given in Table 2.

A comparison result with Histogram of Ori-
ented Gradient (HOG) features extracted from 
Bangla data set is shown in Figures 7 and 8 in 
terms of accuracy and true positive response, 
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only LDP feature. Improvement by combining 
these LDP and HOG together with some other 
topological features will be studied in future. An 
average accuracy of 96.6% was found by using 
PCA on data set and reduced to 272 dimension 
feature vectors by experiment.
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Handwritten signature recognition and verification using artificial 
neural network
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ABSTRACT: Handwritten signature is an important biometric attribute of a human being and the 
most natural method of authenticating a person’s identity. Verification of handwritten signature can be 
performed either off-line or online based on application. In this paper, offline handwritten signature rec-
ognition and verification using neural network is projected, where the signature is written on a paper and 
is obtained using a scanner and presented in an image format. There are various approaches to signature 
recognition with a lot of scope of research. The method presented in this paper consists of global feature 
extraction, neural network training with extracted features and verification. A verification stage includes 
applying the extracted features of test signature to a trained neural network. Signatures are verified based 
on parameters extracted from the signature using various global features. The method is implemented 
using MATLAB.

1 INTRODUCTION

The hand written signature is regarded as the pri-
mary means of identifying the signer of a written 
document based on the implicit assumption that 
a person’s normal signature changes slowly and is 
very difficult to erase, alter or forge without detec-
tion. Signatures are composed of special charac-
ters and flourishes and therefore most of the time 
they can be unreadable. Also intrapersonal varia-
tions and interpersonal differences make it neces-
sary to analyse them as complete images and not 
as letters and words put together, referring for a 
detailed description to Velez et al. (2003).

Signature recognition is the process of verify-
ing the writer’s identity by checking the signature 
against samples kept in the database.

There are several approaches of  verifying the 
authenticity of  a signature. Approaches for signa-
ture verification fall into two categories according 
to the acquisition of  data i.e. On-line and Off-line 
(Faunder-Zanuy 2007, Jain et al. 2002). The dif-
ference of  on-line and off-line lies in how data 
are obtained. In on-line, data are obtained using 
an electronic tablet and other devices. In the off-
line, images of  the signature written on a paper 
are obtained using a scanner or a camera (Velez 
et al. 2003).

Off-line data is a 2-D image of the signature. 
Processing Off-line signature is complex due to the 
absence of stable dynamic characteristics.

The non-repetitive nature of variation of the 
signatures, because of age, illness, geographic loca-
tion and perhaps to some extent the emotional 
state of the person, accentuates the problem. All 
these coupled cause large intrapersonal variation.

The system for signature verification should 
be neither too sensitive nor too coarse. It should 
have an acceptable trade-off  between a low False 
Acceptance Rate (FAR) and a low False Rejection 
Rate (FRR) (Coetzer et al. 2004).

In this paper the various approaches have 
been taken for offline signature verification 
using neural network. The main reasons for the 
widespread usage of Neural Networks (NNs) in 
pattern recognition are their power and ease of 
use (Pansare & Bhatia 2012). A simple approach 
is to firstly extract a feature set representing the 
signature (details like length, height, duration, 
etc.), with several samples from different signers. 
The second step is for the NN to learn the rela-
tionship between a signature and its class (either 
“genuine” or “forgery”). Once this relationship has 
been learned, the network can be presented with 
test signatures that can be classified as belonging 
to a particular signer. NNs therefore are highly 
suited to modelling global aspects of handwritten 
signatures (Blumenstein et al. 2006).

We approach the problem in two steps: (i) Train-
ing signatures, (ii) recognition or verification of 
given signature. The block diagram of the system 
is given in Figure 1.
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2 PROPOSED METHODOLOGY

In this section, block diagram of system is dis-
cussed. Fig. 1 gives the block diagram of proposed 
signature verification system which verifies the 
authenticity of given signature of a person.

These steps are

2.1 Image pre-processing
2.2 Feature extraction
2.3 Classification of Neural network

2.1 Pre-processing

The pre-processing step is applied both in train-
ing and testing phases. Signatures are scanned in 
RGB. The purpose of this phase is to make signa-
tures standard and to improve accuracy for feature 
extraction. The pre-processing stage involves some 
of the following steps:

2.1.1 Binarization
The signature image in RGB has been converted to 
binary image to make features extraction simpler. 
Figure 2(a).

2.1.2 Complement of binary image
Complement of binary image is obtained for com-
putational simplification by changing the back-
ground into black and foreground of image into 
white. Figure 2(b).

2.1.3 Region of interest
Region of Interest have to be identified from both 
Sample Signature and corresponding Test Signa-
ture. Cropping is done with respect to bounding 
box of image by calculating minimum and maxi-
mum value of X and Y coordinates of image and 
using Matlab function. Normally all the signatures 
in the database are made to fit inside a rectangle of 
same height and width. Figure 2(c).

2.1.4 Width normalization
Signature dimension may have intrapersonal and 
interpersonal differences. So the image width is 
adjusted to a default value. Figure 2(d).

2.1.5 Thinning
The goal of thinning is to eliminate the thickness 
differences of pen by making the image one pixel 
thick. In this system Hilditch’s Algorithm is used 
Figure 2(e).

2.2 Features extraction

Feature extraction is the second major step in 
signature recognition and verification. An ideal 
feature extraction technique uses a minimal fea-
ture set that is used to maximize interpersonal 
distance between signature samples of  different 
individuals while minimizing intrapersonal dis-
tances for those belonging to the same individual 
[4] (Batista et al. 2007). Various features used 
in the feature set of  the proposed method are 
explained as follows:

2.2.1 Aspect ratio
It is the ratio of width of signature image to the 
height of the image. This is done because width or 
height of person’s signature may vary but its ratio 
remains approximately equal.

Figure 1. Block diagram of proposed system.

Figure 2. Preprocessing steps: (a) Binarization (b) 
Complement of binary image (c) Region of Interest 
Detection (d) Width Normalization (e) Thinning.

Scanned Original Signature 
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2.2.2 Area of normalization
Normalized Area (NA) is the ratio of the area occu-
pied by signature pixels to the total area of the image.

2.2.3 White pixel density
White pixel density can be defined total number of 
white pixel divided by total number of pixels of an 
image.

2.2.4 Euler number
The Euler number is the total number of objects in 
the image minus the total number of holes in those 
objects. Objects are connected sets of on pixels, 
that is, pixels having a value of 1.

2.2.5 Centroid
Returns a 1-by-Q vector that specifies the centre of 
mass of the region. The first element of Centroid 
is the horizontal coordinate (or x-coordinate) of 
the centre of mass, and the second element is the 
vertical coordinate (or y-coordinate).

2.2.6 Entropy
Entropy is a statistical measure of randomness 
that can be used to characterize the texture of the 
input image.

Entropy is defined as sum (p.*log2(p))
where p contains the histogram counts.

2.2.7 Maximum horizontal histogram 
and vertical histogram

The horizontal histograms are calculated for each 
row and the row which has the highest value is 
taken as maximum horizontal histogram. The ver-
tical histograms are calculated for each column and 
the column which has the highest value is taken as 
maximum vertical histogram.

2.2.8 Number of objects
Number of objects of an image can be calculated 
by finding the connected components of the image 
and then we can apply property NumObjects in 
getfield method.

2.2.9 Solidity
Scalar specifying the proportion of the pixels in the 
convex hull that are also in the region. Computed 
as Area/Convex Area. This property is supported 
only for 2-D input label matrices. Also some sta-
tistical features like mean, variance, and standard 
deviation are also used.

2.3 Classification of neural network

The simplest definition of a neural network is pro-
vided by the inventor of one of the first neuron 
computer, Dr. Robert Hecht-Nielsen. He defines a 
neural network as:

“A computing system made up of a number of 
simple, extremely interrelated processing elements, 
which practice information by their dynamic state 
response to peripheral inputs” details at http://
www.psych.utoronto.ca

There are several algorithms that can be used to 
create an artificial neural network, but the Back 
propagation (Vapnik 1995) was chosen because it 
is probably the easiest to implement, while preserv-
ing efficiency of the network. Backward Propaga-
tion Artificial Neural Network (ANN) (Mitchell 
1997) use more than one input layers (usually 3). 
Feed forward back propagation neural network 
use to classify signature according to feature vector 
characteristic. Input vectors and the correspond-
ing target vectors are used to train feed forward 
back propagation neural network.

Neural network train until it can classify the 
defined pattern. The training algorithms use 
the gradient of the performance function to 
determine how to adjust the weights to minimize 
performance. The gradient is determined using a 
technique called back propagation, which involves 
performing computations backwards through the 
network. The back propagation computation is 
derived using the chain rule of calculus.

3 SIGNATURE DATABASE

In this paper, for training and testing of signature 
recognition and verification 126 signature images 
are taken from 7 individuals.

For training 10 signatures (5 genuine & 5 ran-
dom forge) are taken from each individual. And for 
testing 8 signatures (4 genuine & 4 random forge) 
are taken from each individual.

4 TRAINING AND TESTING

The recognition phase consists of two parts, train-
ing and testing respectively which is accomplished 
by Neural Network.

4.1 Training phase

4.1.1 Neural network training
In this proposed work, the neural network is 
trained with 70 signatures from 7 different indi-
viduals and some forged signatures are also used 
for training.

After pre-processing the signature images thin-
ning is applied on the signature images to make it 
single pixel width to get better result. Then from 
this thinned images 11 features are extracted, that 
include energy, entropy, aspect ratio, histogram, 
solidity etc. this feature set is used to train Neural 

http://www.psych.utoronto.ca
http://www.psych.utoronto.ca
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Network (NN), the type of NN used is feed for-
ward back propagation neural network. The NN is 
trained using this feature set on 70 signature images 
and also on some sample images testing have been 
performed that does not existed in the database.

4.2 Testing phase and results

Testing Phase include recognition and verification 
of signature which is done using Neural Network. 
Recognition is the process of finding the identifi-
cation of the signature owner. Verification is the 
decision about whether the signature belongs to 
the authentic user.

4.2.1 Recognition
The original signatures are used for recognition. 
Table 1 shows the recognition performance of 
ANN (Artificial Neural Network).

4.2.2 Verification
In this system for each person 4 original and 4 
forgery signature are tested. The possible cases 
in verification are False Acceptance (FA), False 
Rejection (FR). (FAR): It is the rate of number of 
forgeries accepted as genuine to the total number 
of forgeries submitted. (FRR): It is the ratio of the 
number of genuine test signatures rejected to the 
total number of genuine test signature submitted 
in verification the same 11 features are used.

The verification results of ANN’s Back propa-
gation method are given in Table 2.

5 CONCLUSION

The extracted features are used to train a neural 
network using Feed Forward Neural Network 
(FFNN) with error back propagation training 

algorithm. When the network was presented with 
signature samples for testing, it could recognize 25 
signatures out of 28 signatures that were provided. 
Hence, the correct classification rate of the system 
is 89.28%.

However, it exhibited poor performance when 
it was presented with signatures that it was not 
trained for earlier. We did not consider this 
a “high risk” case because recognition step is 
always followed by verification step and these 
kinds of  false positives can be easily caught by 
the verification system. Generally the failure 
to recognize/verify a signature was due to poor 
image quality and high similarity between two 
signatures. Recognition and verification ability 
of  the system by using local features in combina-
tion with global features in the input data set will 
be studied in future. Moreover SVM (Support 
Vector Machine) classifier can be used to obtain 
better results.
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ABSTRACT: In any data classification problem where supervised learning is used, it is presumed that 
the labelled data can be obtained at ease. In fact, there are several research problems, because it is very 
expensive and tedious to obtain the labelled data. The situation can be conquered with a new theme called 
active learning. In this paper, we proposed pool-based active learning method, where user observes the 
pool of non-labelled instances to access the breast cancer data set. After selecting few samples from the 
pooled data, the user needs to label them. Here, we suggested three active learning methods with Support 
Vector Machines (SVMs) as a classifier and three methods, namely Entropy (Entrp), Smallest Margin 
(SM) and Least Confidence (LC), for choosing uncertain samples from the pooled data. In addition, 
to avoid redundancy and unwanted samples, we incorporated three feature selection algorithms, namely 
Fuzzy Preference-Based Rough Set (FPRS), Signal-to-Noise Ratio (SNR) and Neighbourhood Rough 
Set-based Feature Evaluation and Reduction (fs_con_N) to obtain the optimal number of features from 
the microarray data set.

1 INTRODUCTION

In supervised learning, algorithm providing label 
for the samples of training set is expensive and 
time consuming. Hence, active learning is worth-
while so as to minimise the size of the training 
set. Here, very few samples are assigned with label 
and merged with the original training set. Hence, 
in such paradigm, the actual training set is succes-
sively enlarged following an interactive procedure, 
which incorporates an expert (usually a human 
supervisor) to assign a correct label to any queried 
sample. In active learning, query function repeat-
edly asks for the label of the sample, which seems 
to be the most informative for a fruitful training 
of the classifier. The supervisor assigns label to 
the selected sample and again retrains the classi-
fier using the refreshed training set. In this way, 
unwanted labelling of non-informative samples 
can be avoided, which is beneficial by reducing the 
time and cost of training samples. The pool-based 
active learning (Persello & Bruzzone 2014) method, 
where we observe pool of unlabeled samples, pro-
vides a query for selecting some samples from the 
pooled data. Then, it asks for providing label for 
these selected samples. The query for selecting the 

most uncertain sample from the job pool plays an 
important role in active learning method.

In this paper, we applied active learning approach 
to obtain an efficient classifier for microarray data 
set. We used three methods, namely Entrp, SM and 
LC, to obtain the most uncertain samples from the 
pooled data set, as microarray data set is charac-
terised by a large number of features. Hence, we 
proposed three feature selection algorithms, FPRS 
(Nanda & Majumder 1992), SNR (Maulik, Muk-
hopadhyay, & Chakraborty 2007) and fs_con_N 
(Swiniarski 2001), to obtain optimal number of fea-
tures from the microarray data set. In addition, we 
compared its performances with supervised learn-
ing algorithm in terms of percentage of accuracy. 
The details of supervised learning algorithm are 
presented in Cunningham, Cord & Delany (2007).

2 BACKGROUND

2.1 Support vector machine
SVM (Burges 1998) is invented by Vapnik based 
on the concept of Vapnik–Chervonenkis (VC) 
theory and Structural Risk Minimization (SRM) 
principle, which attempt to enhance the margin 
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and reduce the training set error to achieve the best 
performance. Now we elaborate the basic SVM 
with binary classification problems.

Consider a binary classification problem: {xi, 
yi} where i = {1, 2, …, l}, yi ∈ {–1, 1} and x Ri

d ,  
where xi are the objects and yi are the labels. The 
hyperplane is given by w x bT + =b 0,  where w is an 
n-dimensional coefficient vector, which is normal 
to the hyperplane, and b is the offset with respect 
to origin. SVM (Karatzoglou, Meyer, & Hornik 
2006) produces an optimal separating hyperplane, 
which maximises the separating margin between 
the two classes of data. Let us define two hyper-
planes P bT1 1w bT: ,w x b 1w xT bb  which is closest to one side 
of samples and P bT2 1w bT: ,w x b 1w xT bb  which is closest 
to another side of data.

Now the maximum margin between the two 
separating hyperplanes is d x w

w w
⋅ =( )x x−x+ −x .2  

Maximising the distance means
Minimise

L ( )w =1 2/ |2 | |w |  (1)

so that

y w ii
T

i( )w x bT
i ,≥)b ∀1  (2)

The above equation can be written in terms of 
Lagrangian multiplier as:

Minimise

Lrp ir
i

i n

iβw/( )w b iw ,bb β i ( )yiy ( )w x bT
iw )b

=

∑///
1

 (3)

where βi are Lagrangian multipliers, βiββ > 0.  Now 
begin equation
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Now we substitute b and w in equation 3, which 
is transformed into its dual problem

Maximise

i

i n

i

i n

j

j n

i j i j i
T

jy yi x xi
T

= =
∑ ∑i ∑

1 1i= 1
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so that
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0i ≥iβ βi i iy = i0 i  (7)

From the Karush–Kuhn–Tucker (KKT) condi-
tion, βi iβ T

iwi x bi( (yi ) ) .b) 0) =  Hence, the support 
vector (sv) βiββ ≠ 0  carries the information regard-
ing classification problem. Hence, the solution is

w y x
i

i n

i s
i iy i

=
∑ ∑i i i

1

β∑y xi iy iy x
υ

 (8)

The equation y wi
T

i( )w x bT
i −)b 1 0=  gives the value 

for b, where xi is sv. Hence, the linear function can 
be expressed as:

L w x b y x x bT

i s
i iy i

T( )x = +w xT +y x xiy T∑∑
υ

β  (9)

The kernel function k( , )⋅  maps the data from 
input vectors to a higher dimensional feature space 
k x xi jx i j( ,xi ) ( , )jφi j . Kernel function (Yekkehkhany, 
Safary, Homayouni, & Hasanlou 2014) helps to 
develop different types of SVM. The different ker-
nel functions are as follows:

  (i) Linear kernel: k a a a ai ja i
T

j( ,ai )
 (ii) Polynomial kernel: k a a a ai ja i

T
j

d( ,ai ) ( )+(1
(iii) RBF kernel: k a a a ai ja i ja( ,ai ) (exp / )−(exp

2
2

(iv) Sigmoid kernel: k a a a bi ja i ja( ,ai ) (tanh )+a aja(tanh βa(βaa

SVM constructs an optimal separating hyper-
plane. In linear kernel, a ai ja  computes the dot 
product between two vectors. The degree of the 
polynomial kernel is measured by d, which is a 
positive constant. The similarity between two vec-
tors ai and aj is measured by sigmoid kernel. Here, 
we considered RBF kernel, as it is beneficial, when 
there is no prior knowledge about the data set.

3 METHODOLOGY AND EXPERIMENTS

In this section, we briefly summarise the essential 
steps of the feature selection method and describe 
our proposed method.

Figure 1. SVM for binary classification in linearly sepa-
rable cases.
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3.1 Proposed technique

We have a set of training samples and a pool of 
unlabeled data. The purpose is to increase the effi-
ciency of the classifier using active learning method 
by repeatedly asking for the class label of the unla-
beled data. We recommended algorithm executes 
query based on Entrp, SM and LC methods, respec-
tively. The algorithm can be described as follows:

Step 1:  Preprocess the data in view of shorter 
training time and increased generalisa-
tion by decreasing overfitting. Three 
feature selection methods, namely Fuzzy 
Upward Consistency (FUC) model 
of FPRS, SNR and con N_ _ ,  are 
employed to preprocess the data set.

Step 2:  Train the classifier with the labelled data.

Step 3: Data selection using active learning:

a. Entrp-Based Active Learning: Query the sample 
x, which the learner is most uncertain about. The 
entropy (Knuth 2014) of a sample x is denoted by:

ψ θ θentrψ pr
y

Pθ x y x( )x ∑ ( |y ) (θlog Pθ | )x  (10)

P(y|x) is the probability of sample x for class y. 
The entropy of any sample x can be obtained for 
each class yi. The maximum entropy designates the 
maximum uncertain sample. Then, the entropy of 
each sample is evaluated. Now five samples are 
selected from the pooled data with the highest 
entropy value and then removed from the pooled 
data (we provide the class label of the unlabeled 
data from our original data set as if  it is given by the 
human annotator). Then, it is added to the original 
training data. In the following iteration, next five 
samples are chosen with the highest entropy value 
from the pooled data and added to the training 
data. This is continued for nth iteration.

b. SM (between most likely and second most likely 
labels)-based active learning: Query the sample 
x, which the learner is most uncertain about. 
The smallest margin (Schapire & Bartlett 1997) 
of a sample x is denoted by:

ψ θ θSMψ Pθ P( )x ( )y x ( )y x−θPθ ( )y x P)x y2θP yθ y)x  (11)

where P (y1 | x) is the probability of the sample x for 
class y1 and P y x( |y )2  is the probability of the sam-
ple x for class y2. The smallest margin value indi-
cates the most uncertain sample. Then, the smallest 
margin value for each sample is evaluated. Then, 
five samples from the pooled data with the small-
est margin value are selected and removed from 
the pooled data (we provide the class label of the 
unlabeled data from our original data set, as if  it is 
given by the human annotator). Then, it is added to 
the original training data. In the following iteration, 
next five samples with the smallest margin value 
are chosen from the pooled data and added to the 
training data. This is continued for nth iteration.

c. LC-Based active learning: Query the sample 
x, which the learner is most uncertain about. 
The LC (Shafer & Vovk 2008) of a sample x is 
denoted by:

ψ θLCψ Pθ y x( )x ( |y )1  (12)

where P y xθPP ( |y )  is the probability of the sample 
x for all classes of yi. The LC value indicates the 
most uncertain sample. Then, the LC value for 
each sample is evaluated. Then, five samples from 
the pooled data are selected with LC values and 
removed from the pooled data set (we provide the 
class label of the unlabeled data from our original 
data set, as if  it is given by the human annotator). 
Then, it is added to the original training data. In 
the following iteration, next five samples with the 
smallest LC value from the pooled data are selected 
and added to the training data. This is continued 
for nth iteration.

Figure 2. Overall procedure of the proposed technique.
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Step 4:  The above steps continued for nth itera-
tion, where at each iteration, five sam-
ples from the pooled data are added to 
the training data set, again retrain the 
classifier.

Step 5:  The algorithm stops when the users find 
that the performance of the classifier 
increased with active learning. The high-
est classification accuracy from the final 
iteration is defined as the final accuracy.

The implementation is carried out via LIBSVM 
software, which is originally designed by Chang 
and Lin. The evaluation is performed on Intel 
Quad-Core Xeon 5130 CPU (2.0 GHz) with 4GB 
of RAM.

3.2 Feature selection method

Suppose that we have a microarray data set D con-
taining m samples from different cancer subtypes. 
Each sample has n genes as its feature. The presup-
position here is that not all genes are essential to 
diagnose the disease. Some genes are immaterial and 
some are dispensable. This may be a bottleneck to 
get a good classification accuracy of some machine 
learning algorithms. Hence, we used three feature 
selection (Wang & Zhou 2013) algorithms, namely 
FPRS, SNR and fs_con_N, in our proposed method.

FPRS: In this paper, we have used FPRS as a fea-
ture selection method applied onto the breast cancer 
data set. The following is the explanation of fuzzy 
preference relations: A fuzzy product set u u×  can be 
outlined using a membership function μr : [u , ].0 1,  
A fuzzy preference relation is denoted by a p p×  
matrix ( ) ,ij p p×  where rij denotes the preference of ri 
against rj ⋅  rijrr = 1 2/  denotes ri and rj are the same, 
rijrr >1 2/  shows that ri has higher preference than 
rj  ⋅  rijrr =1  shows that ri has an absolute preference 
over rj and rijrr <1 2/  denotes rj is preferred over ri. 
The preference matrix is r i j pijrr ji+ =rjir ∀ …1 1∀ ∈i j 2, i∀i , ,2 , ,p  
where the cardinality of u is finite.

u can be considered as a finite number of ele-
ments u { }o o opooo . The feature value of any 
object o can be measured by f o l,o ),  where l is the 
feature of the object. The upward and downward 
fuzzy preference relations over u are denoted by:

r
eijrr f o l f o li jl f> =

+ o− i

1
1 β ( f( ffββ lll ( ,ojo ))

and

r
eijrr f o l f o li jl f< =

+ o− i

1
1 β ( f( ffββ lll ( ,ojo ))

where β is a positive constant. Hence, FPRS is an 
ammulgumation between fuzzy preference relation 

and Rough Set (RS) (Pawlak 2002), (Pawlak 1982) 
theory, which is shaped to evaluate the fuzzy pref-
erence. Let (U, F) denote an information system, 
where U { }o o onoo  is a non-empty finite set 
of objects and F { }

}n
f f fnffff ffff  is a finite set of 

attributes to classify the object. A Decision Table 
(DT) can be denoted by ( , , ),C,  where the set 
of features are put in the group condition C and 
decision D. Conditions (attributes) are given, now 
we have to forecast the decision for the objects of 
U. Let { }dc dcn1, ,�  be the N decision class labels, 
where dc d dcn1 2dc≤ ≤dc2dc ≤� .  Lower approximation 
and upper approximation are two fundamental 
operations in fuzzy rough set theory. Let R>  and 
R< be the fuzzy preference relation designated by 
P ⊆ C. The fuzzy preference approximation qualities 
of the decision D in terms of P can be defined by:

α pα
j x dcdd

R x

x dcdd

R dc xdd

j

j j

j

( )D =

⎛

⎝
⎜
⎛⎛

⎜⎝⎝
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⎞

⎠
⎟
⎞⎞

⎟⎠⎠
⎟⎟∑ ∑ ∑R dc xdd j +

∑

( ) ( )

≤

< ≤dcddcd

≥

> ≥dcd

( )jdc dc+≥
jj
≤

Obviously, 0 1 11αP P1α 1111( ) ((00 Pα00000 )  and 
0 1αP ( ) .  We say that D is upward consist-
ent if  αPα >α =( )D≥D 1 . The Fuzzy Upward Consistency 
(FUC) model of FPRS is explained in Hu, U & 
Gua (2010).

Signal-to-Noise Ratio (SNR): Signal-to-noise 
ratio can be explained by:

SNRNN =
+

μ μ−
σ σ+

1 2μ μμ
1 2σ σσ σ+

 (13)

where μi and σi, i ∈( , ),2,  respectively, denote the 
mean and standard deviation of class i with respect 
to corresponding features. Higher absolute value 
for any particular gene shows that the gene expres-
sion level is high for that particular class and low 
in another class. Hence, this biasness is beneficial 
in differentiating the gene that exploits its versatil-
ity in the two classes of samples. After evaluating 
the SNR value for each gene, the genes are sorted 
in descending order according to their SNR value.

3.3 Data set description

Breast cancer is an untrammelled extension of 
breast cells. Tumour can be of two types, viz. 
benign (not harmful to health) and malignant (has 
the potential to be dangerous). Benign tumours 
are not harmful: their cells resemble normal cell; 
they grow at a slow pace and do not disrupt nearby 
tissue or affects other parts of the body. Malig-
nant tumours are treated as cancerous. Malignant 
tumour cell spreads throughout the body beyond 
any control. Usually breast cancer seems to be 
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malignant tumour, which has emerged from the 
cells in the breast.

In the proposed method, we conducted our 
experiment on Wisconsin Breast Cancer Data 
set (WBCD) (UCI Repository of machine learn-
ing databases). The WBCD data set contains 699 
instances, among which 16 samples have missing 
values. Here, we worked on 683 samples, of which 
444 belong to benign class and 239 samples belong 
to malignant samples. Each instance is character-
ised by nine features. The details of attributes are 
shown in Table 1. Class 2 represents benign tumour 
and class 4 represents malignant tumour (http://
www.breastcancer.org/symptoms/understand_bc/
what _is_bc.jsp).

4 EXPERIMENTAL RESULTS

To evaluate the effectiveness of our proposed tech-
nique, we conduct our experiment on WBCD data 
set. Here, we observed the performance of SVM 
against Naive Bayes, Multi Layer Perceptron 
(MLP) and Decision tree classifiers on the test 
data of size 482, which is 70% of the total data 
set size. We conducted the experiment by taking 
all the attributes of the data set into account, with 
the training set size of 204. The performances of 
SVM and other classifiers are shown in Table 3. 
As the performance of SVM is better than that 
of the other classifiers, we have chosen SVM as 
a learner in our proposed technique. Significant 
feature subsets are selected by FUC, fs con N_ _  
and SNR methods. The classification accuracy 
on the test data following the method of Entrp-
based active learning is shown in Table 4. Similarly, 
the results of SM- and LC-based active learning 

methods are shown in Tables 5 and 6, respectively. 
It can be observed from the tables that Entrp-
based FUC for feature selection active SVM pro-
vides 94.93% accuracy, which is the best empirical 
performance. On the contrary, the active SVM 
yields 94.70% accuracy using the selected features 
obtained by the SM-based FUC. As Active learn-
ing produces better result than supervised learn-
ing, we have given the statistical measurement of 
the proposed approach for the active SVM with 
FUC model. The values of recall, precision and 
F_measure for FUC model with three respective 
models are presented in Table 7. It is evident from 
the table that the proposed method exhibits bet-
ter performance than supervised learning methods. 
Hence, it is clear that active learning is advanta-
geous when only few labelled samples are avail-
able. The experimental result also shows that active 
SVM with FUC model outperforms the supervised 
learning methods.

Table 1. The details the nine features of breast cancer 
data.

Label Attribute Domain

C1 Clump Thickness
C2 Uniformity of Cell Size
C3 Uniformity of Cell  Shape
C4 Marginal Adhesion
C5 Single Epithelial Cell Size 1–10
C6 Bare Nuclei
C7 Bland Chromatin
C8 Normal Nucleoli
C9 Mitoses

Table 2. The details partitions of breast cancer data.

Total samples Training set Pooled data Test set

683 60 149 434

Table 3. The Performance of the Classifiers in terms of 
accuracy.

SVM Naive Bayes MLP Decision tree

97.51 96.05 95.85 92.94

Table 4. Entropy based active learning: Accuracy (%).

Model

Feature selection algorithm

FUC fs_con_N SNR

Supervised Learning 91.24 89.86 91.24
Active Learning 94.93 92.16 91.24

Table 5. Smallest margin based active learning: 
Accuracy (%).

Model

Feature selection algorithm

FUC fs_con_N SNR

Supervised Learning 91.24 89.86 91.24
Active Learning 94.70 90.78 91.70

Table 6. Least confidence based active learning:  
Accuracy (%).

Model

Feature selection algorithm

FUC fs_con_N SNR

Supervised Learning 91.24 89.86 91.24
Active Learning 94.23 92.62 91.93

http://www.breastcancer.org/symptoms/understand_bc/what_is_bc.jsp
http://www.breastcancer.org/symptoms/understand_bc/what_is_bc.jsp
http://www.breastcancer.org/symptoms/understand_bc/what_is_bc.jsp
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5 CONCLUSIONS

The present research delegates to explore the small 
labelled sample size problem in microarray data-
based outcome foreshadow for breast cancer detec-
tion. This mainly tries to focus on the effectiveness 
of active learning rather than supervised learn-
ing method. As it is very difficult to have labelled 
sample, active learning has a great impact on the 
prediction of human cancer. Our result mani-
fests noteworthy prospective of active learning in 
clinical diagnosis. We believe that the promising 
results obtained by the proposed method (active 
SVM with FUC) in classifying the breast can-
cer can ensure that the physicians can make very 
accurate diagnosis. In future work, we will explore 
our method on other data sets such as multispec-
tral and hyperspectral data, gene microarray data, 
web data and so on, to demonstrate its potentiality 
(15–17 November 2014).
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ABSTRACT: Histogram Equalization (HE) is a popular approach toward improvement of low-contrast 
images. Many developments have been reported to address several limitations of the conventional HE. 
However, such algorithms also frequently fail to retain important image characteristics such as bright-
ness, noise characteristics, and textural contents. Optimization of well-formulated objective function 
may address such problems. In this paper, natural behavior-inspired optimization techniques have been 
adopted in a hybrid manner, where the search dynamics of Artificial Bee Colony (ABC) is clubbed with 
the crossover operation of Genetic Algorithm (GA). The hybridization is adopted to avoid the complexity 
of multi-objective optimization, which is mathematically expensive. The hybrid optimization is employed 
with the objective function formulated with different image quality metrics conveying different image 
characteristics. The implementations are made with standard database and found to be potential over 
conventional techniques in terms of both visual and objective comparisons.

1 INTRODUCTION

Image enhancement is an important process for 
betterment of image quality in the field of image 
processing system, such as medical image process-
ing, space image processing, and remote sensing 
(Zimmerman et al. 1988, Patil & Patil 2015). These 
operations are applied on digital images to improve 
the human perception of information. Contrast 
enhancement is one of the most vital parts of 
image enhancement systems. A contrast enhance-
ment technique can obtain better-quality image for 
image-processing application (Gupta 2016).

Classical Histogram Equalization (CHE) is a 
common way to improve image contrast, which 
probabilistically remaps the existing image inten-
sity levels to the available intensity levels [Ting 
et al. 2015]. In addition to conventional HE, many 
algorithms have been presented in this regard, such 
as Brightness Preserving Bi-Histogram Equali-
zation (BBHE) and Dual Sub Image Histogram 
Equalization (DSIHE) (Wang & Ye 2005, Butola 
et al. 2016). However, many of such techniques 
suffer from problems like overenhancement, whit-
ening of the image, non-preservation of image 
brightness, and false contouring.

Optimization-based HE may be a possible 
alternative to such problems with conventional 
techniques. Such types of techniques are Genetic 
Algorithm, Particle Swarm Optimization, and 
Artificial Bee Colony. These optimization tech-
niques search an optimal solution, which will 
enhance the image contrast as well as preserve the 
mean brightness of the tested images to provide 
better result.

This paper presents a hybrid optimization 
approach, where the search dynamics of ABC 
and GA are combined. Artificial Bee Colony algo-
rithm was proposed by Karaboga and Basturk 
(Karaboga 2005). It is observed that ABC algo-
rithm is superior to other optimization algorithms 
such as GA and PSO (Draa & Bouaziz 2014). The 
Artificial Bee Colony (ABC) algorithm is a rela-
tively new swarm intelligent technique, which is 
designed by the natural behavior of real honey bees 
in food foraging. In ABC algorithm, there are three 
types of bees: employed bees for searching food 
source, onlooker bees that are waiting on the dance 
area to choose a food source, and scouts that carry 
out a random search for new food source (Akay 
2013). It is observed that ABC algorithm is very 
much effective for searching new solutions, but not 
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so effective for generation-desired final solution 
(Zhu 2010).

The term Genetic Algorithm was introduced 
by John Holland (Maheshwari et al. 2016). This is 
basically the natural selection process invented by 
Charles Darwin by taking one input and comput-
ing an output from multiple solutions. One of the 
most potential operations in GA is crossover. It is 
a genetic parameter that combines two chromo-
somes (can also be called as Parents) to produce 
a new chromosome (also called as Children). The 
output of crossover is expected to provide the new 
chromosomes with betterment than both of the 
parents if  it takes the best characteristics from each 
of the parents (Hashemi et al. 2010). The approach 
in this paper performs the search using ABC algo-
rithm while performing the crossover operations 
on the solutions to find one solution as optimal.

The rest of the paper is organized as follows: 
section 2 describes the search dynamics of ABC 
and crossover of GA as well as the development of 
hybrid dynamics. The objective function designed 
for this work is been presented in section 3. The 
results obtained with various standard test images 
and related discussions are described in section 4, 
while the concluding remarks including major find-
ings and future prospects are stated in section 5.

2 HYBRID ABC OPTIMIZATION

2.1 Artificial Bee Colony

In ABC algorithm, each food source assigned by 
employed bees represents a possible solution for 
optimization problem and the nectar amount rep-
resents the fitness of that solution (Karaboga & 
Basturk 2007). Let N be the food source number 
and the position of the ith food source be Xi (i = 1, 
2, …, N). The N number of food sources are ran-
domly generated and assigned to N employed bees. 
These employed bees associated to the ith food 
source search for new solution by using Eq.  (1) 
(Karaboga & Akay 2009):

ijVV ijX ij ij kj+XijX θi ( )X XijX kjX  (1)

where, j = 1, 2…D, D is the dimension of the opti-
mized problem, θij is a random real number within 
the range [−1, 1], and k is a randomly selected 
index number in that colony. Then, each onlooker 
chooses a food source searched by employed bees 
based on the probability and produces a new food 
source. The probability function can be calculated 
using Eq. (2) (Draa & Bouaziz 2014):

p fitff fiti ifitff
j

N

j
=
∑ ff

1

 (2)

where fiti is the fitness of the solution Xi, fitj is the 
total fitness of N number of food sources. The food 
source, which is not accepted according to the fitness 
value, becomes a scout and makes a random search 
for new solution by Eq. (3) (Draa & Bouaziz 2014):

rijYY j jr j+X jX min r+ i( )X XjX jX−mX ax min  (3)

where r is a randomly generated real number 
within the range [0, 1] and Xj

min and Xj
max are the 

lower and upper limits in the jth dimension of that 
problem, respectively.

2.2 Crossover of Genetic Algorithm

Genetic Algorithm (GA) is a process used to solve 
various optimization problems based on a natural 
selection process that creates biological evolution. 
One of the major steps in genetic algorithm is 
crossover. Crossover operation is a genetic opera-
tion used to produce new offspring (children) from 
the existing offspring (parent). Figure 1 shows the 
crossover process to produce children from parents 
(Hole et al. 2013).

2.3 Hybrid ABC algorithm

In this method, ABC algorithm is executed first 
and continues according to the number of itera-
tions. For each iteration process, one best solution 
is achieved. At the end of iterations, a number of 
best solutions are generated. These solutions will 
act as the randomly generated solutions for crosso-
ver operation. Then, crossover is executed to find 
the optimal values, which will provide much better 
quality of image for all aspects. The pseudo-code 
of this method is shown below.

 1. Take low-contrast image
 2. Compute histogram and the number of unique 

intensity levels.
 3. Initialize random solutions for ABC operation.
 4. Execute ABC algorithm and compute vari-

ous solutions through optimizing the objective 
function (as described in section 3) according 
to the number of iterations.

Figure 1. Genetic Algorithm crossover techniques.

Parents: 

Crossover point 

Parents: 
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 5. Take those optimized solutions as the random 
solutions for crossover operation of GA.

 6. Execute GA crossover operation.
 7. Generate new solution.
 8. Evaluate it against the optimization target.
 9. Stop once the set target is reached.
 10. Reconstruct the image.

The flowchart of this method is shown in 
Figure 2.

3 OBJECTIVE FUNCTION FORMULATION

In this paper, the objective function is designed using 
three important image quality metrics, namely Abso-
lute Mean Brightness Error (AMBE), Peak Signal-
to-Noise Ratio (PSNR), and entropy. The brief  
mathematical descriptions of these are shown below.

AMBE is defined as the absolute difference 
between the input image mean and the output 
image mean. It is used to preserve the original 
brightness of the input image. It is calculated by 
Eq. (4) (Zadbuke 2012):

AMBE X YX=| (E| (EE ) (E− ) |  (4)

where X and Y denote the input and output 
images, respectively, and E (.) denotes the expected 
value of statistical mean. Lower AMBE indicates 
better brightness preservation of the image.

Entropy is an important parameter to measure 
the richness of the details in the output image. The 
maximum value of entropy indicates high quality 
of image. Entropy is calculated by Eq. (5) (Wang & 
Ye 2005):

Ent P k P k
k

[ ]P ( )k log (P )= −
=
∑

0
2  (5)

where P indicates probability, which is the differ-
ence between two adjacent pixels.

Peak Signal-to-Noise Ratio, often abbreviated 
as PSNR, is defined as the ratio of  the maximum 
possible power of  a signal to the power of  noise 
that affects the efficiency of  its final output. 
PSNR is commonly used to measure the quality 
of  reconstruction for image compression purpose. 
The signal in this case is the original data, and the 
noise is the error introduced by that compression. 
To calculate PSNR, Mean Square Error, often 
abbreviated as MSE, should be calculated first.

Assuming that N is the total number of pixels 
for input image (X) and output image (Y). Then, 
MSE (Mean Squared Error) is calculated by 
Eq. (6) (Kaur & Chand 2012):

MSE=
i j
∑∑ | ( , ) ( , ) | /i( j Y−) i j, N2  (6)

where i and j denote pixel positions. Low value of 
MSE indicates betterment of image quality.

Depending on MSE (Mean Square Error), PSNR 
is then calculated by Eq. (7) (Kaur & Chand 2012):

PSNR L MSEMML=10 110
2log (10 ) /2  (7)

where L denotes the total intensity levels. The 
higher value of PSNR indicates better output 
image quality.

Figure 2. Flowchart of a hybrid crossover-based ABC 
algorithm.
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The objective function in this paper is designed in 
Eq. (8), where PSNR and entropy are used to divide 
the AMBE, as both of them indicate betterment 
with higher values while AMBE shows betterment 
with lower values. It also enables the optimization 
toward minimization of the objective function:

AMBE
PSNR Y py Y( ,X ) (Entropy )

( )X Y,  (8)

4 RESULTS AND DISCUSSIONS

The proposed method is tested with a number 
of standard test images. Three of the results are 

Figure 3. Nut image: (a) original image, (b) CHE-based enhancement, (c) BBHE-based enhancement, (d) DSIHE-
based enhancement, (e) crossover-included hybrid ABC-based enhancement.

Figure 4. Solar system image: (a) original image, (b) CHE-based enhancement, (c) BBHE-based enhancement, 
(d) DSIHE-based enhancement, (e) crossover-included hybrid ABC-based enhancement.

Figure 5. Man image: (a) original image, (b) CHE-based enhancement, (c) BBHE-based enhancement, (d) DSIHE-
based enhancement, (e) crossover-included hybrid ABC-based enhancement.

presented here for visual comparison with the 
results of conventional techniques. Figures 3, 
4, and 5 represent the enhance results of vari-
ous methods including the presented method for 
“Nut”, “Solar System”, and “Man” image, respec-
tively. All the images are shown in gray scale for-
mat. The results show that the presented method 
shows significant visual improvement over the 
other techniques. It is worth noting that the pre-
sented method not only improves contrast, but 
also tries to preserve the visual information of the 
image and thus the gray tones are better retained 
while the other techniques tend toward more black 
and white images with lesser gray tonal effects. 
Furthermore, the presented technique overcomes 

\0 \0 \0 

\0 \0 

\0 \0 \0 \0 
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the false contouring and patches effects, which are 
present in conventional techniques and give sort 
of synthesized image appearance. The objective 
comparison using different image quality metrics 
using the standard database (Sipi Image Database) 
is shown in Table 1.

In Table 1, average mean values of PSNR, 
AMBE, and Entropy are indicated for different 
methodologies by considering different types of 
gray-scale images. All the tested images are con-
sidered using the standard database [Sipi Image 
Database]. Here the first column indicates metric 
parameters for CHE method and the last column 
shows the presented hybrid ABC method.

To obtain high-quality image for visual pur-
pose as well as informational purpose, the modi-
fied output images from different methodologies 
should have low AMBE, maximum value of 
Entropy, and high value of  PSNR. It is observed 
that for the case of  presented hybrid ABC 
method, the desired values are comparatively 
much better with respect to other methodologies 
indicated here.

5 CONCLUSIONS

In this paper, we presented a crossover-included 
hybrid ABC methodology that integrates linear 
crossover operation from GA with search dynam-
ics of ABC. The hybrid technique is implemented 
to minimize the objective function designed with 
important image characteristics. The method is 
tested with different images and found to be com-
petitive in comparison with CHE, BBHE, and 
DSIHE. The work can be further extended to the 
implementation of color images, a more robust 
optimization function, implementation with multi-
objective optimization algorithms, etc. The major 
limitation of the presented method is the process-
ing time, which is higher than the conventional 
techniques, because of the iterative nature of the 
presented technique. The visual as well as objec-
tive comparison shows that the presented method 
can be a potential alternative for image contrast 
enhancement.
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ABSTRACT: Textual data available online in the form of tweets, posts, messages, blogs, reviews, 
comments etc. have proven to be instrumental in comprehending the sentimental needs and necessities 
of an individual. With the increase in the number of users joining the social communities, there has 
been a whopping demand among researchers to analyze the online content by classifying text to predict 
sentiments and emotional traits as much consummately as possible. In this paper, we have proposed our 
text classification algorithms based on the Machine Learning approaches and the other on Lexicon-Based 
approach to observe how they work. Further, we have specified the performance-wise differences between 
the three classifiers viz. SVM classifier, Naïve Bayes Classifier and Dictionary-Based classifier to prove 
the supremacy of one over the other.

Keywords: sentiment analysis, SVM classifier, Naïve Bayes classifier, Dictionary-Based approach

1 INTRODUCTION

Opinion Mining or Sentiment Analysis (SA) has 
been implemented in many research areas like 
mood detection, speech recognitions, image classi-
fications, linguistics, psychology, textual data anal-
ysis and so on. Virtual communities have proven 
to be an ideal resource of textual data that can be 
taken as input and fed to SA systems to predict the 
correct sentiments and emotional polarity levels of 
a user.

An opinion is basically a text, a phrase or an 
expression that consists of two fundamental com-
ponents-target (or topic) and sentiment. An entity 
is considered as the target and the judgment made 
by the target is considered as the sentiment. For 
example, in the text- “The boys were having fun 
at the park,” the noun “boys” is the target and 
the sentiment (as conveyed in the text by the verb 
“fun”) is positive.

The basic working behind SA systems is to clas-
sify the polarity of a given text at document level 
and sentence level and check whether the expressed 
opinion in a document, a sentence or an entity 
feature is positive, negative, or neutral.

This paper mainly deals with the text classifi-
cation of textual data based on SVM classifier & 
Naïve Bayes Classifier (Supervised Machine 
Learning Approaches) and Dictionary-Based clas-
sifier (Lexicon-Based Approach) to observe which 

one of these performs better and can be used for 
sentiment prediction.

The rest of the paper is organized as follows: 
Section II discusses about the related works, the 
proposed architecture and algorithm of classi-
fiers following the Supervised Machine Learn-
ing Approach. Section III elaborates the related 
works, the proposed architecture and algorithm of 
the Dictionary-Based classifier. Section IV shows 
the results highlighting the performance level com-
parison between the two classification approaches. 
Finally, we have concluded this paper by suggest-
ing some tasks that can be taken up in future.

2 SUPERVISED MACHINE LEARNING 
APPROACHES

Supervised algorithms generally work based on 
the training data and what has been learned in the 
past so that new data can be classified accordingly. 
Support Vector Machine (SVM) classifier is a lin-
ear classifier which makes the classification deci-
sion based on the value of a linear combination of 
the characteristics. It is easy to calculate and very 
simple in nature. The Naïve Bayes classifiers are a 
family of simple probabilistic classifiers based on 
Bayes theorem of probability with strong (naive) 
independence assumptions between the features to 
predict the class of unknown data set. They can 
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be extremely fast relative to other classification 
algorithms.

There has been a lot of research work done 
previously on SA using SVM & Naïve Bayes clas-
sifiers. Gautam and Yadav (2014) have measured 
the effect of varying the training set size on the 
classification Accuracy and F-score. The (Accu-
racy, F-score) pair values for the complete training 
dataset were calculated as- SVM (76.47%, 0.7370), 
Naïve Bayes (74.68%, 0.6892), Ensemble 1 using 
‘AND-type’ fusion (76.21%, 0.7365) and Ensem-
ble 2 using ‘OR-type’ fusion (74.94%, 0.6882). 
Abdelwahab et al. (2015) have used tweets for 
performing Sentiment Analysis. Their approach 
dealt with pre-processing of data, extraction of 
meaningful adjective (feature vector) and selection 
of feature vector list. The accuracy calculation of 
various classifiers used were- Naïve Bayes (88.2%), 
Maximum entropy (83.8%), SVM (85.5%) and 
WordNet based Semantic Analysis (89.9%).

Let us now understand the working of the Super-
vised Machine Learning classification approach 
through a proposed architecture (Figure 1) and an 
algorithm.

The SA system consists of  extracting the raw 
data from various texts available on social media 
and arranging them as per polarity traits. The 
oriented data is then fed to the database process-
ing section where the words are matched with 
the content of  Database. The Database consists 
of  two tables (positive table and negative table) 
containing emotional words (based on emotional 
dictionary). We have initialized the value of emo-
tional traits as +1 for positive and −1 for negative. 
If  the sentence contains any emotion word then 
the extraction of emotion features in the sentence 
is done by analysing the sentence structure. Then 
text classification is done based on the emotion 

features. The last step is the polarity classification 
to generate the type of emotional polarity-posi-
tive, negative or neutral.

The proposed algorithm is as follows:

Input: Unstructured text T: = (m1, m2…, mn) [where 
mi represents the i-th message]

Database: Training Dataset
Positive Dataset: pword: = (p1, p2, …, pn)
[where pj represents the j-th positive emotional word]
Negative Dataset: nword: = (n1, n2, …, nn)
[where nj represents the j-th negative emotional 

word]
Output: Polarity Levels: posp, negp, neup
[where posp, negp and neup represents the positive 

polarity level, negative polarity level and neutral 
polarity level respectively]

Step 1:  [Apply text mining process to T to pro-
duce structured words pertaining to each 
i-th message and set the variable count to 
the message count that counts the num-
ber of messages in T.]

  count: = msg_count(T);mi:= (wi1, wi2, …, 
win)

  [where wik is the k-th word of the i-th 
message]

Step 2:  [Initialize all emotional counter vari-
ables to 0.] pos: = 0, neg: = 0, total1: = 0; 
total2:= 0;

Step 3:  [Take each i-th message mi for i: = 1 
to count and set variable total1 to 
the word count of mi] total1: = msg_
word_count(mi);

Step 4:  Load into the application all the positive 
emotional words from the Positive data-
set pword.

Step 5:  Fetch each word wik of  the message for 
k: = 1 to total1 from the application and 
proceed for matching with the already 
loaded dataset pword.

Step 6:  If  there is any positive word matching, 
increment the pos counter value by 1. 
pos: = pos + 1;

Step 7:  Increment the value of k and repeat steps 
3 to 5 until all the words of the i-th mes-
sage are checked for positive word match-
ing. The iteration stops when k becomes 
greater than total1.

Step 8:  Similarly, load into the application all the 
negative emotional words from the Nega-
tive dataset nword.

Step 9:  Fetch each word wik of  the message for 
k: = 1 to total1 from the application and 
proceed for matching with the already 
loaded dataset nword.

Step 10:  If  there is any negative word matching, 
increment the neg counter by 1. neg: 
= neg + 1;

Figure 1. Our proposed architecture based on the 
Supervised Machine Learning classification approach.
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Step 11:  Increment the value of k and repeat steps 
8 to 10 until all the words of the i-th 
message are checked for negative word 
matching. The iteration stops when k 
becomes greater than total1.

Step 12:  Calculate the total number of words that 
are matched. total2: = total2 + total1;

Step 13:  Increment the value of i and go to step 3 
to continue the iteration process for the 
next i-th message until all the messages 
are taken as input. The iteration stops 
when i becomes greater than count.

Step 14:  [SVM]: [Compute the polarity levels for 
each type of polarities viz. positive, nega-
tive and neutral.]    posp: = pos/total2; 
negp: = neg/total2; neup: = posp – negp;

Step 15:  (a) If  posp and negp result in zero, then 
return a prompt message to the user that 
the message has no emotion word as its 
content and exit.

  (b) If  neup results in zero, then return 
a prompt message to the user that the 
user has mixed emotional state and is an 
ambivalent person and exit.

Step 16:  Predict the sentiment as “Positive” if  
posp is greater than negp and print that 
the person is a optimist, or else predict 
the sentiment as “Negative” and print 
that the person is a pessimist.

Moreover, we have modified the same algorithm 
to perform the simplified version of Naïve Bayes 
Classifier by altering the Step 14 of the algorithm as:

Step 14 [Naïve Bayes]: [Compute the polarity levels 
for each type of polarities viz. positive, negative 
and neutral.] posp: = log(pos)/total2; negp: = 
log(neg)/total2; neup: = posp – negp;

3 DICTIONARY BASED APPROACH

In Lexicon-Based approach, human beings play 
a crucial role in making text classification. It is 
a method that focuses on fixed expressions that 
occur frequently in speeches, lectures or dialogues, 
which make up a larger part of discourse than 
unique phrases and sentences. Although it yields 
more precise results compared to its Machine 
learning counterpart, yet it suffers from time over-
head because it requires manual intervention. The 
Dictionary-Based classifier is based on dictionary 
entries, which means that the words will be trans-
lated just as it is done by a dictionary—word by 
word, usually without much correlation of mean-
ing between them.

Let us understand about this classifier from 
previous related works. Palanisamy et al. (2013) 
have proposed a hybrid Machine learning & 

lexicon-based classification approach that works 
by replacing some words with its synonyms using 
the domain dictionary. The classification task 
when performed using the hybrid approach yielded 
better accuracy—Naïve Bayes (91%), SVM (87%) 
and K-Nearest Neighbour (85%). Zamin et al. 
(2013) have designed a simple lexicon based sys-
tem for the SemEval-2013 Task 2 for doing Senti-
ment Analysis on Twitter data using the Serendio’s 
Sentiment engine. The Serendio’s approach con-
sists of positive, negative, negation, stop words 
and phrases. The system classifies the tweets as 
positive or negative by identifying and extracting 
sentiments from emoticons and hash tags yield-
ing an F-score of 0.8004. Khalif  and Omar (2014) 
have proposed an unsupervised approach to apply 
Part-of-Speech (POS) tags to Malay and English 
words. They have used the Statistical Dictionary-
based Word Alignment Algorithm that acts as an 
efficient tool for extracting information from a 
resource-poor language.

Let us now understand the working of the 
Dictionary-Based classifier through a proposed 
architecture and an algorithm.

The Dictionary-based SA consists of extract-
ing the raw data from various texts available from 
online communities and arranging them as per 
polarity traits. The oriented data is then passed to 
the database processing section where the words 
are compared with the content of Emotional Data-
base. The Emotional Database consists of six dif-
ferent tables. The tables are initially classified into 
Positive and Negative tables based on the polar-
ity of the words. Each of these tables has been 
further classified into three sub-tables, each of 
which comprises words based upon their degree of 

Figure 2. Our proposed architecture based on the 
Dictionary-Based classification approach.
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comparison viz. positive, comparative and superla-
tive. We have used our proposed dictionary-based 
text classification algorithm to calculate the senti-
ment value and thus predict the polarity levels of 
a user.

The proposed Dictionary-based classification 
algorithm is as follows:

Input: Unstructured text T: = (m1, m2, …, mn) 
[where mi represents the i-th message]

Database: Training Dataset
For Positive Dataset:
positive degree, comparative degree, superlative 

degree
For Negative Dataset:
positive degree, comparative degree, superlative degree
Output: sentival
[which is the value of the sentiment] &
Polarity Levels: positive, negative and neutral

Step 1:  [Apply text mining process to T to pro-
duce structured words pertaining to each 
i-th message and set the variable count to 
the message count that counts the num-
ber of messages in T.]

  count: = msg_count(T);mi:= (wi1,wi2, …, 
win) [where wik is the k-th word of the i-th 
message]

Step 2:  [Initialize all sentiment counter variables 
to 0.] degree: = 0, scale: = 0, sentival: = 0;

Step 3:  [Take each i-th message mi for 
i = 1 to count and set variable 
total1 to the word count of mi]
total1: = msg_word_count(mi);

Step 4:  Load into the application all the emo-
tional database tables i.e., positive and 
negative.

Step 5:  Fetch each word wik of  the message for 
k: = 1 to total1 from the application and 
proceed for matching with the emotional 
database words already loaded into the 
dataset.

Step 6:  Compare the polarity and the degree of 
each word as follows:

 a)  If  polarity of wik is positive and the 
degree of comparison is positive then 
set degree: = +0.22

 b)  If  polarity of wik is positive and the 
degree of comparison is comparative 
then set degree: = +0.335

 c)  If  polarity of wik is positive and the 
degree of comparison is superlative 
then set degree: = +0.445

 d)  If  polarity of wik is negative and the 
degree of comparison is positive then 
set degree: = −0.22

 e)  If  polarity of wik is negative and the 
degree of comparison is comparative 
then set degree: = −0.335

 f)  If  polarity of wik is negative and the 
degree of comparison is superlative 
then set degree: = –0.445

 g)  Otherwise set degree: = 0
Step 7:  Check for the existence of scale value 

that enhances the degree of comparison 
as follows:

 a)  If  wik is equal to “more” or “very”, then 
set scale: = +0.115 when wik+1 is a word 
that belongs to Positive sentiment table 
or else set scale: = –0.115 when wik+1 is 
a word that belongs to Negative senti-
ment table.

 b)  If  wik is equal to “most” or “much”, 
then set scale: = +0.225 when wik+1 is 
a word that belongs to Positive senti-
ment table or else set scale: = –0.225 
when wik+1 is a word that belongs to 
Negative sentiment table.

Step 8:  Calculate sentival using the following for-
mula: sentival: = sentival + degree + scale;

Step 9:  Increment the value of k and repeat steps 
5 to 8 until all the words of the i-th mes-
sage are checked.

Step 10:  Increment the value of i and go to step 3 
to continue the iteration process for the 
next i-th message until all the messages 
are taken as input. The iteration stops 
when value of i becomes greater than 
count.

Step 11:  The sentiment polarity level of a user 
is predicted based on the following 
conditions:

 a)  The sentiment is “Positive” if  sentival 
is greater than 0. Also prompt a mes-
sage that the person is an optimist.

 b)  The sentiment is “Negative” if  sentival 
is less than 0. Also prompt a message 
that the person is a pessimist.

 c)  Otherwise predict the sentiment as 
“Neutral” and print that the person is 
an ambivalent and has mixed emotions.

4 IMPLEMENTATION AND RESULT

Datasets: The training datasets applied in Senti-
ment Analysis are a relevant item in this field. Some 
of the well-known text-based datasets available 
online are the SemEval-Task2 development-test 
set (consisting of Tweets), the International Survey 
of Emotion Antecedents and Reactions (ISEAR) 
dataset which is a source of emotion-related words, 
the Digg dataset from Cyber emotion that contains 
data about stories promoted to Digg’s front page, 
the SemEval Affective Text-2007 that consists of 
news headlines drawn from major newspapers 
such as New York Times, CNN, and BBC News, 



59

as well as from the Google News search engine and 
the standard Sentiment 140 dataset to name a few. 
Moreover we have manually collected data from 
several online communities and forums to build 
our database with approximately 7000 positive and 
negative emotional words. Then we have run 200 
sentences (containing both positive as well as nega-
tive words) on the system as test cases to calculate 
the performance and accuracy of our proposed SA 
systems. The datasets are made available for non-
commercial and research purposes only.

Result & Analysis: We have implemented our 
algorithm and fed different test cases to ana-
lyze the difference in performance characteristics 

between the linear, probabilistic and lexicon-based 
classification approaches. Metrics such as Accu-
racy, Error rate, Recall, Precision and F-score (or 
harmonic mean of precision and recall) are calcu-
lated and listed in Table 1 and represented using a 
column-chart in Figure 3.

The accuracy value of 98% easily shows that 
text classification using probability-based Naïve 
Bayes classifier is far better than the other two 
classifiers that we have used while building our SA 
system.

5 FUTURE SCOPE AND CONCLUSIONS

In this paper we have shown a comparative study 
of only three classifiers- two Supervised Machine 
Learning-Based (SVM & Naïve Bayes) and the 
other Dictionary-Based. In future we tend to study 
and implement other well-known classifiers so that 
we can present a complete performance-wise com-
parison statistics and identify the best classifier for 
text classification in a SA system.
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Figure 3. Comparison result of classifiers using 
column-chart.

Table 1. Performance comparison of supervised 
machine learning and dictionary based classification 
approaches.

Measure Formula

Machine 
learning 
approach

Dictionary 
based 
approachSVM

Naive 
bayes

Accuracy (TP + Tn)/(P + N) 0.89 0.98 0.81
Error rate (Fp + Fn)/(P + N) 0.11 0.02 0.19
Recall Tp/P 0.84 0.96 0.92
Precision Tp/(Tp + Fp) 0.92 0.98 0.84
F-score (2 * Precision * 

Recall)/(Precision 
+ Recall)

0.88 0.98 0.87
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ABSTRACT: Network anomaly detection is one of the important approaches in the field of Internet 
security to detect threat to network resources. In this work, we address the problems related to network 
anomaly detection. We use an adaptive method to construct a fuzzy rule-based classification system for 
classifying these types of problems. The classification of network anomaly is an effervescent research area. 
The proposed method consists of an error correction-based learning procedure. The error correction-
based learning procedure regulates the rank of confidence of each fuzzy rule by its classification perfor-
mance. In this work, we also compare the performance of the fuzzy rule-based classifier with Support 
Vector Machine (SVM) and K-Nearest Neighbor (KNN) classifiers. This performance evaluation is done 
to prove the superiority of the proposed classifier.

1 INTRODUCTION

The computer is used to store vital data, manipu-
late that data to turn it into knowledge, and per-
form many other basic and complex mathematical 
operations. Intrusion Detection Systems (IDSs) 
and firewalls have been extensively used to make 
our computers safe from intrusion. The intrusion 
detection systems (Fayyad 1996) aim to detect net-
work anomalies, but firewalls take action according 
to a predefined set of rules. However, distinguish-
ing a specific anomaly provides us with valuable 
information about the attacker that may be used to 
further protect the system, or to respond accord-
ingly. In this way, detecting network intrusion is a 
current challenge due to the rapid development of 
the Internet and the number of potential intruders.

The perfect detection and classification of 
network anomalies based on traffic attribute dis-
tributions is still a major challenge (Lunt 1993). 
Together with volume metrics, traffic feature dis-
tributions are the main source of information of 
approaches scalable for large-scale networks. The 
degree of intelligence of firewalls and other simple 
boundary devices is not sufficient to observe, rec-
ognize, and identify the attack signatures that may 
be present in the traffic monitored by them and 
the log files collected by them. Naturally, Intrusion 
Detection Systems (IDSs) are gaining more impor-
tance to maintain the network security due to this 

inefficiency of firewalls and other simple boundary 
devices.

The IDS can be simply described as a special-
ized tool that understands how to read and inter-
pret the log file contents from servers, routers, and 
other network devices. Moreover, the IDS stores a 
knowledgebase containing information about the 
known attack signatures. When it recognizes any 
signature that has a close relation to the attack 
signatures kept in its knowledgebase, it generates 
alarm or alert and also performs various kinds of 
automatic actions like disconnecting Internet links 
or shutting down specific servers, as well as tries to 
actively identify the attacker. In brief, the IDS per-
forms the function of an antivirus for a network.

Intrusion detection systems are generally clas-
sified in two ways (Wespi 2002, Hoglund 2000). 
First, we can classify IDSs according to the devices 
or system they monitor. In this case, we can catego-
rize IDSs into three types namely:

• Network IDS: network IDS monitors the entire 
network traffic without adding any significant 
overhead to the network.

• Host IDS: host IDS is host specific and moni-
tors whether that specific host is attacked by any 
malicious signature.

• Application IDS: application IDS is application 
specific and monitors the events occurring in 
some specific applications.
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Second, intrusion detection systems can also be 
categorized according to their differing approaches 
to event analysis. Some IDSs use a signature detec-
tion technique to search and match patterns to 
detect malicious signatures in the network. These 
IDSs are known as signature-based IDSs. There 
are IDSs that check the traffic, transmissions, 
or behaviors for anomalies in the network that 
may indicate the attack. These IDSs are called 
anomaly-based IDSs. The basic principle used in 
anomaly-based IDSs is that the “intruder behav-
ior” is significantly different from the “normal user 
behavior” that can easily be recognized by identify-
ing the differences involved (Durst 1999). One of 
the main problems of anomaly-based IDSs is that 
the normal user behavior is not static and varies 
over time, which makes the anomaly-based IDSs 
prone to a high false positive rate, i.e., they will 
detect a normal behavior to be an intruder behav-
ior. As a result, there is a necessity of using several 
classification techniques such as KNN and SVM 
for a better training of the anomaly-based IDSs 
(Mukkamala 2002, Northcutt 2002).

This paper is organized as follows: Section 2 
presents the related works done in this field; Sec-
tion 3 provides a brief  introduction to the classifi-
cation procedure; Section 4 describes the proposed 
fuzzy rule-based classification method; Section 5 
explains the methodology in terms of the proposed 
fuzzy rule-based approach, KNN, and SVM; Sec-
tion 6 provides the results and discussion related to 
the performance analysis of the classifiers; finally, 
Section 7 concludes this research study.

2 REVIEW WORK

Classification is an important data mining tech-
nique that has been applied to anomaly detec-
tion to successfully identify the network anomaly 
pattern. Lee and Stolfo (Chi 1995) proposed a 
systematic data mining framework for intrusion 
detection. This framework consists of classifica-
tion, association rules that can be used to construct 
detection models. Lee (1998) presented PNRule for 
a multi-class classification problem. The modeling 
of network behavior was proposed by Agarwal 
(2000). Traffic models such as the self-similar mod-
els introduced by Norros (Ye 2001) and the cas-
cade models originally developed by Crousse et al. 
(Norros 1994) accurately capture the fractal scaling 
properties. Soft computing paradigms, like fuzzy 
rule-based classifiers to model efficient systems, 
were investigated by Northcutt (2002). Ishibuchi 
et al. (Reidi 1999) presented a fuzzy rule-based 
classification system. Poojitha et al. also illustrated 
the use of classification in the intrusion detec-
tion system. They have used the artificial neural 

network as the classification algorithm to detect 
anomaly in the network.

Manikopoulos (Ishibuchi 2001), Yeung and 
Chow (Manikopoulos 2002) developed differ-
ent techniques for network intrusion and fault 
detection. There have been many earlier stud-
ies of network fault recognition methods (Yeung 
2002). Feather et al. (Ward 1998) used statistical 
deviations from network traffic behavior to clas-
sify faults. Another paper (Feather 2002) used a 
fault detection technique in an Ethernet network 
using anomaly signature matching. These research 
works (Poojitha 2010, Kaushik 2011, Revathi 
2013, Kumar 2013) also contributed immensely to 
network anomaly detection.

3 CLASSIFICATION

The proposed method is based on the concept 
of the classification technique. Classification is 
the process of using a mathematical model or a 
classifier that is able to describe and differentiate 
among various data classes so that the model can 
successfully predict the class of entities, objects, 
or tuples to which the target class belongs. Data 
classification is a two-step procedure (Han 2000). 
In the first step, a classifier is constructed based 
on a set of predefined mathematical concepts 
and data structures. Next, this model needs to be 
trained so that it can adapt to the current problem 
and successfully classify tuples with an unknown 
class label. This phase is called the training phase. 
In this phase, the classifier learns from a training 
dataset and its associated class attributes. In the 
next phase, testing is performed. In this stage, the 
model is used to predict tuples with an unknown 
class label. This output class label is the predicted 
output of the classifier that will later be used for 
performance evaluation. The NSL-KDD dataset 
(NSL KDD) of UCI, which is a refined version of 
the KDD cup99 dataset, is used in our work.

4 FUZZY RULE-BASED CLASSIFIER

Fuzzy rule-based classification system dem-
onstrates good generalization ability in a high-
dimensional aspect and has been a dynamic 
research topic for a long time (Northcutt 2002). 
Classification problems involve transferring a class 
Cj from a predefined class set C = {C1, ……., CM} 
to an object that is denoted as an element in a fea-
ture space x ∈SN. We need to find a mapping crite-
rion for designing a classifier like D: SN → C.

This is optimal for a certain criterion (D) that 
decides the classifier performance. The final goal 
is to develop a classifier that allocates class labels 
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with the smallest possible error across the total 
feature space. The classifier possibly has a set of 
fuzzy rules, a neural network, a decision tree, etc. 
If  a classifier is based on a set of fuzzy rules, it is 
called the Fuzzy Rule-Based Classification System 
(FRBCS). The FRBCS consists of a Knowledge-
Base (KB) and a Fuzzy Reasoning-based Method 
(FRM). The KB consists of two parts, namely the 
Rule Base (RB) and the Data Base (DB). They 
describe the semantic of the fuzzy subsets related 
to the class labels that form the condition part in 
if…then…else rules of the FRM. The FRM uses 
the information from the KB to establish a label 
class for all admissible models. This structure is 
shown in Fig. 1.

To build an FRBCS, we first use a set of pre-
classified examples, from which we must determine:

• the method which constructs a set of fuzzy rules 
for the considered classification problem;

• the fuzzy reasoning method which classifies an 
unknown pattern that is taken as the input.

The well-known fuzzy rule-based classifica-
tion algorithm, namely RIPPER (Cohen 1995), 
is an inductive rule learner. In particular, it can 
develop an efficient FRBCS-based system. Thus, 
we use the RIPPER algorithm in this work. This 
algorithm generates the classification model based 
on a set of fuzzy rules that can successfully detect 
malicious executables. This algorithm uses libBFD 
information as features.

5 METHODOLOGY

In this work, we use a fuzzy rule-based classifier 
(RIPPER) as the primary classifier and compare 
its performance with two more classifiers, namely 
K-Nearest Neighbor (KNN) (Altman 1992) and 
Support Vector Machine (SVM) (Cortes 1995), 
which have been chosen as secondary classifiers. 
KNN uses Euclidean distance to calculate the dis-
tance among the neighbors, and uses the nearest 
distance to classify data. SVM uses dot product as 
the kernel function, and uses sequential minimal 
optimization to separate the hyperplane. These 
two classifiers are chosen to compare its perfor-
mance with the fuzzy rule-based classifier. KNN is 

a lazy classifier that produces good result when the 
available dataset is large. The dataset that we have 
used is fairly large (containing more than 25,000 
tuples), and thus KNN is selected. SVM is a super-
vised classification model that works well with 
large datasets. SVM is built based on the theory 
of hyperplane, in which it creates an n-dimensional 
space. In this case, n is the number of attributes in 
the dataset. As we have a small number of attrib-
utes, the use of this classifier would produce good 
result.

In this work, we use 10% of the given NSL-
KDD dataset, to which we apply the classification 
techniques of data mining. In this dataset, the clas-
sifiers classify the dataset into two classes, namely 
‘normal’ and ‘anomaly’. We have chosen this data-
set because it is free from any redundant record 
and exhaustive data cleaning will not be required. 
Moreover, this dataset does not contain any miss-
ing value of any attribute. The meanings of the 
basic attributes that we have used from this dataset 
are described in Table 1.

6 RESULTS AND DISCUSSION

We applied a 10-fold cross-validation method for 
data distribution with respect to training and test-
ing. The simulation was performed in a MATLAB 

Table 1. Some basic features of the dataset.

Feature name Description Type

Duration Length (number of 
seconds) of the 
connection

Continuous

protocol_type Type of the protocol, 
e.g., tcp, udp, etc.

Discrete

Service Network service on 
the destination, e.g., 
http, telnet, etc.

Discrete

src_bytes Number of data bytes 
from source to 
destination

Continuous

dst_bytes Number of data bytes 
from destination to 
source

Continuous

Flag Normal or error 
status of the 
connection

Discrete

land 1 if  connection 
is from/to the 
same host/port; 
0 otherwise

Discrete

wrong_fragment Number of “wrong” 
‘fragments

Continuous

urgent Number of urgent 
packets

Continuous

Figure 1. Fuzzy rule-based classification system.

Fuzzy Rule generiltion 

RIPPER Data Classification 
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environment (version R2013a) installed on a PC 
with AMD FX-4300 processor having a clock 
speed of 3.80 GHz and 8 GB RAM. Several stand-
ard statistical measures were used to measure the 
performance of each of the three classifiers and 
compared among them. These measures (Fawc-
ett 2006, David 2011) were also used to evaluate 
the performance of each classifier. The statistical 
measures are as follows:
• Accuracy: It is the percentage of correctly clas-

sified data. It is represented by the following 
equation:

Accuracy = +TP TN
TP + TN + FP + FN  (1)

• Precession: It is the proportion of the predicted 
positive cases that are correct, which can be cal-
culated using the equation:

Precision = TP
TP + FP  (2)

• FP-Rate: It is the proportion of negative cases 
that are incorrectly classified as positive, which 
can be calculated using the equation:

FP Rate− =Rate FP
FP + TN

 (3)

• TP-Rate or Recall: It is the percentage of posi-
tive cases that are correctly identified, which can 
be calculated using the equation:

Recall TP Rate= −TP = TP
TP + FN  (4)

• F-Measure: It is the harmonic mean of preces-
sion and recall, which is given by the following 
equation:

F MeasureMM =MeasureMM 2 P∗ recision Recall
Precision + Recall

∗  (5)

After simulation of the experiment, it was 
observed that the fuzzy-rule-based classifier pro-
duced a far superior result compared with the 
other two classifiers, as outlined in Table 2. Simu-
lation of the fuzzy rule-based classifier and KNN 
was moderately faster, whereas SVM took longer 
time to classify. The confusion matrix for each 
of the classifiers was also generated. This matrix 
was used to calculate the True Positive Rate (TP) 
or Recall, False Positive (FP) Rate, Precision, and 

F-Measure values. Table 2 presents the classifica-
tion performance of these classifiers.

Among these classifiers, RIPPER has the high-
est F-Measure and accuracy. This proves that RIP-
PER works significantly better than SVM and 
KNN for the given dataset.

7 CONCLUSION

This study proposed a fuzzy rule-based classifica-
tion method for anomaly detection and proved its 
efficiency successfully using a given NSL-KDD 
dataset. Its aim was to analyze and investigate the 
operational aspects of the proposed technique in 
comparison with KNN and SVM classifiers. The 
proposed classification method had an accuracy 
of 99.4% for the given dataset. These results were 
better than those of MLP and SVM. The proposed 
classifier also had the lowest FP Rate value and the 
highest F-Measure value compared with its other 
counterparts. Thus, it can be concluded that the 
proposed technique has a great potential in detect-
ing network anomaly.
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ABSTRACT: In this work, recently proposed learning algorithm Vector-Valued Regularized Kernel 
Function Approximation (VVRKFA) and Single-hidden Layer Feedforward Neural Network (SLFN) are 
combined together to form a hybrid classifier called VVRKFA-SLFN. In VVRKFA method, multiclass 
data are mapped to the low dimensional label space through regression technique and classification is 
carried out in this space by measuring the Mahalanobis distances. On the other hand, SLFN has excep-
tionally high-speed and can achieve high accuracy on unknown samples. In the proposed hybrid learning 
system, VVRKFA is used to map the patterns from high dimensional feature space to a subspace and 
SLFN is trained on these low dimensional vectors to determine the class labels. The presented technique 
is verified experimentally both on benchmark and gene-microarray data sets to show the effectiveness of 
VVRKFA-SLFN classifier with enhanced correctness and testing time.

1 INTRODUCTION

Most of the practical classification problems deal 
with multi-category samples and are tricky com-
pared to binary data classification. In our earlier 
research work, we have presented a new tech-
nique of fast multiclass data classification method 
called Vector-Valued Regularized Kernel Function 
Approximation (VVRKFA) (Ghorai, Mukherjee, & 
Dutta 2010). VVRKFA eliminates the draw-
backs of multiclass data classification algorithms 
that use to decompose a multiclass problem 
into a number of binary classification problems 
(Allwein et al. 2000, Dietterich and Bakiri 1995, 
Hsu and Lin 2002, Kreßel 1999). VVRKFA is a 
unusual type classifier that uses regression tech-
nique to classify multiclass data by mapping the 
feature vectors into a low-dimensional subspace. 
The dimension of this subspace is equivalent to 
that of the category of data in a problem. The 
label of a test sample is determined in the low-
dimensional subspace by the minimum Mahalano-
bis distance measured from the centroids of 
different classes. VVRKFA method of classifica-
tion has an improved training and testing time 
complexity for large data sets in comparison to 
multicategory SVM classifier (Ghorai et al. 2010). 
This research work is an effort to improve the clas-
sification accuracy of VVRKFA.

Classification by a Single-hidden Layer Feed-
forward Neural Network (SLFN) was introduced 
long ago by Broomhead and Lowe (Broomhead & 
Lowe 1988) and subsequently elaborated by Lowe 
(Lowe 1989). Broomhead and Lowe established 
that computationally expensive gradient based 

learning techniques of neural networks can be 
avoided if  one merely considers the hidden Radial 
Basis Function (RBF) neurons uniformly over 
a grid and train only the output weights. In such 
cases, the network training reduces to a simple 
least square minimization problem and its output 
weights are simply obtained by computing the 
inverse of hidden layer output matrices. Broom-
head and Lowe also introduced the idea of ran-
domizing the RBF center selection to choose 
very fewer centers than data points. Several other 
authors later developed different networks with 
randomly selected hidden neurons (Igelnik and 
Pao 1995, Kaminski and Strumillo 1997, Pao 
et al. 1994, Wettschereck and Dietterich 1992). In 
a slight different way, Huang et al. (Huang, Zhu, 
& Siew 2004, Huang & Siew 2004, Huang & Siew 
2005), have presented Extreme Learning Machine 
(ELM) for training of SLFNs. According to this 
method, both input weights and hidden layer 
biases are initialized at random using any nonlinear 
activation function. In their recent works, Huang 
and others (Huang, Chen, & Siew 2006, Huang, 
Zhu, & Siew 2006, Huang & Chen 2007, 
Huang & Chen 2008) demonstrated that ELM can 
be used as universal approximators to learn Incre-
mental Extreme Learning Machine (I-ELM) that 
outperforms many algorithms. Further, ELM can 
be employed in regression as well as in multiclass 
data classification applications (Huang, Zhou, 
Ding, & Zhang 2012). It has been observed from 
the research work of Huang et al. (Huang, Zhu, & 
Siew 2004, Huang & Siew 2004, Huang & Siew 
2005) that the learning time complexity of ELM 
is absolutely small compared to the conventional 
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feedforward neural network learning algorithms 
with enhanced classification accuracy. This prop-
erty of ELM has motivated us to employ similar 
form of SLFN in the VVRKFA framework.

In this work, a hybrid pattern classifier is pro-
posed for improved pattern classification in low 
dimensional space by combining VVRKFA and 
SLFN classifier similar to ELM. The VVRKFA 
classifier is used to map the feature vectors in the 
low-dimensional subspace. The task of assigning 
a label to each test pattern is performed in this 
low-dimensional subspace by employing a SLFN 
classifier instead of the use of distance measure. 
Originally, in VVRKFA the class label of a test 
pattern is determined by computing the Mahalano-
bis distances of it from the class centroids in the 
low-dimensional subspace. The use of SLFN for 
this purpose not only speed up the testing time of 
VVRKFA classifier but also improves its perfor-
mance. Further, a small number of hidden neurons 
in VVRKFA-SLFN classifier can produce better 
classification accuracies in comparison to SLFN 
constructed with a lot of hidden neurons which 
may cause over training. This fact is verified exper-
imentally on several standard data sets.

2 VVRKFA METHOD 
OF CLASSIFICATION

The concept of VVRKFA method of classification 
is graphically depicted in Fig. 1. There are three 
steps of classification in VVRKFA method. These 
are encoding of class labels by suitable scoring tech-
nique, regression of the class labels on the input 
attributes to extract low-dimensional subspace and 
decoding of the class labels in that space by train-
ing a classifier. Instead of direct regression on input 

space VVRKFA employed kernel trick to map a 
training pattern into a high-dimensional space. A 
nonlinear regularized kernel function is then fit-
ted to map the patterns from this high-dimensional 
space to the low-dimensional subspace. The sub-
space dimension depends on category of the sam-
ples in the problem. The classification is carried 
out in the subspace with the help of mapped low-
dimensional patterns obtained through the vector-
valued regression. The testing of a new pattern is 
also carried out in this label space by mapping it 
from input space to feature space and then finding 
its fitted response in the label space.

Let us consider a multiclass problem of N differ-
ent categories of samples with m features and train-
ing data .{ }y x y i mi iy i

n
i

N( ,xi ) : , y , , ...,∈ℜ ℜ = ,  
VVRKFA solves the following optimization prob-
lem to obtain the mapping function:
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The class label yi of  a sample xi of  jth class is 
constructed as follows:

y y y y y
k j

i iy i iy Nii
T

ij iky y
j

yiy[yy ] ,y yT
ikyT

.
1 yiy, 0yik =1i h d

for Nk j ∈j
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In (1), the matrix Θ∈ℜN m×  contains the regres-
sion coefficients for mapping a feature vector 
φ( )φφ ( , )k) B,i i) (k) T TB T  from the high-dimensional 
space ∈ℜm  to the low-dimensional subspace 
∈ℜN, matrix B m n∈ℜ ×  contains m  random 
samples from training set A m n∈ℜ ×  to form the 
reduced kernel matrix, k(.,.)  is nonlinear kernel 
function, b N∈ℜ  is the bias vector, ξiξ N∈ℜ  is the 
slack variable. Equation (2) can be reduced to a 
unconstrained optimization problem by replacing 
the value of ξ from the constraint to the objective 
function. This quadratic unconstrained minimiza-
tion problem is solved by equating its first deriva-
tive to zero (Ghorai, Mukherjee, & Dutta 2010, 
Ghorai, Mukherjee, & Dutta 2012). Once the solu-
tion Θ and b are obtained the vector-valued map-
ping function can be obtained as:

ˆ T T T
i i) () () ( , )) ( , ))))ρ , )(( , )( ,( , )))((  (3)

where ρ̂  is the fitted vector-valued response of 
input patterns x n∈ℜ  in the label space having 
dimension N. The second stage of  VVRKFA 
classification approach is the decoding 
of  these label vectors. The vector valued respon-
ses { } 1

( )ˆ mN
i i

ρ
=

∈ℜ  of  training patterns 
i

m{ }xi =1
 

are obtained by (3) to obtain the centroid of  the 
Figure 1. VVRKFA method of multiclass data 
classification.
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N different classes denoted by { }ρ ρ ρ1 2ρ(ρρ ) (ρρρ ) (ρρ )ρ . 
A centroid ρ ( )ρρ j  of  jth class is computed by

( )

1

ˆ1 ( ),
jm

i
ijm

ρ ρ( )j

=
∑  (4)

where mj represents the number of samples in class j. 
The decision about the category of a sample 
Class t( )xt  is determined by
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1 j N
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where dMd (.,.) indicates the Mahalanobis distance 
given by
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is the pooled within class sample co-variance 
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is the co-variance matrix of jth class. In the present 
work this classification part of the VVRKFA is 
performed by employing SLFN as explained below.

3 HYBRID VVRKFA-SLFN CLASSIFIER

As discussed in section 2, VVRKFA classifies a 
test pattern in low-dimensional subspace based 
on Mahalanobis distance measurement from the 
class centroids to it. The vector-valued responses 
{ } 1

( )ˆ mN
i i

ρ
=

∈ℜ  of  the training patterns 
i

m{ }xi =1
 

are obtained by the approximated function (3) 
using a nonlinear kernel function k. These vector-
valued responses and the target vectors together 
( , )ˆ N

i i,,ρ ∈ℜ ×ℜN  are used as the training data 
of the SLFN classifier. According to the theory 
of SLFN classifier like ELM (Huang et al. 2004, 
Huang and Siew 2004), a SLFN, having q number 
of hidden nodes, can estimate m training samples 
with absolutely no error. This points toward the 
existence of βi, ai and di such that

1

ˆ ˆ .
q

q j i i i j j
i

j m) , 1, .., .j j))f (q ( j i i i jj i i iβ ˆˆ (((i i i ji i i( , ,( ,( ,( , ,)j ) (((
=

)(((∑∑  (9)

Here, a a ai i i ia Nii
T[ ,aia ]1 ai,  is the weight vector 

that connects the ith hidden neuron and the input 
neurons, β β β βi iβ ββ i iββ q

T,βiββ ]1 βiββ,  is the weight vector 
that connects the ith hidden neuron and the out-
put neurons, and di is the threshold of ith hidden 
neuron. ( , )ˆi i j,,G( j  indicates the ith hidden node’s 
response with respect to the input ˆ jρ  and it can be 
expressed as

( , , ) ( . ),ˆ ˆi i j i j i, , ) ( ., , ) ( .G( , , ) ( ., , ) ( .) () (, , ) ( ., , ) ( ., ) ( .j i jj i) () () ()) ( .) (() ( .(((( .(  (10)

where, g is the activation function. The equation 
(9) can be expressed in a matrix-vector form as

W Yβ ,  (11)
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The matrix W contains weights of hidden layer 
output of the network; the ith column of W is the 
ith hidden node’s output vector with respect to 
inputs 1 2ˆ ˆ ˆmρ ρ ρ1 2; ; ...2 ;  and the jth row of W is the 
output vector of thehidden layer with respect to 
input ˆ jρ . Equation (11) then reduces to a linear 
system and the output weights β are determined by

†ˆ W Y†β =  (13)

where †W  is the Moore-Penrose generalized 
inverse (Serre 2002) of the output matrix W of  hid-
den layer. If  W and β are known, the class labels 
of a new test patterns xt

n∈ℜ  can be determined 
from its mapped label vectors ˆ( )tρ .

4 EXPERIMENTAL RESULTS

4.1 Benchmark data set
The efficacy of this present method is evaluated on a 
varieties of data sets which include eight benchmark 
data sets from UCI repository (Blake & Merz 1998) 
and four microarray expression data sets, namely 
SRBCT (Khan, Wei, & Ringner 2001), Lung can-
cer (Bhattacharjee & et al. 2001), Brain tumor2 
(Nutt & et al. 2003) and Leukemia2 (Armstrong & 
et al. 2002), for multicategory cancer classification. 
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The specification of these data sets such as number 
of classes, number of input features and number of 
samples are shown in Table 1 and Table 2 separately 
for the two types of data sets.

4.2 Experimental setup

The performance of VVRKFA-SLFN classifier is 
compared with VVRKFA and SLFN in the form 
of ELM. All the methods are implemented in 
MATLAB. 10-fold cross validation testing method 
is used to compare the performances of all the three 
methods. We employed a grid search technique to 
identify the optimal parameter set for a classifier. 
A Gaussian kernel k i jexp( )

p
xi j, xjx ( ))) � �x xi jx− 2  

Table 1. Specification of benchmark multiclass data 
sets from UCI repository.

Data set
No. of 
classes

No. of 
features

No. of 
samples

Iris 3  4  150
Wine 3 13  178
Glass 6  9  214
Vehicle 4 18  846
Segment 7 19 2310
Waveform 3 21 5000
Bupa 2  6  345
WPBC 2 32  110

Table 2. Specification of benchmark multiclass micro-
array data sets.

Data set
No. of 
classes

No. of 
genes

No. of 
genes 
selected

No. of 
samples

selected 4  2308 10  83
SRBCT 4 12625 10  50
Brain-Tumor2
Lung 5 12600 10 203
Leukemia 3 12582 10  72

Table 3. 10-fold testing performance of SLFN, VVRKFA and VVRKFA-SLFN classifiers on benchmark data sets.

Data set 
(No. of class)

SLFN VVRKFA VVRKFA-SLFN

q Tst. acc. (std.) C μ Tst. acc. (std.) C μ q Tst. acc. (std.)

Iris (3)  30 96.04 (1.13) 10–5 2–2 98.31 (0.53) 10–5 2–2 10 97.04 (0.75)
Wine (3)  50 97.06 (1.14) 10–4 2–2 98.60 (0.61) 10–4 2–2 10 98.54 (0.93)
Glass (6)  80 63.76 (2.08) 10–5 2–3 65.25 (1.54) 10–5 2–3 10 67.52 (1.49)
Vehicle (4) 100 82.31 (0.76) 10–5 2–1 84.47 (0.30) 10–5 2–1 10 84.68 (0.42)
Segment (7) 100 93.66 (0.26) 10–4 2–2 95.32 (0.08) 10–4 2–2 10 95.89 (0.17)
Waveform (3)  50 85.14 (0.15) 10–3 2–8 85.84 (0.07) 10–3 2–8 10 86.38 (0.16)
Bupa (2)  50 69.31 (1.47) 10–4 2–2 71.79 (0.72) 10–4 2–2 10 72.36 (1.05)
WPBC (2)  50 76.90 (1.40) 10–5 2–7 71.74 (1.60) 10–5 2–3 10 78.60 (1.23)

where μ is the Gaussian kernel parameter, is 
selected as kernel. The regularization parameter 
C of  VVRKFA and VVRKFA-SLFN are selected 
by tuning from the set { | , , ..., }i| i| =i| − −7 6, − 1 . 
The kernel parameter μ for above two methods is 
selected from the set { | , , ...., }μ −8| =| − 7 8, ...., . The 
number of hidden neurons of VVRKFA-SLFN is 
kept fixed at 10 for all the data sets while it’s value 
is tuned for ELM classifier for best results. The 
optimal parameter set for both the classifiers are 
chosen based on the performance of a parameter 
set on a tuning data set consisting of 30% of the 
total samples. Once the optimal parameter set is 
chosen we carried out 10-fold Cross Validation 
(CV) (Mitchell 1997) testing presenting same fold 
of data to all the classifiers for computing aver-
age testing accuracy. Average testing accuracy and 
standard deviation are reported by performing 
10-fold CV 100 times with random permutation of 
the training data.

4.3 Results on benchmark data sets

Table 3 shows the performance of SLFN, 
VVRKFA and VVRKFA-SLFN on 8 benchmark 
data sets. The results represent average percent-
age 10-fold CV testing accuracy and its standard 
deviations for 100 replicate runs with random per-
mutation of data. Table 3 also enlists the selected 
optimal parameters like number of hidden neurons 
(q), regularization (C) and kernel (μ) parameters 
for different methods and the number of classes in 
a data set. The best accuracy obtained by a clas-
sifieris in bold face for each data set in this table.

It is observed from the results of Table 3 that 
the hybrid VVRKFA-SLFN classifier performs 
better than VVRKFA on six data sets out of eight. 
Although, VVRKFA-SLFN performs comperbly 
with VVRKFA for Iris and Wine data sets. On 
the other hand, VVRKFA-SLFN performs better 
than both VVRKFA and SLFN classifiers for all 
the other six data sets compared in Table 3. The 
vital feature of the VVRKFA-SLFN classifier is 
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Figure 2. Variation of testing time of VVRKFA and 
VVRKFA-SLFN classifiers with the increase of number 
samples.

Table 4. LOO-CV testing performance of SLFN, VVRKFA and VVRKFA-SLFN classifiers on microarray data 
sets.

Data Set 
(No. of class)

SLFN VVRKFA VVRKFA-SLFN

q Tst. acc. (std.) C μ Tst. acc. (std.) C μ q Tst. acc. (std.)

SRBCT (4) 10 92.77 (25.90) 10–4 2–6 93.98 (23.79) 10–4 2–6 5 96.39 (18.66)
Brain tumor2 (4) 10 84.00 (36.66) 10–4 2–8 86.00 (34.7) 10–4 2–8 5 88.00 (32.50)
Lung (5) 30 92.61 (26.16) 10–3 2–2 94.09 (23.58) 10–3 2–2 5 94.09 (23.58)
Leukemia (3) 20 94.44 (22.91) 10–5 2–7 94.44 (22.91) 10–5 2–7 5 95.83 (19.98)

that a fixed number of hidden neurons (only 10) 
for SLFN is sufficient for well discrimination of 
the patterns in the label space. Whereas the optimal 
number of hidden neurons for SLFN classifier is 
required to tune for different data sets.

The variation of testing time with the size of 
the data set for VVRKFA-SLFN and VVRKFA 
classifiers is shown in Fig. 2. This testing is per-
formed on waveform data set by considering 50 
hidden neurons for SLFN and 10 hidden neurons 
for VVRKFA-SLFN classifiers. The Fig. 2 shows 
that with the increase of the number of samples, 
the average 10-fold testing time increases for both 
the methods but in all the cases the VVRKFA-
SLFN takes less time than that of VVRKFA clas-
sifiers. This indicates the speeding up of testing 
time of VVRKFA-SLFN by the proposed hybrid 
classifier.

4.4 Results on microarray data sets

The VVRKFA-SLFN method is also applied on a 
practical problem of cancer detection using gene 
microarray data. The challenge in microarray 
data classification is that the number of samples is 
very less than the number of features (genes), i.e., 
the data sets suffer from curse of dimensionality. 

To facilitate better classification results, this draw-
back of microarray data is removed first by identi-
fying a small gene subset which causes the disease 
(Li, Weinberg, Darden, & Pedersen 2001, Guyon, 
Weston, Barnhill, & Vapnik 2002). We have selected 
the most relevant 10 genes by MRMR method (Peng, 
Long, & Ding 2005) as performed in our previous 
research work (Ghorai, Mukherjee, Sengupta, & 
Dutta 2011). Incase of microarray data sets, param-
eter selection is done in the same way as performed 
for the benchmark data sets but we have evaluated 
Leave-One-Out Cross Validation (LOO-CV) perfor-
mance (Mitchell 1997) as there are very less number 
of samples in each class. In this experiment, the num-
ber of hidden neurons of VVRKFA-SLFN is kept 
fixed at 5 for all the four data sets while it’s value is 
tuned for SLFN classifier for the best results.

Table 4 shows the results obtained on the micro-
array data sets. From the table it is observed that 
the performance of VVRKFA-SLFN classifier 
is better than both VVRKFA and SLFN classi-
fiers on all the four data sets. It also shows that 
VVRKFA-SLFN classifier can perform better 
with a fixed and very small number of neurons 
compared to SLFN classifiers. Thus, VVRKFA-
SLFN classifier eliminates the need of tuning of 
the number of neurons of SLFN classifiers.

4.5 Analysis of results

The above experimental results may be analyzed as 
follows. In their recent works, Huang et al. (Huang, 
Zhou, Ding, & Zhang 2012) showed that SLFN 
(like ELM) has comparable or much improved 
generalization performance for multiclass data 
classification with very high training speed (up to 
thousands times) than conventional SVM. Thus, it 
is expected that SLFN like ELM classifier will per-
form better than a simple distance classifier using 
Mahalanobis distance. This means the SLFN clas-
sifier is better able to decode the class labels in the 
label space than the decoding using Mahalanobis 
distance. Due to this fact the classification perfor-
mance of the VVRKFA-SLFN classifier increases 
than that of the VVRKFA classifier in most of the 
cases as observed from both the Table 3 and 4.
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The speeding up of testing time of VVRKFA-
SLFN classifier over VVRKFA can be explained 
with the help of the computational complexity 
of testing of the two classifiers. In order to test a 
sample, both VVRKFA and VVRKFA-SLFN use 
the mapped low-dimensional label space vectors 
by vector-valued regression technique. The differ-
ence in both the classifier is the way of determin-
ing the class labels of these mapped patterns. The 
low-dimensional subspace has a dimension of N 
if  it is a classification problem with N different 
classes. To test a mapped pattern in N-dimension, 
SLFN requires to evaluate expressions (10) and 
(9). Expression (10) calculates the inner product 
between ith hidden neuron weight ai

N∈ℜ  and 
the input pattern ˆ N

jρ ∈ℜ . This requires N num-
ber of multiplications. For q such hidden neu-
rons the total number of multiplication required 
is qN. Expression (9) calculates the inner product 
between the weight vector βiβ q∈ℜ  connecting q 
hidden neurons to an output neuron and output 
of the ith hidden neuron Gi. For N output neu-
rons, this operation requires another qN number 
of multiplications. Thus, total complexity of test-
ing by SLFN becomes O( )qN , which is linear to 
both number of hidden neurons q and number of 
classes N. On the other hand, testing a mapped 
sample by VVRKFA method requires Mahalano-
bis distance measure between the mapped sample 
ˆ( ) N

tρ ∈ℜ  and the class centroid ( ) N
jxρ ∈ℜ  of  

jth class by the expression (6). This requires N2 + N 
multiplications. The total complexity of evalu-
ation of N such Mahalanobis distances becomes 
O( )N N .3 2N  Since q is the number of hidden 
neurons in SLFN and itis very small number 
( )  in VVRKFA-SLFN classifier the test-
ing complexity of it will be less than the VVRKFA 
classifier as N increases. This shows the improved 
testing time complexity of VVRKFA-SLFN clas-
sifier over the VVRKFA of classification and it is 
verified from the Figure 2.

5 CONCLUSION

In this work a recently developed multiclass ker-
nel classifier VVRKFA is combined with a very 
fast single hidden layer neural network classi-
fier like ELM. The combined hybrid VVRKFA-
SLFN classifiers performs better than that of both 
VVRKFA and SLFN classifiers. In addition, the 
testing time of the combined classifier is less than 
the VVRKFA classifier. Further, it is observed 
that the proposed classifier eliminates the need of 
tuning of the number of neurons for construct-
ing SLFN classifier. These observations indicate 
the improvements of classification performance 
of VVRKFA classifier by the proposed hybrid 

VVRKFA-SLFN classifier. This technique can be 
employed to various real world data classification 
problems.
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ABSTRACT: Web services have emerged as a web based technology for accessing information over the 
internet using platform neutral web standards and protocols. In this paper we propose to develop and 
implement a service oriented prototype research service application using. Net technology to study and 
predict reliability aspects of web services. The uniqueness of our proposed system is the hierarchically 
designed parent service that authenticates a particular user to invoke services, acting as a service broker 
and redirects the query to execute children services, acting as a service provider. An automated software 
testing tool, Mercury LoadRunner is deployed to test and record the specific attributes of the web services 
and analyse the reliability aspects of the services. The outcome of the experiment will help in adoption 
and usage of the web services in business applications and integrations. We present here the architecture, 
procedure of testing, transaction status and reliability estimation of the system under gradual stress of 
end users.

1 INTRODUCTION

Web Service (WS) technology follows Service Ori-
ented Architecture (SOA) that provides remote 
procedure call mechanism in distributed environ-
ment over the web. Once WS is deployed, various 
heterogeneous organizations that are running on 
diverse networks can be interconnected for busi-
ness processes. The coordination leads to compos-
ite services. It is an important issue to assess the 
trustworthiness of composite WS built on differ-
ent networks and languages (Duhang et al., 2006). 
The ever growing reliance on the data and services 
provided by various WS vendors endorsed these 
services to be of superior performance and reli-
able as these services offered over the internet have 
rapidly permeates our lives due to the convenience 
and low cost factors (Gokhale Swpana S, Paul J. 
Vandal and Jijun Lu, 2006). In widespread appli-
cation of internet technology, WS applications 
such as online shopping, banking, travel booking, 
stock trading have been adopted and developed 
tremendously (Suichang Wang, Fei Ding, 2013). 
WS is becoming more familiar to the people due 
to the recent development and applications over 
the internet as many top companies such as Micro-
soft, IBM, Oracle and SUN have launched sup-
ports for technologies related to WS (Hou et al., 
2010). An important quality aspect of software 
is the capability to which it can perform to its 
intended operation. The reliability attribute is one 
of the important qualities of services that affects in 
overall performance of a WS system. Thus the reli-

ability of software becomes a major concern of the 
companies as unreliable software may lead to huge 
economic loss and also may degrade the reputation 
of an organization. The software failure depends 
on the software and hardware. Hence, it is essen-
tial to assess the reliability of software in parallel 
to hardware reliability. The software reliability is a 
probabilistic measurement that can be defined as 
the probability that the software runs without fail-
ure during a specified period of time for a specified 
environment (Goel, 1985). Many analytical models 
have been developed to estimate the reliability of 
software that helps to develop high quality soft-
ware. In this paper we emphasize on recording the 
quality attributes of the WS using mercury Load-
Runner automated testing tool and used statistical 
method for data analysis to predict the reliability 
aspects of the service.

1.1 Related works

Abdelkarim et al. (2006) had elaborated some 
recovery policies to handle and recover from service 
faults during WS composition. Duhang et al. (2006) 
had introduced an approach to predict the reliability 
of WS composition by transformation of Business 
Process Execution Language (BPEL) specifica-
tions into Stochastic Petri Nets (SPN) model. Pat 
et al. (2007) had identified some parameters that 
can impact the WS dependability. They had elabo-
rated the methods of dependability enhancement 
by redundancy in space and time. Gokhale et al. 
(2006) had proposed Stochastic Reward Net (SRN) 
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based analysis methodology to quantify the perfor-
mance and reliability tradeoffs. Lizun et al. (2009) 
had proposed a reliability modeling framework 
for system reliability and suggested that dynamic 
modeling and decomposed models reflect the char-
acters of SOA systems and supportive to reliability 
analysis. Hou et al. (2010) had suggested that WS 
performance can be improved by optimizing SOAP 
messages and adopting suitable methods. Bora et al. 
(2014) presented an empirical study on hierarchi-
cal SOAP based WS by implementing WS Security 
policy. They had elaborated that the response time 
with security, encryption and signature is more than 
without security. Medhi et al. (2014) had performed 
empirical and statistical analysis of hierarchical WS 
performance by implementing a financial model. 
Bezboruah et al. (2015) had performed an evalu-
ation of performance of hierarchical WSs using a 
cluster and non cluster web server. Bora et al. (2015) 
had proposed a quality evaluation framework for 
multi service SOAP based WS. The uniqueness of 
our proposed work from the previous works is that 
we have performed investigations on user perspec-
tive evaluation of some reliability aspects of WS by 
monitoring HTTP transactions using Microsoft’s 
service oriented application building framework 
Windows Communication Foundation (WCF). The 
novelty of this work is that we have monitored the 
transactional status, reliability analysis and predic-
tion of the system under massive stress of concur-
rent end user request.

2 PROPOSED WORK AND 
METHODOLOGY

The objective of the proposed work is to imple-
ment a hierarchical electronic Automated Teller 
Machine (e-ATM) service using WCF technology 
to study the reliability aspects of the service. The 
proposed financial prototype service has three tiers 
compositions as shown in Figure 1, namely: (i) a cli-

ent application, (ii) one parent service where users 
are authenticated and, (iii) a Computing Agents 
(CA) to execute Business Logic (BL) components. 
The authenticated user query parameters are redi-
rected to the service agents for executing BL solu-
tions. The Mercury Load Runner is deployed to 
perform the load test on the proposed model.

The prototype WCF service has been developed 
to cover all facilities that a bank ATM facilitates 
to a customer. We implement the service using C# 
language, Microsoft Internet Information Server 
(IIS) as Web Server and database with Microsoft 
Structured Query Language (SQL) 2005, and MS 
Visual Studio 2012 as Integrated Development 
Environment (IDE). A client application has also 
been developed to invoke the service in the same 
environment. The database size for testing the pro-
posed service is 15,000. The service application has 
been tested against 200, 400, 600, 900, 1100 and 
2000 Virtual User (VU) by deploying it on Mer-
cury LoadRunner to evaluate the reliability attrib-
utes of the WS. The statistical analysis is done over 
the recorded attributes to estimate the reliability of 
the WS.

3 SOFTWARE AND HARDWARE 
SPECIFICATION

The software specifications at server side are: (a) 
IIS 7.5 as Web Server, (b) MS SQL version 2005 
as database server, (c) Microsoft Visual Studio ver-
sion 2012 as Integrated Development Environment 
(IDE), (d) Internet Explorer as web browser and (e) 
Windows Server 2008 as Operating System (OS). 
The software tools such as Microsoft SDK version 
7.1 and EasyFit, version 6.5 are used. The hard-
ware configuration includes Intel(R) Xenon(R) 
CPU E5620 processor with 2.4 GHz speed, 8 GB 
RAM and 600 GB hard drive. The load generator 
machine contains the software testing tool such as 
Mercury LoadRunner. We have created the service 
script by using the testing tool. The load was given 
on the WS from a remote desktop PC whose OS is 
windows XP. The hardware configurations for the 
remote desktop PC are: (i) Intel(R) Pentium (R) 
Dual CPUE2200, (ii) Processor speed: 2.2 GHz, 
(iii) RAM: 1GB and (iv) Hard drive: 150 GB.

4 AUTOMATED TESTING TOOL

The Mercury LoadRunner was deployed to test 
the services. The Mercury LoadRunner can pro-
duce real sense of Virtual User (VU) to stress the 
system and retrieve information from database 
servers through web servers (Load Runner, 2016). 
We have monitored some parameters as displayed Figure 1. Proposed service architecture.
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in the Load Runner controller. We have recorded 
the results for statistical analysis. During the test-
ing, a user was set for a think time of 30 s in one 
transaction and the average steady state period was 
set for 300 s for each test.

5 TESTING PARAMETERS

The test settings are: (i) think time that a user 
delayed time for performing successive operations, 
(ii) work load intensity measured in terms of grad-
ually increasing VU and, (iii) the network speed, 
which specifies the Bandwidth (BW) of a network. 
By generating load and gradually increasing stress 
over the service, we have monitored the HTTP 
transactions to see how the service performs in 
real time and its potential bottlenecks. During the 
testing schedule, we have monitored the number of 
successful and failure transactions of the service.

6 RESULTS AND ANALYSIS

We have conducted the empirical test at different 
stress level VU such as: 200, 400, 600, 900, 1100, 
1400 and 2000 with maximum BW of 1GBPS. A 
test case for select operation has been prepared for 
accessing the ATM service. A data sample against 
each test is recorded for service metrics. The statis-
tical analysis is carried out over that. The response 
for 5 minutes duration was considered. The entire 
load tests were conducted with a ramp up schedule 
with 1 VU operating for every 15 s. After comple-
tion of steady state period of 300 s, all the VU are 
phased out simultaneously. The different transac-
tion status against massive stress level is given in 
Table 1. For statistical analysis we have recorded 
the test for 30 times at 900 VU and the system 
shows an average connection refusal of 28%. The 
frequency table and the histogram are shown in 
Table 2 and Figure 2 respectively. It is observed 
that the highest density of failure is occurred in 
the range from 177420.2 to 183430.6. The histo-
gram is skewed left. From these outcomes, we can 
infer that our Failure Count (FC) distribution is a 
weibull distribution.

To further ascertain the distribution, we use 
EasyFit (EasyFit distribution tool, 2016) param-
eter estimating statistical software, version 5.6 to 
estimate the value of shape (α) and scale parameter 
(β) which is found as α = 26.11 and β = 178300 
respectively. The weibull Cumulative Distribution 
Function (CDF) is calculated using the following 
formula (1) (Chandra et al, 1981) for each FC.

CDF p{ }( )1 exp{( FC− ))  (1)

6.1 Goodness of Fit (GoF) evaluation using 
Kolmogornov-Smirnov test

The Kolmogorov Smirnov (KS) GoF test is used 
to test whether a sample comes from a population 
with a specific distribution. In the test, the assumed 
distribution is correct, if  the maximum departure 
between the assumed CDF (Fo) and the empirical 
CDF (Fn) distributions is small. We have calculated 
the intermediate values for KS GoF test for weibull 
distribution. It is seen that the KS GoF test sta-
tistic value Dmax (0.14376) is smaller than the KS 
table critical value (0.24) for α = 0.05 and a sample 
of size n = 30. Based on these results, we do not 
reject the hypothesis that the obtained CDF of the 
FC is distributed weibull (α = 26.11, β = 178300). 
Hence, the population from where these data were 
obtained is distributed weibully.

Table 1. HTTP transactions at different VU.

Scenario VU Pass Fail Total

SQL
select
operation

200 20489 0 20489
400 28699 0 28699
600 34568 0 34568
900 486031 175319 661350

1100 443837 195749 639586
1400 482628 271696 754324
2000 529208 339527 868735

Table 2. Bin and frequency of failure count at 900 VU.

Failure ranges Frequency

0–159389 1
159389–165399.4 2
165399.4–171409.8 7
171409.8–177420.2 8
177420.2–183430.6 9
>183430.6 3

Figure 2. Histogram of failure count.
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6.2 Confidence interval of CDF

We estimate the mean value for CDF at 95% confi-
dence interval for 900 VU. The population mean μ 
can be computed using equation 2 (Spiegel, M. R, 
2000).

μ = ±x t± SD Nc /  (2)

We consider the mean value of CDF as x , the 
critical value from tc (0.05,29), the standard devia-
tion as SD, sample size as N and the margin of 
error as tcSD/√N. The estimated population mean 
μ is calculated and given in Table 3. At 95% confi-
dence interval, the mean value of CDF lies between 
0.51 ± 0.12, i.e. 0.63 and 0.39.

6.3 Reliability estimation

Reliability of a system is estimated over phases of 
time that the system executes without failure in 
specified period. We have calculated the reliabil-
ity of our proposed system using average FC and 
HTTP transactions from 30 sample data i.e FC = 
175319, HTTP transaction = 661350. The probabil-
ity of failure (Pf) is calculated as FC/Total HTTP 
i.e 175319/661350, Pf = 0.27. The probability of 
success is the reliability and can be calculated as 
reliability (R) = 1–Pf = 0.73 (Martin L, Shooman, 
2002). Thus the reliability is the probability of no 
failure within a specified period in a specified envi-
ronment. Reliability can also be estimated using 
equation (3) as in (Lizun et al., 2009).

R e t−λt  (3)

where, λ is failure rate. It is a probability density 
function for operational time, λ (t). The execution 
time unit is considered as one day, so we set t = 1, 
the reliability becomes R = e–λ. In practice reliability 
can be measured approximately using equation (4).

R =1− λ  (4)

Thus we estimate the following reliabilities at 
incremented VU level: R(9000) = 0.73, R(1100) = 
0.69, R(1400) = 0.64, R(2000) = 0.61. It is observed 
that the reliability is falling with the rising number 
of VU. We performed the test at different VU and 
observed that the reliability at 200, 400 and 600 
VU is 1. For these load level, the system will be 
served as expected to the user’s request. However, 

in higher load level such as 900, 1100, 1400 and 
2000; the reliabilities estimated are 0.73, 0.69, 0.64, 
and 0.61 respectively. Thus, we can conclude that 
the reliability falls with the rising number of ser-
vice users, i.e. the user will get less response from 
the WCF based service as the web server refuses at 
massive concurrent request.

7 OVERALL RELIABILITY ASSESSMENT

The overall reliability evaluation for the WCF based 
service is given in Table 4. In the FC histogram, it 
is observed that the highest density of FC value is 9 
and is occurred in the range from 177420 to 183431 
transactions. The FC follows left skewed. Thus we 
can assume that our FC distribution is a weibull 
distribution. Using CDF values we have computed 
the KS statistic using Easy Fit version 5.6. It is a 
tool for statistical data analysis and simulation that 
allows fitting probability distributions to make bet-
ter decisions. In the analysis, it is revealed that the 
statistics value obtained (0.14386) is smaller than 
the critical value (0.2417) at α = 0.05 which indi-
cates that the assumed samples were from a popu-
lation with a specific distribution is weibull. Based 
on the software analysis results we can conclude 
that the observed data adequately fits in the weibul 
distribution. We have evaluated the reliability of 
our proposed system by increasing VU. For lower 

Table 3. Estimated values for μ.

N tc(0.05,29) Parameter x SD tcSD/√N

30 2.045 CDF 0.51 0.31 0.12

Table 4. Overall reliability evaluation of the service.

Experimental observation Results

HTTP transaction failure 
against 200,400,600

Not observed

HTTP transaction 
failure against 900, 
1100,1400,2000

Observed and increases 
gradually

FC Histogram against 
900 VU

Left skewed with highest 
failure density 9 in the 
range from 177420 to 
183431

Nature of failure 
distribution K-S test 
of GoF at 95% 
confidence level

Weibull 
Failure distribution 
fits Weibull

CDF Mean CDF is 0.51 and lies 
in between 0.63 to 0.39

Reliability up to 600 VU R = 1. Strong reliability. 
Consumer will get 
expected response

Reliability for 900 VU R = 0.73, Moderate 
reliability with the 
probability of failure 
occurrences

Reliability more than 
900  VU

Service response degrades 
gradually.
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number of VU up to 600, the reliability estimated 
to be 100% and the reliability decreases at higher 
number of VU, that is 73%, 69%, 64%, 61% against 
900, 1100, 1400 and 2000 VU respectively.

8 CONCLUSION AND FUTURE WORK

In this paper we have conducted user perspective 
evaluation of some reliability aspects of WS imple-
menting a financial e-ATM model. The proposed 
model was tested in an automated testing tool 
Mercury LoadRunner by randomly varying VU. 
We have observed that the reliability of the system 
is strong up to 600 VU. Then it decreases gradu-
ally with higher number of VU. This occurrence 
of service failures may be attributed to database 
server or system resources. The experimental study 
revealed the strong evidence of availability, scal-
ability and reliability of the proposed service to 
communicate with massive number of VU. As part 
of the future work we propose to investigate more 
reliability aspects of WS which can highlight the 
reliability of the system.
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ABSTRACT: Cloud computing is an incipient Internet accommodation concept that has propagated to 
provide various accommodations to its users. Cloud computing provides a variety of computing resources 
to facilitate the execution of sizably voluminous-scale tasks. It is web-predicated distributed computing. 
Sometimes, many tasks hamper the performance of the network, and the available numbers of servers 
are not insufficient to execute more than thousand tasks at a time. So, all tasks cannot be executed at the 
same time. Some nodes are needed to execute and balance the overall load of the network. Load balancing 
minimizes the completion time and also executes all the tasks in parallel.

It is inconvenient to have equal number servers to execute all tasks. The tasks to be executed in cloud 
computing would be more than that of the connected servers. Inhibited servers have to execute millions 
of tasks. Thus, to balance the load and increase the overall computation speedup of the cloud network, 
we have proposed load balancing with the Hungarian Method to achieve an optimal solution of load 
balancing.

1 INTRODUCTION

Cloud computing is a web-based service. It has 
shifted the computing and data away from desktop 
and portable PCs into large data centers. Cloud com-
puting has also altered the way IT companies buy 
and design software. As the service is still in its evolv-
ing stage, there are many difficulties in cloud com-
puting (Sinha 2016). Some of them are as follows:

a. Ensuring resourceful access control (authenti-
cation, authorization, and auditing)

b. Network-level relocation for the requirement of 
less cost and time to move a job

c. Providing proper data security for the data 
alteration stage

d. Data availability issues in cloud
e. Data marsh and transitive trust cases
f. The possibility of data race, data security, and 

inadvertent disclosure of sensitive information 
and the managing load balancing

In the case of load balancing, various types of 
information such as the number of jobs waiting in 
queue, job arrival rate, CPU processing time, etc., 
at each processor and at neighboring processors as 
well may be altered for obtaining an efficient and 
enhanced overall performance. So, many algorithms 
have been proposed for load balancing. In this 
paper, we have proposed a new algorithm for proper 
load balancing to get an improved CPU processing 
time for issues of better-quality performance.

A. Basic Idea of Load Balancing Algorithms

Load balancing (Mondal et al. 2016) generally 
chooses the task of how to select the next node 
and transfers a new request to transfer the load 
from the overloaded process to the under-loaded 
process. It enhances the incoming requesting load 
among the available nodes to improve the perfor-
mance drastically by the cloud manager. Mainly, 
there are two types of  algorithms based on their 
implementation method; they are static and 
dynamic algorithms.

A. Static Algorithm: It does not depend on the pre-
sent state. It decides at the host that the request 
will be executed before setting up the request.

B. Dynamic Algorithm: The load balancer analyses 
the present state of the load strategies at each 
available host and executes the request at the 
suitable host.

Round robin, weighted round robin, least con-
nection scheduling algorithm, etc., are some exam-
ples of the existing static algorithms; however, 
among them, the round robin algorithm is the 
simplest algorithm. It is used when all the nodes 
in a cluster have the same processing ability. First-
Come-First-Served, Throttled, Honey Foraging 
Algorithm, etc., are some examples of dynamic 
scheduling algorithms. These are better than static 
algorithms and suitable for a large number of 
requests, which can carry various workload, which 
would be not able to predict.
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2 PERFORMANCE CRITERIA

The proposed algorithm is designed to gather all 
the scheduling criteria such as maximum CPU uti-
lization, maximum throughput, minimum turna-
round time, minimum waiting time, and context 
switches. We discuss the arrival time, burst time, 
waiting time, turnaround time, response time, and 
throughput.

Arrival Time: Arrival time is the time of arrival 
of a process at the main memory.

Burst Time: The burst time for a process is how 
long the process holds the CPU.

Waiting Time: The waiting time is how long a 
process waits in the ready queue.

Turnaround Time: Turnaround time is the time 
of arrival minus the time of completion of the task.

Response Time: Response time is the time of 
arrival minus the first response time by the CPU.

Throughput: Throughput is the number of pro-
cesses completed per unit time period.

3 PROBLEM DEFINITION

In this field, the proposed method has been formu-
lated under a few assumptions:

a. The rules to be implemented are composed of 
indivisible tasks with no dependency among 
each other.

b. Each task has no deadline or priority.
c. To estimate the task completion time on each 

system, a task is submitted for execution by the 
nodes.

d. The mapping is to be performed in a batch 
mode.

e. The mapper runs on a disjoined machine and 
controls the execution of all tasks.

f. Each machine executes a particular task at 
the same time in the First-Come-First-Served 
order.

g. The size of the meta-tasks and the number of 
nodes are known.

4 PROPOSED WORK

Whenever the cost matrix of the problem is not 
a square matrix, that is, whenever the number of 
sources is not equivalent to the number of destina-
tions, the matrix is called an unbalanced matrix. 
In such problems, dummy rows (or columns) are 
added in the matrix so as to complete it to form a 
square matrix. The dummy rows or columns will 
have all costs elements as zeros. The Hungarian 
Method (Kuhn, 1955) may be used to solve the 
problem. In our proposed algorithm, we are using 

the well-known Hungarian method in step 1 to 
step 5 and step 6 we are using our own step to get 
optimal solution for the proposed load balancing.

Step 1: The input of this algorithm is an n*n 
square.

Step 2: Find the smallest element from each row 
and subtract it from each element in the correspond-
ing row.

Step 3: Similarly, find the smallest element and 
subtract it from each element in the corresponding 
column.

Step 4: Cover all the zeros in the subtracted 
matrix with a minimum number of horizontal and 
vertical lines. If the line numbers are n, then an opti-
mal assignment exists. The algorithm stops. Other-
wise, if the lines number are less than n then, go to 
next step.

Step 5: Find the smallest element that is not cov-
ered by a line in Step 4. Subtract with the smallest 
uncovered element from all uncovered elements, and 
add the smallest uncovered element to all elements 
that are covered twice.

Step 6: Now, we have to find unassigned subtasks 
of that task in this way so that the total task of the 
unassigned node and other assigned nodes among all 
nodes would be the smallest.

Step 7: Stop.

5 EXAMPLE

A company has five machines that are used for four 
jobs. Each job can be assigned to one and only one 
machine. The completion time (in seconds) of each 
job on each machine is given in the following table.

Assignment Problem
This is the original cost matrix:

      

10 19 8 15
10 18 7 17
13 16 9 14
12 19 8 18
14 17 10 19

This corresponds to the following optimal 
assignment in the original cost matrix:

Table 1. Completion time (in seconds) of each job at 
different machines.

Jobs/Machines M11 M12 M13 M14

J11 10 19  8 15
J12 10 18  7 17
J13 13 16  9 14
J14 12 19  8 18
J15 14 17 10 19
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10
7

14
8

17

19 8 15
10 18 17
13 16 9
12 19 18
14 10 19

Now, we have to find unassigned subtasks of a task 
in this way so that the total task of the unassigned 
node and other assigned nodes among all nodes 
would be minimum. Here, the total task of M3 is 
minimum when we add 8 to 7, that is, 15 (other 
values are M1 = 22, M3 = 36, and M4 = 32).

      

10
7

14
8

17

19 8 15
10 18 17
13 16 9
12 19 18
14 10 19

6 COMPARISON

Our proposed method of Load Balancing of an 
Unbalanced Cost Matrix (LBUCM) can get better 
load balancing and performance than other algo-
rithms, such as LBMM (Min-You et al. 2000) and 
MM (Che-Lun et al. 2012), according to the fol-
lowing figure.

7 CONCLUSION

In this paper, we have proposed an efficient algo-
rithm LBUCM for a cloud computing network to 
allocate tasks to computing nodes according to 
their resource capability. This proposed method is 
balancing the working load as well as minimizing 
the completion time in the cloud computing sys-
tem. Similarly, LBUCM can get better load bal-
ancing and performance than other algorithms, 
such as LBMM and MM, as shown in the case 
study.
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ABSTRACT: A distributed system can be viewed as a collection of autonomous computing nodes and 
communication resources, shared by active users. Because of a large number of job arrivals in some nodes, 
they may be overloaded while other nodes may remain idle as the response time, storage space, and pro-
cessing speed differ. Real-time scheduler must consider deadlines of tasks while scheduling. Meeting the 
deadlines of tasks in a distributed system depends crucially on allocating tasks to idle or lightly loaded 
and high-speed processors. In this paper, a two-level dynamic scheduling model is proposed by consid-
ering deadline of each task. The proposed model is semi-distributed as each cluster is represented by a 
cluster master, which controls scheduling decisions of worker nodes.

1 INTRODUCTION

A good scheduling protocol allocates tasks among 
the computing nodes, so that the processing ele-
ment becomes neither overloaded nor idle. Thus, 
it balances the load of the nodes and increases the 
overall system performance. In a clustered distrib-
uted computing system, task scheduling can be of 
two types: local scheduling and global schedul-
ing. In local scheduling, the task is scheduled in 
a processing node in home cluster while in global 
scheduling it is allocated to a node outside of home 
cluster. A task is represented by its arrival time, 
size, approximate execution time, and resources 
required. A real-time task also specifies a deadline 
by which it must complete its execution

The accuracy of a real-time system depends on 
the outputs of the system as well as the time at 
which these outputs are produced. Real-time sys-
tems, as well as their deadlines, are classified by the 
consequence of missing a deadline:

Hard—missing a deadline is a total system 
failure.

Firm—infrequent deadline misses are toler-
able, but they may degrade the system’s quality of 
service. The usefulness of a result is zero after its 
deadline.

Soft—the usefulness of a result degrades after 
its deadline, thereby degrading the system’s quality 
of service.

Therefore, the real-time scheduler for distrib-
uted systems must consider the deadline of each 
task together with the load-balancing issue while 
allocating tasks to processor. Real-time tasks may 
be broadly classified into two categories: periodic 
processes, which execute on a regular basis, and 

 aperiodic processes, which are viewed as being 
activated randomly, for example, a Poisson distri-
bution. Real-time schedulers can be categorized 
into static and dynamic. Feasibility of application 
is determined based on current allocation informa-
tion by dynamic scheduler. A scheduler is static and 
offline if  all scheduling decisions are made before 
the running of the system. Hence, this scheme is 
workable only if  all the processes are effectively 
periodic.

A fully distributed system incorporates huge traf-
fic. In this paper, a two-level strategy for aperiodic 
task scheduling is proposed to meet the deadline 
constraint and balance workload among the nodes. 
It reduces the traffic in comparison to fully distrib-
uted system. The total system is grouped into clus-
ters consisting of a subset of nodes in the system.

This paper is organized as follows. The status 
of the considered domain is presented in section 
2. Section 3 describes the system model and the 
responsibilities of each type of node. The 2-Level 
Task Scheduling (2LTS) policy is discussed in sec-
tion 4. Section 5 analyzes the communication cost. 
Simulation results of the experiments are pre-
sented in section 6. Section 7 presents the conclu-
sion of this study.

2 RELATED WORK

The theoretical foundation to all modern scheduling 
algorithms for real-time systems was provided (Liu 
et al. 1973) for hard real-time tasks executing on a 
single processor. According to the authors, the upper 
bound of processor utilization quickly drops to 
approximately 70% as the number of tasks increases. 
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by a communication network. Each node has dif-
ferent computational facilities and local memories. 
The network is organized into L clusters. Each 
cluster has a specific node designated as the Clus-
ter Master (CM). The distributed system jobs are 
assumed to arrive at each CM according to Pois-
son rate λ. The service time of the jobs is exponen-
tially distributed with the mean of 1/μ. The jobs 
are assumed independent and can be executed at 
any node. Each node maintains a ready queue of 
jobs to be executed in FCFS manner. The jobs are 
assumed non-preemptive and aperiodic.

This proposed model is semi-distributed and 
decentralizes the load-balancing process. It is scal-
able as it minimizes communication overhead.

4 2-LEVEL TASK SCHEDULING

A set of independent tasks is submitted to the dis-
tributed system. The proposed algorithm attempts 
to assign the task to a processing node such that the 
deadline of the task can be met. First, CM attempts 
intra-cluster task scheduling. CM searches for an 
idle node in home cluster. If  no idle node is found, 
CM searches for a node there whose remaining 
workload is less than the slack time of a new task. 
The slack time of the task depends on the process-
ing power of a particular node. If  such a node is 
found, the task is assigned to that node. Otherwise, 
inter-cluster task scheduling is required. The CM 
broadcasts a request message to all other CMs. If  
the receiver CM is able to find a suitable node, it 
sends response to the initiating CM with its mini-
mum load information. The initiating CM selects 

Figure 1. Clustered representation of a distributed 
network. Figure 2. Cluster master state diagram.

Then, Liu and Layland suggested a new, deadline-
driven scheduling algorithm, which assigns dynamic 
priorities to tasks according to their deadlines. Earli-
est Deadline First is too complex to be implemented 
in real-time operating system (Li et al. 2009). These 
algorithms were developed for uniprocessor system. 
They can be extended for centralized controlled dis-
tributed system, which would have several difficul-
ties. The RT-SADS (Atif et al. 1998) algorithm is 
designed for scheduling aperiodic, non-preemptable, 
independent, soft real-time tasks with deadlines on a 
set of identical processors with distributed memory 
architecture. RT-SADS self-adjusts the scheduling 
stage duration depending on processor load, task 
arrival rate, and slack. Epoch scheduling (Karatza et 
al. 2001) is a special type of scheduling for distributed 
processor. In this scheme, at the end of an epoch, 
the scheduler recalculates the priority of each task in 
the queue using Shortest Task First (STF) criteria. 
LLF (Mok et al. 1978) assigns priorities depending 
on laxity, which is the time interval between a task’s 
completion deadline and its remaining processing 
time requirement. Higher priority was assigned to 
task with lower laxity. Arabnejad et al. (2014) pre-
sented a novel list-based scheduling algorithm called 
Predict Earliest Finish Time (PEFT) for heterogene-
ous computing systems. Zeng et al. (2008) presented 
a modified dynamic critical path algorithm (CBL) to 
find the earliest possible start time and the latest pos-
sible finish time of a task using the distributed nodes 
network structure. Tasks are sorted in the ascending 
order of their loads and the processors are sorted in 
the descending order of their current loads in Zhang 
et al. (2012). Tasks are assigned to the processors to 
ensure that the loads assigned to each processor are 
balanced as much as possible. Ant colony-based task 
scheduling for real-time operating systems is pro-
posed in Shah et al. (2010). It requires much com-
putation for assigning each task, which itself is time 
consuming.

3 SYSTEM MODEL

In this paper, a network is considered consisting 
of N heterogeneous nodes P1, P2 …, PN connected 
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the cluster with least minimum load. The new task 
is transferred to the selected CM. If  no response 
is received, the task is assigned to the least loaded 
node in home cluster and it misses deadline.

4.1 Cluster master algorithm

CM’s initial state is idle. Upon new task arrival, the 
state changes to Wait Schedule. From Idle upon 
receiving CM poll and from Wait Schedule state, 
query is sent to the worker nodes of the home clus-
ter and the new state is Calculate RL. New RLs are 
calculated and accordingly the load table is updated 
or response is sent to initiating CM. After updat-
ing load table, if  no suitable node is found, CM 
poll is sent to all other CMs and the state changes 
to Wait_response. After receiving responses, the 
state changes to select node, the most suitable node 
is chosen, and the task is transferred to the node. 
The CM returns to Idle state.

Process CM

 1. Begin
 2. While TRUE
 3. Wait for new task arrival or request from other 

CM
 4. Send query to all worker nodes in home cluster
 5. Receive remaining load and processing power 

from each worker node
 6. Update new workload in load table
 7. If  request from other CM is pending
 8. If  suitable node is found, send response
 9. Goto step 3.
 10. If  new task in home cluster to be scheduled, 

search for idle node in home cluster
 11. If  more than one idle node is found, assign the 

new task to the idle node with the highest pro-
cessing power

 12. If  no idle node is found
 13. Search for a node whose load is less than slack 

time of the task considering processing power 
of each node.

 14. If  such a node is found
 15. Assign the new task to selected node.
 16. Else

 17. Broadcast CM_Poll to all other CMs.
 18. If  response is received before time out
 19. Select the response with least remaining load.
 20. Transfer new task to selected CM.
 21. Else
 22. Assign new task to the least-loaded node in 

home cluster.
 23. Increment number of missed deadline
 24. End

4.2 Worker node algorithm

Initial state of worker node is idle. If  new tasks 
are received from CM, it schedules the tasks in 
its ready queue according to FCFS algorithm. If  
ready queue becomes empty, it goes back to Idle 
state. When it receives load query from CM, its 
state changes to Calculate RL. Then, it sends the 
remaining load and its power to CM and goes 
back to the previous state.

Process Worker node

1. Begin
2. While TRUE
3. If  a new task is received, add it in ready queue.
4. If  ready queue is not empty, schedule tasks in 

FCFS manner.
5. If  load query from CM is received
6. Calculate remaining load
7. Send remaining load and power to CM
8. Calculate each task’s turnaround time.
9. End

5 ANALYSIS

Let k, m, and d be the upper bounds on the num-
ber of clusters, number of nodes in a cluster, and 
the diameter of a cluster, respectively.

Theorem 1. The lower bound on total time to 
assign a task is 2dT + L and the upper bound is (4d 
+ k)T + L, where T is the average message transfer 
time between adjacent nodes and L is the actual 
average load transfer time.

Proof: Sending query and receiving load from 
each node in home cluster requires 2d steps. There-
fore, total time to message transfer is 2dT, and load 
transfer is 2dT+L. If intra-cluster task scheduling 
is not possible, CM poll to k−1 CMs and their 
response require maximum k hops. Maximum num-
ber of hops to load transfer is (2d + k + 2d) result-
ing in (4d + k) T+ L time. If the diameter of cluster 
decreases, this approach produces better result than 
(Erciyeset al. 2005) inter-cluster task scheduling.

Theorem 2. The total number of messages to 
assign a task for load balancing is between (2 m) 
and (2 km+2(k−1))Figure 3. Worker node state machine.

Send remaining load, 

powerloCM 

~ 
Ready queu~ad query \ 

Load query 

Send remaining load, 
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Proof: The total number of messages in intra-
cluster scheduling is 2 m. In inter-cluster load bal-
ancing, k−1 request messages are sent and most 
k−1 replies can be received. Each CM sends and 
receives replies from each worker node resulting 
(k−1)*2 m messages. Therefore, the maximum 
number of messages is (2 m + 2(k−1) + (k−1)*2 
m). This is much less than that required in Chat-
terjee et al. (2015).

6 SIMULATION AND RESULT

Simulation experiments evaluated the performance 
of the proposed 2 LTS policy. The experiments 
were conducted by varying several performance 
parameters in the system, namely the number of 
worker nodes, the number of jobs, and processing 
power of nodes. It is assumed that on base process-
ing node, a task of size 50 units takes 1 unit of time 
for execution.

For 1000 tasks in varying number of comput-
ing nodes, the number of tasks missed deadline 
is represented in Figure 5 for three different algo-
rithms. It is found that 2 LTS performs better than 
the existing algorithms. It is evident from Figure 5 
that the proposed algorithm reduces percentage 
of deadline missed for varying average number of 
tasks per node compared with unbalanced system 
and the existing algorithms. Figure 6 shows the 
Average Turnaround Time (ATAT) for varying 
number of tasks per node for three different algo-

rithms and unbalanced system. In LL algorithm 
for assigning each new task, a large number of 
message passing are needed, which is time con-
suming and expensive. This time is not considered 
while calculating the TAT of each job here. How-
ever, it is observed that the performance of 2 LTS 
is the same as LL.

Figure 7 shows the load on each node of the sys-
tem for varying average workload. It is observed 
that, while tasks are assigned using 2 LTS algo-
rithm, load on each node varies slightly. Therefore, 

Table 1. Parameter values.

Parameters Values

Number of processors 10–50
Number of tasks 100–1000
Task size 1000–2500
Processing power 1–4
Job inter-arrival time Exponentially distributed 

with mean 2

Figure 4. No of tasks missed deadline for 1000 tasks.

Figure 5. % of deadline miss for varying avg. no. of 
tasks per node.

Figure 6. Average turnaround time for varying no. of 
tasks per node.

Figure 7. Average load on nodes.
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the aim of balancing load for proper resource uti-
lization is assured.

From the graphs, it can be inferred that per-
formance of the system does not vary much with 
overall system load from average turnaround and 
load balancing viewpoints. The performance of the 
system is much better than the existing algorithms 
in terms of missing deadline. Therefore, consider-
ing all variations, it is seen that 2 LTS improves the 
overall system performance.

7 CONCLUSION

In this paper, a semi-distributed task scheduling 
method for real-time tasks is proposed for hetero-
geneous distributed system. A new task is assigned 
to a processing node, considering the present 
load status of each node, processing power of the 
node, and the slack time of the new task. The task 
assignment method is scalable and has low mes-
sage and time complexities. The method of parti-
tioning the system into clusters and the method of 
load transfer are not addressed. It is assumed that 
the tasks have no precedence. Cluster Master may 
fail and due to their important functionality in the 
proposed model, new masters should be elected. 
Furthermore, a mechanism to exclude faulty nodes 
from a cluster and add a recovering or a new node 
to a cluster is needed. These procedures can be 
implemented using algorithms as in Tulani et al. 
(2000). Future works should focus on tasks with 
precedence relations.
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ABSTRACT: Data mining is a process of identifying suitable, useful, and reasonable patterns in data. 
It deals with the analysis of large volume of structured and unstructured data for discovering regulari-
ties or relationships between them. Temporal data mining concerns with the investigation of events con-
trolled by one or more dimensions of time, whereas spatial data mining considers the alternative path of 
embedded and entirely spatial constructs based on several static techniques. Spatio-temporal data mining 
corresponds to the confluence of a number of fields such as database, statistics, and geographic visuali-
zation. It is a user-centric and interactive process, where experts work jointly to achieve solutions for a 
given problem. Spatio-temporal data mining considers multiple states of the spatio-temporal data to find 
significant spatio-temporal patterns, which is expensive. This paper covers various data mining areas and 
several algorithms as well as their application in research.

1 INTRODUCTION

Data mining is a non-trivial process of identifying 
valid, useful, and understandable patterns in data. It 
deals with the analysis of large volumes of data, gen-
erally unstructured in nature, to discover regularities 
or relationships between the data. For example, 
large databases of loan applications can be mined 
for typical patterns leading to defaults, which can 
facilitate determining whether a future loan applica-
tion must be accepted or rejected. This technique is 
applied in a wide range of business, scientific, and 
engineering scenarios (Laxman et al. 2006).

Temporal data mining deals with the analysis of 
events ordered by one or more dimensions of time. 
If  a system contains multiple time lines such as 
valid time, transaction time, or decision time, then 
it will be considered as multiple dimensions of 
time. The spatial data mining considers the alter-
native path of embedded and exclusively spatial 
constructs using association rules, clustering, etc.

Spatio-temporal data mining represents the con-
fluence of several fields including spatio- temporal 
databases, machine learning, statistics, geographic 
visualization, and information theory. It is a user–
centric, interactive process. Mining of spatio- 
temporal frequent patterns in spatio- temporal 
data is expensive, because of the complexity in the 
structure of spatio-temporal data objects and rela-
tionships between them (Han et al. 2007).

2 DATA MINING FOUNDATIONS

The last two decades have seen a remarkable 
increase in the amount of data or information 
being stored in electronic format. It has been noted 
that the amount of information in the world dou-
bles every 20 odd months and the size and num-
ber of databases are increasing more rapidly. Data 
mining deals with several technical approaches 
such as clustering, summarizing data, analyz-
ing changes, learning classification rules, finding 
dependency networks, and detecting anomalies.

Data mining refers to using a variety of tech-
niques to identify decision-making knowledge. It is 
used in areas such as decision support, prediction, 
forecasting, and estimation. A popular data mining 
toolkit Clementine User Guide is frequently used for 
data estimation. Basically, data mining is concerned 
with the analysis of data and finding the patterns 
and consistencies in any set of data (Han et al. 2011, 
Pujari 2001).

2.1 Data mining stages

According to Fayyad & Simoudis, the phases of 
data mining start with raw data and end with the 
extracted knowledge. Data mining passes through 
several stages, namely Selection, Preprocessing, 
Mining, Transformation, Interpretation, Evalua-
tion, Decisions, and use of Discovered Knowledge 
(Pujari 2001).
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2.2 Data mining models

The two types of data mining model or modes 
of operation used to find the information are as 
follows:

2.2.1 Verification model
This model acquires some hypothesis from the user 
and tests its validity against the data, for example, 
in a marketing division, to launch a new product, it 
is important to identify the section of the popula-
tion most likely to buy the new product by formu-
lating a hypothesis to identify potential customers 
and their purchase information.

2.2.2 Discovery model
This model is based on the system that automati-
cally discovers important information hidden in the 
data. An example of such a model is a bank data-
base, which is mined to discover the groups of cus-
tomers to target for a mailing campaign. The data 
are searched only according to the common charac-
teristics found between the groups of the customers 
and not based on the hypothesis (Han et al. 2011).

2.3 Data warehousing

A data warehouse is a Relational Database Man-
agement System (RDBMS) that is designed par-
ticularly to meet the needs of transaction processing 
systems. It is a centralized data storage area, which 
can be queried for business benefit. It is a power-
ful technique that makes the extraction of opera-
tional data possible and overcomes inconsistencies 
between them, so that it suits the high-efficient 
Decision Support System (Marakas 2003).

2.4 Data mining functions

Data mining methods or functions may be classi-
fied by the function they perform. The important 
functions used in data mining are as follows:

2.4.1 Classification
It is requires the user to define one or more classes. 
The database contains one or more attributes that 
denote the class of a tuple, which are known as pre-
dicted attributes, whereas the remaining attributes 
are called predicting attributes. Once the classes are 
defined, the system infers the rules that govern the 
classification. A rule is said to be correct if its descrip-
tion covers only all the positive examples of a class.

2.4.2 Association
For a collection of items and a set of records, each 
of which containing some number of items from 
a given collection, an association function can be 
operated. Which actually returns a pattern that 

exists among the collection of items? One associa-
tion can involve any number of items on either side 
of the rule.

2.4.3 Sequential/temporal pattern
Sequential or temporal pattern functions analyze a 
collection of records over a period of time to iden-
tify the trends. Again, these pattern functions ana-
lyze the collections of related records and detect 
the patterns of products bought over time.

2.5 Data mining techniques

Several data mining techniques exist, which are 
described as follows:

2.5.1 Cluster analysis
Clustering and segmentation are the procedures 
of creating a partition so that all the members of 
each set of the partition are similar according to 
some metric. A cluster is a set of objects grouped 
together because of their similarity or closeness. 
In an unsupervised learning environment, the sys-
tem has to discover its own classes and the way in 
which it clusters the data in the database. Many 
data mining applications make use of clustering 
according to the similarity.

2.5.2 Deduction and induction
The information inferred from database is more 
useful. There are two inference techniques: deduc-
tion and induction. Deduction technique infers 
information that has logical consequence of the 
information in the database, for example, the joint 
operator applied to two relational tables, where the 
first is related to employees and departments and 
the second to departments and managers, deduces 
a relationship between employees and managers. 
In general, it follows two techniques: Decision Tree 
and Rule Induction Method (Mennis et al. 2005).

3 DATA MINING ALGORITHMS

Several algorithms to be used in Data Mining exist, 
which are described as follows:

3.1 C4.5 algorithm

The C4.5 algorithm generates a classification deci-
sion tree for the given data set by recursive parti-
tioning of data. The decision is grown using depth 
first strategy (Quinlan 2014).

3.2 k-means algorithm

K-means algorithm intends to partition n objects 
into k clusters, in which each object belongs to the 
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cluster with the nearest mean. This method pro-
duces exactly k different clusters of the highest 
possible distinction. The objective of k-means clus-
tering is to minimize the total intra-cluster variance 
or the squared error function (Jin et al. 2006).

3.3 Apriori algorithm

This is a popular influential algorithm for mining 
frequent item sets for Boolean association rules. 
It proceeds by identifying the frequent individual 
items in the database and extending them to larger 
item sets as long as those item sets appear suffi-
ciently often in the database (Agrawal et al. 1994).

3.4 Bayesian algorithm

This is a simple probabilistic classifier based on 
Bayes theorem. It is suitable when the dimensions 
of the inputs are high. Its computational efficiency 
and classification rate are very high, but they do 
not work well with small databases (Nikam 2015).

4 SPATIO-TEMPORAL DATABASE 
AND DATA MINING

An individual is a portion of the space time range 
that may be extended in both space and time. A 
physical object may have temporal parts as well, 
which are generally known as states. The tempo-
ral boundaries of states are known as events (West 
2002, Andrienko et al. 2006).

4.1 Spatio-temporal database concepts

The features involved in managing spatio-temporal 
data are: (a) elementary features, (b) transactions 
and multi-user access, (c) programming in data-
base, (d) elements of database administration, (e) 
scalability [24], (f) performance and VLDB (Very 
Large Database) issues, (g) distributed databases, 
(h) special data types, (i) application development 
and interfaces, (j) reliability, (k) commercial issues, 
and (l) spatial visualization (Dodge et al. 2005).

4.2 Spatio-temporal semantics

The spatio-temporal semantics includes: (a) data 
types; (b) primitive notions; (c) type of change; (d) 
the factor evolution in time and space; (e) dimen-
sionality (Pelekis et al. 2004); and (f) space time 
topology.

4.3 Spatio-temporal data mining process

The data mining process usually consists of three 
phases: (a) pre-processing or data preparation; (b) 

modeling and validation; and (c) post processing 
or deployment (Pelekis et al. 2004).

5 CURRENT TRENDS

Consistency of style is very important. It is impor-
tant to note the spacing, punctuation, and caps in 
all the examples below.

The immense explosion in developments in 
Information Technology, Digital Mapping, 
Remote Sensing, and Geographic Information 
System demands the development of  data-driven 
inductive approaches to spatial, temporal, and 
spatio-temporal analysis and modeling. The 
actual data mining task is the automatic or semi-
automatic analysis of  large quantities of  data in 
order to extract previously unknown patterns 
such as groups of  data records, unusual records, 
and dependencies between the records (Yao 
2003).

Spatial data mining refers to (a) extraction of 
knowledge, (b) spatial relationships, and (c) other 
patterns from spatial data (Han et al. 2007). The 
domain of temporal mining focuses on the discov-
ery of causal relationships among events that may 
be ordered in time (Roddick et al. 1999).

Temporal data mining tasks involve: (a) pre-
diction, (b) classification, (c) clustering, and (d) 
search and retrieval (Laxman et al. 2006). The spa-
tial data mining can be apparently considered as 
the multi-dimensional equivalent of temporal data 
mining (Roddick et al. 1999).

Spatio-temporal data mining is carried out to 
obtain the spatio-temporal knowledge and pat-
terns (Han et al. 2007). It can be characterized in 
two directions: (a) the embedding of  a temporal 
awareness in spatial systems and (b) the accom-
modation of  space into temporal data mining 
systems (Roddick et al. 1999, Roddick et al. 
2001).

6 RECENT APPLICATIONS

At present, spatio-temporal data mining plays an 
important role in various fields, such as:

6.1 Financial data analysis

In the banking industry, data mining is used heav-
ily in the areas of modeling and predicting credit 
fraud, evaluating risk, performing trend analyses, 
analyzing profitability, and so on. In financial mar-
ket, Bayes classification and decision trees (Sawant 
et al. 2013) are used to forecast stock prices, 
options trading, rating bonds, portfolio manage-
ment, and so on.
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6.2 Health care and biomedical research

The past decade has seen an explosive growth in 
biomedical research, ranging from the develop-
ment of new pharmaceuticals and advances in 
cancer therapies to the identification and study of 
the human genome. Therefore, systems capable of 
performing temporal abstraction and reasoning 
become crucial in this context. Data mining has 
been used in many successful medical applications, 
including data validation in intensive care, moni-
toring children’s growth, and analyzing the data of 
a patient with diabetes. In this field, classification 
and clustering are also used (Jin et al. 2006).

6.3 Crime analysis

Spatio-temporal pattern analysis is a key task in 
crime analysis. Spatio-temporal Pattern analysis is 
a process that extracts information and knowledge 
from geo- and time-referenced data and offers data 
to crime analysts. The basic objective of spatial 
crime pattern analysis is to find crime patterns. Use 
of these patterns makes it possible to identify the 
root of the crimes (Lee et al. 2006).

Temporal pattern is often considered together 
with spatial pattern in crime analysis. The key theo-
ries behind spatio-temporal crime analysis include 
routine activity theory and rational choice theory. 
Basically, crime distribution is determined by the 
intersection in time and space of suitable targets 
and motivated offenders (Leong et al. 2015). Clus-
tering, association, and k-means algorithms are 
used in this field (Zubi et al. 2010).

6.4 Mobility applications

Mobility services are the set of ideas and tech-
nologies that transform lives by understanding the 
geophysical world navigating through the places. 
Spatio-temporal data mining can also be applied 
in the fields of Military platforms, Biomass moni-
toring, Climate change studies, and so on (Norris 
et al. 2002).

7 RESEARCH DIRECTIONS

Several open issues have been identified dealing 
with spatio-temporal information to the develop-
ment of effective methods for interpreting and 
presenting the results. The mining process for spa-
tio-temporal data is complex in terms of both the 
mining efficiency and the complexity of patterns 
that can be extracted from spatio-temporal data 
sets (Camossi et al. 2008).

The mining needs to consider the following fac-
tors: (a) efficiency and scalability, (b) fast response 

time, (c) enforce the spatial and time constraints, 
and (d) geographic and time proximity (Han 2003).

The scope of the work on spatio-temporal data 
mining includes efficient multi-dimensional data 
model for spatio-temporal database, techniques for 
spatio-temporal pattern analysis over such model, 
and realization of spatio-temporal data mining 
techniques such as spatio-temporal data classifica-
tion, spatio-temporal data clustering, and spatio-
temporal rule mining (Tsoukatos et al. 2001).

In addition to the big data, challenges associ-
ated with the propagation of traditional geospa-
tial data sets such as remote sensing imagery are a 
new challenge. For example, the massive adoption 
of large-scale video surveillance is imposing some 
novel challenges due to the exponential growth of 
the resulting data sets (Norris et al. 2002). Record-
ing of electronic communication such as e-mail 
logs and web logs has captured human process 
with respect to security and privacy.

8 CONCLUSION

Data mining in spatio-temporal databases must 
consider the multiple stages of the spatio-temporal 
data. It must integrate spatial and temporal infor-
mation to identify meaningful spatio-temporal 
patterns. The knowledge of these spatio-temporal 
patterns allows us to develop more localized or 
customized business analysis and strategies. It has 
also become a challenge to identify the temporal 
and spatial rules taking into account the charac-
teristics of the temporal and spatial dimensions of 
events on a time and space axis. Further research is 
also required in the area of compression and sam-
pling. Especially, there is a great need for integrat-
ing spatial data mining workflows with modern 
computing infrastructures such as cloud comput-
ing (Klasky et al. 2011) and data spaces (Docan 
et al. 2012).
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ABSTRACT: In Shamir’s (k, n)-threshold secret sharing scheme, n shares are distributed among the 
participants. Each share incorporates an x-value uniquely designated for each participant. If  the distribu-
tion takes place on insecure channels, malicious users may acquire few shares. If  the number of shares 
obtained by the malicious users is k or more (≤ n), the malicious user can reconstruct the secret. We pro-
posed a method for distribution of shares with RSA scheme to encrypt the x-values at insecure network 
along with verification, such that both the secrecy of shares and secret are maintained.

1 INTRODUCTION

Secret Sharing Schemes (SSS) are defined to share 
a secret among a group of participants and pro-
tect the secret from disloyal access by unauthor-
ized groups. In a (k, n)-threshold secret sharing 
scheme, a secret S is encoded into n parts called 
shadows or shares and distributed (by Distributor) 
among n participants or players. If  any k or more 
(k ≤ n) shares are obtained, then the full secret S 
can be reconstructed (reconstruction can be also 
done by a special entity called Combiner) and no 
less than k shares can reconstruct the secret or 
expose any information about the secret. There-
fore, any group with ≤ k members constitute a 
disloyal group. Secret sharing was introduced 
in 1979 by two authors independently – Shamir 
and Blaklay. Shamir’s scheme (Shamir 1979) was 
based on Lagrange’s interpolation and Blacklay’s 
scheme (Blacklay 1979) was based on hyperplane 
geometry. Mignotte (1982) proposed secret shar-
ing scheme based on Chinese Reminder Theorem 
(CRT), which was improved by Asmuth–Blooms 
(Asmuth & Blooms 1983).

The scheme proposed by Shamir is widely used 
by researchers in different scenarios. Thien and 
Lin (2002) proposed secret image sharing scheme 
based on Shamir’s scheme. The shares generated 
by Shamir’s scheme are distributed on insecure 
channels, so the confidentiality of shares becomes 
volatile and the shares can be misused by malicious 
users. Furthermore, Zhao et al. (2009) proposed 
a method to ensure confidentiality of the shares 

on insecure channels. The secure key distribution 
method used by Zhao et al. (2009) implemented 
secure distribution of shares for medical images 
proposed by Ulutas et al. (2011), and the authors 
used Shamir’s framework with better authenticity 
and confidentiality properties.

In (k, n)-threshold secret sharing, when share-
holders present their shares in the secret recon-
struction phase, dishonest shareholder(s) called 
cheater(s) can present faked share(s) and thus 
deceive the other honest shareholders, as they 
obtain a faked secret as result. Cheater detection 
and identification are two essential properties 
for a secret sharing scheme. Harn and Lin (2009) 
defined a method for the detection and identifica-
tion of cheaters for Shamir’s secret sharing scheme. 
The method used by Harn and Lin assumed a situ-
ation where more than k shares are presented for 
reconstruction of secret and the redundant shares 
were used to identify the cheaters.

A number of secret sharing schemes were pro-
posed, which can verify whether the shares received 
by shareholders are consistent under the condition 
that both the secrecy of shares and secret are main-
tained. Harn et al. (2013) proposed a verifiable 
secret sharing scheme based on CRT and exten-
sion of Asmuth–Blooms’ secret sharing scheme. 
Another scheme based on Asmuth–Blooms’ 
scheme was proposed by Liu et al. (2015), and the 
authors claimed that the proposed scheme is more 
efficient than the scheme proposed by Harn et al. 
Liu & Chang (2016) proposed an integrable mech-
anism for verification with generalized Chinese 
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Reminder Theorem, Shamir’s Secret sharing, and 
Asmuth–Blooms’ secret sharing, and improvised 
the verification method proposed by Harn et al. 
(2013) by using one-way hash function.

In our proposed scheme, we ensure that it holds 
cheating prevention—shares are secure even dis-
tributed on public channel and both the shares and 
secret are verifiable. The remainder of the portions 
are organized as follows. In section 2, the important 
entities of threshold secret sharing are briefed. The 
related schemes and algorithms are discussed in sec-
tion 3. Our proposed scheme is presented in section 
4. In section 5, we discuss the performance of our 
scheme and the paper concludes in section 6.

2 PRELIMINARIES

The important entities used in a secret sharing 
scheme are briefed as follows:

Secret: A secret S is the data (can be a text, 
image, or audio) need to be secured from unau-
thorized users or unauthorized groups.

Shares: The secret S has to be encoded into n 
shares or shadows, say S S SnSS1 2S SS ,2SS ..., ,  such that none 
of them individually reveals any information about 
the secret.

Dealer: Dealer or distributor D mainly respon-
sible to encode the secret into n shares and distrib-
ute them to the participants. Deal mostly the legal 
owner of the secret or a trusted dealer.

Participants: Participant or players are repre-
sented as PnPP1 2P PP P ,2PP ....,  and they are the users seek-
ing for the secret.

Combiner: A combiner C mainly responsible to 
decode the secret if  threshold numbers of shares 
are obtained from the participants.

In a (k, n)-threshold secret sharing scheme, the 
dealer generates n shares and distributes it among 
n participants. If  k or more participants submit 
their shares to the combiner, then the secret can be 
retrieved in full. If  any less than kshares are sub-
mitted, then no part of the secret will be revealed.

3 RELATED STUDY

3.1 Review Shamir’s Secret Sharing Scheme 
(1979)

Shamir proposed (k, n)-threshold secret sharing 
scheme based on Lagrange’s interpolation method. 
For given k points ,( )x yi iyiy  where i k, ,..., ,  in 
the 2D plane, the Lagrange interpolation polyno-
mial f k ( )x  can be constructed by:

f y x x
x x

k

i

k

i
j j i

k
i

j ix
( )x =

= ≠j
∑ ∏

0 0
.

Let the secret is S and the dealer has to gener-
ate n shares as S S SnSS1 2S SS ,2SS ..., .  It allows k or more 
( )≤  shares to reconstruct the secret. The solution 
requires a random ( )k −  degree polynomial:

F p( )x = ( )S a x x a xk
kS + +a x +x aa d

where p is a large prime number and the coeffi-
cients of polynomial a a ak1 2a 1,2a ..., −  are randomly 
selected within the range .( )1 11, p  Dealer com-
putes the shares as follows:

S S S n FnS1 2SS SS1 FF 2 F( )( )1( )) ( )2( ) ( )n( )F , ,F ( )2 ) ..., , .F ( )n )
If  k or more ( )≤  shares are obtained, then the 

polynomial F ( )
(
x  can be generated by Lagrange 

interpolation as:

F S x x
x xi

k

iSS
j j i

k
i

j ix
( )x =

= ≠j
∑ ∏

0 0
,

The secret will be retrieved as S = F(0).

3.2 Threats in distribution of shares in Shamir’s 
secret sharing

In Shamir’s scheme, each share is distributed as 
a pair of two integers x Fi F ,F ( )i( )xixix( )  where xi ≠ 0.  
However, in this scheme, the x-values can be easily 
predicted. Therefore, x-values can be considered as 
random values within the range (1,p). However still, 
if  the shares are distributed on insecure channels, 
any knowledge of k or more n  shares obtained 
by malicious users are enough to reconstruct the 
polynomial F ( )x .  The value of the polynomial at 
position xi = 0  is the secret S FF ( )xi =x .)

For example, in a case where k = 3,  the polynomial 
must be a second-order one. Let the polynomial be:

F ( )x = ( )x+ x + 37mod

All the coefficients are assumed within 0 to p = 
37, secret S = F(0) and p = 37.

The polynomial can be reconstructed (as shown 
in Figure 1) if  3 or more shares are known. The 
secret will be recovered where the polynomial 

Figure 1. Example of a (3,10)-threshold secret sharing 
scheme.
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intersects Y-axis, that is, at point 0, .( )00( )  In our 
example, secret is S F ( ) 9) = .

3.3 Scheme proposed by Zhao et al. (2009)

The intercommunication between dealer and partic-
ipants to distribute the shares on an insecure chan-
nel was made secure (confidentiality of the shares 
is not lost) by the cheating proof secret sharing 
scheme proposed by Zhao et al. (2009). It ensures 
the confidentiality of x-values as the x-values are 
calculated independently by both dealer and par-
ticipant before distribution begins. Even if  intrud-
ers are able to collect information about k or more 
≤ n  shares (only the values of F ( )x ), they must 
also have to accrue the x-values to apply Lagrange’s 
interpolation to recover the secret. Thus, even an 
insecure channel is sufficient to keep confidentiality 
of the secret. The process of initialization and shar-
ing phase of the scheme are as follows:

1. Dealer chooses two large integers p and q and 
computes q,  where p ≡ 3 4d  and 
q ≡ 3 4d .

2. Dealer selects an integer g N N⎡
⎣

⎤
⎦
⎤⎤1

2 ,  such 
that g is relatively prime to p, q and publishes 

.{ }g NN
3. Each participant chooses his/her secret shadow 

as si [ ]N  and computes R g NiRR si mod .
4. Each participant sends his/her RiR  to the dealer. 

Dealer ensures that each RiR  is unique, other-
wise demands a new secret shadow from that 
participant.

5. Then, dealer randomly chooses s0 [ ]N2  such 
that it is relatively prime to (p−1) and (q−1) 
Dealer also computes R g Ns

0RR 0 mod  and pub-
lishes R0RR .

6. Dealer computes x R Ni iRRs0 mod  for each 
participant.

The dealer assigns an xi-value for each partici-
pant. The participant can calculate his/her own xi  
independently from secret shadow and publicly 
known value R0RR  as:

x R Ni
si
0RR mod .

In our scheme, RSA (Rivest et al. 1978) algo-
rithm is used such that dealer encrypts each x-value 
by the public key of the participant and only the 
x-value can be decoded by the corresponding par-
ticipant (private key holder). The plain-text mes-
sage (here the x-value) needs to be pre-processed, 
so that security can be ensured by random oracle 
model (Bellare & Rogaway, 1993).

Random oracle model was established in 1993 
by M. Bellare and P. Rogaway. In this paradigm, 
authors stated that a practical protocol is produced 
by first devising and providing a protocol for random 

oracle model and then replacing the random oracle 
by appropriate hash function. The authors argued 
that this paradigm yields protocols that are more 
efficient than the standard ones and is applicable for 
encryption, signatures, and zero-knowledge proof.

Bellare & Rogaway (1995) proposed Optimal 
Asymmetric Encryption Protocol (OAEP) for 
RSA, which is proven in the random oracle model. 
The OAEP algorithm uses a pair of random ora-
cle G and H to process the pain text before the 
application of asymmetric encryption. The pair of 
oracle combined with trapdoor one-way permuta-
tion function, and the combined scheme is seman-
tically secure under plain-text attack (IND-CPA). 
Further combination of the scheme with trapdoor 
function like RSA is also proven secure against 
chosen cipher attack (NM-CPA). The instantiation 
of G-Oracle for IND-CCA attack and instantia-
tion of H-Oracle and the use of trapdoor permu-
tation (trapdoor function) for NM-CPA attack are 
discussed by Boldyreva and Fischlin (2006). The 
authors also provided a detailed security analysis 
of OAEP with random oracle model.

OAEP Algorithm for pre-processing the pain 
text:

Consider the following:

– f is a k-bits to k-bits trapdoor function (in our 
scheme, RSA).

– 0kk  is chosen such that adversary running time is 
significantly smaller than sk0kk .

– Length of the message x is k k0kk  (if the message 
is smaller, then it has to be padded with zeros).

– G is a “generator” such that G k n
)

: 0kk{ },0 1, →{ },0 1,  
and H is the hash function H n k

} {
: 0kk{ },0 1, →{ },0 1, .

Encoding:

1. Chose a random r k= { } 0kk

2. Generate the encoded stream 
Ε = ( )( ) ( )⊕ ⊕ ( )(( )x G⊕ ()) (||  where || 
is the concatenation operator. We can also 
represent the equation as Ε = X Y� ,  where 
X x G and= ⊕x ( )r ( )Y r H= ⊕r ( )x G⊕ ( )r .

Decoding:

1. Extract X and Y parts from encoded message E 
and recover r as r Y H= ⊕Y ( )X .

2. Recover the padded message x X G= ⊕X ( )r .

In the proposed model, we use RSA as trapdoor 
function and MD5 as hash algorithm.

4 PROPOSED MODEL

In this section, we present an improved version of 
Shamir’s ( )k n, -threshold secret sharing, which can 
be considered much secure and verifiable.
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Its objectives are as follows:

1. In the proposed version, x-values could not be 
predicted, as it was shown in the case of normal 
Shamir’s scheme.

2. The shares are distributed by public channels, 
but they can only be used by authorized user, 
and hence must provide authentication to the 
participants.

3. The shares submitted by the participants must 
be verified, such that any faked share can be 
easily identified by the combiner.

4. The scheme should also identify whether the 
dealer is dishonest and he/she supplied fake 
shares to one or more participants.

The different phases of the model are as follows:

Initialization Phase:

1. Each participant P i niPP , ,i ,...,=1 2,  considers 
two large primes, pi and qi, and computes the 
following:

N p qi iN pN i ip q ( )pi − ( )iqandφ )(qiq − .

2. Participant P i niPP , ,i ,...,=1 2,  chooses an integer 
ei i ,ie1≤ ≤eieie φ  such that gcd .( )ei iiφii =1

3. Each participant also computes the secret expo-
nent d di idd i ,iidd ≤didid φii  such that e di idd ≡1 mod φ.
     The public keys are Kpui ( )

i i
e Nie NN  and private 

keys are Kprirr ( )
i

d p qidd i iqp .  Participants keep 
d p qi id pd i,ip ,,  and ϕ i  secret.

4. Participants share the public keys, 
Kpu KpuKK Kpun1 2KpuKK ,2KpuKK ...,  with the dealer and 
combiner.

Let H be a suitable collision-resistant one-way 
hash function, which takes an input as binary 
string of variable length and outputs a hash code, 
which is a binary string with length q.

Construction of shares:

1. Dealer uses a suitable random number gen-
eration function to generate n distinct random 
numbers with l number of bits – r r rnrr1 2r rr r ,2rr ..., .

2. Consider the polynomial function used for 
Shamir’s ( )k n, -threshold secret sharing as:

F p( )x = ( )S a x x a xk
kS + +a x +x aa d

 then the intermediate shares are computed as 
(by ensuring that x-values are random):

s s r F s r Fn nrr1 2s 2rr F( )r r1rr 1rr ( )r2rr( ) ( )rnrr( )F ) ,F )2rr ) ..., ,

3. Dealer encrypts the random numbers rirr  with 
the public keys Kpui  as follows:

Er r N for i ni irr rre =N for i= r d 1 2, ,2 ...,

4. Use hash function H to generate hash code hihh  
for each Er Firr , :FF ( )i( )rirr( )

h H Er F i nfori ih Hh Err ( )rirr( ) ,ifor,F ( )rirr ) ,...,1 2

5. Distribute the shares as follows:

S Er FE i nfoi iS ES rrEE ( )rirr( ) = ,if,F )(rirr ) ,...,1 2,

6. Dealer also applies the hash function H on the 
secret S as h Hsh ( )S .  Dealer publishes hsh .

7. Dealer publishes h h hnh1 2h hh ,2hh ..., .

By receiving the shares, the participant can 
verify if  the share is modified by any intruder 
(by impersonating the dealer) at the public chan-
nel. Participant PiPP  needs to apply hash function 
to his/her share SiSS  to obtain the hash code hihh*.  If  
h hi ih hh h* ,  then the SiSS  share is modified.

1. Participant extracts Erirr  and decrypts it as:

r Er NEi ir Er rrEE d d .

2. Submits r Fir Fr ( )rirr( )  to the combiner.

Reconstruction of secret:

1. If  combiner obtains all k or more ≤ n  shares in 
the form of r Fir Fr ,F ( )i( )rirrirr( )  Shamir’s secret sharing 
can interpolate the value of secret S F ( ).)

2. The combiner or participants can regener-
ate the hash code for the secret obtained and 
verify with hsh  to confirm that it is the actual 
secret. Any mismatch denotes that one or 
more participants have supplied faked share 
or the dealer is dishonest (has supplied false 
share(s)). To verify the shares, combiner can 
regenerate S Er FEi iS ES rrEE ( )rirr( ),  from r Fir Fr ( )rirr( )  
using the corresponding public key. The hash 
function H is applied to obtain the hash code 
hihh*.  If  h hi ih hh h* ,  then the SiSS  share is faked and 
PiPP  is the identified cheater. If  none of  the 
SiSS  is faked, then the dealer is identified as 
dishonest.

5 PERFORMANCE

The obvious features of this scheme are as follows:

Robustness—A ( )k n, -threshold secret sharing 
scheme is called robust only if  any k or more ( )≤  
participants can reconstruct the full secret infor-
mation. Shamir’s secret sharing already holds this 
property.

Confidentiality—A ( )k n, -threshold secret shar-
ing scheme holds confidentiality only if  no infor-
mation about the secret can be obtained if  less 
than k shares are pulled.

Shamir’s secret sharing already holds the prop-
erty, along with the fact that our proposed scheme 
also promises that malicious users who learned the 
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shares on the public channels had no clue about 
the x values. Hence, malicious users or intruders 
cannot obtain a useful share.

Traceability—A ( )k n, -threshold secret sharing 
holds traceability, if  it is able to detect any par-
ticipant PiPP  who sends a fake share S Si iS SS S*  to the 
combiner.

Our proposed method uses hash function to 
make the shares verifiable.

Participant authentication and verification of 
shares—In our proposed method, only a legal par-
ticipant holds the legal private key to access his/her 
share (as the share is encrypted by corresponding 
public key by dealer).

No need to have secure channel for distribution—
As the x values are encrypted by the pubic keys 
before distribution, only the legal participants (the 
one possessing the private key) can receive the x 
values.

Verifiable secret—Hash function ensures the 
accuracy of the secret obtained from the shares.

Comparisons of different secret sharing schemes 
based on verifiability of shares and secrets are 
shown in Table 1.

6 CONCLUSION

Despite being a perfect secret sharing scheme, 
Shamir’s secret sharing cannot resist attack on the 
distribution channel. If  the shares are communi-
cated through insecure channel, then malicious 
user may learn the shares from the public channel. 
In our proposed scheme, we proposed a method 
where shares can be communicated in a secure way 

over a public channel. The shares can be decrypted 
only by authorized participants. The proposed 
scheme also exhibits properties to verify whether 
the shares received by shareholders are consistent 
under the condition that both the secrecy of shares 
and secret are maintained.
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Scheme 
by

Secure 
distribution

Verification 
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Verification 
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Zhao et al. 
(2009)

Yes No No

Harn et al. 
(2009)

No Yes No

Ulutas et al. 
(2011)
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Harn et al. 
(2013)
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(2015)
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(2016)
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Our proposed 
scheme

Yes Yes Yes
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A new handoff management scheme for reducing call dropping 
probability with efficient bandwidth utilization
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ABSTRACT: A new handoff management scheme is proposed in this paper to reduce call dropping 
probability for handoff requests without significant increase in call blocking probability for new calls 
originated under the base station. The proposed approach provides efficient bandwidth utilization. Two 
sets of users are used in the proposed approach. The call requests are prioritized depending on several 
constraints. The call patterns under a base station have been analyzed over a period of time. Three types 
of databases are used to store and predict the requirement of channel reservation. The performance of 
the system is analyzed through experimental results.

1 INTRODUCTION

In wireless networks the number of Base Stations 
(BS) work in conjunction to provide service from 
requesting Mobile Terminals (MTs). Each BS has 
channels of fixed bandwidth which are allocated 
to MTs upon service request depending on avail-
ability. A MT placed within the transmission range 
of a BS is serviced by that BS. Each MT within 
this area is serviced by the above BS (Tripathi 
1998). When a MT reaches the borders of its BS’s 
coverage area, the signal strength weakens and an 
ongoing call on the MT needs to be transferred to 
another BS through a process known as handoff. 
Thus each BS must have an efficient algorithm 
to handle both new and handoff calls effectively 
while ensuring that call drop within the transmis-
sion range of a BS due to handoff failure is kept at 
a minimum.

Based on network interface, handoff is divided 
in two parts such as horizontal handoff and verti-
cal handoff. When handoff occurs in same type of 
network interface, it is known as horizontal hand-
off and handoff in different network interface is 
known as vertical handoff.

A voice call can be either complete or incom-
plete depending on whether it is terminated by the 
user or forcibly by the network. An incomplete 
call is of two types: a new call that is blocked or 
an ongoing call that is terminated due to a failed 
handoff. The dropping of an ongoing call is more 
annoying than blocking of a new call from user’s 
point of view and therefore handoff algorithms try 
to minimize the Call Dropping Probability (CDP) 

at the expense of an increase in the rate of new 
calls being blocked (Call Blocking Probability 
CBP). In this paper, we try to minimize the CDP 
for horizontal handoffs.

Non-Prioritized and Prioritized are two basic 
classification of handoff schemes. In Non-prior-
itized scheme, calls originating in same cell and 
handoff calls are treated in same way while in Pri-
oritized scheme, handoff calls are given more pri-
ority. Due to fixed bandwidth of Wireless channel, 
trade-offs among bandwidth allocated to each cell, 
call blocking probability and call dropping prob-
ability are carried out. Handoff prioritization is 
done by several different ways like reserving chan-
nels for handoff calls, queueing of handoff calls, 
transferring the channels, Sub-Rating scheme 
(Sgora 2009). To fulfil requirements of handoff 
call, Channel reservation scheme is implemented 
in two ways, static channel reservation scheme 
and dynamic channel reservation scheme. In Static 
Channel Reservation Scheme (SCRS) a threshold 
is fixed to provide sufficient bandwidth. Guard 
Channel Scheme (GCS) and threshold priority 
scheme are two different types of SCRS (Fang 
2002, Bartolini 2001). In Dynamic Channel Res-
ervation Scheme (DCRS) number of channels 
reserved for handoff calls are dynamically adjusted 
according to different system parameters or traf-
fic load (Ramanathan 1999, Hou 2001). Dynamic 
Guard Channel Scheme (DGCS) is used to imple-
ment DCRS (Wei 2004). Dynamic adjustment of 
resources are done on two levels, Local and Collab-
orative. In local channel reservation scheme, deci-
sion is taken by Base Station (BS) considering the 
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value of parameters of its own (Kim 1999). While 
in Collaborative Channel Reservation Schemes 
(CCRS), decision is based on the system param-
eters of neighbouring BS also (Diederich 2005). 
Handoff queueing scheme refers to queueing of 
handoff call requests or both originating calls and 
handoff requests. Any MT present in overlapping 
area of two BSs sends handoff request to destina-
tion BS. If  any channel is not available at desti-
nation BS then this handoff request is queued at 
destination BS and source BS continues its service 
to MT until MT is present in common area or 
handoff request is not accepted (Marichamy 1999, 
Hong 1986). Static handoff queueing and dynamic 
handoff queueing scheme are two approaches 
to implement handoff queueing. Static handoff 
queueing consists of two methods, pre-emptive 
and non-pre-emptive. If  any handoff request with 
lower priority is in queue and any higher priority 
request arrives, lower priority request will be pre-
empted from queue (Chia 2006). In dynamic hand-
off queueing, handoff requests present in queue 
are reordered based on motion of user or different 
system parameters like Received Signal Strength 
(RSS) and Packet Success Rate (PSR) (Xhafa 
2004, Lin 2005).

The work proposed in this paper is mainly 
concerned on reduction in handoff call dropping 
probability without affecting call blocking prob-
ability. This approach provides higher priority to 
new calls generated by locals residing in the area of 
a BS. To achieve this, all users are divided in two 
sets X and Y, where set X consists of users resid-
ing in the area of BS and all other users are put in 
set Y. Eligibility of any user to be a part of set X 
is determined depending on the number of hours, 
that user is connected to current BS. Now high-
est priority in priority queue is given to handoff 
requests. In case of new originating call, priority is 
given to user present in X and any other user has 
lowest priority. A database containing record of 
number of handoff requests for each time-stamp 
of whole day is present and database is updated 
also at each time interval. A threshold of number 
of days is used and data present in database before 
that threshold day is removed to keep the size of 
database constant in order to improve query time. 
Number of channels at BS for handoff request are 
dynamically adjusted according to average num-
ber of handoff requests in database of that time 
interval.

The rest of this paper is organized as follows. 
Section 2 presents the system model. Section 3 
describes proposed approach in detail. Section 4 
reports the result which contain two sub-head-
ings 1) simulation 2) graph and result description 
results. Finally, conclusions and future work are 
discussed in Section 5.

2 SYSTEM MODEL

In the proposed work, we combine two popular 
handoff models: Channel Reservation Scheme 
and Priority Queueing of handoff calls. Non pre-
emptive handoff queueing scheme and dynamic 
guard channel reservation scheme is used. Chan-
nel Reservation Scheme sets aside a fraction of 
the total channels in BS to be allocated to handoff 
calls only. These reserved channels are known as 
Guard Channels and cannot be allocated to new 
calls. Handoff queueing scheme allows handoff 
and originating call attempts to wait instead of 
getting terminated in case their respective band-
width in BS is busy. During allocation of calls, a 
handoff call is given priority among all the calls for 
a channel to be allocated.

The presented model divides all MTs in two 
groups X and Y. X consists of MTs which are 
connected to the BS in consideration for a longer 
period of time i.e. the MTs which are local to the 
area the BS covers. Y consists of the remaining 
MTs. The BS maintains a record of these MTs for 
a time period of 30 days such that whenever there 
is a connection request a simple query will tell if  
the requesting MT is in group X or Y as shown in 
Figure 1.

The entire bandwidth is divided into three parts 
as follows:

a. BW_H: This part is reserved exclusively for 
handoff calls.

b. BW_X: If  BW_H is full, handoff calls will be 
allocated in this part. After allocating handoff 
calls, new calls from user in X will be allocated.

c. BW_Y: If  BW_H and BW_X both are full, 
handoff calls will be allocated in this region. If  
BW_X is full, new calls from user in X will be 
allocated in this region. After these, new calls 
from user in Y will be allocated.

Figure 1. System model for the presented approach.
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2.1 Model assumptions

a. Each BS has fixed number of channels.
b. The entire set of MTs is divided into two groups: 

Group X and Group Y.
c. Group X is the set of MTs which are local with 

respect to the BS i.e. their connection time to 
the BS is more than a pre-defined threshold T0 
for a given period of time (30 days). Group Y is 
the set of MTs which are not in Group X.

d. The call duration for each call has been assigned 
using a weighted distribution from the analysis 
in (Holub 2004).

e. The wait time for a call in priority queue is τ 
seconds.

f. Each BS maintains three databases DB1, DB2 
and DB3.

2.2 Initial requirements

DB1: This database keeps track of  all the MTs 
in Group X. This can be done by keeping track 
of  the time (T) a MT spends in the coverage area 
of  BS over a period of  time (say 30 days). If  T > 
T0 then a row is added to DB1 which contains the 
mobile number along with 30 entries each cor-
responding to a day and stores the total connec-
tion time to the BS for that day. DB1 needs to be 
updated on a daily basis to continuously add or 
delete to Group X as the sum of  all row entries 
cross or fall below the threshold T0. The MTs 
which are not part of  DB1 are considered to be a 
part of  Group Y.
DB2: This database keeps track of the average 
number of channels used at any point of time 
by the MTs in Group X. For example for every 5 
minute interval starting from 00:00 hours till 23:59 
hours DB2 will have the record of the average num-
ber of channels that are utilized in that interval by 
the users in Group X. This database is updated at 
every 5 minute interval for the above example. The 
number of channels utilised as such at any interval 
of time is represented reserve_X.
DB3: This database keeps track of  the number 
of  channels utilized by handoff  calls received by 
a BS at a particular interval of  time. As such it 
also maintains a record similar to DB2 but stores 
the total handoff  requests for each time inter-
val instead. This number of  channels utilized 
as such at any interval of  time is represented by 
reserve_H.

2.3 Metrics

In order to evaluate the system performance the 
following metrics are introduced here:

a. Call Dropping Probability (CDP): It denotes 
the ratio of handoff calls dropped to the 

handoff requests received at the BS. The CDP 
should be low such that minimum handoff calls 
are dropped.

b. Call Blocking Probability (CBP): It is the ratio 
of the new calls that get blocked to the total new 
call requests received by the BS. A lower CBP 
denotes a better chance of a new call getting 
connected.

c. Channel utilization efficiency: It is the ratio of 
the number of channels that are allocated (uti-
lized) to the total number of channels available.

3 PROPOSED SCHEME

It is known that the total number of channels of 
base station have been partitioned into three parts: 
BW_H, BW_X and BW_Y for handoff calls, calls 
from users residing in same area as base station 
and calls from users residing in area of another 
base station respectively. The partition BW_Y can 
accommodate handoff calls, calls from user in X as 
well as calls from user in Y. The partition BW_X 
can accommodate handoff calls and calls from user 
in X. The partition BW_H is reserved for hand-
off calls completely. Size of BW_X and BW_H 
is determined using the data present in database 
DB2 and DB3 respectively. Size of BW_H is fixed 
for one interval according to the expected number 
of handoff calls in that upcoming interval, where 
expected number of handoff calls is determined 
by the maximum of mean value of handoff calls 
arriving in this upcoming time interval and the 
succeeding interval in past 30 days. For example 
if  current time is 12:00, then size of BW_H will 
be the maximum of average number of handoff 
calls (for 30 days) at 12:05 and 12:10. As we are 
giving highest priority to handoff calls so size of is 
the minimum of the channels which are left after 
reserving for handoff calls and average number 
of new calls expected (average of number of new 
calls in past 30 days) to arrive in upcoming inter-
val according to DB2. pq3 is a priority queue in 
which unallocated handoff requests will be put to 
wait for finite time. In same way, pq2 and pq1 are 
priority queues for new call requests from X and 
new call requests from Y which can’t be allocated. 
Databases are updated continuously according to 
the number of request arriving in each intervals. 
DB2 will be updated according to the number of 
new call requests from user X. DB3 will be updated 
according to the number of handoff requests that 
arrived in this interval. When any request arrives; 
if  it is handoff request and if  any channel is avail-
able in BW_H or BW_X or BW_Y, request will be 
allocated. If  no channel is available, request will be 
pushed in pq3. If  it is new call request from user 
in X, it will be allocated in BW_X or BW_Y, if  no 
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channel is available to serve the request, it will be 
put into pq2. If  it is new call request from Y and 
channel is available in BW_Y, it will be allocated. If  
no channel is available request will be put into pq1. 
In priority queue, call will wait for finite time and 
after that it will be dropped.

The time required to execute the proposed work 
is O(C) + O(λ) + O(α) where C, λ, α denote total 
channels, number of calls per second and size of 
priority queue respectively.

4 SIMULATION AND RESULTS

4.1 Simulation setup

The experimental results for the proposed 
approach have been carried out using the follow-
ing setup and parameters with their corresponding 
values are introduced by Table 1.

4.2 Simulation results

The CDP varies with respect to the number of 
handoff requests. When more channels are avail-
able CDP will be less. Figure 2 denotes the CDP 
for an incoming handoff call at a BS for the hand-
off traffic varying from 0 to 5 calls per second. The 
CDP is higher for a lower bandwidth as there are 
lesser number of channels reserved (for handoff 
calls) for a BS with lower bandwidth. For high 
Bandwidths call dropping is almost 0 till 3 calls/
second. As the traffic load increases, the CDP also 
increases because of the lesser availability of free 
channels.

The CBP generally increases with the frequency 
of incoming new call requests. Figure 3 denotes 
how CBP varies with the frequency of new call 
requests for the presented model. For a lower 
bandwidth, the CBP rises faster with call requests 
as there are lesser number of channels available 
when more calls arrive and as such chances of a 
call getting blocked are higher. For higher band-
widths CDP almost remains 0 for up to 3 calls/sec 
due to the availability of large number of channels 
to handle the traffic load.

Table 1. Simulation setup and associated parameters.

Item Value Unit

Simulation environment Python, Matlab
Operating system Windows 10
Total bandwidth B 1500, 3000, 4500 kB
Bandwidth required 

per voice call
10 kB

Range of phone numbers 1–10000
τ 2 seconds

Figure 2. CDP v/s call arrival rate.

Figure 3. CBP v/s call arrival rate.

Figure 4. Bandwidth utilization v/s call arrival rate.

Bandwidth Utilization is a good representative 
of an efficient handoff algorithm. A higher Band-
width Utilization when call dropping is high and 
vice versa denotes that the handoff calls are being 
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efficiently handled by the BS. Figure 4 denotes the 
bandwidth utilization for varying frequency of 
call requests. A BS with a lower bandwidth almost 
reaches its full potential (>90%) at a lower traffic 
load as compared to BS with a higher bandwidth. 
When compared to Figure 2 it can be seen that 
CBP is high when bandwidth is almost fully uti-
lized leaving fewer or none channels to be allocated 
to new calls. Also CDP is correspondingly not so 
high in Figure 1 as there is a certain amount of 
bandwidth still kept in reserve for the handoff calls 
that may arrive in the next interval.

5 CONCLUSION

This is a data analysis based approach imple-
mented by real time simulation. Instead of com-
municating with other neighboring towers about 
estimation of handoff or communicating with 
MTs about their location, SIR, etc. this approach 
does behavioral analysis of users by tracking call 
patterns of last 30 days by dividing each day in 
constant time intervals. This approach reduces the 
communication overhead as well as computation 
overhead present in some approaches which use 
velocity calculation of MT and decision is then 
taken according to results based on calculation 
of MTs location, velocity, SIR, etc. Call dropping 
probability is very low to guarantee Quality of 
Service (QoS). Also, better quality service was pro-
vided to users residing in same area as the BS com-
pared to users which are not local to the concerned 
BS. Bandwidth Utilization in this approach is also 
high which denotes the efficiency of the handoff 
algorithm presented above.
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ABSTRACT: A Wireless Sensor Network (WSN) is a kind of network which consists of specially 
designed sensors deployed in some area for sensing the environment for various data like temperature, 
sound, pressure, etc. A wireless sensor node may consist of one or multiple numbers of sensors. WSNs 
are of high demand because of their tremendous capability to sense the environment, collect data, process 
data and send data for various purpose. At the same time, these are suffering from various limitations 
including one major limitation such as energy efficiency. Each node is equipped with limited power 
backup. A major breakdown may happen in the network due to lack of power in the nodes. It may lead 
to major discrepancy in the entire network. By keeping energy efficiency as one of the major issue, many 
routing, power management protocols have been specially designed for WSNs. Routing is one of the 
major issues in multihop network that has a significant impact on the network’s performance. An ideal 
routing algorithm must be able to find an optimum path for packet transmission within a specified time so 
as to satisfy the Quality of Service (QoS). In this paper a new graph theory based methodology has been 
proposed by which it identifies the optimum routing path from a source to destination so that there will 
be a minimum number of packet drop while it gains maximum throughput.

1 INTRODUCTION

WSNs are basically comprised of small, light 
weight wireless sensor nodes whose main function 
is to monitor and collect data from physically 
challenging environment and pass data to 
specified destination for processing and analysing 
(Caytiles 2015, Sharma 2010, Jatav 2012, Chavhan 
2012). Distribution of nodes in WSN may be of 
two different types, either nodes are distributed 
randomly or these may be in predetermined order. 
When nodes are distributed in random order then 
it becomes more challenging for various attacks as 
well as other errors. In most cases nodes are auton-
omous. Nodes cooperation is another factor for 
smooth running of the network. Sensors are main 
devices that cooperatively working together to 
collect various data such as pressure, temperature, 
humidity, intensity, frequency, motion, vibration 
etc. from the environment. Every sensor nodes 
consists of sensing device, communication device, 
controller, memory unit and energy supply unit 
(Antony 2014).

Various routing algorithms are standardised for 
WSN. The main goal of traditional routing algo-
rithm is to find the least-cost path from sender to 
receiver. Nodes in WSN are suffered from resource 
constraints such as energy, processing capacity, 
storage, communication range, bandwidth etc. 

Because of these, it raises several problems in WSN 
in spite of having its high potential for implemen-
tation. Nodes in WSN contains low powered micro 
sensors. Routing is the main issue in multi hop, 
multichip networks. Many network performance 
parameters depend on routing. Objective of ideal 
routing algorithm is to find an optimum path 
for packet transmission without delay (Cheng L. 
2014).

WSNs are enormously used by the industry and 
academia in spite of having its limitations (Dai 
2009). These are mainly considered when data 
collection is done from physical entities and send-
ing data to external user (Buratti 2011). One of the 
major challenge in the design of wireless sensor 
network is the conservation of energy for longer 
live of the network. Traditional routing protocols 
are not equipped with Energy Harvesting-Wireless 
Sensor Networks (EH-WSN), that is not powered 
by energy harvested from environment instead of 
batteries (Liu 2013).

Due to lack of energy, nodes in WSN may 
behave abnormally which finally effects the 
objective of WSN. Energy Efficiency is important 
role of the Wireless Sensor Networks Researchers 
(Kannadhasan 2013, Lai 2009). The shortest path 
problem for routing is one of the classical problem. 
By identifying shortest path, it tries to minimise 
the cost. Out of several traditional shortest path 
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algorithms, BFS, Dijkstra’s, Bellman Ford algo-
rithms etc. are popular. For a centralised as well 
as client-server based architecture, such algorithms 
are very much useful. But for autonomous net-
work, such algorithm requires some additional 
processing statements by which it can understand 
the shortest path of autonomous network. In 
(Buratti 2011), authors mentioned that vertex cov-
ering plays an important role in link failure moni-
toring, location identification, clustering and data 
aggregation etc.

So, in this paper, we are proposing a graph the-
ory based optimized routing algorithm for wireless 
sensor network. Section 2 of this paper contains 
literature review, section 3 contains proposed 
methodology, section 4 bears results and analysis, 
section 5 contains conclusion, section 6 contains 
references.

2 LITERATURE REVIEW

In (Chen 2015), authors proposed lifetime opti-
mization algorithm with mobile sink nodes for 
wireless sensor networks to minimize the use of 
battery power. In this cases, Network optimiza-
tion model is established and it is divided into two 
parts including movement path selection model 
and lifetime optimization mode. In (Kaur 2014), 
authors showed the importance of energy in nodes 
of  WSN. They propose a new algorithm consist-
ing of three phases including formation of cluster 
and selection of cluster head, in second phase it 
finds the distance for routing using coordinates of 
the nodes. Final phase includes data transmission. 
In (Dagdeviren 2014), authors proposed three 
algorithm for constructing vertex cover in WSN, 
first one is a greedy approach to identify vertex by 
using degree of nodes. That is an adaptation of 
Parnas & Ron’s algorithm. The second approach 
uses Hoepman’s weighted matching algorithm for 
finding vertex. But in third approach, breadth-
first search algorithm is used. In (Mahajan 2015), 
authors proposed a new methodology based on 
graph theory for optimum path based on QoS 
parameters. Fault tolerant mechanism is also 
adopted for longer live span. In (Cheng L. 2014), 
the authors mainly emphasised on potential of 
using genetic algorithm to solve the problem of 
optimum path by choosing the shortest path. It 
tries to maintain the Quality of  Service (QoS). 
The energy efficient genetic routing algorithm 
prolongs the network lifetime. It is a problem 
solving method based on the concept of  natural 
selection and genetic. Along with that it also dis-
cussed about various shortest path algorithms. In 
(Ahmat 2009), author analyses the importance of 
graph theory in various type of network including 

Internet. It was a primary tool for indentifying the 
routing path for network. Networking protocols 
such as border Gateway Protocol, Open shortest 
Path Protocol etc. The author presents some key 
graph theory concepts used to represent differ-
ent types of  networks. Some of key graph theory 
concepts have been discussed by authors to repre-
sent network. Some tools are also mentioned for 
generating graph theory based computer network. 
In (Nakano 2011), authors mentioned that graph 
theory results are applicable to communication 
problems. In this paper, heuristic algorithms are 
applied for channel assignment problem. In this 
regards, various results showed that graph theory 
can be implemented to communication problems. 
In this case, main focus is on multi-hop wireless 
network and their relative problems. In (Bara-
nidharan 2011), It is mentioned that energy effi-
ciency in Wireless Sensor Network (WSN) is one 
of the most important area of research. Most of 
the research on energy efficiency is found in two 
broad categories like tree based as well as clus-
tering based protocol (Dai 2009). This paper 
mainly discussed the different factors and their 
importance for effecting the clustering. Proposed 
algorithm is based on Minimum Spanning Tree 
(MST) and shortest path concept with its strength 
and limitations. As per author, existing cluster-
ing algorithms can be categorised as partitioning, 
hierarchical, graph theoric, density based and grid 
based. Authors of  this paper also considered the 
scalability of  the network. Multi hop communica-
tion between cluster head node to the sink node 
and having super cluster head node is consid-
ered. It has three phases including cluster forma-
tion, cluster head selection and data transmission 
using shortest path. In paper (Fu 2010), authors 
proposed a new algorithm known as AFLAR. 
Objective of  this algorithm is to meet the QoS 
requirements like data delay reduction and energy 
conservation. A novel method for dividing rout-
ing request zone and constructs a select equation 
is also proposed. Select equation is constructed in 
such a way that which can increase energy aware-
ness. Simulation results showed that proposed 
algorithm perform well in terms of performance 
of network lifetime, utilization and consumption 
balancing of energy and data delay.

3 PROPOSED METHODOLOGY

In the proposed methodology it is assumed that 
WSN nodes are deployed randomly in wireless 
media. Nodes will collect data as per specifica-
tion of sensors from the environment and pro-
cessed data and send these on hop-by-hop fashion. 
It is assumed that every node is equipped with 
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location identification system to understand their 
position. All nodes are assumed to be homog-
enous. It is assumed that every node understand 
their neighbour along with their geographical posi-
tion. Source node will select a neighbour node for 
communication based on shortest distance as well 
as their residual energy. In spite of having short-
est distance if  the residual energy of the node is 
lesser than predefined threshold energy than such 
neighbour node will not be selected as next hop 
for communication. Selection of neighbour node 
for communication will continue till it reaches 
destination.

Algorithm

4 IMPLEMENTATION, RESULTS 
AND ANALYSIS

For implementation purpose, simulator NS 2 is 
used in which a set of WSN nodes are deployed 
with equal initial residual energy. Simulation 
parameters are shown in Table 1. The performance 
of proposed methodology is evaluated in terms of 
network throughput as well as packet dropping 
ratio.

Both network throughput and Packet Dropping 
Ratio (PDR) has been compared for same network 
environment before and after implementation of 
the proposed method. From the various results, 
it is concluded that after implementation of pro-
posed algorithm, network throughput is increasing 
while PDR is decreasing. For understanding, only 
throughput analysis has been shown in Figure 2.

5 CONCLUSION

In this paper, importance of WSN has been dis-
cussed. Inspite of  having wide use of  WSN, it has 
several limitations. One of the major drawbacks of 
WSN is the limited power. Optimum use of lim-
ited power is most essential in WSN. In this paper, 
graph theory based optimum routing path selec-
tion methodology has been proposed. Proposed 
methodology has been implemented using simula-
tor NS 2. Various results have been compared for 

Table 1. Simulation parameters.

Routing Protocol DSDV
No. of Nodes 30, 50, 100
Mac 802.11
Simulation Time 100 sec
Packet Size 512 bytes
CBR Rate 400 Kbits/sec
Initial energy 1000 J
X-dimension of the topography 1000
Y-dimension of the topography 1000

Figure 1. Wireless Sensor Network.

Figure 2. Throughput vs. simulation time.

Input: Assume that A is Source Node and C is 
Destination Node as shown in Figure 1.
Output: Optimum path
Declared parameter: sn = source node, dn = destina-
tion node, nh = next hope, Eth = threshold energy

I. Input Sn and dn 

2. Ifs.= d, then 

3. stop communication. // As source and destination 

nodes are same 

4. else 

5. find the neighbour node nh which is nearest to source node 

(using shortest path algorithm i.e. dijkstra's algorithm) and 

keep all other neighbours in list. 

6. check energy of the node nh as E, 

7. if E,>E," then // Comparing energy of the node with 

threshold energy 

8. consider node as next hop (nh) for communication 

9. for n" find shortest path for its neighbour using the 

shortest path algorithm 

10 ifnh=d, then 

11. stop communication 

12. else 

13. repeat steps 6-12 

14. end if 

15. else 

16. select another neighbour node from rest of 

neighbour nodes with shortest distance 

17. repeat steps 6- 12 
18 end if 

19. end if 

20. end if 
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throughput and PDR. It is found that after imple-
mentation of proposed methodology, throughput 
of WSN becomes more in comparison to WSN 
without proposed methodology. Similarly, PDR 
is getting low after implantation of proposed 
methodology.
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ABSTRACT: Real time motion detection is of utmost importance in security and surveillance systems. 
This paper proposes to build such a system using ZigBee in the field of wireless sensing. A wireless sen-
sor network is an ad-hoc network of small sensor nodes which communicate with radio frequency links, 
and are deployed in numbers in an environment to sense physical conditions and variables like tempera-
ture, light, pressure, humidity, sound etc. Nodes are used for collecting, storing and sharing sensed data. 
ZigBee is a rather upcoming technology in the field of wireless communication which works on the IEEE 
802.15.4 protocol. The low cost and extremely low power consumption of the ZigBee provide a simple 
system that lasts longer in surveillance. The basic wireless sensor network architecture is composed of 
ZigBee coordinator, ZigBee router and ZigBee end device. The information from the sensor nodes in 
the network is sent to the coordinator, the coordinator collects sensor data, stores the data in memory, 
processes the data, and routes the data to appropriate node via the router. The transmission of data takes 
place by multi hop routing at the nodes. The Arduino platform when interfaced with ZigBee gives a robust 
and compact physical structure to each node.

1 INTRODUCTION

The ever advancing field of  surveillance and secu-
rity systems when integrated with the technol-
ogy of  wireless sensing and transmission has the 
potential to build very powerful and robust hard-
ware frameworks. Computer vision has already 
taken security systems to a whole new level in 
recent years. The use of  wireless sensor network 
or WSN provides a rather simple but very effec-
tive solution to this dimension. The wireless sen-
sor network comprises of  small power devices, 
called “nodes” where a node can communicate 
with other nodes either directly or via other nodes. 
They are small, low power single board comput-
ers with a radio for wireless communication which 
forms the basic building block of  the wireless 
sensor network. A single sensor node has mainly 
three key components- a microcontroller, sensors 
and communication subsystem (Hill 2003). The 
communication subsystem is an important energy 
intensive subsystem as power consumption must 
be minimized as far as possible. This is where 
ZigBee proves its supremacy over other technolo-
gies. Sensors and controls do not typically require 
high bandwidth but they need low latency and 

very low power consumption for longer battery 
lives. The microcontroller brings all other subsys-
tems together. These power devices or nodes can 
vary greatly in numbers depending on the type of 
application and other constraints like cost, size 
of  node, energy constraints, communication’s 
bandwidth, memory and computational speed 
(Healy et al. (2008)). Nodes collect and transfer 
data in four stages: collecting the data, process-
ing the data, packaging the data and communi-
cating the data. Each node collects data via the 
sensors, which is then processed and packed into 
an easily handled form by the microcontroller and 
communicated to the other nodes using low power 
radio waves (Yusuf 2014). This investigation uses 
the Arduino as the microcontroller which pro-
vides a compact structure to each node. Usage of 
XBee module (IEEE 802.15.4) makes it simpler 
and more power efficient than other Wireless Per-
sonal Area Networks (WPAN). ZigBee is ideally 
suited for simple applications within a home that 
transmit small amounts of  data. These devices are 
low-rate WPAN (LR-WPAN) specifications, and 
use minimal power within an operating space of 
20–50 meters. ZigBee operates in the Industrial, 
Scientific and Medical (ISM) radio bands and 
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uses 900 MHz band in the US, 868 MHz band in 
Europe, and 2.4 GHz worldwide (Farahani 2008). 
Data transmission can vary be 20 kb/s, 40 kb/s or 
250 kb/s. Both Bluetooth and ZigBee are intended 
for products with limited battery power, but Blue-
tooth operates best within one room only, but 
ZigBee operates well across multiple rooms. As 
opposed to Wi-Fi, ZigBee is a mesh networking 
standard, meaning each node in the network is 
connected to each other forming a mesh. ZigBee 
protocol was designed as “assemble and forget” 
meaning once it is set up, it can last for a long time. 
ZigBee-based networks generally consume one 
fourth of  the power required for Wi-Fi networks. 
ZigBee’s battery life is a major plus over Wi-Fi, 
and needs to be strongly considered if  the end-
points will run on batteries. ZigBee networks are 
primarily intended for very low duty cycle sensor 
networks. A new network node may be recognized 
and added in approximately 30 msec. Waking up a 
sleeping node takes half  that time, as does getting 
access to a channel and transmitting data. There-
fore ZigBee applications benefit from the ability 
to quickly attach information, detach, and go to 
sleep state, thereby saving a lot of  power.

2 ARCHITECTURE

One of the most common ways to establish any 
communication network (wired or wireless) is to 
use the concept of networking layers. ZigBee pro-
tocol layers are based on the standard Open System 
Interconnect (OSI) basic reference mode (Farahani 
2008). Most networking systems also use at least 
the first four layers, but many do not use all seven 
layers. The ZigBee stack architecture includes the 
MAC, PHY, Network and the Application Sup-
port sub-layer (APS) layers. Each of the layers 
communicates with the layer above it. The PHY 
defines frequency, power, modulation, and other 
wireless conditions of the link. The MAC defines 
the format of the data handling. The remaining 
layers define other measures for handing the data 
and related protocol enhancements including the 
final application (Obaid et al (2014)).

The 802.15.4 standard uses only the first two lay-
ers plus the Logical Link Control (LLC) and Service 
Specific Convergence Sub-layer (SSCS) additions 
to communicate with all upper layers as defined by 

Figure 1. Comparison between IEEE 802.11, Blue-
tooth, ZigBee.

Figure 2. ZigBee protocol stack.

Figure 3. Block diagram of coordinator.

Figure 4. Hardware of coordinator.

Figure 5. Block digram of router.
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additional standards. The ZigBee standard defines 
only the networking, application, and security lay-
ers of the OSI and adopts IEEE 802.15.4 PHY and 
MAC layers as part of the ZigBee networking pro-
tocol. Therefore, any ZigBee-compliant device will 
naturally conform to IEEE 802.15.4 as well. How-
ever the IEEE 802.15.4 protocol is independent 
of the ZigBee standard i.e. a short range wireless 
network can be based on IEEE 802.15.4 without 
conforming to ZigBee specific layers. Also it must 
be noted that the decision to implement the full 
ZigBee protocol stack or just the MAC and PHY 
layers depends on the application and future use.

3 EXPERIMENTAL SET UP AND 
NETWORK IMPLEMENTATION

3.1 Hardware design

3.1.1 Coordinator
The coordinator consists of the power source, 
microcontroller, RF/transceiver device and USB 
interface. The transceiver device is the XBee. A sin-
gle coordinator is needed for the network. It effec-
tively forms and manages the network as a whole.

3.1.2 Router
The router comprises of power source, microcon-
troller and RF/transceiver device.

It passes on (route) information to other radios 
in the network.

3.1.3 End-point
The end points/tags are made up of the power 
source, microcontroller, RF/transceiver device and 
the sensor. Here the PIR motion detection sensor 
is used in the end point, which measures infrared 
radiation in its field and the collected data is trans-
ferred back to the coordinator.

3.2 Software design

3.2.1 Working of coordinator node
The program loaded into the coordinator is writ-
ten on the IDE, the flowchart for which is given 

Figure 6. Hardware of router.

Figure 7. Block diagram of end-point.

Figure 8. Hardware of end point.

Figure 9. Flowchart for the program loaded into the 
coordinator.
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below in the figure. At first, the coordinator is 
powered up and commands are written which 
makes the coordinator wait for the sensor data 
from the router nodes. If  any data is available from 
the router nodes then it sends the data to the serial 
monitor of the Arduino IDE software via the USB 
COM port through the Arduino board. If  the 
coordinator does not receive any data then it goes 
back to the cycle of waiting and checking of data 
availability.

3.2.2 Working of router node
The main job of the router is to direct the correct 
packet of data to the coordinator or other par-
ent routers. The router is powered up and then it 
is made to wait for data from the child router or 
sensor. When it receives the data, it checks whether 
the packet is its own packet or not. If  the correct 
packet is received, then it forwards the data to the 
parent ‘node and continues the cycle of waiting for 
data from other nodes.’ If  it does not receive the 
desired packet, then the packet is discarded and 
the cycle is continued.

3.2.3 Working of end-point node
The end point node has the PIR sensor which 
works as a standalone system and converts physical 
data values to electrical voltage values. The sensor 
device is powered up and sensor data is collected 
and transmitted to the nodes like routers. The end 
point transfers the data to the routers.

4 RESULTS AND DISCUSSION

In this investigation we have been successful in cre-
ating a wireless sensor network of multiple nodes. 
The end device (node) uses the PIR sensor to col-
lect data and route it to the terminal computer 
i.e. coordinator. Below is presented the results we 
have obtained in the monitor of the coordina-
tor computer from the end point node. To obtain 
the results different warm body obstructions were 
moved in the sensor range of the PIR sensor. The 
PIR sensor detected the changes in movement 
between its 2 slots in the form of voltage changes. 

Figure 10. Flowchart for the program loaded into the 
router.

Figure 11. Flowchart for the program loaded into the 
end point.

Table 1. Raw data values shown on the end point LED 
display.

Sl. No.

End 
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Sensor 
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Remarks/
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1 53 1 980 No obstruction 
so highest 
sensor value 
is obtained

2 53 1 873 An obstruction 
is introduced 
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of the sensor
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4 53 1 220 The sensor is 
covered fully
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Each reading was obtained after a time delay of 1 
second as programmed in the microcontroller. The 
Received Signal Strength Indication (RSSI) values 
are obtained in dBm ranging from –63 dBm to –50 
dBm. As the PIR sensor sends the output via the 10 
bit ADC to the Arduino microcontroller, the sen-
sor values range from 0 to 210 i.e. 1024 theoretically. 
Practically, 0 and 1024 values are not obtained ide-
ally as there will always be some warmness in the 
atmospheric air or particles in the air which will 
never lead to 1024 value of the sensor. Also it is not 
possible to obtain the lowest value of 0 as the PIR 
sensor will never be fully obstructed by the warm-
est body in normal conditions. So after calibration, 
the voltage values vary in the range of 1.2 V–1.44 V.

5 CONCLUSION

wireless sensor networks have seen an immense 
expansion of applications in both research and 
industry. It utilizes an efficient form of technology 
that has the potential to build and integrate vast 

number of multi-hop wireless sensing and control 
systems (Sohraby et al. (2007)).This paper tries to 
investigate this fundamental aspect of WSN with 
the usage of ZigBee technology. Over the coming 
years it is likely that ZigBee will increasingly play 
an important role in the field of computer and 
communication technology. The various poten-
tial applications of WSN can be broadly catego-
rized into different classes such as Environmental 
data collection, Military applications, Security 
monitoring, Sensor node tracking, Health appli-
cation, Home application, and Agriculture and 
farm application (Pan & Tseng 2007). This study 
has been successful in building a motion detection 
system which falls under the category of Environ-
ment data collection. Although existing surveil-
lance systems have a much faster data rate but they 
consume excess power in the sensing and routing 
process. In order to address the same the ZigBee 
based system is established which resolves this 
issue of power consumption and cost.
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ABSTRACT: Routing in mobile Ad Hoc network described by multi-hop wireless link is a delicate task. 
The lack of permanent infrastructure and the instability of the topological changes due to nodal mobil-
ity and changes in wireless propagation conditions during the transmission of time-sensitive information 
between source and destination pair are challenging in ad hoc network routing. Furthermore, route dis-
covery and route maintenance are the two major tasks in implementing the routing protocol in ad hoc 
network. The use of multipath routing in ad hoc network with a set of reliable data paths can solve these 
problems. In the algorithm proposed in this study, we use the AODV multipath routing, where the best 
route having high data rate and high security level is selected first and another alternate node-disjoined 
path is selected next as a backup route for instant use during route failure, thereby saving the time and cost 
of repairing/discovering new routes. Finally, we simulated the networks to depict the proposed algorithm 
and presented the results obtained. A comparison of the routes and data rates is also made.

1 INTRODUCTION

Advancement of wireless communication emerges 
a new communication paradigm: self-organized 
information and communication system having 
no network infrastructure such as router, switch, 
and server (Cidon 1999), (Nasipuri 2001). Such 
a network is referred to as Mobile Ad Hoc Net-
work (MANET) representing a system of wireless 
nodes that can freely and dynamically move and 
create arbitrary and temporary network topolo-
gies (Cidon 1999) (Nasipuri 1999). The intrinsic 
attribute of such a network is the dynamic net-
work topology, limited battery power, constrained 
wireless bandwidth, quality of service, and a large 
number of heterogeneous nodes that make net-
work management significantly more challenging 
than stationary and wire network. Each node in 
MANET acts as a host and a router and commu-
nicates with each other via multi-hop wireless links 
(Manna 2016). As mobile nodes join and link the 
network, dynamically, sometimes even without a 
notice, and move randomly, network topology and 
administration domain membership can change 
frequently. To combat the inherent instability of 
these networks, we propose a routing scheme that 
uses multiple paths based on AODV routing pro-
tocol and simulate the networks to find the most 
secure path among these multiple paths.

Traditional routing protocol for MANETs uses 
a single path between the source and destination. 

When this path fails, a potentially expensive opera-
tion was usually performed to locate an alternate 
route to the destination (Perkins 2000) (www.ietf.
org/html.charters/manetcharter.html). This may 
cause excessive delay, call blocking, and extra 
overhead on the routing layer of the network. 
Multipath routing is an alternative to single-path 
routing, and aims to establish multiple paths 
between the source and destination pair and has 
several benefits. In this paper, we focus on AODV 
reactive routing protocol, which sets up a route 
between two nodes only when there is a need to 
send actual traffic between two nodes. AODV 
routing protocol is accomplished by flooding the 
network with route request messages, requesting 
information on the route from the source to the 
destination. In due course, destination receives the 
route request message and responds to it with nec-
essary path information. In this paper, we use the 
AODV routing protocol to find the most secure 
and reliable path (Lou 2005).

AODV routing protocol is the most secure, reac-
tive routing protocol developed specifically for 
MANET. In AODV, if a node wants to send data 
to another node without a route, then it tries to find 
a new route. Route finding is possible using a route 
request (RREQ) message. Thus, a node that tries 
to discover another node sends out an RREQ mes-
sage, which contains the IP addresses of the trans-
mitting node as well as the destination node. The 
RREQ message is broadcast over the network with 

http://www.ietf.org/html.charters/manetcharter.html
http://www.ietf.org/html.charters/manetcharter.html
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a source node containing a new route to the destina-
tion, which in turn responds to the request via route 
reply (RREP) message. The RREP message is sent 
to the originator and when the message traverses 
toward the originator, it establishes the end-to-end 
path between the source and destination nodes. As 
wireless channel is a broadcast channel, any node 
(may or may not be of the same network) within 
the transmission range of a transmitting node can 
overhear the other node’s transmission. Hence, indi-
vidual attack is possible in the network. To calcu-
late the probability of finding the attack to every 
node of a network, we formulate the optimization 
problem that minimizes the probability of path fail-
ures or in other words maximizes the security of the 
path. This is a combinatorial optimization problem 
and is formulated as a least-hop count problem 
of AODV protocol to find the optimal path. In 
the subsequent section, we will first formulate the 
problem and then propose an algorithm suitable to 
solve for optimum path and finally simulate some 
network to find its performance.

2 PROBLEM FORMULATION

A network can be modeled as an acyclic directed 
graph G (V, E), where V = {1, 2, … n} is the set of 
nodes and E is the set of trunk (edges) that con-
nects the nodes with |E| = m, where m is the edge 
metric such that m ∈ M, with M being a set of non-
negative edge metrics. For the purpose of modeling, 
we consider that every edge E(i,j) ∈V connects the 
two nodes ni and nj when they are in each other’s 
transmission range and are associated with an edge 
metric m having cost Cm(i, j) with respect to metric 
m ∈ M. The different link metrics under our consid-
erations are: link cost c, bandwidth b, delay d, delay 
jitter j, and path/packet loss probability p. These 
parameters can be used to formulate the optimiza-
tion problem. A path P(s,t) is a sequence of vertices 
Vs, V1…Vi, Vi+1 …Vt−1, Vt such that ∀ s ≤ i ≤ t, edge 
(Vi, Vi+1) ∈E. Depending on each metric m ∈ M, the 
cost Cm(s, t) of a path p(s, t) is the generic function 
of the path edge metric, that is:

C forff p
f

mC forff p( )s t,t ( )s t,s =
( )V Vs sVV VV, ( )V Vi i ( )V Vt tVV VV,( )V ViVV VV) (Vi iVV VV  (1)

Examples of other cost functions are given 
below:

C forff p bfb ff
p

bfCC i
p
( )s t,t ( )i j, 〈 〉buffer

( )i jj ∈ ( )s t,s
 (2)

C forff p edges forff p phCC #( )s,t ( )s t, 〈 〉hopcount  (3)

C
Ri jCC

i jR
=∑ 1  (4)

where l Pi jll ( )s t,  and Ri,j is the data rate.
We proposed a node-disjoined shortest pair 

algorithm considering the minimum cost of net-
work flow and optimum data rate through the 
paths. Each path is assigned the link cost Cm(i, j) 
and during each iteration of the algorithm, we 
obtain a secure path with the minimum cost Cp p(s, t) 
and the corresponding data rate. The algorithm for 
finding the optimal path and backup routes may 
be stated as:

Step 1.  Find the first most secure path by minimiz-
ing Cp p(s, t), then find the data rate for the 
path.

Step 2.  Modify the routing table deleting data of 
the intermediate nodes and interlacing 
arcs of the shortest path. Rearrange the 
network nodes and transform back to the 
original network. Then, use the new step 
for finding the second secured path from 
the modified routing table having a lower 
security level than the previous path.

Step 3.  Repeat step 2 to obtain one or two backup 
routes with satisfactory data rates.

Step 4.  No further iteration is required as we obtain 
optimal route and the backup routes.

In this way, we can find multiple secure paths 
with high data rates. The most secure path is 
obtained first, which we used for the initial rout-
ing; the other routes are kept as the multipath 
backup route. If  the initial route fails, there is no 
need to search a new route, because the routes with 
second-level security will be used and so on. We 
simulated several networks with different number 
of nodes. In the subsequence section, we showed 
the two simulated results for the MANETs.

3 SIMULATED RESULT AND 
CONCLUSIONS

We created a network with a campus area of 500 × 
500 m2 taking 20 ad hoc nodes forming a network 
in the transmission range. 200 m. The network is 
simulated using a high-capacity processor and the 
OPNET and MATLAB7 platforms. An example 
of the simulated result is shown in Figure 1.

In the simulated network, the source node des-
ignated as 1 initiates the routing procedure by 
sending an RREQ to its surrounding nodes. This 
RREQ message sent by the source node is shown 
in green. The other RREQ messages are shown in 
cyan, yellow, black, etc. The source node 1 sends 
the RREQ message to its neighbor nodes 5, 6, 9, 
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11, and 13 and the links formed are shown by the 
green line. Links are formed whenever the nodes 5, 
6, 9, 11, and 13 send the RREQ message to their 
neighbor nodes.

In this simulation, the source will find the opti-
mal path 1-13-20 having the data rate of 0.45 kbps. 
The second optimal path is 1-6-18-20 having the 
data rate of 0.33 kbps. We have simulated another 
network having 30 nodes as shown in Figure 2. The 
simulation is made using the same platform used 
for network 1. This simulation is done taking node 
1 as source and node 28 as destination. The opti-
mal path obtained in this simulation is 1-23-13-28, 
the data rate of which is 0.47 kbps. The second 
optimal path is 1-17-28 with data rate of 0.35 kbps. 
The simulated results are summarized in Table 1.

4 CONCLUSIONS

In this study, we simulated two networks within 
an area of 500 m2 by taking different number of 
nodes, and obtained multiple paths for routing. 
Initially, the most optimal path is used for data 
transmission, and backup route is kept for future 
use. In designing suitable multipath routing proto-
col, the proposed algorithm may be efficiently used 
for a larger area having larger number of nodes 
and a suitable multipath with less computational 
complexity will be obtained.
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Table 1. Comparative study of path and data rate.

Network 
name Path name Link

Data rate 
(kbps)

Network 1 Optimal path 1-13-20 0.45
Backup path 1-6-18-20 0.33

Network 2 Optimal path 1-23-13-28 0.47
Backup path 1-17-28 0.35

Figure 1. Simulated network with 20 ad hoc nodes.

Figure 2. Simulated network with 30 ad hoc nodes.
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ABSTRACT: In this paper, we investigate the problem of joint power allocation and routing optimi-
zation for the minimization of end-to-end outage probability in Decode-and-Forward (DF) multi-hop 
wireless networks. To solve the problem, we developed a new joint power allocation and routing strategy. 
First, a closed-form expression for power allocation is derived, and from this solution, routing metric is 
obtained, which solves the routing problem. We also present distributed implementation of joint power 
allocation and routing strategy. Simulation results show that the proposed scheme significantly controls 
end-to-end outage probability.

1 INTRODUCTION

Energy-constraint wireless networks consist of 
wireless nodes that operate on limited battery 
energy supply. As replacement or recharging can 
be infeasible, power minimization is one of the 
most critical design issues in wireless networks. A 
conventional multi-hop transmission scheme is an 
efficient approach for energy saving by relaying the 
information through several hops and informa-
tion through several hops and thus reducing the 
transmit power level. Choosing appropriate relays 
to forward the source data as well as the transmit 
power allocation among the nodes can significantly 
increase power efficiency in wireless networks.

The key objective of any routing session is to 
maintain the QoS performance. Considering Ray-
leigh fading channels, we use outage probability 
to reflect the quality of communication. Babaee 
(2010) proposed a distributer algorithm exploiting 
channel state information that seeks to minimize 
the end-to-end outage probability in Amplify-and-
Forward (AF) relay-assisted multi-hop networks, 
which can be executed in polynomial time. Lang 
(2011) investigated the minimum power rout-
ing problem in end-to-end outage probability-
restricted cooperative multi-hop networks. The 
relays in the networks are suitably grouped to 
leverage the energy efficiency of MIMO transmis-
sion. Gupta (2013a) and Gupta (2013b) distrib-
uted joint routing and power allocation strategies 
to propose Decode-and-Forward (DF) relay-based 
multi-hop wireless networks for two energy-aware 
optimization objectives: (i) minimizing total 
transmission power and (ii) maximizing network 
lifetime. Ahmadi (2013) also studied outage prob-
ability-constrained routing problem in cooperative 
wireless networks to minimize the transmission 
power. Mahboobi and Ardebilipour also discussed 

energy-efficient joint routing and power allocation 
problem in outage-restricted relay networks with 
Nakagami-m fading for wireless channels (Mah-
boobi 2013).

The aim of this paper is to find an optimal route 
that minimizes end-to-end outage probability in 
a multi-hop wireless network. It may be noted 
that an increase in transmit power at each trans-
mitting node reduces both the end-to-end outage 
and energy efficiency. To the best of the authors’ 
knowledge, the issue of joint power allocation and 
routing in a total transmitting power-restricted 
multi-hop wireless networks has not been reported 
in the literature to date. Therefore, in this paper, we 
study the joint power allocation and routing prob-
lem with an aim to minimize the end-to-end outage 
probability under sum power constraint. Closed-
form expressions of transmission power in each 
mode for a given route are obtained. From power 
allocation solution, routing metric is obtained, 
which satisfies the essential properties of rout-
ing protocol such as convergence, optimality, and 
loop-freeness. Distributed implementation of our 
proposed solution is also presented.

The rest of the paper is organized as follows. 
Section 2 describes the system model. Joint rout-
ing and power allocation strategy for end-to-end 
outage minimization is presented in section 3. 
Distributed routing and power allocation is also 
implemented in section 4. Section 5 presents the 
simulation results and finally the paper concludes 
with section 6.

2 SYSTEM MODEL

2.1 Network model

Consider a wireless multi-hop network modeled 
by an undirected graph G ( )V E ,)E  where V is the 
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vertex set indicating the set of |V| nodes of the net-
work and E is the edge set representing the wire-
less links of the network. All nodes are randomly 
distributed in a specific area. Each node works 
on Time-Division-Duplex (TDD) mode, that is, a 
node cannot transmit and receive simultaneously.

A sequence of data packets are continu-
ously transmitted by the source node V1 (say) 
to the destination node VN (say) through a path 
ϕ = ( ) with N N V≤(

y))
)
gg

 nodes, 
where V2 to VNVV −1 are the nodes performing the role 
of intermediate Decode and Forward (DF) relays. 
The path ϕ  consists of ( )N −  hops, where the 
link between the nodes ViVV  and ViVV +1  is denoted as  
i − th  hop for i { }N… . Nodes that do not 
belong to the path are kept in sleep mode to save 
battery energy source. Each relay node in the path 
ϕ  receives the signal transmitted from the preced-
ing node, processes it, and then transmits the signal 
to the next node in the next time slot. To process 
the signal, the relay nodes use DF strategy.

2.2 Wireless link model

We assume that the fading amplitudes of the links 
between any pair of nodes are Rayleigh distrib-
uted, which are assumed statistically independent 
to each other. The additive noises of all receiving 
nodes are assumed zero-mean complex Gaussian 
random variables with variance σ 2σσ .  For any pair 
of wireless link, an outage occurs if  Signal-to-
Noise Ratio (SNR) at the receiver fails to achieve 
a value higher than or equal to a predetermined 
threshold γ thγ . In a multi-hop wireless network with 
DF relays, end-to-end outage occurs when SNR 
in any one of the links between V1VV  and VNVV  falls 
below γ thγ .  Following this, outage probability of a 
path ϕ  in a multi-hop network (Hasna 2004) is 
calculated as:

P eoutPP
i

N
th iγ γth i( )ϕ

=

−
−( )∏e1

1

1
/  (1)

The average SNR γ iγ  of  the i-th link between 
ViVV  and ViVV +1 can be written as γ i iγ iG Pi i= ,  where GiG  
is a parameter independent of PiPP  and contains 
parameters such as the antenna gains, path loss, 
shadowing, and noise power and PiPP is the transmit-
ted power of Vi. Using Friis propagation formula 
(Rappaport 2002), Gi can be written as:

G G G l d LNi iG t r ( )G G li t rGG G ( ))2 2
0NN/  (2)

where Gt is the transmitter antenna gain, Gr is 
the receiver antenna gain, l is the wavelength, d is 
the separation distance between two nodes, L is the 
system loss factor not related to the propagation, 

path loss exponent α = 2  for free space, 3 4α  
in urban environment, N0NN  denotes noise power at 
the n-th hop, and ε iε  is a parameter that is added 
to the model to encapsulate the effect of lognormal 
shadowing.

Hence, the design problem is to find a route 
that minimizes end-to-end outage probability for 
a multi-hop wireless network such that sum power 
does not exceed a predetermined minimum value 
Pmax. Mathematically, it can be expressed as:

min
PoutPP

ϕ ϕ ( )V VNVV ( )ϕ
VV  (3a)

Subject to
i

N

i maxP Pi m
=

−

∑
1

1

 (3b)

PiPP N0 1i =i 2 1N… −N, ,1ii , ,……  (3c)

where ϕ V and VNand VV1VVVV( )V VN1V VV NVV  represents set of all pos-
sible path between V1 and VN. Pi is the non-negative 
transmission power of each node along the path.

3 JOINT ROUTING AND POWER 
ALLOCATION FOR END-TO-END 
OUTAGE MINIMIZATION

The term joint power allocation and routing shows 
that the proposed routing strategy is based on the 
power allocation solution. Further, power alloca-
tion of each node in the route is required to mini-
mize the end-to-end outage probability. Therefore, 
first, we determine the power allocation for a given 
path ϕ  in a multi-hop network that takes into 
account the goal of routing scheme to minimize 
the end-to-end outage probability meeting sum 
power constraint Pmax.

From (3), the power allocation problem for end-
to-end outage minimization may be rewritten as:

min
P

G P
iPP i

N

th i iG PP
=

−

∑
1

1

γ t∑ /  (4a)

Subject to
i

N

iP Pi
=

−

∑
1

1

maPP x  (4b)

PiPP N0 1i =i 2 1N… −N, ,1ii , ,……  (4c)

The aforementioned objective function (4a) is con-
vex and the constraint (4b) is a linear function. The 
optimization problem is convex and thus has unique 
solution (Boyd 2004). Therefore, Karush–Kuhn–
Tucker (KKT) conditions are necessary and suffi-
cient for optimality. The Lagrangian L with Lagrange 
multiplier λ  associated with the problem (4) is:
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Taking the derivative of L with respect to Pi and 
solving the set of equations, we get optimal trans-
mission power of each node P iiPP ∈{ }N −N(

gg
),  

which is given by:

P P
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And the minimum end-to-end outage probabil-
ity is given by:

P
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In optimal joint power allocation and routing 
strategy, the path that requires minimum end-to-
end outage probability while maintaining the sum 
power constraint is to be selected. Hence, the path 
weight function may be derived from (7) as follows:

=( ) th
opt i( )

iGi
ϕ

γ
ω ∑ ε  (8)

To minimize the end-to-end outage probability, 
we need to search for the path with minimum path 
weight given in (8). Therefore, the routing problem 
for optimal strategy is:

ω
ϕ ϕ

ωoptωω
N

optωarg
min

V VN,
( )ϕ * = ( )

( )ωω ϕ

ϕϕ 1VV
 (9)

where ϕ V VNVV1,VV( )  represents the set of all possible 
paths between the source node V1 and the destina-
tion node VN.

4 DISTRIBUTED ROUTING 
AND POWER ALLOCATION

4.1 Routing implementation

A routing metric can be represented as a set of ele-
ments ( )S, , ,⊕ ≤, ,  where S is the set of all paths 
in the network, ω  is a function that maps a path to 
a metric value, ≤ is the order relation, and ⊕  is the 
path concatenation operation from a link. Before 
discussing the routing technique, it is important to 
check monotonicity and isotonicity properties of the 
routing metric. For paths ϕ ϕ ϕ1 2ϕ ϕϕ 3ϕ,2ϕ  in the network, if  
ω ωω( )ϕ1ϕϕ < ( )ϕ2ϕ  implies that ω ω( )

22 3
ϕ ϕ1 3ϕϕ ϕϕ⊕ <ω ( )ϕ ϕ2 3ϕ ϕϕ ⊕ϕϕϕ  

and ω ω( )ϕ ϕ3 1ϕ ϕϕ⊕ <ω ( )ϕ ϕ3 2ϕ ϕϕ ⊕ϕϕϕ , then the routing 
metric is called isotonic (Yang 2008). The rout-
ing metric is called monotonic (Yang 2008) if  
ω ω( )ϕ1ϕϕ <ωω ( )ϕ1ϕ 2ϕ⊕ϕ1ϕϕ  and ω ω( )ϕ1ϕϕ <ωω ( )ϕ3ϕ 1ϕϕ⊕ϕ3ϕ ,  for 
any paths ϕ ϕ ϕ1 2ϕ ϕϕ 3ϕ,2ϕ .∈S  It can be easily verified that 
the proposed routing metric following (8) is strictly 
isotonic and monotonic and the routing metric is 
additive. Therefore, link-state path vector or dis-
tance vector routing protocols such as DSDV (Per-
kins 1994) or AODV (Perkins 1999) can be easily 
modified to implement the routing strategy for the 
proposed optimal routing metric (8).

4.2 Distributed power allocation

For distributed power allocation, each trans-
mitting node along the path ϕ  should be able 
to calculate its own transmit power without any 
global knowledge of the network. Without loss 
of  generality, we can assume that each node 
knows distances to its neighbors. Then, it can be 
observed from (6) and that each node can calcu-
late its own transmit power according to optimal 
scheme, if  it can obtain the value of path weight 
vector ωoptωω ( )ϕ .  For both DSDV and AODV rout-
ing protocols, the path weight vector is known to 
the source node. For DSDV routing protocol, the 
path weight vector is stored in the routing table of 
the source node. For AODV routing protocol, the 
path weight vector is available to the source node 
from route reply (RREP) message. Therefore, the 
source node is required to put path weight vec-
tor in the header of  the data packet and transmit 
through the path ϕ.  Each node in the path ϕ  
can extract this information and calculate its own 
transmit power using (6).

5 PERFORMANCE EVALUATION

For performance evaluation of our joint power 
allocation and routing strategy, we have considered 
a fully connected wireless network with M nodes, 
in which all nodes can directly communicate with 
each other. The nodes are randomly located within 
a square area of size 50 × 50 m. The source and 
sink nodes are located at (0, 0) and (50, 50), respec-
tively. BPSK modulation is adopted and the power 
consumed in the communication of routing con-
trol packets and in the shortest cost path computa-
tion is ignored in the simulation. For each network 
realization, route is obtained by a routing metric 
and then transmit power is allocated at each node 
according to the power allocation strategy. We 
consider optimal routing following (9) and opti-
mal power allocation following (6) strategy. This is 
referred to as Optimal-R and PA in the subsequent 
discussion. Further comparison is made between 



128

our proposed scheme, with the shortest path rout-
ing with equal power allocation scheme. This is 
referred to as SPR-EPA scheme. In the SPR-EPA 
strategy, route is obtained from the shortest path 
routing, then power allocation is achieved by con-
sidering equality of constraint (4b). All the simula-
tions are performed in MATLAB. The results are 
averaged over 104 randomly generated independent 
network topologies. Values of necessary simula-
tion parameters are found in Table 1.

Figure 1 represents end-to-end outage prob-
ability comparison with increasing Pmax for a fixed 
network size M = 20.  It can be observed that 
as Pmax increases, end-to-end outage probability 
decreases. The reason is quite straightforward. For 
a fixed network size, the required transmission 
power increases as Pmax increases, following (6). 
The best (worst) performance of optimal-R and 
PA strategy over SPR-EPA strategy is 57% (34%) 
when maPP x = 9(2).

Figure 2 depicts the end-to-end outage prob-
ability comparison for different network size when 
Pmax = 5 W. It can be observed that as the network 
size, that is, the number of nodes in the network, 

increases as the end-to-end outage probability 
decreases. The reason may be explained as follows. 
Adding more nodes in the network increases the 
availability of shorter-link distance routes. Thus, 
transmission power requirement of individual 
nodes along the route will decrease, which results 
in the improvement of outage probability. The best 
(worst) performance of optimal-R and PA strategy 
over SPR-EPA strategy is 41.3% (23.9%) when the 
network size is 40 (5).

6 CONCLUSION

In this paper, we studied the problem of joint power 
allocation and routing optimization for end-to-
end outage minimization. From the optimization 
framework, we obtained closed-form expression 
for power allocation. In addition, implementa-
tion issues of our proposed scheme are discussed, 
which suggests its practical importance for applica-
tion in large-scale wireless networks. The simula-
tion results show that our proposed optimal joint 
routing and power allocation scheme reduces the 
end-to-end outage probability significantly.
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ABSTRACT: Image Transmission Quality Assessment (ITQA) has become a popular topic of research 
intense over the last few years. Performance of ITQA over AWGN channel model with and without 
Raised Cosine filter is shown in this paper. In addition, for better transmission efficiency and achieving 
the required bandwidth, DCT and 32 cross-constellation QAM (C-QAM) modulation scheme is used. 
Furthermore, for measuring performance of image quality, PSNR and MSE are taken into account. The 
simulation results reveal that with lower signal-to-noise ratio, raised cosine filter exhibits better perfor-
mance than employing no filter. Inter Symbol Interference (ISI), which plays an important role in image 
transmission, degrades the image quality, which may be eliminated by employing filter.

1 INTRODUCTION

During the past few years, people begin to play 
more attention on reliable wireless multimedia 
transmission. For transmitting image, video, and 
audio based on high-speed data communication, 
high-quality channel, and high-quality transmis-
sion of visual data are in demand. In general, high- 
quality image transmission acquires high storage 
capacity and high bandwidth requirements. For 
that reasons, image compression is performed, so 
that less storage capacity and required bandwidth 
is achieved. In addition, ISI degrades the image 
quality over wireless channel and/or wired chan-
nel due to the band-limited characteristic of the 
transmitted signal. An appropriate filter technique 
may improved the image quality that is transmitted 
through the noisy channel.

In this paper, a raised cosine filter is proposed 
before transmission of compressed image through 
the noisy communication channel. The typical 
communication model is tested by transmitting the 
still image using cross-constellation QAM-32 mod-
ulation schemes. The simulation results proved 
that the proposed communication model for image 
transmission yields high-quality image when the 
channel is more vulnerable to noise.

This section provides a descriptive summary of 
some techniques that have been implemented and 
tested for image compression and transmission 

over noisy channels. For example, Mishra et al. 
(2014) proposed the polar coding for gray-scale 
image transmission over AWGN channel using 
M-array QAM. However, they did not suggest 
the band-limited characteristic of the medium 
and the influence of inter-symbol interference. 
On the contrary, Kader et al. (2014) suggested the 
image transmission using Hierarchical Quadra-
ture Amplitude Modulation (HQAM) for better 
protection of high-priority data. Nevertheless, no 
channel model such as AWGN is considered and 
only salt and pepper noise has been taken into 
account. Furthermore, Khandokar et al. (2009) 
used a simple conventional communication model 
with various M-array modulation techniques with 
AWGN Channel, but did not show the lower value 
of Eb/No. Only the value of 10 dB has been used. In 
this paper, we investigate the conventional commu-
nication model and compare it with the proposed 
communication model for image transmission 
using a filter. In addition, the effects of low and 
high signal-to-noise ratios have been considered 
for both communication models for still image 
transmission.

The remainder of this paper is organized as 
follows. In section II, theoretical background of 
DCT compression, 32 C-QAM modulation, raised 
cosine filter, White Gaussian Noise (AWGN) chan-
nel, Signal-to-Noise Ratio (SNR), Bit Error Rate 
(BER), and Eb/N0 (Energy per bit-to-Noise power 
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spectral density ratio) have been demonstrated. In 
section III, the proposed method is described and 
the experimental results are explained. The paper 
concludes in section IV.

2 THEORETICAL BACKGROUND

2.1 DCT compression

In this paper, the image that will be transmit-
ted through the channel is compressed using the 
Discrete Cosine Transform (DCT) (Bukhari et al. 
2002). The complete image is considered as a single 
block. Let I be the original image defined as I = f  
(u,v), {O < u ≤ −M 1 , 0 < v ≤ −N 1 }. M × N is the 
dimension of the image and f  (u, v) denotes the 
gray-level pixel’s at (u, v) coordinates. The M × N 
DCT coefficients are given by:
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Respectively, the inverse DCT coefficients are 
given by:
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In the following sections, we consider square 
images (M = N).

2.2 32 C-QAM modulation technique
32 C-QAM is a cross-shape constellation. The 
constellations for odd values of n as Q = 2n have a 
cross shape and hence called 32 cross-constellation 
QAM, where the value of n is 5. The baud rate 
or symbol rate is T, where T denotes symbol rate 
or baud rate. In general, the symbol rate is equal 
to the bit rate divided by the total number of bits 
transmitted with each symbol. However, the sig-
nal bandwidth depends on symbol rate in such 
situation. Each symbol of 32 cross-constellation 
QAM carries m = log2 (k) bits of information. 
Therefore, 32 cross-constellation QAM carries 5 
bit of information per symbol. The average energy 

can be calculated of 32 cross-constellation QAM, 
which is a revolved version of a 36-QAM square 
constellation, where the corner points are deleted, 
as they consume more power than other points 
in 36-QAM. If  a 36-QAM is rotated, the energy 
is unchangeable. Therefore, the total energy of 
36 QAM is first estimated. Then, the energy of 
the four-corner points is determined. Finally, the 
estimated energy of 36-QAM will be subtracted 
by the four-corner points’ energy. The resulting 
energy divided by 32 gives average energy of 32 
cross-constellation.

In addition, it is important to note that the four-
corner points of 36-QAM possess most power. If  
these four-corner points are deleted, the amount 
of the highest power produced by transmitter will 
be reduced.

2.3 FIR raised cosine filter

A pair of raised cosine filter is used in both trans-
mitter and receiver sites, which act as square root-
raised cosine filter. In practice, ISI cannot be zero 
when both filters are implemented due to some 
numerical decision error in both the design phase 
and implementation phase.

For ensuring no inter-symbol interference, the 
following conditions should meet when a pulse-
shaping filter is employed (Chy et al. 2015).

1. The pulse shape shows a zero crossing at the 
sampling point of all pulse intervals other than 
its own. That is Minimized ISI.

2. The shape of  the pulses is such that the 
magnitude decays readily outside of  the 
pulse interval resulting in high stop band 
attenuation.

The impulse response of the raised cosine filter 
and the square root raised cosine filters in time 
domain are given by (3), (4), (5), (6) (Kumar et al. 
2015).

Figure 1. Square 16 QAM expanded to 32 cross-con-
stellation QAM (n = 5).
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This expression can be simplified further by 
introducing the sinc function ( )Si
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The sinc function in response of the filter 
ensures that the signal is band-limited. The time 
domain or impulse response of the square root-
raised cosine filter is given as:
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The overall response of the system is given 
by (6):

h h hRC RRC RRC( )t = ( )t ( )t  (6)

The impulse and magnitude responses of 
Raised Cosine filter are shown in Figures 2 and 3, 
respectively.

To eliminate ISI, numerous filters have been 
proposed in the literature. However, Finite Impulse 
Response (FIR) filter is inevitable among the fil-
ters, as they give linear phase, which is a desire for 
any image or video communication systems for 
researchers. Moreover, FIR filters ensure stability 
and fewer finite precision errors.

2.4 White Gaussian Noise (AWGN) channel

To produce AWGN noise, standard built-in func-
tions of MATLAB are used. AWGN noise of zero 
indicates that variance and powers are identical. 
The image corrupted by channel noise is shown 
in (7) (John et al. 1998, Samsuzzannan et al. 2010, 
Bernard et al. 2001):

Z a n+a  (7)

The probability distribution function for this 
Gaussian noise can be represented as:
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The model of this noise assumes a power spec-
tral density Gn(f), which is flat for all the frequen-
cies denoted as:

Gn N( )f = 0NN
2

 (9)

The denominator 2 implies that the power 
spectral density is a two-sided spectrum. For 
evaluating the performance of the communication 
system, AWGN model is used in the simulation 
environment.

2.5 Signal-to-noise ratio

Measuring signal power in comparison with noise 
power is known as signal-to-noise ratio. Consider-
ing AWGN channel model for complex and unpre-
dictable signal as well as channels, Signal-to-Noise 
Ratio (SNR) can be estimated as (10):
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Figure 3. Frequency response of raised cosine filter.

Figure 2. Impulse response of raised cosine filter.
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where In and Qn are the in-phase and quadrature 
components of  signals for M-array modulation 
schemes, whereas Ni,n and NQ,n are the in-phase 
and quadrature components of  the correspond-
ing complex noise considered in this work.

2.6 Bit Error Rate

Bit Error Rate in digital communication system is 
the ratio of the number of erroneous bits to the 
total number of bits given in a specific time when 
transmission takes place in any communication 
system:

BER = ( )Bits in Error ( )Total bits received/  (11)

BER is a unit-less performance measure, often 
expressed as a percentage (Ghosh et al. 2012).

BER can be calculated in terms of the Probabil-
ity of Error (POE) (Stathaki et al.) and represented 
by (12):

POE E
N

b( )erf1
2 0

 (12)

where “erf” is the error function, Eb is the energy 
in one bit, and N0 is the noise power spectral 
density (noise power in a 1 Hz bandwidth). Eb/
N0 (Energy per bit-to-Noise power spectral density 
ratio).

3 PROPOSED METHOD

This section describes the proposed method in 
detail. The basic steps involved in the proposed 
method are: (1) converting RGB image into 
gray-scale image, (2) applying DCT in gray-scale 
image to be compressed and be quantized apply-
ing DCT, (3) encoding the quantized image and 
finally finding the compressed image, (4) utilizing 
modulation technique on encode values to obtain 
the symbols, (5) before transmitting symbol value 
through AWGN channel, filtering the symbol 
data values with raised cosine filter and applying 
the Inverse first Fourier transform to convert the 
value from frequency domain to time domain, 
(6) passing the noisy values through the inverse 
raised cosine filter at the receiver site and then 
converting to time domain and frequency domain 
by applying Fourier transform, (7) demodulat-
ing these transformed values with QAM 32, (8) 
decoding the demodulated values accordingly, (9) 
applying the IDCT to get the original gray-scale 
values, and (10) retrieving the original image. The 
workflow of  the proposed framework is shown in 
Fig. 4.

3.1 Converting RGB image into 
gray-scale image

In this section, initially the input RGB image is 
converted into gray-scale image, which contains 
only one channel value, that is, intensity. The RGB 
image is converted to gray-scale image as (13):

I * R * G * Bgray * R0 587. .+R299 0  (13)

3.2 Applying DCT to compress the 
gray-scale image

In an image, low frequency values are found in the 
left upper corner and high frequency values are 
found in the lower right corner of the compressed 
image block. As most of the valuable information 
is stored at low frequencies, discarding certain 
information from higher frequency has little effect 
on the overall image quality.

Typically, 8 × 8 or 16 × 16 block size is used 
instead of  implementing DCT on the entire 
image. The DCT transform is usually applied 
first row-wise and then column-wise. Avoiding 
the complexity, column-wise DCT operation 
can be accomplished applying row-wise DCT 
operator. For this reason, initially, row-wise 
DCT operation is applied on the image block, 
then transpose is implemented on the column-
wise operation and the row-wise DCT operation 
is performed again. The procedure is shown in 
Fig. 5.

The mathematical expression for perform-
ing N-point DCT operation is given in (1). For 
instance, 8-point DCT operation equals 8 in 
(1). The inputs to the 8-point DCT operator are 
eight pixel values u u( )0 …… ( )7(( )) . After execut-
ing the DCT computation, eight DCT values 
F F( )0 …… ( )7(( ))  are yielded at the operator out-

put. For calculating each DCT value, all input 
obtained values such as u u( )0 …… ( )7( )  are used. 
These values are finally quantized. Quantization is 
achieved by dividing the transformed image matrix 
by the quantization matrix. Values of the resultant 
matrix are then rounded off.

Figure 4. Workflow of the proposed framework.
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3.3 Encode

In this section, the compressed quantization values 
are encoded to convert into binary code streams. 
The most commonly used entropy encoders are 
the Huffman encoder and the arithmetic encoder, 
although for applications requiring fast execution, 
simple Run-Length Encoding (RLE) has proven 
very effective.

3.4 Utilizing 32 C-QAM modulation

In this section, 32 C-QAM, cross-constellation 
Quadrature Amplitude Modulation is used in this 
paper, which has five I values and five Q values. 
This results in 32 possible states for the signal. 
Here, 32 C-QAM is used, as there is a trade-off  
between power efficiency and bit error rate.

3.5 Applying raised cosine filter and IFFT

This section uses the root raised cosine filter 
to eliminate inter-symbol interference, which 
degrades the image quality severely at low sig-
nal-to-noise ratio. Single raised cosine filter at 
transmitter side cannot reduce the inter-symbol 
interference. Therefore, a pair of raised cosine fil-
ters is used in this paper, which acts as root raised 
cosine filter. In addition, the original image block 
is in frequency domain, but raised cosine filter and 
AWGN model follow real-time operation. For this 
purpose, Inverse First Fourier Transform (IFFT) 
is introduced in this proposed method before using 
raised cosine filter.

3.6 AWGN channel

In practice, according to Shannon’s capacity the-
orem, no channel is noise-free. All transmitted 
signals are affected by noise, is unpredictable in 
nature. Precise mathematical operations cannot 
be done in the presence of noise. Hence, AWGN 
channel is chosen as channel model for simulation.

3.7 Retrieving original image

In this section, retrieval of original image at the 
receiver side is demonstrated. First, the noisy 
image data are passed through the inverse raised 
cosine filter to obtain the modulated image data 
in time domain. Then, demodulation process is 
applied followed by first Fourier transform to 
obtain the encoded data in frequency domain. 

After this, the decoding technique is implemented 
to obtain quantized image value. Furthermore, 
Inverse Discrete Cosine Transform (IDCT) opera-
tion is performed to obtain the gray-scale value. 
Finally, the original RGB image is retrieved from 
the gray-scale image by using appropriate method.

4 SIMULATION AND EXPERIMENTAL 
RESULTS

In this paper, simulation is carried out for gray-
scale images. The simulation was performed using 
MATLAB software.

The Mean Square Error (MSE) and Peak Sig-
nal-to-Noise Ratio (PSNR) are typically used to 
measure the quality of the receiving image with 
respect to the transmitting image. The MSE and 
PSNR are measured using (14) and (15):
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The result of compressed quantized image for 
the input image with and without filter is shown in 
Fig. 6(b) and Fig. 6(c), respectively. Fig. 7 shows 
the processing example of retrieved images with 
Eb/N0 (dB) effect, where raised cosine filter is used. 
From the experimental results, it is seen that the 
received image quality improved with the increase 

Figure 5. Two-dimensional DCT operations.

Figure 6. Processing example of quantized image: (a) 
original image, (b) quantized image using filter, and (c) 
quantized image without filter.

Figure 7. Processing example of output images with 
different Eb/N0 (dB) value using raised cosine filter: (a) 
Eb/N0 (dB) = 1, (b) Eb/N0 (dB) = 2, (c) Eb/N0 (dB) = 3, (d) 
Eb/N0 (dB) = 4, and (e) Eb/N0 (dB) = 5.
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of Eb/N0 (dB) values. When the value of Eb/N0 (dB) 
is higher than five, the bit error rate is zero and 
the values of MSE and PSNR are constant, that is 
23.5973 and 4.1420, respectively. The bit error rate, 
MSE, and PSNR with respect to Eb/N0(dB) with 
raised cosine filter are shown in Table 1.

Figure 8 shows the processing example of 
retrieving images with Eb/N0 (dB) effect, where 
raised cosine filter was not used. The experimental 
result shows that with the lower Eb/N0 (dB) value, 
the received image without filter is more blurred 
with respect to the images that are received with 
filter. The bit error rate, MSE, and PSNR with-
out raised cosine filter are shown in Table 2. It is 
evident that BER is zero when the value of Eb/N0 
(dB) is higher than eight, and the values of MSE 
and PSNR are constant for those of Eb/N0 (dB), 
13.7908 and 7.0874, respectively. The best-quality 
images are received by the proposed simulation 
with Eb/N0 = 5 dB and using the raised cosine filter.

It is seen from Table 2 that for Eb/N0 = 5 dB, the 
value of MSE is indefinite. It is also observed that 
by increasing Eb/N0 by 1 dB, the value of MSE is 
very large or infinity. This is because of the large 
number of errors due to the effect of noisy AWGN 
channel. On the contrary, the interference is much 
greater than noise caused by ISI.

For instance, assuming Eb/No = 1, 2, 3, 4, and 5 
dB, the Bit Error Rate (BER) and PSNR are much 
better than the transmitting image without filter. 
At those values, the retrieved images are blurred, 
thereby unsuitable for human visualization with-
out filter. For higher values of Eb/No, where no 
error is occurred, conventional communication 
model with QAM-32 reveals good results. For low 
signal-to-noise ratio, the inter-symbol interfer-
ence is dominated over noise. As a result, with-
out filter, the image is blurred. This suggests that 
the proposed method is more applicable than 
conventional communication model for image 
transmission. The results of comparison of SNR 

and BER with and without filter are shown in 
Fig. 9.

Khandokar et al. (2009) obtained a BER of 
0.2605 at Eb/N0 = 10 dB using 32-QAM, whereas 
the proposed method with filter exhibits zero BER 
at the same value of Eb/N0. Furthermore, Mishra 
et al. (2014) obtained a PSNR value of 45 dB for 

Table 2. Experimental results of no. of error, BER, 
MSE, and PSNR without filter.

Eb/N0 (dB)
Number 
of error

Bit Error 
Rate (BER) MSE PSNR

1 29675 0.0116 NA NA
2 14460 0.0056 NA NA
3 6121 0.0025 NA NA
4 2148 8.3906 × e−4 NA NA
5 501 1.9570 × e−4 NA NA
6 123 4.8047 × e−5 8.7112 × e36 1.1220 × e−35

7 20 7.8125 × e−6 13.7908 7.0874
8 3 1.1719 × e−6 13.7908 7.0874
9 0 0 13.7908 7.0874
10 0 0 13.7908 7.0874

Figure 8. Processing example of output images with 
different Eb/N0 (dB) values without using raised cosine 
filter: (a) Eb/N0 (dB) = 1, (b) Eb/N0 (dB) = 2, (c) Eb/N0 (dB) = 
3, (d) Eb/N0 (dB) = 4, (e) Eb/N0 (dB) = 5, (f) Eb/N0 (dB) = 
6, (g) Eb/N0 (dB) = 7, (h) Eb/N0 (dB) = 8, (i) Eb/N0 (dB) = 
9, and (j) Eb/N0 (dB) = 10.

Figure 9. Comparison of SNR and BER with and 
without filter.

Table 1. Experimental results of no. of error, BER, 
MSE, and PSNR with filter.

Eb/N0 (dB)
Number 
of error

Bit Error 
Rate (BER) MSE PSNR

1 1625 9.9182 × e−4 NA NA
2 467 2.8503 × e−4 NA NA
3 68 4.1504 × e−5 25.1261 3.8900
4 9 5.4932 × e−6 23.5973 4.1420
5 1 6.1035 × e−7 23.5973 4.1420
6 0 0 23.5973 4.1420
7 0 0 23.5973 4.1420
8 0 0 23.5973 4.1420
9 0 0 23.5973 4.1420

10 0 0 23.5973 4.1420
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Eb/N0 = 10 dB, whereas the proposed method with 
filter shows a value of 4.1420 dB at the same value 
of Eb/N0.

5 CONCLUSIONS

For low SNR, when compressed image is affected 
by noisy channel, it is difficult to retrieve the origi-
nal image. The fact is that Signal-to-Interference 
Ratio (SIR) is higher than SNR. Thus, for lower 
values of Eb/N0, the images are blurred. However, 
this problem is mitigated by introducing raised 
cosine filter in the proposed method. For higher 
values of SNR, the conventional communication 
model with QAM-32 shows better performance. 
In future, the image quality and data protection 
may be ensured by implementing Hierarchical 
QAM (HQAM) and sophisticated coding tech-
nique using the proposed communication model 
for image transmission.
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ABSTRACT: This paper focuses on a simplified, low-cost and secured biometric system-based elec-
tronic voting machine from which voting data can be transmitted to a central place where counting can 
be done in every one hour during a voting session. Today, we all know that fake voting is still a major 
drawback in the elections. Although we have moved from the traditional ballot paper to Electronic Voting 
Machines (EVMs), the problem of fake voting cannot be avoided completely. In the electronic voting sys-
tem, the opinion of voters is recorded, stored, and processed digitally. However, the EVM is not capable 
of detecting fake voters. Even the recorded voting data can be tampered later on when the voting process 
is over. In our project, we tried to secure the voting process by transmitting the voting data from the EVM 
within one hour of casting a vote. Here, in the EVM, low-cost 12-bit counter ICs (MC14040B) are used to 
count the vote and parallel-in/serial-out shift registers (54F/74F676) are used to store the votes. RF multi-
plexers (ADG901 series) are used to multiplex the results of various candidates for wireless transmission.

1 INTRODUCTION

In a democratic country, it is a fundamental right 
to express one’s opinion by voting in elections. 
Elections (Sudhakar & Sai 2010) allow the peo-
ple to choose their representatives and express 
their preferences for how they are governed. In 
all earlier elections of India, such as state or cen-
tral elections, a voter casts his/her vote by mark-
ing with stamp against their chosen candidate and 
then folding the ballot paper as per a prescribed 
method, before dropping it into the ballot box. 
This is time-consuming and very much prone to 
errors. The same method was continued until elec-
tronic voting machines were introduced in the elec-
tion process. In the case of EVMs, materials such 
as ballot papers, ballot boxes and stamping were 
completely condensed into a simple box called the 
ballot unit. However, EVMs retain all the charac-
teristics of voting by ballot papers, while making 
polling a lot more expedient.

EVMs with in-built memory are compared with 
those with a Detachable Memory Module (DMM) 
that can be easily tampered. How difficult is it to 
tamper votes stored in EVMs? Not very much; this 
information is based on the response to an appli-
cation filed under the Right to Information Act 
(RTI) by a social activist based in Pune, India. In 
fact, if  one were to tamper with votes, one of his/
her best options would be an EVM. A scandalous 

fact that was brought to the fore by Rekha Gore’s 
RTI is that Maharashtra is one of the few states 
in the country that uses electronic voting machines 
with Detachable Memory Modules (DMM) for 
municipal elections. The DMM is a small part 
of the EVM that contains election results. How-
ever, it is detachable from the machine. Therefore, 
there is a high risk of destroying, tampering, or 
even replacing the election results. Therefore, the 
results can be very easily manipulated by replac-
ing the DMM. Japan and many other European 
countries across the world have discontinued the 
use of EVMs. In America, EVMs have been heav-
ily criticized. The EVM can also be hacked.

For example, a small display component of the 
machine can be replaced with an identical compo-
nent. This component can be programmed to steal 
a percentage of the votes in favor of a chosen can-
didate. Signals to activate the program can even be 
transmitted via a mobile phone. The voting result 
is displayed on LED segments. There is a 3 mm gap 
between the segments where a chip can be loaded. 
This chip can be connected wireless to a mobile 
phone. If  a miscreant manages to place a chip, a 
signal from a micro-controller will control what is 
displayed on the screen. Before the commencement 
of the public counting session, the votes stored 
in the EVM can be changed by using a specially 
made pocket-sized device. Inside the machine, 
there are micro-controllers under which there are 
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electrically enabled programs with a ‘read-only’ 
memory. It is used only for storage purposes. How-
ever, we can read and write the memory from an 
external interface. A small clip can be developed 
with a chip on the top to read votes inside the 
memory and manipulate the data by swapping the 
vote from one candidate to another.

2 SYSTEM DESCRIPTION AND 
DYNAMIC MODEL

A few years back, the Government of India col-
lected the data of Indian citizens for making Aad-
har Card. In this system, fingerprints of all valid 
Indian citizens can be stored. It is a biometric 
system similar to the KY-M6 Fingerprint Sensor 
Module that can be interfaced with a computer 
in which the fingerprint impression of a voter 
is stored. Before casting his/her vote, the voter 
should first appear for the finger impression test. 
Only if  the finger impression is recognized by the 
system will a control system be given to the EVM 
to activate the machine. The EVM is controlled 
by a timer circuit set for one hour, after which the 
polling switch of the EVM will be automatically 
deactivated. In the EVM, there are several switches 
for several candidates by means of which voters 
can cast their votes. Each switch is connected to 
a different pulse generator and each pulse genera-
tor is connected to a different 12-bit up-counter. 
When a switch is pressed, a 5-volt power supply is 
provided at the pulse generator, and thus a pulse 
is generated and fed as a clock into a 12-bit up-
counter. A 12-bit up-counter is capable of count-
ing 4096 votes. IC MC14040B can be used as a 
12-bit up-counter. Outputs of these up-counters 
are connected to the parallel-in/serial-out registers. 
IC 54F/74F676 can be used as a parallel-in/serial-
out register. Output of each register is connected 
to a different ASK modulator and to a different 
permanent memory. IC LF398 can be used as a 
ASK modulator. All ASK modulators have the 
same carrier frequency generated by a local crystal 
oscillator. All outputs of the ASK modulators are 
connected to multiplexers for multiplexing the data 
required for wireless transmission. After one hour, 
the polling switch of the EVM will be deactivated, 
as it is controlled by a timer circuit designed to 
keep the polling switch of the EVM active for one 
hour, but the power supply to the counter and the 
register will remain ON. As a next step, the election 
officer present in the booth will press a button in 
the EVM to supply power to the ASK modulator 
and the multiplexer. In doing so, the stored results 
of several candidates are modulated, multiplexed, 
and transmitted. The modulated data is encrypted 
for security before transmission.

The receivers of those transmitters are placed 
in a central place, and one member from each 
party and one member of the Election Commis-
sion will be present in that place. The transmitted 
data will be coherently detected and all the data 
of the same candidate will be added by a binary 
adder and the system is interfaced with a com-
puter in which the results of different parties will 
be stored. After receiving the data, the member of 
the Election Commission will send a message to 
the corresponding booth from where the data were 
transmitted. Next, the election officer in the booth 
will reset the timer circuit, counters, and registers. 
Thus, a stoppage time of 5-minutes for polling will 
again start.

3 FEATURES OF THE COMPONENTS

Fingerprint biometric: Human fingerprints are 
unique to each person and can be considered as 
a sort of signature, certifying the person’s identity. 
Fingerprints are the oldest and most widely used 
form of biometric identification.

KY-M6 fingerprint sensor: KY-M6 Fingerprint 
Sensor Module (Sudhakar & Sai 2010) is able to 
conduct fingerprint image processing, template 
generation, template matching, fingerprint search-
ing, storage, etc. Compared with similar products 
from other suppliers, KY-M6 proudly boasts of its 
following features:

Figure 1. Flowchart of the proposed system.
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• proprietary intellectual property;
• wide range of fingerprints with different 

qualities;
• highly improved algorithm;
• flexible applications;
• easy to use and expand;
• low power consumption;
• different security levels.

12-Bit binary counter: The MC14040B 12-stage 
binary counter is constructed with MOS P-channel 
and N-channel enhancement mode devices in a 

single monolithic structure. This part is designed 
with an input wave shaping circuit and 12 stages of 
ripple-carry binary counter. The device advances 
the count on the negative-going edge of the clock 
pulse. Its applications include time delay circuits, 
counter controls, and frequency-driving circuits.

General description of 54F/74F676 16-bit 
serial/parallel-in, serial-out shift register: It con-
tains 16 flip-flops with provision for synchronous 
parallel or serial entry and serial output. When the 
Mode (M) input is HIGH, information present on 
the parallel data (P0–P15) inputs is entered on the 
falling edge of the Clock Pulse (CP) input signal. 
When M is LOW, data is shifted out of the most 
significant bit position while the information pre-
sent on the Serial (SI) input shifts into the least sig-
nificant bit position. A HIGH signal on the Chip 
Select (CS) input prevents both parallel and serial 
operations.

ASK modulation: Amplitude Shift Keying 
(ASK) is a modulation process, which imparts to 
a sinusoid two or more discrete amplitude levels. 
These are related to the number of levels adopted 
by the digital message. For a binary message 
sequence, there are two levels, one of which is typi-
cally zero. The data rate is a sub-multiple of the 
carrier frequency.

The formal transmission system can be modi-
fied by providing the chaotic scheme. In the cha-
otic scheme, reliable masking can be established 
to ensure secure communication. The synchroni-
zation of chaotic models in the transmitter end 
and the receiver end can be accomplished by sev-
eral techniques. Among them, a very robust and 
modern controller is the Sliding Mode Controller 
(SMC). Fig. 5 shows the communication system 
using chaos masking based on the SMC.

In communication engineering, the chaos theory 
has been extensively used in recent years due to its 
noise immunity and straightforwardness (Argyris, 
et al. 2010, Cuomo et al. 1993, Harb et al. 2004).

Figure 2. Block diagram of the proposed EVM system 
with data transmission.

Figure 3. Receiving section of the transmitted result.

Figure 4. ASK modulation and demodulation scheme.
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4 CONCLUSION

This paper aims at enhancing security by elimi-
nating fake and duplicate votes using fingerprint-
based authentication. Tampering or hacking of 

Figure 5. SMC-based chaotic communication scheme.

the EVM can be eliminated by transmitting the 
voting results instantly. In future, measures will be 
taken to count the votes immediately after a vote 
has been cast.
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ABSTRACT: In modern communication networks, Orthogonal Frequency Division Multiplexing 
(OFDM) combined with Cognitive Radio (CR) has the potential to combat with the spectrum scarcity 
problem by efficiently utilizing the frequency bandwidth of the network. OFDM is a subset of frequency 
division multiplexing that realizes the Multi-Carrier Modulation (MCM) technique through a single 
channel, and has many advantages that are critical for high-speed CR networks. This paper carries out a 
performance analysis based on the Bit Error Rate (BER), Q-factor, input power, and link distances of the 
Coherent Optical OFDM (CO-OFDM) system using a 512-subcarrier 16 Quadrature Amplitude Modu-
lation (16QAM) technique for the transmission of optical signals at a data rate of 10 Gbps. The results 
indicate that the possible reliable transmission distance is up to 150 Km without using any compensation 
scheme in relation to the link distance and input power.

Keywords: CO-OFDM, CR networks, Spectrum utilization, QAM, BER, Q-factor

1 INTRODUCTION

In modern age, the demand for high data rate has 
been increasing sharply, especially in applications 
such as multimedia, voice, and data communication 
including wired and wireless communications. On 
the one hand, the implementation of various tech-
niques for efficient spectrum utilization with fast 
communication is not so easy. On the other hand, 
measurements show that the wide ranges of radio 
spectrum are hardly used while the bands are used 
largely. The unused portions of the spectrum can be 
utilized by using a new technology, i.e. CR which is 

a novel concept in wireless communication (Mitola, 
J. & G. Q. Maguire Jr. 1999). The evolutionary 
future of the wireless communication will be based 
on the usage use of computer-based devices. Fig. 1 
shows the evolutionary progress made in the usage 
of communication technology. The traditional 
radio is basically the hardware-driven generic radio 
transceiver (Mitola III, J. 2000a). This was followed 
by the programming concept that was introduced in 
Programmable Digital Radio (PDR), which is the 
simple Software-Defined Radio (SDR) progenitor. 
In the SDR, many signal processing functions such 
as modulation and coding are performed in soft-

Figure 1. Evolution of radio (hardware-driven generic radio transceiver, PDR, SDR, ideal SDR, and CR).
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ware (Mitola III, Joseph. 2004b). The ideal SDR 
connects the SDR and CR. The CR adds some 
extra features to the SDR framework. The cogni-
tion function of CR makes it possible to change 
its transmission parameters based on the interac-
tion with the environment in which it operates 
(Federal Communications. 2003). The CR offers a 
solution to the spectrum crowding problem using 
dynamic spectrum management (Xiao, Lu. et al. 
2014). A special type of a Multi-Carrier Modula-
tion (MCM) technique is Orthogonal Frequency 
Division Multiplexing (OFDM) in wireless commu-
nication. OFDM is a widely used technology having 
the capacity to fulfill the requirement of CR inher-
ently or with slight modifications. OFDM is a reli-
able and effective method. Here, each subcarrier is 
orthogonal to every other subcarrier and performs 
individual channel responsibility; thus, resource 
allocation can effectively enhance the performance 
(Wong, C. Y. 1999, Rhee, W. & J. M. Cioffi 2000). In 
the optical domain, OFDM has been classified into 
two main detection techniques: (a) Direct Detection 
OFDM (DD-OFDM) and (b) Coherent detection 
OFDM (CO-OFDM). CO-OFDM has the com-
bined advantages of both the coherent system and 
the OFDM system (Jang, J. & K. B. Lee 2003, Shen, 
Z. et al. 2005). The main features of CO-OFDM are 
linear detection and high spectral efficiency. It has 
the ability to overcome many optical fiber restric-
tions such as Polarization Mode Dispersion (PMD) 
and Chromatic Dispersion (CD), as proposed by 
Jansen (2008). The OFDM system can efficiently 
operate in broadband communication using one-
tap equalizers in the frequency.

Domain. It also has the ability to adaptively change 
the modulation order, coding, and signal processing 
scheme, and transmit the power of each subcarrier 
present in the modulation as per the requirement and 
channel conditions (Keller, T. & L. Hanzo 2000). By 
this adaptation feature, optimization can be achieved 
in different spheres such as Bit Error Rate (BER) 
reduction, enhancement of throughput and cover-
age area, limiting interference to License Users (LU), 
and elongated battery lifetime.

This paper is organized as follows: Section 2 
introduces the system model, i.e. A. CR network 
architecture and B. OFDM system model. Section 
III presents the simulation result and discussion. 
Finally, Section IV draws the conclusions.

2 SYSTEM MODEL

2.1 Cognitive radio network architecture

The description of the CR network architecture 
provided by Mitola & Maguire Jr. (1999) in their 
paper gives the impression on how a radio-based 

complex device can help overcome the spectrum scar-
city problem. The CR acquires knowledge from the 
environment through various sensors in the network 
architecture. The network architecture of the CR, 
shown in Figure 2, has two types of components: 
(i) primary network and (ii) CR network (Hong, X. 
et al. 2009). The existing network is the primary net-
work, also known as the licensed network, where the 
Primary Users (PUs) have a license to operate in a 
certain spectrum band (Jondral, Friedrich. K. 2005). 
The implementation of the Secondary User’s (SU) 
or Cognitive Radio (CR) user’s environment (unli-
censed network) by using the licensed network is 
carried out without causing any disturbance to the 
primary network’s infrastructure. Primary base sta-
tions control the primary user activities that are not 
affected by the unlicensed users. The CR network is 
the dynamic spectrum access network that does not 
have the license to operate in the desired spectrum 
band. This necessitates the CR users to equip with 
some additional features for sharing the licensed 
spectrum band. The CR base station in the CR net-
work provides a single-hop connection to its users. 
The spectrum broker in the CR network is respon-
sible for distributing the spectrum resources among 
different CR networks (Srinivasa, S. & S. A. Jafar 
2007). Here, we assume that the transmission scheme 
within the CR network is OFDM. The system model 
of OFDM is briefly described in Section 2.2.

2.2 OFDM system

The OFDM concept was first proposed by Cimini, 
L. J. 1985 for the performance analysis of a digital 
mobile communication channel. Later on, this con-
cept was incorporated widely into various types of 
communication such as ultra-wideband (WiMedia 
2005), WLAN (e.g., IEEE802.11a/g and Hiper-
LAN2), and WiMax (Ghosh, A. et al. 2005). The 
performance of basic OFDM systems has been 
extensively researched in the literature (Cho, Y. et al. 
2010, Bingham, J. A. C. 1990, Tang, H. 2005, Wang, 
Z. & G. B. Giannakis 2000, Van Nee, R. & R. Prasad 
2000). The first real-time optical OFDM systems 
were demonstrated by Jin, X.Q. (2009). However, 
extensive research is still required for the improve-
ment of data rates for reliable data transmission.

In this paper, we evaluate the transmission of 
optical signals in the CO-OFDM system at 10 
Gbps using the Quadrature Amplitude Modula-
tion (QAM) technique. The investigation of the 
CO-OFDM system in the optical and electri-
cal domains is carried out by the OptiSystemTM 
simulator and MATLAB, respectively. A block 
diagram of the CO-OFDM structure is shown in 
Figure 3. Five main functional blocks are required 
to describe this CO-OFDM system, which are as 
follows: a. OFDM transmitter, b. RF to Optical 
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(RTO) up-converter, c. optical link, d. Optical-
To-RF (OTR) down converter, and e. OFDM 
receiver (Shieh, W. & C. Athaudage 2006).

In the CO-OFDM transmitter section, a 
Pseudo-Random Binary Sequence (PRBS) gener-
ator generates the random data stream. The gen-
erated serial data stream is then converted into a 
parallel data stream using a serial-to-parallel con-
verter. The data are then mapped onto any constel-
lation diagram using some modulation techniques 
such as QAM and PSK and then passed onto 
an IFFT modulator to obtain the OFDM spec-
trum. At the transmission block, both modulation 
and multiplexing are achieved digitally using an 
Inverse Fast Fourier Transform (IFFT). Guard 

Interval (GI) is inserted into the OFDM spectrum 
before transmission. The data are then directly 
up-converted to the optical frequency. A CW laser 
and two Mach–Zehnder modulators are used in 
this up-converter block. The laser line width is set 
at 0.15 MHz, with adjustable launch power, and 
the frequency of  the carrier wave is set at 193.1 
THz. The signal S(t) is then propagated through 
the optical link and degraded due to fiber impair-
ments. A coherent receiver with a local oscillator 
is used to down-convert the received data r(t) to 
the RF domain. The receiver section uses two bal-
anced receivers for photo-detection. It is followed 
by the OFDM demodulator section. The IFFT 
block is paired with a FFT block at the receiver 

Figure 3. Block diagram of the CO-OFDM system.

Figure 2. Network architecture of cognitive radio environment.
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section. The FFT converts the time domain sig-
nal into the frequency domain signal. Thus, all the 
points in the time–frequency grid of  the OFDM 
system’s operating band can be scanned without 
any additional hardware or computational pro-
cess. The subcarrier frequencies are mathemati-
cally orthogonal over one OFDM symbol period, 
which is shown in the below mathematical expres-
sion; finally, the data are demodulated and sent to 
the detector and decoder for BER measurements. 
The above schematic diagram demonstrates a 
10 Gbps coherent 512-subcarrier 16-QAM CO-
OFDM system. Here, the transmitted signal S(t) 
is represented as:
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where CkiC  is the ith information symbol at the kth 
subcarrier; SkS  is the waveform of the kth subcar-
rier; NSCN  is the number of subcarriers; fkff  is the 
frequency of the subcarrier; and TsTT  is the symbol 
period. Each subcarrier can be matched or corre-
lated by the filters used in the receiving end. The 
detected information symbol at the receiver Ćki is 
represented as:
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where r(t) is the received time domain signal, 
which is non-overlapping and band limited. The 
orthogonality in OFDM derived from the correla-
tion between any two subcarriers is represented by:
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If  the relation ( )f mk lf ff f TsTT=) 1  (6) is satisfied, 
then it can be proved that the two subcarriers 
are orthogonal to each other, and the frequencies 
spaced at multiple of inverse of the symbol rate 
can be restored by the matched filter from equa-
tion (4) without Inter-Carrier Interference (ICI) of 
the overlapped signal. Thus, the spectrum is uti-
lized in an efficient manner (Shieh, W. 2008).

3 RESULTS AND DISCUSSION

The performance of the CO-OFDM system was 
analyzed for the channel length ranging from 
50 Km to 450 Km using the 16QAM modulation 
technique. The signal quality was assessed based 
on the constellation diagram before reaching the 
threshold limit in the OFDM receiver.

Figure 4 shows the variation of Q-factor with 
input CW laser power. Initially, with the increase 
in the input power, the value of Q-factor increases, 
thus yielding a better signal strength at the receiver. 
However, after reaching a peak value, the signal 
performance starts to degrade due to the increased 
nonlinear interference effects when the input power 
exceeds 5dBm. Therefore, a moderate value of input 
laser power is favorable for a reliable transmission.

Figure 5 illustrates the variation of Q-factor 
with link distance. It is evident that as the trans-
mission length increases, the value of Q factor 
decreases, and the signal quality degrades sharply 
from 150 Km. However, the distance can be 

Figure 4. Variation of Q-factor with input power.

Figure 5. Variation of Q-factor with link distance.
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significantly increased by increasing the transmit-
ted power. Moreover, a minimum BER is obtained 
at the maximum Q-factor level from the simulation 
of this system model, which proves that Q-factor 
and BER are inversely proportional to each other.

4 CONCLUSION

In this paper, we demonstrate the transmission 
of the OFDM spectrum in a multi-user environ-
ment of the CR network. The 16QAM modulation 
technique is used for the simulation of a coherent 
optical OFDM system. The experimental results 
indicate that, in our system, the Q-factor varies 
inversely with the expected values of BER. Until a 
certain input power level, the output signal recep-
tion is better at the receiver, but further increase 
in the input power level leads to the deterioration 
of the received signal due to the nonlinear interfer-
ence effects. Therefore, it is very important to iden-
tify the threshold limit of the input power before 
transmission. It can also be concluded that up to a 
link distance of 150 Km, the channel performance 
is better maintained.

Furthermore, the simulated results obtained 
in this paper agree quite satisfactorily with the 
available experimental data and with other theo-
retical works on the CO-OFDM system in the CR 
network.
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ABSTRACT: Zirconium di-oxide (ZrO2) films have been deposited on ZnO/Si substrate by microwave 
plasma cavity discharge system. Using Metal Insulator Semiconductor (MIS) capacitor structures, the 
reliability and the leakage current characteristics of ZrO2 films have been studied at room and also high 
temperature. Poole-Frenkel current conduction mechanism is found to dominate at high temperature.

1 INTRODUCTION

Zinc Oxide (ZnO) is an n-type semiconductor 
with 3.3 eV direct band gap at room temperature 
and is a potential candidate for short-wavelength 
(UV/violet/blue) optical devices such as LED or 
laser diodes etc. ZnO crystallites show wurtzite 
structure, i.e. a complete hcp-lattice with oxygen 
atoms can be inserted into the zinc hcp-lattice 
and leads to the formation of a structure of close-
packed atom planes stacked on each other in the 
c- direction, worked by Jiwei et al. 2000. ZnO have 
been used in many applications such as piezo-
electric transducers, optoelectronics and thin-film 
transistors shown by Srikant & Clarke 1998. As 
a consequence, there is a renewed interest in the 
study of the properties of ZnO relevant for elec-
tronic device applications. In addition, to continue 
the scaling trend of MOS technology and the 
development of MOSFETs, requires new materi-
als having a high dielectric constant (high-ε) with a 
low leakage current than SiO2. Among many high 
dielectric constant insulators ZrO2 has high dielec-
tric constant (15–22), wide band gap (4.6–7.8 eV) 
worked by Balog et al. 1977, high breakdown field 
(15–20 MV cm–1) and superior thermal stability.

2 DEVICE FABRICATION

The Al-ZrO2-ZnO/Si Metal-Insulator-Semicon-
ductor (MIS) capacitors used in this study were 
deposited on undoped ZnO (100 nm) thin film 
deposited on n-Si (100) at 450°C using rf  mag-
netron sputtering of sintered commercial 2-inch 
ZnO target (Purity~99.999%). Zirconium tetra-
tert butoxide [Zr(OC(CH3)3)4] was used as source 
material for the deposition of ZrO2 thin films. 

[Zr(OC(CH3)3)4] was vaporized from a bubbler 
kept at room temperature and was carried to the 
quartz process/deposition chamber of the micro-
wave (700 W, 2.45 GHz) cavity discharge system 
through a gas line. The process chamber was main-
tained at a pressure of 500 mTorr and temperature 
of 150ºC during deposition.

O2 as a carrier gas. For metal contact, Al was 
evaporated on an area 1.96 × 10–3 cm2 through a 
shadow mask.

The plot of deposition rate of ZrO2 film is 
shown in Figure 1. The deposition behavior 
under the present experimental condition may be 
described by a parabolic rate equation

t C tox
2 ⋅C  (1)

where, tox is the thickness of oxide grown in time 
t and C is the parabolic rate constant. The calcu-
lated value of C is 8.5 × 103 Å/min from the solid 
line as shown in Figure 1.

Figure 1. ZrO2 film thickness as a function of time for 
microwave plasma oxidation.
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3 RESULT AND DISCUSSIONS

The surface structure of the ZnO/Si films can 
be observed in Figure 2. By Scanning electron 
microscopy, is shown that structure is columnar. 
The chemical compositions of ZrO2 (9 nm) films 
on ZnO/Si films were investigated by X-ray Pho-
toelectron Spectroscopy (XPS), in Figure 3, the 
broad energy XPS spectra of deposited ZrO2 films 
on ZnO/Si layers. High-resolution recording of 
spectrum shows the XPS peak positions of Si 2p 
(100 eV), Si 2 s (149 eV), Zr 3d (183 eV), C 1 s 
(284.5 eV), O 1 s (532), and Zn 2p (1022 eV and 
1045 eV) for deposited ZrO2 on ZnO/Si. Here all 
the binding energies were corrected for sample 
with reference to the C 1 s line around at 284.5 eV. 
By the high-resolution XPS spectra of Zr 3d it is 
also observed that the core-level spectrum of Zr 3d 
at binding energies 182.3 eV for Zr 3d5/2 and 184.6 
eV for Zr 3d3/2. The peak of Zr 3d5/2 at 182.3 eV is a 
typical characteristic of the Zr4+ in ZrO2 observed 
by Sun et al. 2000.

High frequency (1 MHz) current-voltage (J-V) 
in Figure 4 and conductance-voltage (G-V) Fig-
ure 5 characteristics of the deposited ZrO2 films 
were measured. The values of interface trap den-
sity (Dit) and fixed oxide charge density (Qf/q) were 
found to be 1.3 × 1012 cm–2 eV–1 and 2.4 × 1012 cm–2, 
respectively. Leakage current density through MIS 
capacitors, as a function of applied gate bias at 
different high temperature also seen in Figure 5, 
which at high temperature current conduction fol-
lows the Poole-Frenkel mechanism in the range 1.1 
MV/cm to 1.6 MV/cm.

It is also observed that in the G-V curves shift 
towards the left as the device temperature is 
increased from 27ºC (RT) to 200ºC. The flat band 
voltage (Vfb) is found to increase (more negative) 
with increasing device temperature as shown in 
Figure 5 (study temperature range was 27–200ºC), 
which indicates that generation of positive charges 

Figure 2. SEM view of the rf  sputtered ZnO film 
deposited on Si.

Figure 3. Wide scan XPS spectrum of ZrO2/ZnO/Si 
film.

Figure 4. Current density J as a function of gate volt-
age across the gate dielectric.

Figure 5. Normalized high frequency (1 MHz.) G-V 
characteristics at different temperature.
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in the gate oxide. This may be due to the presence 
of hole trapping centers in the films. The gate cur-
rent density (J) as a function of the voltage across 
the gate (V) for the ZrO2/ZnO/Si layer is shown in 
Figure 4, from room temperature to 200ºC. It is 
observed that the current density of the films is 
strongly temperature dependent at low field, i.e., 
for E < 1 MV/cm, while its temperature depend-
ence is much weaker at higher voltage. It is shown 
that the temperature dependence of the conduct-
ance current at two electric fields, 0.4 MV/cm and 
2.7 MV/cm, respectively in Figure 6. This is also 
known as Arrhenius plot. The Poole-Frenkel (PF) 
emission, mechanism is used to explain the basic 

conduction process in this insulators. When the top 
electrode (gate) is positively biased, i.e. the holes 
are injected from the gate, the leakage current in 
the films can be well fitted by ln(J/E) vs. E1/2 plot, 
indicating that the conduction is PF mechanism

ln l
.

Cln q
k T.

PF
tCC b[ ]/J E// −

⋅
⎡

⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

βP

ξ ξk T
CtCC

⋅k ⎣
⎢
⎣⎣

Φ  (2)

where βPF = (q3 /4 π ε0 εi )1/2

A PF plot of the as-deposited film is shown in 
Figure 7. It is observed that the experimental plot 
of ln(JPF/E) vs. E  is a straight line with a posi-
tive slope in the range 1.1 MV/cm to 1.6 MV/cm, 
which follows the P-F mechanism shown by Yass-
ine et al. 1999.

4 CONCLUSIONS

In conclusion, it is observed that leakage current 
density through MIS capacitors, as a function of 
applied gate bias at different high temperature, 
high temperature current conduction follows the 
Poole-Frenkel mechanism in the range 1.1 MV/cm 
to 1.6 MV/cm. It is observed that the electrical 
properties of ZrO2 films on ZnO/Si substrates are 
good and the films may be used as gate dielectric 
for future electronic applications.
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Figure 6. Temperature dependence current.

Figure 7. The Poole-Frenkel (PF) plot.
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ABSTRACT: Optics is recognized as a powerful and prospective candidate for the realization of logic 
devices, digital optical systems for communication, and computation due to its super-fast speed. All-
optical frequency-encoded dibit representation techniques conduct real-time operations with ultra high 
switching speed rather than all conventional opto-electronic and optical switches. So, a high degree of 
parallelism can be exploited from these proposed systems. Here, the authors have proposed all-optical 
frequency-encoded dibit-based OR and NOR logic gates using the optical switches like reflected semicon-
ductor optical amplifiers and add/drop multiplexers.

1 INTRODUCTION

For extremely fast information processing, a pho-
ton can be used as a more appropriate informa-
tion transporter than an electron. All-optical logic 
gates are also very popular for implementing an all-
optical computer and data processor (Ghosh & 
Mukhopadhyay, 2013). Many all-optical logic gates 
(Sarkar, Satpati & Mukhopadhyay, 2014) have been 
developed using optics like flip-flop (Dutta & Muk-
hopadhyay, 2011), bi-stable multivibrators, latches 
(Sarkar, Ghosh, Patra & Mukhopadhyay, 2016), 
etc. A Semiconductor Optical Amplifier (SOA) has 
been established as a very promising optical device 
for conducting many all-optical logical operations. 
Different types of encoding principles such as spatial 
encoding, polarization encoding (Guo & Connelly, 
2007), frequency encoding (Sarkar & Mukhopad-
hyay, 2014), intensity encoding and phase encoding 
(Chandra et al. 2014), etc. are needed for imple-
menting the all-optical logic and arithmetic devices. 
The frequency encoding principle is the most reli-
able one among all other encoding principles as 
frequency is the basic characteristic of light and it 
remains unaltered and unchanged under reflection, 
refraction, absorption, etc.

In case of data communication, two differ-
ent states of information can be represented by 
two different frequencies. Here, the presence of a 
specific frequency of light is treated as “1” logic 

state and other specific frequency is treated as “0” 
logic state. Here, the authors have used two differ-
ent switches. One of them is a Reflected Semicon-
ductor Optical Amplifier (RSOA) (Wang & Foster, 
2012). This is a switch where if  a weak probe beam 
light of wavelength, say λ1 = 1540 nm and a strong 
pump beam of wave length λ2 = 1550 nm are 
injected to the input terminals. The strong pump 
beam transfers its total power to the weak probe 
beam and then the weak probe beam becomes 
stronger and comes out to the output terminal; it 
thus acts as a perfect wavelength converter. On the 
other side, another switch, i.e., an optical add/drop 
multiplexer (Sarkar, Satpati & Mukhopadhyay, 
2013) is a frequency-selecting network. It is tuned 
with a particular biasing current and it reflects a 
particular frequency of light through it and passes 
all the other frequencies of light.

In this paper, the authors have proposed the 
dibit representation technique. In dibit representa-
tion, to represent a digit, two consecutive bit posi-
tions are considered. These two positions may be 
considered as two different frequencies, say υ1 = 
195 THz and υ2 = 193 THz. Now, let us consider 
an optical frequency of light beam υ1 = digital logic 
state “0” and υ2 = digital logic state “1”. Then, in 
dibit representation, this digital value “0” is rep-
resented as [0] [1] and digital value “1” is repre-
sented as [1] [0]. This means that the presence of 
the two frequencies side by side, υ1υ2, represents 
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the logic state “0” and υ2υ1 does the same as the 
logic state “1”. The dibit representation (Mukho-
padhyay, 1992) in optics for logical operation was 
first proposed by Prof. S. Mukhopadhyay. Here, 
the authors have proposed an alternative approach 
to realize the optical OR logic gate with the help 
of RSOA and ADM. Exploiting the dibit repre-
sentation technique and just interchanging the 
output bit positions, we may realize the all-optical 
frequency-encoded dibit NOR logic gate, which is 
an important member of universal logic families.

2 SCHEME OF REALIZATION OF 
FREQUENCY-ENCODED DIBIT-BASED 
OR LOGIC GATE

Here, the input channels are considered as “A” and 
“B” for a two input OR logic gate. These two chan-
nels, i.e., “A” and “B”, are subdivided into “A'” and 
“A"” and “B'” and “B"”, respectively, for the rep-
resenting dibit inputs. Here, one optical light beam 
of frequency υ1 is considered as the digital logic 
state “0,” i.e., dibit [υ1][υ2] or [0][1] and υ2 is consid-
ered as the digital logic state “1,” i.e., dibit [υ2][υ1] 
or [1][0]. Now, the dibit-based two inputs OR logic 
gate is shown in Figure 1.

For realizing the dibit-based OR gate, at first, υ1 
and υ2 frequency are given to the input channels of 
A', A" and B', B" simultaneously. So, ADM1 passes 
υ1 frequency to RSOA1 and RSOA2 as a pump 
beam, and due to presence of a fixed probe beam of 
υ2 frequency at RSOA2, υ2 frequency is the output 
of RSOA2. This is used as a pump beam of RSOA3. 
Also, from the B' terminal, υ1 frequency is passed 
by ADM2, and it goes to the RSOA3 as a probe 
beam. Now, because of the absence of the probe 

beam at RSOA1, it may come from ADM2 as the 
dropped frequency is absent. Hence, RSOA1 doesn’t 
work. So, υ1 frequency is transmitted from RSOA3 
and comes to the output Y'. After getting the input 
from the A" terminal, ADM3 reflects υ2 frequency 
to RSOA6 as a probe beam. So, ADM4 and RSOA4 
do not work. Next, from the B" terminal, υ2 fre-
quency is reflected by ADM5 and acts as a pump 
beam of RSOA5 as there is a fixed probe beam of 
υ1 frequency. Hence, υ1 frequency is produced at the 
output and comes to RSOA6 as a pump beam. So, 
υ2 frequency comes from RSOA6 to ADM6 and is 
passed by ADM6 because there is no biasing current 
in it. Finally, we get υ2 frequency at the Y" terminal. 
With the dibit inputs of [υ1] [υ2] and [υ1] [υ2], we get 
[υ1] [υ2] from the output terminals Y' and Y".

Now, we apply [υ1] [υ2] at the A terminal but [υ2] 
[υ1] at the B terminal. So, υ2 frequency is reflected 
by ADM2 and hence, there is no probe beam at 
RSOA3. So, RSOA3 does not work, but due to 
the presence of the probe beam of υ2 frequency 
at RSOA1, υ2 frequency is created by RSOA1 and 
is transferred to the output Y'. Next, since υ1 fre-
quency is applied at the B" terminal, ADM5 passes 
it to ADM4. Due to the absence of a biasing cur-
rent at ADM4, υ1 frequency comes from ADM4 and 
goes to RSOA4. Now, due to presence of a fixed 
υ2 frequency as a pump beam at RSOA4, υ1 fre-
quency comes out from RSOA4. This υ1 frequency 
of light beam is produced at the Y" terminal. So, 
we get [υ2] [υ1] from the output terminals Y' and 
Y", respectively. This way, we can also get [υ2] [υ1] 
from the output terminals Y' and Y" for the dibit 
input combinations [υ2] [υ1], [υ1] [υ2] and [υ2] [υ1], 
and [υ2] [υ1] at the A and B terminals, respectively.

Now, if  we apply [υ1] [υ2] at the A terminal but 
[υ2] [υ1] is applied at the B terminal. So, υ2 frequency 

Figure 1. Schematic diagram of a frequency-encoded optical dibit-based OR logic gate.
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is reflected by ADM2 and hence, there is no probe 
beam at RSOA3. So, RSOA3 does not work, but 
due to presence of a probe beam of υ2 frequency 
at RSOA1, υ2 frequency is created by RSOA1 and 
is transferred to the output Y'. Next, since υ1 fre-
quency is applied at the B" terminal, ADM5 passes 
it to ADM4. However, due to the absence of a bias-
ing current at ADM4, υ1 frequency comes from 
ADM4 and goes to RSOA4. Now, due to the pres-
ence of a fixed υ2 frequency as a pump beam at 
RSOA4, other RSOA blocks are not functioning. 
Hence, υ1 frequency is created from RSOA4 and 
υ1 frequency is produced at the Y" terminal get-
ting [υ2] [υ1] from the output terminals Y' and Y", 
respectively. This way, we can also get [υ2] [υ1] from 
the output terminals Y' and Y" for the dibit input 
combinations [υ2] [υ1], [υ1] [υ2] and [υ2] [υ1], and [υ2] 
[υ1] at the A and B terminals, respectively.

2.1 Simulation process of frequency-encoded 
dibit-based OR gate

Here, for the simulation of the frequency-encoded 
optical dibit OR gate using Reflected Semicon-
ductor Optical Amplifier (RSOA) and Add/Drop 

Multiplexer (ADM), Simulink tools of MATLAB 
(R2008a) software have been used. Two input units 
(DIBIT_INPUT 1 and DIBIT_INPUT 2) are used 
for applying dibit inputs. We can get the output result 
from the “Dibit Output” unit consisting of two con-
secutive bit positions “1st Bit” and “2nd Bit”.

Now, in the case of  a mathematical model of 
RSOA, shown in Figure 2, the RSOA blocks are 
properly programmed in “C” language for choos-
ing the proper output at the output terminal. 
These blocks have two inputs: one is “pr” (probe 
beam) and the other is “pm” (pump beam). The 
output is termed as “y”. When both the inputs in 
the form of  a pump beam and a probe beam are 
available, the probe beam comes at the output of 
the RSOA. At the input terminal of  the RSOA, if  
the pump beam and probe beam are considered 
as “8 peta Hz” = υ2 = digital logic state “1” and “3 
peta Hz” = υ1 = digital logic state “0,” respectively, 
then at the output terminal of  these blocks, we 
get “3 peta Hz” = υ1 = digital logic state “0”. If  
the value of  the pump beam and probe beam are 
altered, the value of  the output changes accord-
ingly. Similarly, another switch, i.e., an Add/Drop 
Multiplexer (ADM), has been simulated in such 

Table 1. Truth Table of dibit-based optical OR gate.

1st DIBIT i/p 1st Digital i/p 2nd DIBIT i/p 2nd Digital i/p DIBIT o/p Digital o/p

A' A" A B' B" B Y' Y" Y

υ1[0] υ2[1] 0 υ1[0] υ2[1] 0 υ1[0] υ2[1] 0
υ1[0] υ2[1] 0 υ2[1] υ1[0] 1 υ2[1] υ1[0] 1
υ2[1] υ1[0] 1 υ1[0] υ2[1] 0 υ2[1] υ1[0] 1
υ2[1] υ1[0] 1 υ2[1] υ1[0] 1 υ2[1] υ1[0] 1

Figure 2. Functional model of the all-optical frequency-encoded dibit OR gate.

Frequency 3 = V1 = D.S = 0, Frequency 8 = Vz = D.S = 1,. D.S.= Digital State, pr= Probe Beam, pm= Pump Beam 
ADM =Add/Drop Multiplexure, RSOA = Reflected Semiconductor Optical Amplifier 
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a way that if  a series of  frequencies are given at 
the input of  the ADM, it drops a particular fre-
quency depending upon the biasing current and 
passes all other frequencies. The frequency of 
the dropped terminal changes if  the biasing cur-
rent changes, Here, if  at the input terminal of  the 
ADM, the available frequency is “8 peta Hz” = 
υ2 = digital logic state “1” and “3 peta Hz” = υ1 = 
digital logic state “0”, for a particular biasing cur-
rent, this block drops one frequency and passes 
another frequency. The exact opposite appens if  
the value of  the biasing current changes. Now, 
these two blocks have been connected maintain-
ing the similarity of  the all optical dibit-based 
OR logic gate’s block diagram (shown in Fig. 1). 
Now, at the dibit input terminal of  the simulated 
model, if  the digital logic state “1” = [υ2] [υ1] = say 
[8 peta Hz] [3 peta Hz] and the digital logic state 
“0” = [υ1] [υ2] = say [3 peta Hz] [8 peta Hz] are 
taken, we get the digital logic state “1” = [υ2] [υ1] = 
say [8 peta Hz] [3 peta Hz] at the output termi-
nal of  this simulated block. Similarly, the output 
repeats the same value for the combination of  the 
digital logic state “0” = [υ1] [υ2] = say [3 peta Hz] 
[8 peta Hz] with digital logic state “1” = [υ2] [υ1] = 
say [8 peta Hz] [3 peta Hz] and digital logic state 
“1” = [υ2] [υ1] = say [8 peta Hz] [3 peta Hz] with 
digital logic state “1” = [υ2] [υ1] = say [8 peta Hz] 
[3 peta Hz]. But, at the output, we get the digital 
logic state “0” = [υ1] [υ2] = say [3 peta Hz] [8 peta 
Hz] for the combination of  dibit inputs, digital 
logic state “0” = [υ1] [υ2] = say [3 peta Hz] [8 peta 
Hz] and digital logic state “0” = [υ1] [υ2] = say 
[3 peta Hz] [8 peta Hz].

So, finally, it is shown that both the block 
diagram of the all-optical frequency-encoded 

dibit-based OR logic gate and the simulative func-
tional model of it fully support the truth table 
(shown in Table 1).

3 SCHEME OF REALIZATION OF 
FREQUENCY-ENCODED DIBIT-BASED 
NOR GATE

Similarly, for the realization of a dibit-based NOR 
logic gate, we can get the NOR output (“Y'” and 
“Y"”) just by interchanging the bit positions of the 
OR output (‘Y0'’ and ‘Y0"’) for the two dibit inputs 
“A'”, “A"” and “B'”, “B"” as shown in Figure 3. It 
provides the advantage of implementing the dibit 
NOR gate using the dibit OR gate without the use 
of any extra circuits.

3.1 Simulation process of frequency-encoded 
dibit-based NOR gate

Similarly, for a frequency-encoded optical dibit NOR 
gate, Simulink tools of MATLAB (R2008a) software 
have been used, which is shown in Figure 4. Here, all 
the model units are the same with the functional 
model of frequency-encoded optical dibit OR 
gate, except the “Dibit Output” unit. We can get 
the NOR output just by interchanging the bit posi-
tions of the OR output. Now, if  the digital logic 
state “0” = [υ1] [υ2] = say [3 peta Hz] [8 peta Hz] 
and digital logic state “1” = [υ2] [υ1] = say [8 peta 
Hz] [3 peta Hz] are applied at the dibit input ter-
minal of the simulated model, we get the digital 
logic state “0” = [υ1] [υ2] = say [3 peta Hz] [8 peta 
Hz] at the output terminal of this simulated block. 
Similarly, the output repeats the same value for the 

Figure 3. Schematic diagram of frequency-encoded optical dibit-based NOR gate.
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combination of the digital logic state “1” = [υ2] [υ1] = 
say [8 peta Hz] [3 peta Hz] with the digital logic 
state “0” = [υ1] [υ2] = say [3 peta Hz] [8 peta Hz] and 
digital logic state “1” = [υ2] [υ1] = say [8 peta Hz] 
[3 peta Hz] with digital logic state “1” = [υ2] [υ1] = 
say [8 peta Hz] [3 peta Hz]. But, at the output, we 
get the digital logic state “1” = [υ2] [υ1] = say [8 peta 
Hz] [3 peta Hz] for the combination of dibit inputs, 
digital logic state “0” = [υ1] [υ2] = say [3 peta Hz] 
[8 peta Hz] and digital logic state “0” = [υ1] [υ2] = 
say [3 peta Hz] [8 peta Hz].

So, from the above realization, the block dia-
gram of the all-optical frequency-encoded dibit-
based NOR logic gate as well as the simulative 
functional model of it entirely support the truth 
table of the dibit-based optical NOR gate, which 
is shown in Table 2.

4 CONCLUSIONS

This dibit representation technique is very much 
accurate and reliable one because it supports for 

decline of bit error problem by increasing high sig-
nal to noise ratio. It can also expect high degree 
of parallelism. The truth table satisfies these dibit 
based OR and NOR logic gate. Therefore its per-
formance can directly be utilized for developing 
and verifying the performances of different logic 
devices based on frequency encoding principle. 
Also by using this dibit representation one can 
implement for other optical operations like flip-
flops, multivibrators, latch etc.
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Table 2. Truth table of dibit-based optical NOR gate.

1st DIBIT i/p 1st Digital i/p 2nd DIBIT i/p 2nd Digital i/p DIBIT o/p Digital o/p

A' A" A B' B" B Y' Y" Y

υ1[0] υ2[1] 0 υ1[0] υ2[1] 0 υ2[1] υ1[0] 1
υ1[0] υ2[1] 0 υ2[1] υ1[0] 1 υ1[0] υ2[1] 0
υ2[1] υ1[0] 1 υ1[0] υ2[1] 0 υ1[0] υ2[1] 0
υ2[1] υ1[0] 1 υ2[1] υ1[0] 1 υ1[0] υ2[1] 0

Frequency 3 = V1 = D.S = 0, Frequency 8 = Vz = D.S = 1, D.S.= Digital State, pr = Probe Bearn, prn = Pump Beam 
ADM = Add/Drop Multiplexure, RSOA = Reflected Serniconductor Optical Amplifier 
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ABSTRACT: In this work, we analyze the polarization-dependent TE mode optical gain in Si-Si0.12Ge1–y
Sny—Si0.11Ge0.73Sn0.16 based Transistor Laser (TL) with intrinsic i-Ge1–xSnx single Quantum Well (QW) in 
the base for different Sn concentrations in the well and barrier. The electronic band structure and wave 
function of Γ-conduction band, Heavy Hole (HH) valance band are also shown during analysis. Results 
show that TL works in the mid-infrared (2–4 μm) region. This analysis is helpful to develop a low-cost 
optoelectronics system based on group IV photonics.

1 INTRODUCTION

The potential applications of a low-cost mid-
infrared device motivate many researchers to 
work on devices based on group IV materials (Si 
and Ge) and their alloys (Soref 2010). Yet, the 
indirect bandgap nature of these materials pre-
vents them to be used as active light-emitting 
devices. However, an alloy of the semimetal cubic 
α-Sn and Ge produces a tuneable direct energy 
gap semiconductor (Kouvetakis et al. 2006). The 
band engineering of Ge with α-Sn provides an 
opportunity for all group-IV direct bandgap 
light-emitter devices in the mid-infrared region 
(Kouvetakis et al. 2006). Several research papers 
have been reported on GeSn/SiGeSn-based mid-
infrared devices such as lasers (Chang et al. 2010), 
modulators (Moontragoon et al. 2010), detectors 
(Werner et al. 2011), etc. in recent years.

In this context, the authors proposed a simple 
theoretical model for Tin-incorporated group IV 
material-based mid-infrared TL (2.76 μm) and cal-
culated its optical parameters like the differential 
optical gain, transparency and threshold carrier 
density (Ranjan & Das 2016). A TL is one of the 
optoelectronic devices that is a combination of a 
transistor and laser, invented by M. Feng and N. 
Holonyak (Holonyak & Feng 2006). In a TL, a 
quantum well is inserted in the base region of the 
heterojunction bipolar transistor, which works as 
an active layer and causes a laser action, so it can 
take an electrical input and simultaneously give 
an optical as well as electrical output (Feng et al. 
2005).

The motivation for the present work comes 
from Soref (2010), where the author illustrated the 
mid-infrared window of the waveguide core as well 
as the cladding materials in 2–4 μm wavelength for 

on-chip CMOS optoelectronics systems based on 
group IV photonics. So, simultaneously, it is also 
required to develop an optical source that can be 
integrated with other circuit components on a sin-
gle chip for the application in the 2–4 μm range. In 
this work, we analyzed the optical gain of group IV 
based TL for the 2–4 μm mid-infrared wavelengths. 
The analysis is required for a better understanding 
of the effect of the Sn content on the TL optical 
properties as well as to realize all of the group IV 
optoelectronics system.

2 THEORETICAL MODEL AND ANALYSIS

The schematic structure of a TL with variable Sn 
concentration in the well and barrier considered 
in our analysis is shown in Figure 1. The n-type Si 
material forms an emitter, the p-type Si0.12Ge1-ySny 
a base, and n-type Si0.11Ge0.73Sn0.16 a collector. An 
intrinsic Ge1-xSnx QW is inserted in the Si0.12Ge1-ySny 
base for laser action. The collector layer is lattice 
matched with a strain-relaxed Ge0.87Sn0.13 buffer 
layer, which is used for subsequent growth of the 
barrier and well. The width of the QW and barrier 
is less than the critical thickness. The band struc-
ture of Γ and L valley in the conduction band and 
HH and the Light Hole (LH) valence band in the 
well and barrier is calculated using the model solid 
theory (Walle 1989). The calculated band profile is 
used to find Eigen energies and corresponding wave 
functions in Γ conduction band and HH band by 
solving the following Schrödinger equation with 
effective mass approximation (Chuang, 2009).
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where z is the position variable; Ψ is the wave func-
tion; EP and mP are the Eigen energy and effective 
mass in different bands, respectively; and kt is the 
wave vector perpendicular to kz (growth axis). VP 
is the potential profiles of different bands, which 
includes the strain effect. The optical gain is esti-
mated at the band edge in the QW with the help of 
the Fermi golden rule (Chuang 2009). Eigen ener-
gies and wave function are taken along the z-direc-
tion in the conduction band and HH band. The 
expression for gain cofficient is given by
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where C0 is the constant, nr is the refractive index of 
the well material, ρr

2D is the reduced density of the 
state function, Lz is the width of the QW along the 
z-direction, and mr is the reduced effective mass. I is 
the overlap integral of the conduction and valance 
subband wave function. |ê.pcv|2 is the momentum 
matrix element between the conduction band and 
the valance band, where ê is the polarization unit 
vector. H is the full width at half-maximum of the 
Lorentazien function. Eh1

c1 is the bandgap between 
Ec1 and Eh1, which are the bound state Eigen ener-
gies in Γ conduction band and HH valance band, 
respectively. fc

1 and fv
1 are the fermi occupation 

probabilities in the conduction and valance band. 
The detailed theoretical calculation about the band 
structure and optical gain and values of the material 
parameters are available in Ranjan & Das (2016).

3 RESULTS AND DISCUSSIONS

Fig. 2 shows the potential profiles of various 
bands and the wave function of the Γ-conduction 
band and HH valance band in the base region of 
the TL for different.

Sn concentrations in the well region. Since the 
compressive strain is present in the well, the HH 
valance band is above the LH valance band, but 
it is reverse in the barrier region. The bandgap of 

Figure 1. Schematic structure of npn Si-Si0.12Ge1ûySny—Si0.11Ge0.73Sn0.16 based Transistor Laser (TL) with strain-
balanced i-Ge1–xSnx single Quantum Well (QW) in the base.

Figure 2. Potential profiles and wave function in the 
base region of the TL for different Sn concentrations in 
the well.
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Sn is lowest among Si, Ge, and Sn, with increasing 
Sn concentration in the well, bandgap decreases, 
which is shown in Fig. 2a–d. The composition of 
Sn in the barrier is fixed (Si0.12Ge0.76Sn0.12), so the 
bandgap between the Γ and L valley is constant 
(49.3 meV). The band offset between the well and 
the barrier is finite, so the wave function is not 
confined only in the well region.

Fig. 3 shows the TE mode optical gain for differ-
ent Sn concentrations in the well region. The band-
gap of the Γ-conduction band decreases with the 
Sn concentration, so the peak of the optical gain is 
red shifted. The figure shows that the entire peak 
is almost constant; this is because the injected car-
rier is constant in the well region for different Sn 
concentrations. This is due to the same amount of 
carrier transport from the Γ valley of the barrier to 
the Γ valley of the well and the same is applicable 
for the L valley of the well and barrier.

In Table 1, the different material parameters like 
bandgap of Γ and L conduction subbands (EgΓ 
and EgL) in the well and barrier, optical gain, and 
wavelength are tabulated. By observing the tabu-
lated data, we can see that the Γ conduction band 
is the lowest bandgap, which is necessary for the 
laser action in the TL.

4 CONCLUSION

In present study, we analyzed the polarization-
dependent TE mode optical gain in the SiGeSn/
GeSn-based TL for the mid-infrared (2–4 μm) 
wavelength. The change in Sn concentrations 
(0.14–0.22) in the well region decreased the 
bandgap of the Γ-valley conduction band with 
increasing Sn concentration in the well. This phe-
nomenon shifted the peak of the optical gain from 
2.58 μm to 3.54 μm wavelength. This analysis is 
helpful to design all group IV optoelectronics 
system.
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Table 1. Values of some material parameters in the 
SiGeSn/GeSn-based TL for different compositions of Sn 
in the well.

QW 
composition

EgΓ, EgL
(meV) 
well

EgΓ, EgL 
(meV) 
Barrier

TE 
Gain 
(cm−1)

Photon 
Energy
(meV)

Wave
length
(μm)

Ge0.86Sn0.14 404.5,
433.8

520.8, 
471.6

524.9 480 2.58

Ge0.84Sn0.16 371.2,
401.1

493.8, 
444.5

527.6 440 2.82

Ge0.82Sn0.18 339.0,
369.5

466.8, 
417.6

527.6 410 3.03

Ge0.80Sn0.20 308.0,
339.1

440.0, 
390.7

521.3 380 3.26

Ge0.78Sn0.22 278.1,
309.8

413.3, 
364.0

513.0 350 3.54

Figure 3. TE mode optical gain for different Sn concen-
trations in the well region.
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An efficient low-power 1-bit full adder using a multi-threshold 
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ABSTRACT: Power and efficiency are a major concern in any digital system, and their minimization 
is tough in full-adder circuits. In the previous work on this topic, the energy consumption was in the 
range of microwatt. This paper proposes an efficient 14-transistor 1-bit full-adder circuit under a multi-
threshold voltage scheme. This circuit is designed using a Complementary Metal Oxide Semiconductor 
(CMOS) in 180-nm technology. The power consumption of this circuit is achieved in nanowatt scale for 
different frequencies; this is less than other existing adder circuits for the same testing condition. The 
design and implementation of the proposed model were analyzed and verified through the SPICE simula-
tion platform and the average power consumed by this circuit was 17 × 10–9 W at an operating frequency 
of 500 MHz, which is less than the values for other conventional methods.

1 INTRODUCTION

Due to the rapid progression of portable elec-
tronic devices and personal assistant devices like 
laptops and cellular devices, investigation of the 
low-power design of VLSI systems become essen-
tial (Roy, Saha, & Bhunia, 2016). With increases in 
chip density and the number of transistor power 
consumption and effective fabrication are of the 
VLSI circuit is also increasing. This further caused 
many problems, which adversely affected consist-
ency and packaging volume density. Due to these 
two reasons, the cost of the VLSI-based design 
also went up with high-power consumption and 
increasing delay. Currently, low-power consump-
tion with less time delay and small size are the 
minimum requirements for modern IC designers.

The major sources of power deceptions in VLSI 
manly CMOS circuit blocks are switching power 
consumption for switching capacitances charging 
and discharging; short-circuit current conduction 
from the power source to the ground for the syn-
chronized working principle of the n-MOS and 
the p-MOS logic blocks; and the leakage current 
drown in the transistor, which is known as static 
power dissipation due to the (Naveen & Thanush-
kodi, 2013).

Binary addition is essential and most often used 
for arithmetic operation in processors, embedded 
systems and different System on a Chip (SoC), 

Application-Specific Integrated Circuits (ASIC), 
etc. Hence, the binary adders are an important 
constructing part of  the VLSI circuits. An effi-
cient design procedure of  these adders increases 
the performances of  the overall VLSI circuits. 
In the recent years, the remarkable development 
of  CAD technology, made the design of  various 
types of  adder circuits possible. The primary cir-
cuits of  a CMOS 28 transistor adder designed 
using the combination of  the pull-up circuit with 
the pull-down circuit (Kumar M., 2012) and 
using 14 NMOS along with 14 PMOS transistors 
are most broadly reported (Haring, 1966). The 
use of  a transmission gate and Pass Transistor 
Logic (PTL) 16 transistors hybrid full-adder cell 
has also been reported (Bhattacharyya, Kundu, 
Ghosh, Kumar, & Dandapat, 2015). A 32 transis-
tors Complementary Pass-Transistor Logic (CPL) 
adder with a high-power dissipation and better 
dynamic ability is reported in (Kumar, Roy, & 
Bhunia, 2016). Transmission gate 20 transistors 
CMOS adder circuits using transmission gates are 
proposed in (Shalem, John, & John, 1999). The 
TFA transmission function-based full adder using 
16 transistors is proposed in (Yano, Yamanaka, 
Nishida, Saito, Shimohigashi, & Shimizu, 1990). 
A Multiplexer-Based Adder (MBA) consisting of 
12T transistors are the elimination of  the direct 
path to the source (Zimmermann & Fichtner, 
1997). A static energy recovery full adder using 
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10T also suffers from higher delay (Tung, Hung, 
Shieh, & Huang, 2007). The circuit level, a power-
optimized design, is desirable with a less number 
of  transistors count, very less power absorption 
even for no-load condition or high-speed opera-
tions, and output voltage swing in a tolerable 
limit. In this paper, a modified new low-power 
1-bit full adder with four transistor XOR module 
and one multiplexer block with six transistors has 
been performed.

The paper is prearranged as follows: Section 2 
consists of the illustration of the MTVL scheme. 
Section 3 discusses an illustration of signal bit 14T 
full adder. Section 4 proposes a multi-threshold 
full adder. Section 5 consists of the result and 
comparison discussion and section 6 consists of 
the conclusions.

2 14T TRANSMISSION GATE 
FULL ADDER

A one-bit full-adder circuit can be realized by 
using a different combination 2: 1 multiplexer cir-
cuit along with XNOR/XOR logic blocks. Two 
XOR cells with a multiplexer using four transistors 
transmission gate one-bit full-adder network is 
shown in Fig. 1. The resultant sum bit is generated 
by using two XNOR gates and carry (Cout) is real-
ized from the multiplexer circuits (Sharma, Peri-
asamy, Pattanaik, & Balwinder, 2013). The main 
advantage of the transmission gate full-adder 
noise merging is better than that of the existing 
methodology.

3 AN ILLUSTRATION OF THE 
MTVL SCHEME

Multi-threshold schemes work based on diode 
basing logic. The main advantage of  this tech-
nique is that it reduces noise and also the leakage 
current. In this procedure, high threshold CMOS 
transistors P1, P2, N1, and N2 have been used 
for minimized leakage current. Assembling the 
transistors N1, N2, and P2 (Fig. 2) also reduce 
the reserve leakage current due to sleep and active 
state, hence discharging the virtual ground-1 volt-
age divided into two portions, which will minimize 
noise effectively. In the case of  forward biasing, 
the effective threshold voltage of  the wait tran-
sistor can be minimized, but the size of  the tran-
sistor is constant. The threshold voltage can be 
minimized by the wait transistor during the mode 
change, i.e., the sleep-to-wait mode of  the CMOS 
transistor. The load capacitor Cload is inserted 
at the intermediate node ground-2 and the cur-
rent may flow through transistor P2 although it 
is in the sleep mode (Verma, Kumar, & Marwah, 
2014). In this way, the switching action is possible, 
generating minimal activation noise during sleep, 
wait, and active phase of  the CMOS transition.

4 PROPOSED DESIGN METHODOLOGY

Here, we discuss the design methodology of the pro-
posed high-speed, low-power, efficient one-bit full-
adder circuit. The basic designed concept is based on 
the multi-threshold logic. Three blocks are catego-
rized here to perform the addition operation. Here, 
the full-adder circuit consists of two four-transistor 
XOR gate and six transistors 2:1 multiplexor. The 

Figure 1. Illustration of 14T based on a transmission 
gate full adder.

Figure 2. Illustration of a multi-threshold circuit.
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full adder consists of three inputs A, B, and for the 
previous carry in (Cin) and two output ports for 
the sum and carry bits. We have modified this style 
with the concept of the multi-threshold voltage logic 
scheme, so the circuit is more suitable for low Vdd 
operations. The main basic idea is to design this cir-
cuit’s low and high threshold voltage operation. The 
high Vth transistors reduce the leakage current effec-
tively but with the performance degraded, whereas 
low Vth transistors give better performances but 
have high leakage currents. Fig. 3 shows the pro-
posed low-power high-speed 14T one-bit full-adder 
circuit. In the MTVL scheme, we measured the high 
Vth value for both the transistors used in the trans-
mission gate. In this proposed design, we achieved 
less average power, less power delay product, and 
also less chip size area of this full adder.

4.1 Component of power consumption

There are several components used in the minimiza-
tion of power consumption. The short-circuit power 
dissipation and statics CMOS power are similar to the 
switching power. Show that the total power is written 
in the form of a sum of all power consumption.

P P P EctotalPP dynamic shorPP t circuit stati+PdynamicPP  (1)

The dynamic power has a quadratic relation-
ship with the supply voltage (Vdd), and it can be 
expressed as

Figure 3. Proposed 14T full adder.

D C V fynamicD L dC V ddd∑α 2  (2)

In the above expression, we can calculate the 
dynamic power of the full-adder circuit, where α 
is the switching action of the load, and Cload is 
a charging-discharging loaded capacitor, and the 
clock frequency is represented as f.

5 RESULT ANALYSIS AND DISCUSSION

5.1 Power consumption

This section discusses the power consumption at 
different supply voltages. Here, the analysis was 
done by using the variable supply voltage, ranging 
from 1V to 1.8V. The comparative analysis is con-
ceded on 180 nm CMOS technology. The experi-
mental results show that the modified 14T full 
adder consumes less power among the other 14T 
transmission gate based full adder (Sharma, Peri-
asamy, Pattanaik, & Balwinder, 2013). The analysis 
of the average power is shown in Table 1 and Fig. 4.

Table 1. Comparison table based on power consump-
tions at different frequencies.

Power 
supply 
(V)

Frequency 
(MHz)

14T
Proposed 14T 
Full-adder

Average 
power 
(μw)

Average 
power 
(nw)

1.0 100 01.94 01.22
200 02.05 01.53
250 02.06 01.56
400 02.79 01.57
500 02.85 01.69

1.2 100 04.00 01.77
200 04.15 02.15
250 04.47 02.18
400 04.50 02.21
500 04.62 02.38

1.4 100 07.00 02.43
200 07.04 02.71
250 07.48 02.75
400 07.84 03.14
500 07.86 03.15

1.6 100 09.81 06.82
200 10.30 06.98
250 10.34 07.30
400 10.35 07.41
500 11.20 07.95

1.8 100 10.03 10.00
200 11.10 14.20
250 11.20 16.00
400 11.30 16.20
500 13.70 17.00

WAIT 

WAIT 
WAIT 

WAIT 
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5.2 Comparison of power delay product

Power delay product due depends on the sup-
ply voltage and transmission delay. We analyzed 
the proposed circuit in 1V to 1.8V and frequency 
range from 100 MHz to 500 MHz. The compara-
tive analysis was done in 180 nm CMOS technol-
ogy. The result of the modified 14T full adder has 
less PDP compared to the existing 14T transmis-
sion gate full adder (Sharma, Periasamy, Pattan-
aik, & Balwinder, 2013) circuit shown in Figure 5 
and Table 2.

There was a reduction of the dynamic power 
and voltage, but in the case of  the supply volt-
age (less than 1V), the circuit performance was 
slowly degraded. The proposed circuit was able to 
overcome this issue. The results show that power 
consumption of the circuit is in nanowatt range, 
where the existing 14T power drawn is in milli watt 
range.

6 CONCLUSION

There are several techniques for the full-adder 
circuits design. The main aim was to reduce the 
leakage current and biasing voltage. But MTVL 
design techniques are much suitable for controlling 
the leakage current and also the reducing power 
consumption. We presented an approach to derive 
the adder circuits from MTVL that combines the 
advantages of less power consumption, PDP, and 
area. The output characteristic analysis was car-
ried out at different power supplies and different 
frequencies in 180 nm CMOS technology by the 
SPICE and MICROWIND simulation tool. The 
proposed low-power 14T one-bit full-adder struc-
ture is suitable for low-voltage applications.
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ABSTRACT: In this paper, we implemented a Phase Locked Loop (PLL) to operate in higher 
frequencies and low power for wireless receivers. The PLL is implemented with proposed designs at block 
level. A new design is proposed for CP to avoid the current mismatch, which cause to produce spurs 
in the output of the PLL. A hybrid type of FD is proposed to enrich the power efficiency of the PLL. 
The efficiency is achieved at each block of the PLL. Therefore, Power Efficient PLL (PEPLL) for wireless 
communication is constructed and implemented by Tanner EDA tool. The parameters such as power and 
delay of the PEPLL are calculated using H-Spice for 180 nm technology at 2.0 V. The PEPLL consumes 
only 1.2155 mW of power and requires only 88 MOS devices.

1 INTRODUCTION

At present, modern nanometer CMOS technologies 
are very efficient, in terms of power consumption 
and speed, for the design of digital integrated cir-
cuits. High speed, low power Phase-Locked Loops 
(PLL) are extensively used in frequency synthesis, 
clock generation and recovery circuits for micro-
processors and wireless communication systems 
(Yasuaki 1997). The PLL frequency synthesizer 
cannot help having a slow lock up time. For the 
improvement of the lock up time, first, to find 
objective frequency, we propose a new Phase Fre-
quency Detector (PFD) which detects the phase 
and frequency difference between the reference fre-
quency Cref and feedback one Cout (Bo Li et al. 
2011, Mhd Zaher Al 2007, Chih-Wei et al. 2009, 
Soares et al. 1999, Qiuting et al. 1996).

Usual requirements while designing PLL is 
small acquisition time, maximum locking range 
and minimum phase error variance. To meet these 
requirements various structures have been pro-
posed for charge pump PLL (Yuan et al. 1989).

Conventional CMOS charge pump circuits have 
some current mismatching characteristics. The 
current mismatch of the charge pump in the PLLs 
generates a phase offset, which increases spurs in 
the PLL output signals. In particular, it reduces the 
locking range in wide range PLLs with a dual loop 

scheme (Jae-Shin et al. 2000, Joung-Wook et  al. 
2014).

2 PFD ARCHITECTURES

The Conventional PFD is designed using 2 flip 
flops and AND gate as shown in Fig. 1. However 
As the technology has a rapid growth, power, area 
and delay are considered as the major challenges 
while designing circuits and fabricating the ICs 
using VLSI technology. The number of devices 
majorly affects the area, hence the area can be 
reduced by reducing the number of devices. Thus, 
by using De Morgan’s Law i.e. A B A B. = +A( )  the 
AND gate in PFD can be replaced by using the 
NOR gate with the complement form of UP and 
Down signals as inputs to the NOR gate. The 
architecture of PFD using NOR gate is shown in 
Fig. 2.

Due to the presence of  a logic gate (AND in 
Fig. 1 or NOR in Fig. 2) in reset path, the time 
desired to charge the gate and reset both flip-
flops will be added to the reset delay time in the 
internal components of  the flip flops and produce 
a large dead zone. The change is to remove the 
reset path and reduce the delay time that causing 
the dead zone problem. Thus the PFD with the 
removal of  reset path by directly driving the reset 
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with the CLK is as shown in Fig. 3. The D Flip 
Flop is modified so that the PFD with No gate 
functions exactly as Conventional PFD and the 
delay in reset path is removed resulting in the ideal 

PFD behavior. The simulation results of  different 
structures are shown in Table 3 where the power 
and delay of  the designs are given to evaluate the 
suitable design.

3 STRUCTURE AND OPERATION 
OF CHARGE PUMP

Charge pump is a tri state electronic switch con-
trolled by the three states of  the PFD. The charge 
pump introduces a constant current for a defi-
nite period of  time equal to the phase difference 
between during the charging period and it draws 
the current from the loop filter or a capacitive 
load for a certain period of  phase difference dur-
ing discharging. Thus PFD drives the Charge 
Pump (CP) and adjusts the amount of  current to 
be injected into or drawn from the loop filter or 
load capacitor (Intissar et al. 2013, De-Zhi Wang 
et al. 2013).

The basic architecture of the charge pump is 
shown in Fig. 4. The CP consists of 2 switched 
current sources driving a capacitive load. When-
ever the Up signal is high switch S1 closes, result-
ing in the charging of load capacitor i.e., current is 
injected into the loop filter. When Down signal is 
high switch S2 is closed resulting in the discharging 
of load capacitor i.e., current is drawn from loop 
filter. The association of the Charge pump circuit 
with the loop filter converts the logic states gener-
ated by PFD into an analog voltage Vctrl for con-
trolling the VCO. The VCO converts the Vctrl into 
frequency (Amr Elshazly et al. 2013, Youngshin 
et al. 2002, Onur 2008, Li Zhiqun et al. 2011).

Figure 1. PFD using AND gate.

Figure 2. PFD using NOR gate.

Figure 3. PFD with no gate.

Figure 4. Basic architecture of charge pump.
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3.1 Proposed Charge pump

The charge pump with active loop filter possess 
perfect current match, but the number of transis-
tors used in this charge pump is high and also the 
operational amplifier is used to construct the active 
loop filter. Hence, more area is required for this 
type of charge pumps. The charge pump with the 
passive loop filter has less number of transistors 
when compared with the charge pump with active 
loop filter and structure is also very simple and 
easy to construct. No need of inverters because the 
complemented form of control signals is not used 
in this charge pump. This charge pump also avoids 
the charge injection and clock feed through the 
proper sizing of transistors. The usage of current 
sources with the same value is necessary to reduce 
jitter. But charge sharing cannot be eliminated in 
this charge pump. Hence, by analyzing the advan-
tages and disadvantages of charge pump with 
active loop filter and charge pump with passive 
loop filter a new charge pump is proposed.

The proposed charge pump is very simple to 
construct and looks very similar to charge pump 
(Song M et al. 2009). The non-ideal effects of the 
CP can be reduced by choosing the position of 
switches carefully. In the proposed charge pump 
we exchange the positions of switches and current 
sources. The Fig. 5 represents the proposed CP in 
which the position of switches and current sources 
are exchanged. The CP also characterizes that 
charge injection and clock feed-trough caused by 
switches can not directly impact the output volt-
age. In addition to this, as the terminals P, Q and 
R are at the similar point the charge distribution 

phenomenon is also decreased. Thus the proposed 
charge pump is free from non idealities such as 
charge injection, clock feed through and charge 
sharing. Thus, current mismatch is reduced in pro-
posed charge pump.

4 FREQUENCY DIVIDER

The conventional circuit implementation of 
CMOS TSPC flip flop is as shown in Fig. 7. Both 
the input and output signals of the TSPC divider 
are single ended. The Conventional TSPC consists 
of 10 transistors (Lin J et al. 2004). Later modifi-
cations are done to further reduce the number of 
transistors. Thus the general TSPC consists of 9 
transistors. There are various construction rules 

Figure 5. Proposed charge pump.

Figure 6. Position of switches in proposed charge pump.

Figure 7. Conventional TSPC (DIVCON).
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to design TSPC (Deyun Cai et al. 2010). Various 
flip flops are proposed in the recent years to meet 
the desires of low power, high speed performance 
(Staszewski et al. 2005, Siliang et al. 2012, Chao 
et al. 2010). This section deals with some of the 
basic flip flops that are generally used. All the flip 
flops discussed in this section are single ended, i.e. 
single ended input and output.

4.1 Implementation of divide by 16 frequency 
divider

The frequency divider with division ratio 16 is 
implemented by cascading 4 divide by two stages. 
The schematic diagram and waveforms of divide 
by 16 frequency divider is shown in Fig. 9. The 
divide by 2 block can be implemented by using any 
one of the TSPC or E TSPC DFF. The homogene-
ous frequency divider can be implemented by using 
all the cascaded divide by 2 circuits implemented 
using same DFF. The alternative method is to cas-
cade different TSPC or ETSPC blocks to imple-
ment a divide by 16 frequency divider. Various 
frequency dividers are designed by using the dif-
ferent combinations of DFF at divide by 2 blocks. 
Table 1. Gives the information about the divide by 
2 blocks used in various frequency divider designs. 
The power and delay analysis of various frequency 
divider designs is shown in Table 2.

Figure 8. Extended TSPC (E-TSPC).

Figure 9. Divide by 16 frequency divider.

Table 1. Divide by 16 using various flip flops.

DESIGN
Div By 
2(1)

Div By 
2(2)

Div By 
2(3)

Div By 
2(4)

FD1 DIV DIV DIV DIV
DIVCON DIVCON DIVCON DIVCON DIVCON
FDs DIVS DIVS DIVS DIVS
FDetspc E-TSPC E-TSPC E-TSPC E-TSPC
FDn DIVN DIVN DIVN DIVN
FDH1 E-TSPC DIVN DIVN DIVN
FDH2 E-TSPC E-TSPC DIVN DIVN

Table 2. Power and delay analysis of Divide by 16 using 
various flip flops.

DESIGN
POWER 
(mW)

DELAY 
(nS)

PDP 
(pJ)

EDP 
(J2) 
10–20

No. of 
Transistors

FD1 0.381  66.9  25.4  170.5 36
DIVCON 0.536   0.878   0.47    0.04 40
FDs 0.407  26.4  10.74   28.38 36
FDetspc 7.29  58.1 423.3 2459 24
FDn 0.479  25.8  12.34   31.83 36
FDH1 0.127 129  16.30  210.0 33
FDH2 3.89  11.8  45.74  538.0 30

5 RESULTS AND DISCUSSIONS

Various PFD designs are simulated using Tan-
ner EDA tool. The Power and Delay analysis of 
existing and proposed PFD designs are shown in 
Table 3. Each design has its own advantages and 
disadvantages. Supported the necessity acceptable 
PFD style is to be selected. The results of the vari-
ous PFDs are tabulated in Table 3. The proposed 
PLL is effective in all the parameters when com-
pared with the existing PLL.

1. Effective PFD design with the smallest amount 
power delay product reduces the delay in reset 
path and dead zone downside is avoided.

2. The usage of the proposed charge pump not 
only reduces the area, but also makes the PLL 
free from spurs. The charge sharing problem 
in existing PLL is reduced in proposed charge 
pump by exchanging the positions of switches 
and current sources.

3. The ring VCOs with 3 delay cells and differen-
tial ring VCO with 4 delay cells does not use the 
AFC. Thus the area required to build them on 
IC is very less when compared with the area 
required to build the differential ring VCO with 
AFC. The majority of power consumption is 
due to the VCO. As the VCO designs without 
AFC uses very less number of components 
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(devices) the power consumption is also very 
low. But the ring VCO with 3 delay cells gen-
erate the low frequency signal when compared 
with the differential ring VCO with 4 delay cells.

4. Divide by 16 Frequency divider (FDH2) is 
selected by considering the trade-off  between 
the PDP, EDP and number of devices.

The existing PLL is implemented from Joung 
et  al. The proposed PLL is compared with the 
existing PLL. The PEPLL has shown more power 
efficient than that of the existing PLL. The PEPLL 
consumes only 1.2155 mW of power only, but the 
conventional PLL consumes 8.06 mW as shown in 
Table 4. The PEPLL requires only 88 MOS com-
ponents to implement the design. This is not so for 
the existing.

The transition time required for PEPLL is 
less than that of the conventional. Precaution is 
taken to design charge pump. Current mismatch is 
avoided. Therefore the PEPLL is a spur reduction 
design, shows more improvement in the simulation 
results.

6 CONCLUSION

Different designs for each block of Phase Locked 
Loop namely phase frequency detector, charge 
pump with loop filter, voltage controlled oscilla-
tor and frequency divider are introduced. Every 
block is individually simulated. By considering the 
parameters like power, area delay, loading effect of 

individual blocks various phase locked loops are 
designed. Among all designs the proposed design 
(PEPLL) possesses a high frequency with spur 
suppression operating. The proposed design has 
less number of devices, thus reducing the area and 
power consumption. Hence the PEPLL is a high 
frequency spur suppression power efficient design.
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ABSTRACT: Remarkable oscillating wave is observed instead of monotonic decaying feature inside one-
dimensional photonic crystal when conventional SiO2-air composition is replaced by DNG  material-air 
combination; and operating wavelength is set just below or above Bragg wavelength (1.55 μm). Results are 
observed for nano-fishnet with rectangular void, elliptical void and paired nanorod structures. Coupling 
coefficient between forward and backward propagating waves is varied for all the structures indepen-
dently. Result speaks in favor of guided transmission in metamaterial based photonic crystal for optical 
communication for longer length with negligible loss.

1 INTRODUCTION

The Photonic Crystal (PhC) is the periodic vari-
ation of refractive indices of constituent mate-
rials along the propagation direction, leads to 
electromagnetic bandgap (Yablonovitch 1987). 
The structure is already established as photonic 
bandpass filter (Robinson et al., 2011) and is also 
used as making photonic crystal fiber (Belhadj 
et al. 2006). This novel microstructure is already 
used in making optical transmitter (Szczepanski 
1988), receiver (Fogel et al. 1998), sensor (Shanthi 
et al. 2014), memory (Lima et al. 2011), quantum 
device (Jiang et al.1999) etc. It works as building 
block of the next generation communication sys-
tem. But works are not reported about the Dou-
ble Negative Material (DNG material) based PhC 
design, though importance of metamaterial is 
already verified in high-frequency communication 
application. Design of high-frequency antenna 
using metamaterial is the subject of research in 
the preset decade due to the novel property of 
improved signal-to-noise ratio owing to the nega-
tive refractive index material (Xiong et al. 2012, 
Hwang et al. 2009). The rejection of noise in the 
desired frequency spectrum, more precisely, in the 
region of optical communication (where minimum 
attenuation is achieved) is the choice of interest for 
communication engineers. Therefore, study of the 
property of metamaterial array is one of the key 
areas in designing photonic integrated circuit.

In last decade, various research works are pub-
lished in literatures of repute involving 1D pho-
tonic crystal (Xu et al. 2007, Rudzinski 2007) due 
to the ease of fabrication and less complex mathe-
matical modeling. Also a few papers are published 
involving 2D microstructure (Zhang et al. 2004) 

where different numerical methods are involved 
to solve the eigenvalue equations for calculating 
band structure. Materials involved in these works 
are conventional SiO2/air composition (Gao et 
al. 2011), or semicon-ductor heterostructure 
(Maity et al. 2013). But as far the knowledge of 
the authors, research work involving DNG materi-
als are published rarely. The present work shows 
the forward and backward wave nature inside 1D 
photonic crystal, which exhibits that the wave can 
travel for a longer grating length compared to that 
obtained for conventional PhC by setting operat-
ing wavelength slightly less or greater than Bragg 
wavelength. Effect of coupling coefficient on wave 
propagation is studied for all the three metamate-
rial structures. Results are important for analysis 
of guided transmission inside 1D photonic crystal 
structure.

2 MATHEMATICAL MODELING

In this paper, we have considered three structures 
of metamaterials namely nano-fishnet with rec-
tangular void (r.i = −1), nano-fishnet with ellipti-
cal void (r.i = −4) and paired nanorod (r.i = −0.3). 
Though fishnet structures are three dimensional 
in nature, but we have considered propagation of 
electromagnetic wave in one-direction only. This 
si due to the fact that we are only interested in 
wave propagation in oscillating form inside the 
system, and since in three-dimensional structure, 
the nature and period of propagating wave is 
almost same in all three directions, hence it is quite 
understandable to study the behavior in any one 
of the direction. Moreover, Bragg grating concept 
is easily applicable in one-direction, and hence 
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 computation becomes less time-consuming; which 
will provide appropriate result. Since we expect the 
periodic nature of wave, hence we safely assume 
one-direction of wave propagation with coupled 
mode theory.

Inside a photonic crystal, the forward and back-
ward propagating waves may be represented as

da
dz

j aa
( )z

= ( )zβjj  (1)

db
dz

j bb
( )z

= − ( )zβjj  (2)

assuming the waves are coupled. Subject to the 
appropriate boundary condition, solution of the 
equations is
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where we assume that total power is conserved. 
With the boundary conditions b(0) = b0 and a(L) = 
0, these equations may be solved analytically. 
Expressions of forward and backward waves thus 
can be given as

a b
L j L

( )z =
] [ ( )z L−⎡⎣ ⎤⎦⎤⎤

0bb
κ βjΔj⎡⎣⎡⎡

β αLL α αLL
j− j⎡⎣⎡⎡

ββ hΔ
 (5)

b b

j

( )z = [ ]z ×

{ }( )z L + j { }( )z L−z⎡⎣⎡⎡ ⎤⎦⎤⎤

−

0bb κ [ j z

β { (
β

ββ h
siβ nh

Δ
Δ α ααα αL jαααα Lαcosh  (6)

where α κ β−κ 2 2κ ββΔ  

Here we assume that both the propagation con-
stants of forward and backward waves are equal. 
It may be mentioned that attenuation of transverse 
waves in 2D plane is not taken into consideration 

Figure 1. Schematic diagram of (a) nano-fishnet with 
elliptical void, (b) paired nanorod, (c) nano-fishnet with 
rectangular void.

Figure 2a. Forward wave profile for different DNG 
material/air compositions as a function of grating length 
for operating wavelength 1.5 μm.

as it is only possible when operating wavelength 
becomes equal to Bragg wavelength (Huang et al., 
2016). The diagrams of the structures are given 
below:

3 RESULTS AND DISCUSSIONS

Using Eq. (5) and Eq. (6), forward and back-
ward wave profiles are simulated and plotted as 
a function of grating length for one-dimensional 
photonic crystal. Fig. 2a and Fig. 2b exhibit the 
forward wave propagating characteristics inside 
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Figure 2b. Forward wave profile for different DNG 
material/air compositions as a function of grating length 
for operating wavelength 1.6 μm.

Figure 3a. Backward wave profile for different DNG 
material/air compositions as a function of grating length 
for operating wavelength 1.5 μm.

Figure 3b. Backward wave profile for different DNG 
material/air compositions as a function of grating length 
for operating wavelength 1.6 μm.

Figure 4a. Forward wave profile at 1.5 μm operat-
ing wavelength under different coupling conditions for 
paired nanorod.

1D PhC. Bragg wavelength is set at 1.55 μm, and 
profiles are generated for operating wavelength 1.5 
μm and 1.6 μm respectively.

From the plots, it is seen as propagation of for-
ward wave becomes almost unaffected w.r.t oper-
ating wavelength when nano-fishnet with elliptical 
void structure (n = −4) is considered, whereas pass-
ing through paired nanorod structure (n = −0.3) 
gives maximum variation. The same is also true for 
backward wave propagation.

Fig. 4 – Fig. 7 show the comparative analysis 
of variation of propagating wave for different cou-
pling coefficients for three different DNG mate-
rial/air compositions, namely paired nanorod (Fig. 
4a, Fig. 5a, Fig. 6a, Fig. 7a), nano-fishnet with 
rectangular void (n = −1) (Fig. 4b, Fig. 5b, Fig. 6b, 
Fig. 7b) and nano-fishnet with elliptical void (n = 
−4) (Fig. 4c, Fig. 5c, Fig. 6c).

A comparative study reveals that for higher cou-
pling between forward and backward propagat-
ing waves leads maximum oscillation for the wave 
propagation, whereas loose coupling makes almost 
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Figure 4c. Forward wave profile at 1.5 μm operating 
wavelength under different coupling conditions for nano-
fishnet with elliptical void.

Figure 5a. Forward wave profile at 1.6 μm operat-
ing wavelength under different coupling conditions for 
paired nanorod.

Figure 5b. Forward wave profile at 1.6 μm operating 
wavelength under different coupling conditions for nano-
fishnet with rectangular void.

Figure 5c. Forward wave profile at 1.6 μm operating 
wavelength under different coupling conditions for nano-
fishnet with elliptical void.

Figure 6a. Backward wave profile at 1.5 μm operat-
ing wavelength under different coupling conditions for 
paired nanorod.

Figure 4b. Forward wave profile at 1.5 μm operating 
wavelength under different coupling conditions for nano-
fishnet with rectangular void.

0.900 

I 
• I 
I . 
- I 
\ 
- I 
l ., 

I 
i 

I I 

I 
i 
I 

\i \i 

10 IS 20 
Grating Lengtb [llDI] 

I 

~ I 
I j 
i ' .I 

l 
• I .. 
-J 
I· 

I 
• I 
I . 
- I 
I ., 
\ . 
•J 

2S 

- i 
! i 
I j 
i_; 

OSOOL---~----~----~---L----~----
0 

0.98 I 
i 

0.97 i_ 

0.98 

0.95 
0 

10 15 20 
Grat.ing Length ~tm] 

! \ 
I 
i 
i 
I 
; 

I 

.... ..!--·· 
I 

I 

\ f 
- I 
'" 
5 10 

\ i 
\_ I 
\ j 

15 20 25 3J 
Grating leoglb (llm) 

25 

·"·, 
I \ 
i 

I 

I 

35 

I 

L 
I 

I 
i -, 

ll 

i ·, 
\ 

45 

"' ,l;i 
::::: 
~ .. 
~ '""" 0.985 
~ 
0 

"' 11911 a 
'a 0.975 

~ 
1197 

0.965 

I 
i 
i i 
i I 
-, i 
\ _I 

\.' 

I 

! 
I 

I 

I 

\ 
\ 
\ 
\ 
\ 
\ 

\ ... / 
0-96o!---------''--___.,,o ___ '..,s--~l0'--__.25 __ _/31 

l.llli 

"' 
~ 11JJ5 

~ 
; UJJ4 

~ 
~ 1,003 

~ um 
l 

1.001 

·' ,, 
i i 
i i 

f . 
j\ 
I I 

i 
I 
i 

Grating Length [/lm] 

f . I 
1 -- I 
I 
I 

,-, 
;i 
- i 

i 

0~o~--~-~.~o--~,.--~l0'---25~-~31 
Grating Length ~Lm] 

'\ _/\ 
I I 

\ I \ 
I i 

I I I i 
I j \ ! I 

I I I i 
I i 
i I 

i 



179

un-attenuated transmission. The magnitude of 
periodic oscillation is highest for paired nanorod 
structure. A sharp contrast is also observed about 
the magnitude of the oscillatory wave is observed 
for 1.5 μm and 1.6 μm operating wavelength.

If  operating wavelength becomes greater than 
Bragg wavelength, then magnitude of propagating 
wave increases irrespective of material composi-
tions for both forward and backward waves.

The magnitude of waves (for both forward and 
backward) rapidly changes with the change of 
DNG material. This is evident from the compara-

tive study of Fig. 4, Fig. 5, Fig. 6, Fig. 7. For back-
ward wave, it may be noted that lower coupling 
coefficient does not make noticeable contribution. 
This is true for forward wave propagation also.

4 CONCLUSION

For conventional PhC, both forward and backward 
waves show monotonic decreasing behavior which 
suggests that electromagnetic wave propagation is 

Figure 6b. Backward wave profile at 1.5 μm operating 
wavelength under different coupling conditions for nano-
fishnet with rectangular void.

Figure 6c. Backward wave profile at 1.5 μm operating 
wavelength under different coupling conditions for nano-
fishnet with elliptical void.

Figure 7a. Backward wave profile at 1.6 μm operat-
ing wavelength under different coupling conditions for 
paired nanorod.

Figure 7b. Backward wave profile at 1.6 μm operating 
wavelength under different coupling conditions for nano-
fishnet with rectangular void.
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not possible for a longer distance. But DNG material 
with air interface exhibits completely different behav-
ior which suggests that e.m wave may propagate a 
longer grating length compared to the earlier found-
ing’s, if operating wavelength is set at slightly higher 
or lower than Bragg wavelength. Result suggests that 
nano-fishnet with elliptical void may be used as a 
photonic waveguide in the micrometer range for all 
photonic integrated circuits. Coupling between for-
ward and backward waves plays critical role in deter-
mining shape of the propagating wave. Since these 
structures also exhibit bandpass filter characteristics 
at the Bragg wavelength (depending on structural 
parameters), so it can serve the dual purpose.
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Comparative analysis of filter performance in DNG material based 
photonic crystal structure
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ABSTRACT: Photonic Filter is designed at 1.55 μm using double negative refractive index materials. 
Both paired nanorod (r.i is −0.3) and nano-fishnet structure with elliptical void (r.i is −4) are considered 
for comparative analysis. Electromagnetic wave propagation for both normal and oblique incidences (TE 
mode only) are considered for analysis purpose, and simulation results reveal that passband at the desired 
zone may be obtained by suitable choice of structural parameters and external conditions. Results also 
indicate that suitable choice of defect density enhances the filter performance with less ripple in passband; 
and smooth nature of stopband slopes, compare to that obtained for defect-free (ideal) structure. Results 
are important in designing optical filter at the desired spectrum.

1 INTRODUCTION

In the age of photonics, design and physical reali-
zation of all-optical-circuit is one of the subjects 
of research (Li et al., 2011), which may provide as 
a possible and effective replacement of optoelec-
tronic counterparts. Electromagnetic wave propa-
gation inside the structure and its tailoring for 
specific application thus becomes one key area of 
study, and photonic crystal now-a-days becomes 
one prime candidate for that purpose (Shambat 
et al., 2009) due to its novel property of restricting 
e.m wave in certain wavelength ranges, and allowing 
other spectra (Chen et al., 1996). This is possible 
with the difference of refractive indices of the lay-
ers and the dimension of different layers inside the 
unit block of the periodic structure. Among the dif-
ferent structures, 1D microstructure is easily realiz-
able from both theoretical (Gao et al., 2011) and 
experimental (Limpert et al., 2004) stand-point. 
The structure has already proved its effectiveness 
in different communication systems (Srivastava 
et al., 2008, Limpert et al., 2003) with improved 
efficiency. It is already effectively utilized in optical 
filter (Mao et al., 2008, Biswas et al., 2015).

Metamaterial is known in the field of antenna 
engineering as it effectively enhances the SNR 
of the device (Segal et al., 2015). Superlens bio-
sensor is already designed using LHM mate-
rial (Dorrani et al., 2012). Various radiating and 
guiding structures are already reported in litera-
tures using metamaterial (Engheta et al., 2006, 
Marques et al., 2008, Cui et al., 2010). Reflectance 
spectrum of 1D DNG material based structure is 
calculated (Srivastava et al., 2016) in recent past. 
Bandgap properties are calculated (Aghajamali 

et al., 2014) calculated bandgap properties of ter-
nary and binary lossy photonic crystals. Photonic 
crystal containing magnetized cold plasma defect 
(Aghajamali et al., 2015) is computed theoretically 
in presence of defect mode. In this paper, trans-
mittivity property of defected 1D photonic crystal 
is calculated using transfer matrix method, where 
both paired nanorod and nano-fishnet structure 
with elliptical void are separately considered. 
Results are obtained for TE mode of propagation, 
and are compared with that obtained in ideal struc-
ture. Position of ripple in passband is optimized 
by suitably choosing dimension of different layers. 
Findings will play key role in metamaterial based 
photonic filter design for high frequency antenna.

2 MATHEMATICAL FORMULATION

For simulation purpose, we have considered two 
types of metamaterials namely, paired nanorod 
(r.i = −0.3), and nano-fishnet with elliptical void 
(r.i = −4). Schematic figures of these structures are 
shown in figure below:

Considering the phase factor of the field propa-
gating through uniform medium, propagation 
matrix is given as the function of barrier and well 
widths

P
jk d
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1 2kk 1 2dd
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where d1,2 is the dimension of barrier/well layer, k1,2 
is the propagation vector. In presence of defect, 
Eq. (1) will be modified as
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where ‘f’ is the defect density. Thus, transfer matrix 
for the elementary cell (constituting of one barrier 
and one well layer) for ideal and defected struc-
tures are respectively given by

M M PM PT TPM1 1PP 2 2PP  (3)

and

M M P M PT
f

T
1 1PP 2 2PP  (4)

where M is the transfer matrix between the adja-
cent layers, given by
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where ‘t12’ is the transmittivity between two adja-
cent layers. For p-polarized incident wave at angle 
θ1, interface reflectivities are given by

r r
n
n12rr 21rr 1 2

1 2

= ( )2 ( )1

( )2( ) ( )1

cos(
cos(

2)2 ( 1cn2)2 os

2)2 ) + ( 1cn2)2 + os
 (6)

For s-polarized incident wave at angle θ1, inter-
face reflectivities are given by

r r
n
n12rr 21rr 1 2

1 2

= ( )1 ( )2

( )1( ) ( )2

cos(
cos(

2)1 ( 2cn2)1 os

2)1) + ( 2cn2)1 + os
 (7)

For a perfectly periodic medium composed of N 
such elementary cells, the total transfer matrix for 
such a structure is

M MtoM t NM  (8)

Transmission coefficient is given by

T
M

= 1

11MM 2 ( )tot
 (9)

3 RESULTS AND DISCUSSIONS

Using the Eq. (8) as mentioned in the previous sec-
tion, comparative analysis of transmittivity profile is 
plotted in presence and absence of defect. It is seen 
from Fig. 2 that with the change in refractive index 
of metamaterial a large change is occurred in optical 
bandwidth. The plots are made for normal incidence 
of electromagnetic wave. It is worthwhile to mention 
that in all the figures, layer thicknesses of metamate-
rial and air are nomenclature as ‘d3’ and ‘d4’.

It is seen that ripple rejection reduced for mate-
rial system with refractive index −4 (nano-fishnet 
with elliptical void). A sharp notch is present in the 
graph for refractive index −0.3 (paired nanorod). 
In this case of refractive index −4 we plot the graph 
for d3 = 2.3 μm and d4 = 0.45 μm and for refractive 
index = −0.3 we plot the graph for d3 = 3.85 μm and 
d4 = 0.75 μm.

In Fig. 3, analysis is made for TE mode. It is seen 
that amount of ripple inside passband is reduced 
for elliptical nano-fishnet structure (refractive index 
−4). Presence of sharp notch is again displayed for 
refractive index −0.3. In the case of refractive index 
−4, graphs are drawn for d3 = 2.3 μm and d4 = 0.45 μm 
and for refractive index −0.3; results are plotted for 
d3 = 3.54 μm and d4 = 0.59 μm.

Figure 1. Schematic structures of (a) paired nanorod 
and (b) nano-fishnet with elliptical void.

Figure 2. Transmittivity with wavelength for normal 
incidence of EM wave in presence and absence of defect 
for different refractive index of metamaterial.
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It is also observed that for both the cases, two 
stopband regions are not symmetric w.r.t wave-
length axis; and the effect is more pronounced 
for the paired nanorod based structure. The lower 
wavelength edge of passband in this case is very 
sharp compared to the other end.

Next the effect of material and structural 
parameters are studied for calculating transmit-
tivity. It is observed from Fig. 4 that fewer ripples 
are observed elliptical nano-fishnet structure than 
the paired nanorod. One interesting thing may 
be noted down that the change of dimension for 

 metamaterial is more significant in case of nano-
fishnet structure than the paired nanorod. Simi-
larly, the effect of air thickness is depicted in Fig. 5. 
Hence the choice of dimension is very significant 
in designing optical filter.

Fig. 6 reflects the effect of incidence angle for 
TE mode propagation. With increase of incidence 
angle, redshift is observed for both the cases, 
but the amount of shift is significant for paired 
nanorod structure. Again, a close measurement of 
shift reveals that it is slightly larger for stopband at 
higher wavelength region.

Figure 3. Transmittivity with wavelength for oblique 
incidence of TE mode in presence and absence of defect 
for different refractive index of metamaterial.

Figure 4. Transmittivity with wavelength for oblique 
incidence of TE mode in presence of defect for differ-
ent propagation length of metamaterial & for different 
refractive index of metamaterial.

Figure 5. Transmittivity with wavelength for oblique 
incidence of TE mode in presence of defect for different 
propagation length of air thickness & for different refrac-
tive index of metamaterial.

Figure 6. Transmittivity with wavelength for oblique 
incidence of TM mode in presence of defect for dif-
ferent incident angle & for different refractive index of 
metamaterial.
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4 CONCLUSION

Simulated findings suggest that transmittivity of 
DNG material based 1D PhC system has improved 
noise rejection property compared to those made 
with conventional SiO2-air system as claimed in 
earlier literatures. Butterworth property in the 
proposed optical filter is observed though little 
amount of ripple is present in passband. Layer 
dimensions and angle of incidence can signifi-
cantly affect the device performance. Results are 
obtained for physically existing metamaterials, so 
that it can be implemented practically. Simulation 
is important for metamaterial based optical filter 
fabrication.
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Sn-concentration dependent absorption in strain balanced 
GeSn/SiGeSn quantum well
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ABSTRACT: This paper presents a study on Sn content dependent absorption in SiGeSn/GeSn strain 
balanced Quantum well. The motivation for incorporation of Tin (Sn) in Germanium is briefly narrated. 
Eigen energy states for different Sn concentrations are obtained for Γ valley Conduction Band (ΓCB), 
Heavy Hole (HH) band and Light Hole (LH) band by solving coupled Schrödinger and Poisson equa-
tions simultaneously. Sn concentration dependent absorption spectra for HH-ΓCB transition reveals that 
significant absorption observed in mid infrared range (3–5 μm). So, Ge1-xSnx quantum well can be used 
for mid infrared sensing applications.

1 INTRODUCTION

Over the last few years, a lot of research has been 
conducted to realize low cost on chip photosensi-
tive devices. Direct band gap material is preferred 
in these devices for efficient radiative transition. So 
photonic technology relies heavily on direct band 
gap materials of III-V group like GaAs (Bhat-
tacharya 1994). But their high cost and incompati-
bility to silicon technology restrict them to be used 
as a low cost monolithic photosensitive device. 
This fact forces the concerned researchers to work 
towards a new group of semiconductor materials 
which can act as a replacement for III-V group.

Recently there has been a great deal of interest 
among researchers on the design and analysis of 
photosensitive devices based on Tin (Sn) incor-
porated Group-IV alloys (Kouvetakis et al. 2006). 
Alloying Ge with α-Sn can effectively reduce the 
direct-bandgap of Ge more than its indirect band-
gap and, hence, a direct-bandgap GeSn alloy can 
be realized. Thus GeSn alloy can enable the design 
of low cost group IV photonic devices which are as 
efficient as their III-V group counterpart (Gassenq 
et al. 2012). However, due to large lattice mismatch-
ing of Ge and Sn, strain plays a major role in the 
operation of such devices. The strain role becomes 
more pronounced in case of multilayer structure 
like quantum well. Strain balanced structures are 
suggested to be the best way to tackle excessive 
strain in multiple layer structure like Quantum well 
(Daukes et al. 2002).

This paper focuses on the potential of Tin doped 
group-IV alloys specially GeSn to be used as a 
active layer in photosensitive devices like detector. 
Absorption coefficient is a significant performance 

parameter in these devices. In this study, Sn con-
tent dependent absorption coefficient is evaluated 
in strain balanced SiGeSn/GeSn strain balanced 
quantum well. Eigen energy states for different 
Sn contents in GeSn layer are obtained in the well 
for Γ valley Conduction Band (ΓCB), Heavy Hole 
(HH) band and Light Hole (LH) band separately 
by solving coupled Schrödinger and Poisson equa-
tions selfconsistently. The absorption character-
istics are evaluated for different Sn contents in 
well. The result revealed that HH-ΓCB transition 
observes high absorption coefficient within 3–5 μm 
range of wavelength. Thus this well structure can 
be used as a infrared sensor in various applications 
(Roelkens et al. 2014).

2 THEORETICAL FORMULATION

2.1 Model description

The Quantum well structure considered in our 
analysis consists of tensile strained SiGeSn bar-
riers and compressively strained GeSn well which 
ensures the strain balanced condition for quantum 
well. The growth axis of the structure is assumed 
along (001) axis. A 76Å thick GexSn1-x layer is sand-
wiched between two tensile strained Si0.09Ge0.8Sn0.11 
layers to form a type-I Single Quantum-Well 
(SQW) as shown in Fig. 1. The thickness of barrier 
is computed as 35 Å by using strain balance con-
dition (Daukes et al. 2002). The dimension of the 
well is chosen in such a way that only one bound 
state formed in each of the conduction band and 
valence band. The Sn composition (x) in QW is 
required to obtain three condition simultaneously, 
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(i) Type I SiGeSn/GeSn quantum well for better 
quantum carrier confinement, (ii) direct band gap 
in GeSn layer and (iii) a higher value of HH band 
offset than that of LH band (to be calculated later) 
for TE mode operation, which features HH-ΓCB 
dominant transition. A fully relaxed GeSn layer is 
used as a buffer layer.

The composition of buffer layer should be 
selected to maintain strain balanced condition in 
the QW.

2.2 Band alignment calculations

Accurate band profile and band discontinuities of 
the proposed QW structure is the vital requirement 
for precise modeling of the direct band interband 
absorption. The strain plays an important role in 
calculation of band structure and then band dis-
continuities at the interface of proposed multilayer 
structure. Our primary concern is to investigate 
direct interband transition which involves obtain-
ing bandstructure at band edge (Γ-valley con-
duction band) in GeSn QW by evaluating strain 
dependent band profile. Moreover, we have also 
assumed no coupling between the conduction 
band and valence bands, which is an appropriate 
estimation for group IV alloys. In this context, 
model solid theory suggested by Van de Walle, is 
well suited to our proposed model (Chris & Walle 
1989). Model solid theory is said to be one of the 
most reliable method to calculate band line ups 
and their alignment at zone center (Γ-valley) in a 
strained heterostructure. So we followed this the-
ory to calculate band profile in ΓCB, conduction 
band, HH band and LH band for both well and 
barrier.

2.3 Coupled Schrödinger—Poisson self-consistent 
solution

After obtaining band profile, Eigen state energy of 
each band is required in order to evaluate direct 
absorption characteristics of QW. We obtained 
quantized energy states for Γ-CB, LH and HH 

band in QW by solving coupled Schrödinger and 
Poisson equation self  consistently. Self-consistent 
solution is required to study the quantum confine-
ment effect of carriers in QW more accurately con-
sidering variation in charge density of carriers. The 
Schrödinger equation with effective mass approxi-
mation and considering the strain effect is consid-
ered in our analysis and is given as (Chuang 1995):
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where, ħ is Planck’s constant, z is position variable, 
Kt is the transverse wave vector, Ψ is wave func-
tion, E is Eigen energy, m and V are respectively 
the effective mass and band profile. Suffix X stands 
for type of band e.g., j = c for Γ conduction band, 
j = hh for HH valence band and j = lh for LH band. 
As the Γ valley is of only interest here, the trans-
verse wave vector, Kt is taken as zero. The equation 
is solved using Finite Difference Method (FDM) 
to obtain Eigen energies and wave function in the 
well (Datta 2005). The whole region of interest is 
divided into N number of small elements of equal 
width, and the equation is solved for each of the 
elements.

After obtaining Eigen energies and their corre-
sponding wave functions, the position dependent 
charge density of carriers in well is calculated by 
summing the square of the wave function at each 
spatial element (Δz) and multiplying this quantity 
by the number of carriers in each bound state. The 
expression for electron density (n(z)) and hole den-
sity (p(z)) in well is given as (Tan & Snider 1990):
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where n and m are the number of subbands in 
ΓCB, valence band (LH and HH) respectively, Nn 
is number of electrons in nth sub-band in conduc-
tion band and Nm is number of holes in mth sub-
band of HH band and LH band.

The obtained position dependent carrier charge 
densities (n(z) and p(z)) are then used in Poisson 
equation. Poisson equation relates the potential to 
the charge density distribution as given in Eqn. 3 
(Tan & Snider 1990).

( )
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A D2

d V q n(z) p(z) N N
dz ε

= − − + −  (3)

where n(z) and p(z) are the electrons and holes 
charge density distribution as obtained above. 

Figure 1. Schematic of strain balanced GeSn/SiGeSn 
quantum well.
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Na and Nd are acceptor and doping impurities in 
QW respectively and V is the spatial electrostatic 
potential in QW. Dirichlet and Neumann bound-
ary conditions are also considered while solving 
the Poisson equation. Poisson equation was also 
solved by using finite difference numerical tech-
nique. In order to obtain self-consistent Eigen state 
energies both Poisson equation and Schrödinger 
equations are solved simultaneously until their 
solutions are converged (Stern 1970).

2.4 Evaluation of absorption coefficient

After calculating Eigen energies and wavefunc-
tions for Γ-CB, HH band LH band, direct inter-
band transition characteristic of the QW structure 
is studied. Absorption coefficient is evaluated for 
QW with the help of Fermi golden rule and using 
the following mathematical expression, for absorp-
tion coefficient α (Chuang 1995).
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where, ω is photon frequency, q is electronic charge, 
c is speed of light, nr is refractive index of well, ε0 
is static dielectric constant, m0 is electron rest mass. 
E0 is direct band gap of Ge1-xSnx which is calculated 
by linear interpolation of direct band gap of Ge 
and Sn considering bowing parameter. Ecn and Evm 
are bound state Eigen energies for nth subband in Γ 
conduction band, and for mth subband in valence 
band (v = hh for HH band, v = lh for LH band) 
respectively. I is overlap integral of the Γ conduc-
tion subband wave function and valence subband 
wavefunction given by following equation.

ρr2D is reduced joint density of states in QW. QW 
is assumed to be undoped in this work (ideal case), 
only valence band is filled with carriers so carrier 
probability occupancy of conduction band is taken 
as zero (fc = 0, fv = 1). Gaussian line shape function 
is also considered for inhomogeneity in GeSn alloy. 
Pcv is momentum matrix element between conduc-
tion band and valence band for Bloch state. It is a 
key parameter to evaluate absorption in both bulk 
and nanostructures. Indeed, its magnitude value 
indicates the strength of the interaction between 
photon with electron. Moreover under compres-
sive strain TE mode is dominant than TM mode 
(Chuang 1995). Hence, TE polarization which par-
allel to the plane of QW layer is assumed in present 
study. In TE mode momentum matrix element of 
HH-Γ-CB transition is much greater than that of 
LH-ΓCB Γ transition at Kt = 0.

3 RESULTS AND DISCUSSION

In this study, Sn concentration in Ge1-xSnx quan-
tum well layer is varied from 0.15 to 0.18 to obtain 
quantum mechanical characteristic of strain bal-
anced quantum well and then direct absorption 
characteristic. As for compressive strained GeSn 
direct band gap nature induced in GeSn layer for 
x ≥ 0.15 (Yahyaoui et al. 2014). Thus the required 
concentration of Sn should be atleast 15% in 
Ge1−xSnx layer. Moreover, beyond 0.18, the inter 
layer strain increases and it is intolerable and infea-
sible in actual situations.

The calculated band profile (band offset of 
Γ conduction band and heavy hole band) with 
Eigen state energies (Ec1 for ΓCB, EHH for HH 
band and ELH for LH band) for QW at different 
Sn concentration is shown in Fig. 2. It is clearly 
observe that HH band (EHH) is up shifted in com-
parison to light hole band profile. This is attrib-
uted due to compressive strain in the well. The 
band offsets of  Γ conduction band and heavy 
hole band are sufficient large to cause quantum 
confinement effect of  carriers. With increasing in 
Sn concentration, the shifting of  EHH in upward 
direction increases and bad gap also decreases 
subsequently. It can be also observed that Eigen 
wave function of  LH band is weakly confined 
in the well. This is due to a very small negligible 
band offset for LH band. It also ensures that only 
HH-ΓCB (EHH-Ec1) transition will be dominated 
in this case.

Figure 2. Plot of band profile, Eigen energies and wave 
functions for different values of x. (a) x = 0.15, (b) x = 
0.16, (c) x = 0.17, (d) x = 0.18.
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Absorption coefficient spectra (α) for differ-
ent x are plotted as a function of wavelength and 
is shown in Fig. 3. Due to higher optical matrix 
element of HH to ΓCB transition for TE mode, 
LH-ΓCB transition is ignored in this study. The 
figure clearly reveals that significant absorption 
for HH to ΓCB transition is observed in infrared 
range of wavelength (3–5 μm). With increasing 
in Sn concentration peak absorption wavelength 
shifted to higher wavelength region. This red shift-
ing is due to the lowering of the energy band gap 
of GeSn with increasing Sn concentration. It is 
also observed that with increasing Sn concentra-
tion, absorption increases.

4 CONCLUSION

This paper explores the potential of GeSn quan-
tum well layer to be used in low cost monolithic 
photosensitive devices for mid infrared sensing 
applications. Direct interband absorption is plot-
ted for different Sn content of well for dominant 
HH-ΓCB transition. The result depicts a significant 

absorption in 3–5 μm range of wavelength. In 
addition, increment in absorption with Sn concen-
tration is also observed. Thus this quantum well 
structure is viable to be used as a low cost mid-
infrared sensor.
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ΓCB direct transition versus wavelength for different 
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ABSTRACT: In this paper, performance of ZnO/p-Si solar cell has been analyzed using TCAD tool. 
Semiconductor-semiconductor, metal-semiconductor heterointerface effects and defects in ZnO have 
been considered in this analysis. Performance has been studied by varying different physical and device 
parameters and some best possible designs for enhanced efficiency have been proposed. Thickness of ZnO 
layer plays an important role on the performance of the device. Short circuit current density of 54 mA/
cm2, open circuit voltage of 0.62767 V and efficiency of 27.88% has been obtained for 80 nm thick ZnO 
layer of the device.

1 INTRODUCTION

Increasing demand of energy causes enormous 
emission of CO2 because energy industry mainly 
depends on fossil fuel. Solar photovoltaics are 
intensively studied as an alternative energy source 
and may replace conventional energy sources 
based on fossil fuels. The interest in photovoltaic 
(PV) structures stems from the fact that solar cells 
are environmentally friendly. Unfortunately, the 
high cost of the generated electricity from solar 
photovoltaics restricts its choice to the common 
people. First practical solar cell having efficiency 
of ~6% was developed using a diffused Si p-n junc-
tion by Bell Laboratories in 1954 (Tsokos 2012). 
Instead of its various drawbacks, single crystal 
silicon based solar cell dominates the commercial 
market due to the low cost and matured technol-
ogy of Si-based devices and also due to very stable 
performance of Si-solar cells. The c-Si solar cell 
approaches theoretical limit of about 30% (Rich-
ter et al. 2013) for a 110-μm-thick solar cell made 
of undoped silicon but the world’s highest energy 
conversion efficiency of 25.6% (Green et al. 2016) 
at research level achieved by Panasonic in 2014, 
for non-concentrating silicon solar cells. Therefore 
price per watt of c-Si based solar cell reduced dra-
matically. Yet high cost and low efficiency of solar 
cell are two stumbling blocks for extensive use of 
solar cells. Several approaches have already been 
taken by the researchers to reduce its cost i.e. to 
enhance efficiency of single solar cell. Approaches 
mainly include design of new structures and use of 
new materials etc.

Recently, heterostructure solar cell with c-Si as 
bottom layer has attracted a great deal of inter-
est among researchers to enhance efficiency. This 

is mainly to reduce the red and blue losses in c-Si 
based homojunction solar cell. Wide bandgap 
Transparent Conducting Oxide (TCO) on lower 
band gap c-Si solar cell gained lots of attention to 
the researchers. This is due to potential advantages 
such as simple processing steps, and low processing 
temperature. Previously Indium Tin Oxide (ITO) 
films are used as a wide band gap semiconductor 
on Si substrate. Due to limited source of Indium 
on earth, abundant material utilization is required. 
Zinc oxide (ZnO) can be used as a replacement of 
ITO. ZnO has good electrical and optical proper-
ties as well as low cost, non-toxic, natural abun-
dance and relatively low deposition temperature 
(Kobayashi et al. 1995). ZnO is more resistant 
to radiation damage as compared to Si, GaAs 
and GaN which prevents photo-degradation and 
ensure longer device lifetime (Look 2001, Janotti 
2009). Moreover, n-type ZnO can be easily real-
ized by excess of Zn or by doping Al, Ga or In 
(Peartona et al. 2005).

Performance of ZnO/p-Si solar cell greatly 
depends upon the properties of ZnO, heteroint-
erface properties, growth condition of ZnO etc. 
(Kishimoto et al. 2006, Dong et al. 2007). So, it is 
very important to study the performance of such 
device with variation of these parameters and also 
to suggest the optimum design of the device before 
its fabrication. To the best of Authors knowledge, 
performance analysis of ZnO/c-Si has not yet been 
done in detail considering interface defects and 
defects in ZnO.

In this paper, we have modeled and analyzed the 
performance of n-ZnO/p-Si heterojunction solar 
cell using SILVACO-TCAD tool considering the 
hetero interface effects and other physical phenom-
enon related to the solar photovoltaics. Some best 
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possible designs for the enhanced efficiency have 
also been suggested.

2 DEVICE STRUCTURE AND MODEL

Device structure considered in this analysis is 
based on p-Si substrate and is shown in Figure 1. 
Zinc Oxide (ZnO) layer is considered to be grown 
on p-type silicon wafer and it acts as active n-layer 
as well as anti-reflection coating layer. The reflec-
tion from top layer is minimized if  refractive index 
of AR coating (ZnO in our model) is geometrical 
mean of two surrounding indices. By taking air 
(refractive index = 1) at one side and Si (refrac-
tive index ~4) at another side, at 600 nm, optimum 
value of refractive index of AR coating is ~2 which 
is calculated by Equation 1.

n n nAR air Sn i  (1)

where nAR = refractive index of antireflection coat-
ing layer, nair = efractive index of air, and nSi = 
refractive index of Si.

Thickness required of AR layer to act as perfect 
AR coating can be calculated by Equation 2.

t
nAR

AR

= λ
4*

.  (2)

where tAR = thickness of antireflection coating 
layer, λ = wavelength corresponding to refractive 
index, and nAR = refractive index of antireflection 
coating layer.

The most favorable thickness of AR layer for 
600 nm wavelength is 76 nm. Fortunately, refrac-
tive index of ZnO at 600 nm is ~2 and thickness 
~80 nm very close to ideal value required for 
antireflection (AR) coating of Si surface. It also 
prevents solar cell from radiation damage.

Thicknesses of TCO, emitter and absorber 
region are optimized by using SILVACO-ATLAS. 
Aluminum (Al) layer of 100 nm thickness is used 
as bottom metal contact. The device performance 
is evaluated by implanting surface recombination 
model, interface trap model, carrier transport 
model at semiconductor-semiconductor interface 
and semiconductor-metal interface. SILVACO 
simulation is further done based on implementa-
tion of Shockley-Read Hall recombination, Auger 
recombination, bandgap narrowing effects and 
Fermi-Dirac statistics. The simulation has been 
performed using Transfer matrix method and 
under AM1.5 solar spectrum at room temperature. 
The corresponding power density of input beam is 
100 mW/cm2 is considered.

Energy band diagram of proposed structure is 
illustrated in Figure 2. Without considering lattice 
mismatch between two materials, Anderson model 
(or so called electron affinity model) is used which 
directly relates the conduction band discontinuity 
with electron affinity difference of two semicon-
ductor materials. As shown in energy band dia-
gram, a large valance band discontinuity is present 
in the ZnO/Si heterojunction. Due to this disconti-
nuity, chance of transport of photogenerated holes 
from Si to n-ZnO is reduced. This again reduces 
the availability of holes in n-ZnO which in turn 
reduces the rate of recombination.

Figure 1. Schematic diagram of Hetero-junction solar 
cell based on crystalline p-Si and ZnO.

Figure 2. Schematic energy band diagram of ZnO/p-Si 
Heterojunction Solar cell under equilibrium condition.
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3 RESULTS AND DISCUSSION

3.1 Effects of emitter thickness

Due to wider band gap of ZnO emitter, it absorbs 
higher energy photons and lower energy pho-
tons are transmitted to the bottom Si layer. Now 
thickness of emitter layer plays an important role 
because transmission of photons through this 
layer greatly depends on it. We have used transfer 
matrix method for determining this transmission. 
Larger thickness of ZnO layer may produce high 
photocurrent in the emitter but that may cause less 
photocurrent in the bottom layer due to arrival 
of less number of photons. At the same time, dif-
fusion length of material is closely related to the 
optimum thickness of a layer in the solar cell. So, 
it is very important to study the performance with 
variation of thickness of emitter layer. V-J curve 
for different thicknesses of ZnO layer is shown in 
Figure 3. It is clear from figure that the short cir-
cuit current density initially increases significantly 
whereas open circuit voltage increases insignifi-
cantly with increasing the thickness of ZnO layer. 
This is due to the enhanced absorption of photons 
in the emitter for its large thickness. But after 80 
nm thickness of ZnO layer, short circuit current 
density decreases. This is due to the combined 
effect of absorption in emitter and Si layers both. 
So, choice of emitter thickness is crucial to obtain 
improved performance.

To study the variation of efficiency with emit-
ter thickness, plot of Power Conversion Efficiency 
(PCE) of solar cell as a function of ZnO layer 
thickness is shown in Figure 4. Efficiency initially 

increases sharply with the thickness of ZnO layer 
but decreases slowly after a particular value of emit-
ter thickness (80 nm here). Maximum efficiency of 
27.88% is obtained corresponds to the open circuit 
voltage of 0.62767 V and short circuit current den-
sity of 54 mA/cm2. Decrement of efficiency is due 
to the combined effects of two phenomenons as 
explained in the following. Transmission of light 
into the bottom layer decreases with increase in 
the emitter thickness. At the same time, though the 
absorption of light is enhanced as ZnO thickness 
increases, but the photogenerated carriers, produced 
outside the diffusion length of holes in ZnO, cannot 
reach the contacts and hence unable to contribute to 
the photocurrent. As a result, efficiency decreases. 
Moreover, more recombination takes place due to 
presence of more recombination centers in thick 
ZnO layer.

Series resistance is also increased as ZnO thick-
ness is increased.

3.2 Effects of absorber layer thickness

Absorber (p-Si) layer thickness has also important 
role on the performance of heterojunction solar 
cell under consideration. Voltage-current (V-J) 
curve is shown in Figure 5 for different thicknesses 
of absorber layer. The thickness of absorber layer 
has been varied from 10 μm to 160 μm in this plot. 
It is seen from figure that both the short circuit 
current density and open circuit voltage increase 
as the thickness of absorber layer increases. Thick 
absorber layer causes more absorption which in 
turn causes more generation of carriers and hence 
enhancement of photocurrent. It is interesting to 

Figure 3. J-V characteristics of ZnO/p-Si heterojunc-
tion solar cell for different emitter (ZnO) thickness. Inset 
shows the enlarge view of J-V curve to show open circuit 
voltage for different emitter thickness.

Figure 4. Effect of emitter (ZnO) thickness on power 
conversion efficiency of ZnO/p-Si heterojunction solar 
cell. Inset shows the enlarge view of efficiency curve to 
show maximum power conversion efficiency reached at 
80 nm.
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observe that photocurrent density is very less for 
very low value of absorber layer thickness.

When absorber layer thickness becomes very 
low, the back contact interface becomes very 
close to the depletion region. Thus, photogen-
erated electrons are captured easily by back con-
tact due to surface recombination and, so, fewer 
electrons will contribute to the photo-current. 
This recombination rate can be decreased by 
adding a BSF (p+-Si) layer. The increment in 
Voc and Jsc results in increment of  PCE. Plot of 
PCE as a function of  absorber layer thickness is 
shown in Figure 6.

4 CONCLUSIONS

We have studied the performance of ZnO on c-Si het-
erojunction solar cell for different values of physical 
and device parameters. Top ZnO layer and bottom 
c-Si layer both have important role on the efficiency 
of the device. Effect of ZnO layer thickness is more 
significant than that of bottom (Si) layer thickness. 
Choice of ZnO thickness is very important concern-
ing the absorption of shorter wavelengths, transmis-
sion of longer wavelengths for bottom layer and 
anti-reflection coating. Obtained optimum conver-
sion efficiency is 27.88% with Voc = 0.62767 V, Jsc = 
54 mA/cm2 for ZnO layer thickness of 80 nm.
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ABSTRACT: This paper deals with the identification of a faulty load bus in a standard multi-bus power 
system for line to line fault, monitoring the system parameters in presence of various frequencies in P-δ 
plane. Advanced variable slack bus incorporated converged power flow analysis has been used for deter-
mining the load angle, real power and feeder operating points for normal and at fault in various load buses 
of the network in presence of some chosen harmonic frequencies in the system. The shifting of the normal 
and fault operating points have been monitored on the normal and fault P-δ planes, and depending on the 
characteristic feature of the operating points in the P-δ plane, respective fault buses have been identified 
by developing rule sets.

1 INTRODUCTION

Industrial distribution networks are prone to faults, 
which sometimes cause interruption in supply. 
These faults have to be predicted far before the 
damage of a system and this requires the presence 
of fast fault detectors in a network. A GSM based 
signaling system (Ugale et al. 2016) has been seen 
to detect the changes in voltage-current at fault, 
which is also able to classify various faults depend-
ing on the changed parameters of distribution sub-
station connected therewith. An arduino based 
tripping mechanism has been seen to be developed 
(Morey et al. 2015) for a small three phase with a 
single 230/12 V transformer for permanent and 
temporary faults. The system has been seen to be 
restored within 5–10 seconds for temporary fault 
in the system. Discrete Wavelet Transform based 
power system fault diagnosis (Jose et al. 2014) has 
been seen in simulation studies. Wavelet Transform 
and Neural Network based (Abohagar et al. 2013) 
fault detection has been seen where wavelet trans-
form has been used for determining the healthy and 
fault coefficients. The fault coefficients obtained 
from wavelet transform has been seen to train the 
neural network which has been used for detect-
ing various unsymmetrical faults in a simulated 
system. The analysis has been seen to be done in 
PSCAD software. Development of an automatic 
tripping circuit using 555 timer, voltage regula-
tor (LM7805), relays, comparators, transformer 

(230/12V) has been seen for isolating the circuit 
components for temporary and permanent faults, 
wherein the circuit resets back to normal condition 
for temporary fault and remains permanently off  
for long duration faults (Bakanagari et al. 2013). 
Unsymmetrical fault assessment has been seen on a 
110 kV sub-grid coupling using a superconducting 
fault current limiter, which depicts highest voltage 
drop for double line to ground fault during the limi-
tation in the relevant range of impedance (Stemmle 
et al. 2007). Modeling of a multi-bus network has 
been seen for multiple distributed generation injec-
tion in order to analyze the dynamic performance, 
steady state and fault conditions (Davidson et al. 
2004). Linear graph theory approach based net-
work modeling has been seen wherein generalized 
model based converged power flow solution pre-
sents an accurate estimation of voltages, currents 
and power flows in faulted three phase unbalanced 
non-radial distribution system (Halpin et al. 1994). 
Assessment of harmonic voltages and currents has 
been seen in a multi-bus power system for symmet-
rical fault in load bus, which depicts vivid change 
of system parameters at fault in load bus consid-
ering various frequency components present in the 
system (Kar et al. 2015). Identification of faulty 
bus in a multi-bus power system has been seen, 
monitoring the feeder stability zones, for the occur-
rence of symmetrical short circuit fault in load 
bus of the system in presence of various inter and 
sub-synchronous inter-harmonics present in the 
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system (Kar et al. 2016) using P-δ planes. None of 
the analysis, as before, has been seen to deal with the 
fault bus identification monitoring the load angle 
and feeder operating point shifting in harmonic 
P-δ plane to accurately depict which type of fault 
has actually occurred in the system. In this paper 
a technique has been introduced for fault bus iden-
tification in a multi-bus power system, monitoring 
the load angle and feeder operating point shift-
ing in normal and harmonic P-δ planes. Here an 
advanced variable slack bus incorporate converged 
load flow solution has been used for determina-
tion of the load angle and feeder operating points, 
whose deviation has been assessed in normal and 
harmonic P-δ planes to depict the faulty bus in the 
system.

2 FAULT BUS IDENTIFICATION USING 
HARMONIC P-DELTA PLANE

The fault bus identification technique has been 
done on a test standard IEEE 9 bus system. Mod-
eling of the system has been done in ETAP soft-
ware with conventional line and bus data of the 
system (IEEE Std. 1459-2010) for acquiring the 
system data at Line to Line (LL) fault in some 
chosen load buses of  the system, in presence of 
various harmonic frequencies in the network. 
The modeled network has been presented in Fig-
ure 1. However this analysis technique can also 
be implemented for other standard transmission 
and distribution systems, since this offline analy-
sis technique has been implemented on a standard 
bus system where LL fault has been done in the 
system modeled in ETAP, wherein the fault resto-
ration time has not been considered. Here the sys-
tem has been analyzed at fault condition only and 
the 7th and 11th harmonic frequencies have been 
used to justify the effect of  these frequencies in the 
detection of remote end faults in the system with 
the developed P-δ plane analysis technique. These 
frequencies has been chosen since some bench-
mark report, IEEE Std. 1459-2010, has been seen 
to use some of these arbitrary frequency values for 
determining the performance of multi-bus power 
system networks.

Figure 1. Standard bus system modeled in ETAP.

Figure 2. LL fault analysis technique using harmonic 
P-δ plane.

Table 1. Study of maximum real power, load angle and feeder operating points at LL fault in buses 6 and 8.

Frequency

Changes observed

Pmax (p.u.) δ (p.u.) P (p.u.)

h fLL6 fLL8 h fLL6 fLL8 h fLL6 fLL8

50 Hz 75.79 24 22.26 −0.5  0.7  0.8 −18.31  6.07  5.75
350 Hz  8.15  7.8 23.87 −6.18 −3.1 −3.18  −4.89 −3.41 −2.42
550 Hz  3.96 28.86 27.56 −3.26 −3.11 −3.2  −5.5 −15.12 −14.26
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The fault data obtained from the above analy-
sis has been used for building the harmonic P-δ 
planes at LL fault in buses 6 and 8 of the system 
in presence of certain harmonic frequencies in the 
network. The algorithm of the developed analysis 
technique has been shown in Figure 2.

The real power, load angle and feeder operat-
ing points of 9–8 feeder has been analyzed at fault 
in buses 6 and 8, considered only one at a time, in 
presence of some chosen harmonic frequencies (7th 
and 11th). The data of the above analysis has been 
shown in Table 1. In Table 1, “h” denotes the data 
at healthy condition of the system, “fLL6” and “fLL8” 
denotes the data of the system at fault in buses 
6 and 8 considered one at a time. From the data 
obtained in Table 1, harmonic P-δ curves have been 
developed (Figure 3), wherein the feeder operating 

points have been placed. The P-δ curves have been 
plotted from the concept of occurrence of indi-
vidual harmonic frequencies in a system (Kar et al. 
2015, Kar et al. 2016, IEEE Std. 1459-2010). The 
deviation of the feeder operating points and the 
change in direction of load angle of the feeders has 
been identified for depicting the faulty bus in the 
system. This analysis has been done in MATLAB.

In Figure 3, the operating points have been seen 
to vary widely in the harmonic P-δ planes.

3 EXACT FAULT BUS IDENTIFICATION 
RULE SETS

The data obtained from Table 1 has been ana-
lyzed in addition to the Figure 3, from which some 

Table 2. Feature extraction for identifying operating zone of feeders in the system.

Frequency

Location of operating points

At healthy condition At fault in bus 6 At fault in bus 8

50 Hz Stable motoring zone Stable generating zone Stable generating zone
350 Hz Stable motoring zone Stable motoring zone Stable motoring zone
550 Hz Stable motoring zone Stable motoring zone Stable motoring zone

Figure 3. Harmonic P-δ plane for 9–8 feeder at LL fault in Bus 6, 8 considered one at a time.

Table 3. Feature extraction for identifying exact fault bus in the system.

Frequency

Changes obtained in δ

RemarksHealthy fLL6 fLL8

 50 Hz negative positive positive Bus 8 is the exact fault bus
350 Hz negative negative negative Bus 6 is the exact fault bus
550 Hz negative negative negative Bus 8 is the exact fault bus
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features have been extracted for depicting the 
fault bus in the system. The features extracted for 
depicting the exact fault bus in a system has been 
provided in Tables 2–3. The fault bus identification 
is dependent on the parametric change in the load 
angle and the operating zone of the feeders at nor-
mal and at fault in normal and fault P-δ plane.

4 SPECIFIC OUTCOME OF THE ANALYSIS

This analysis shows how a faulty load bus can be 
identified in a multi-bus power system from normal 
and fault P-δ planes. In this technique, advanced 
variable slack bus incorporated converged power 
flow analysis has been used for finding the bus volt-
ages, load angles and real powers at normal and at 
fault. Table 3, clearly shows that, for 9–8 feeder the 
power flow direction reverses from healthy condi-
tion both for fault in bus 6 and bus 8, but if  the 
feeder operating point can be assessed in P-δ plane 
it has been seen that the deviation of feeder oper-
ating point at fault in bus 8 is much more that for 
fault in bus 6. Thus it has been concluded that bus 
6 is the exact fault bus in the system. Similarly for 
the system in presence of 7th and 11th harmonic 
frequencies, power flow direction remains same 
but the fault bus has been identified considering 
the position of the feeder operating points again in 
the normal and fault P-δ planes.

5 CONCLUSION

This paper presents a novel technique for identi-
fying the faulty bus in a multi-bus power system, 
monitoring the deviation in the feeder operating 
points and corresponding load angles in normal 
and fault P-δ planes. It has also been seen that 
for line to line fault, occurring in a load bus, the 
harmonic and fault power magnitudes sometimes 
becomes larger than fundamental power mag-
nitudes in P-δ planes and there lies a wide range 
of variation of the feeder operating points in P-δ 
planes from −90° to +90° for LL fault in different 
load buses of the system. Thus this analysis is well 
suitable for fault bus identification, monitoring the 
feeder operating points and the direction of power 
flow in a multi-bus power system.
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Loss minimization of power network by reconfiguration using 
GA and BPSO
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ABSTRACT: A multi-objective network reconfiguration based on Genetic Algorithm (GA) and Binary 
Particle Swarm Optimization (BPSO) approach is presented in this paper. The main objective of the net-
work reconfiguration is to minimize the real power loss with limited deviation of the node voltages. The 
algorithm starts with categorization of the switching sequences for radial network configuration while 
observation of the Plosses and the profile of voltage were done. The final topology signified the minimized 
Plosses condition with all nodes receiving power with acceptable voltage profile. The result of simulations on 
IEEE 57 bus system is given and compared with the initial case which has all switches closed. This method 
proved that improvement of Plosses has been made by change of the switching topology. The simulation is 
done both with GA and BPSO technique in MATLAB environment. Comparison shows that BPSO gives 
a better optimized result in much less time than GA.

1 INTRODUCTION

Load varies time to time in a power distribution 
system which defines it as a dynamic system. With 
increase in load density, the operation becomes 
more and more complex. Power losses increase 
with decrease in voltage level and enhancement 
of  current. Loss minimization is thus an impor-
tant problem in this dynamic system, in which 
different approaches have been proposed which 
varies each other in problem formulation and 
selection of  techniques. Change in the topology 
of  the network or reconfiguration is one of  the 
methods in reduction of  losses and was first pro-
posed by Merlin & Back (1975). The topology is 
changed with opening and closing of  tie switches 
(normally open) and sectionalizing switches (nor-
mally closed). This helps to redirect the power 
flow when needed so that it can flatten the peak 
demands, improve voltage profile, increase reli-
ability, balance loads, help in planned outages for 
maintenance and minimize loss.

The basic variable in reconfiguration problem is 
switching operations. Opening of certain switches 
and closing of certain other should ensure that the 
radial structure is maintained and that all the buses 
receive power. Since, the switch states are discrete 
in nature; the problem may be defined as discrete, 
constrained combinatorial optimization problem 
as by Zimmerman (1992). Again, there can be many 
candidate configurations of a network which gives 
optimized results. This is why many metaheuristic 
algorithms are used to solve this problem. Many 
such techniques have been improved over the years 

and applied to the reconfiguration problem. For 
example, application of Genetic Algorithm was 
seen in the reconfiguration problem (Subburaj, 
Ramar, Ganesan & Venkatesh 2006, Nagy, Ibra-
him, Ahmed, Adail & Soliman 2013, Pal, Sen & 
Sengupta 2015). Simulated Annealing was applied 
by Jeon, Kim J.C., Kim J.O., Shin & Lee (2002), 
while Ant Colony Optimization by Rao, Narasim-
ham & Ramalingaraju (2008), Particle Swarm 
Optimization by Chang & Lu (2002) and many 
more. These algorithms give global solution but 
are difficult to be applied in the real time distribu-
tion automation because of the slow nature.

Study reveals that there are many similarities 
between PSO and GA. Both starts with randomly 
creating an initial set of solution. The evolution-
ary processes take place through iterations and 
finally an optimal value can be obtained. The dif-
ference between these two techniques is that PSO 
has no explicit selection, crossover or mutation 
processes as found in a work by Eberhart & Shi 
(1998). PSO is based on search space where each 
particle uses its best solution attained so far and 
the flock’s current best solution to update its infor-
mation like velocity and position. The concept of 
PSO is also simpler to implement than GA as given 
by Truong, Nguyen T.T., Nguyen L.T. & Pham 
(2015). However, typical PSO is for a continuous 
problem whereas reconfiguration by switching 
operation is a discrete problem. Therefore Binary 
Particle Swarm Optimization (BPSO) is used to 
solve this discrete problem as given in many works 
(Jin, Zhao, Sun, Li & Zhang 2004, Lee, Soak, Oh, 
Pedrycz & Jeon 2008).
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In this paper, reconfiguration problem has 
been simulated with two different approaches and 
the results compared. The Genetic Algorithm is 
used with bit string type of  population which 
takes care of  the discrete nature of  the switching 
conditions. For the same reason Binary PSO is 
used. The simulation is done on the IEEE-57 bus 
system, minimum loss conditions are achieved 
and the results along with time complexity are 
compared.

2 PROBLEM FORMULATION

The main aim of network operators is to minimize 
the total MW losses if  the system is in normal state 
or after fault clearance. The problem can be for-
mulated as:

e f x S( )x c,  (1)

where the variables are defined as follows:
“c” represents the voltage magnitude, angle and 

other network conditions at the time of operation; 
“x” denotes the variables, that is, operating state of 
the switches; “S” is the set of all possible configu-
rations; and, “f(x, c)” is the sum of the real power 
losses.

Here, f(x, c) is the objective function to be min-
imized which gives a measure of  the real power 
loss in the current state c. In order for a config-
uration to be a valid solution to the problem it 
must satisfy certain constraints. The correspond-
ing state c must be consistent with Kirchhoff ’s 
current and voltage laws to satisfy the electrical 
constraints and must satisfy the operational con-
straints of  the system by not exceeding the physi-
cal limitations of  any of  the system components. 
It must also maintain bus voltages within appro-
priate bounds.

Any solution x satisfying the constraints is one 
of the best possible configurations. If  the total 
number of tie and sectionalizing switches in the 
system is ns, then the present operating state of the 
switches is represented as a vector x = [x1, x2,…, 
xns] where individual switch states xi ∈{0,1}, 1≤ i ≤ 
ns, where xi = 1 indicates that switch i is closed, and 
xi = 0 indicates that it is open.

In the present problem, f(x, c) is the summation 
of the real power losses as in Eqn. (2) and Sij and 
Sji are calculated in Eqn. (3)–(4).

f x
i

n

ij ji

j
i j

)x, )S SijSS jiS)c = (Real
=
=

∑
1
1

 (2)

S P jQ V IijSS ijPP ijQQ i iV IV ji+PijPP = *  (3)

S P jQ V IjiS jiP jiQ j jV IV i+PjiP = *  (4)

where Sij is the apparent power from node ‘i’ to 
node ‘j’. The inequality constraints are:

V V Vi iV VV V iVVi mV ax≤ViVVV  (5)

I I Ii iI iIi mI ax≤IiII  (6)

3 OPTIMIZATION TECHNIQUES

3.1 Genetic algorithm

The algorithm starts with a current population, the 
first of which is called initial population. Selection 
process is executed on this current population to 
create intermediate population. Then crossover 
and mutation is applied on it to create next set of 
population.

In the present problem, the chromosome repre-
sents the variables which are the switching states. 
Population size is taken as twenty, where the initial 
population is randomly created. Due to discrete 
nature of switching state, bitstring type of popula-
tion is considered. Each chromosome is evaluated 
through load flow by Newton-Raphson method and 
the value of the objective function calculated. Unless 
stopping criteria is met, uniform mutation and two-
point crossover is performed to again get a new set 
of population. This goes on till the best chromo-
some is found to give the best optimized result.

3.2 Binary Particle Swarm Optimization

In PSO, each individual of  a population set is 
treated as a particle in a search space. Each par-
ticle evaluates the function at each point it visits 
in space. Each particle or agent remembers the 
best value of  the function so far by it (pbest) and 
its co-ordinates. Again, each agent knows the 
globally best position that one member of  the 
swarm had found, and its value (gbest). Using the 
co-ordinates of  the pbest and gbest each agent 
updates its new position and velocity and again 
evaluates the function unless best optimized 
result is obtained.

In case of BPSO, the trajectories are changes 
in the probability that a coordinate will take 
on binary value (0 or 1). The moving velocity is 
defined in terms of changes of probabilities that 
abit (position) will be in one state or the other. 
Thus a particle moves in a state space restricted to 
0 and 1 on each dimension.

In the present problem, number of particle or 
population size is taken as twenty. The inertia 
weight is taken as 0.9 and c1 and c2 as 2 each.
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4 SIMULATION AND RESULTS

The program was executed both by GA and BPSO 
creating random initial population with same pop-
ulation size and considering switches on every line 
of the IEEE-57 bus system.

Table 1. Compared data after simulation.

Comparison
Initial 
configuration GA BPSO

MW loss  27.041  26.989  26.685
MVar loss 150.358 150.611 150.227
Time (sec) – 133.25  51.59

Table 2. Switching states after simulation.

Test system
No. of 
switches

Open 
switches 
after GA

Open 
switches 
after BPSO

IEEE-57 Bus 80 Switches 
between 
buses

Switches 
between 
buses

9–12, 21–20, 
57–56

5–6, 21–20, 
36–40, 
57–56

Figure 1. Comparison of results.

Figure 2. Switching states after simulation.

Table 3. Voltage Profile after simulation.

Bus 
No.

At Initial 
Configuration (p.u.)

After GA 
(p.u.)

After BPSO 
(p.u.)

 1 1.04 1.04 1.04
 2 1.02 1.02 1.02
 3 1.015 1.015 1.015
 4 1.0085 1.0081 1.0099
 5 1.0059 1.0058 0.998
 6 1.01 1.01 1.03
 7 1.0232 1.0232 1.031
 8 1.055 1.055 1.055
 9 1.01 1.01 1.01
10 1.0052 1.0053 1.0057
11 0.9982 0.9984 0.9966
12 1.025 1.025 1.025
13 0.9977 0.9979 0.9982
14 0.9891 0.9894 0.9903
15 1.007 1.0072 1.0078
16 1.0207 1.0206 1.0207
17 1.0213 1.0213 1.0213
18 1.0065 1.0032 1.0051
19 0.9814 0.9642 0.9662
20 0.9783 0.9528 0.9548
21 1.0277 1.031 1.0364
22 1.0297 1.031 1.0364
23 1.0282 1.0296 1.035
24 1.018 1.0189 1.0258
25 0.9727 0.9736 0.982
26 0.9787 0.9794 0.9863
27 1.0115 1.0119 1.0192
28 1.0301 1.0304 1.0379
29 1.0457 1.0458 1.0533
30 0.9553 0.9562 0.9652
31 0.9349 0.9356 0.9459
32 0.9585 0.959 0.9707
33 0.9563 0.9568 0.9685
34 0.9775 0.978 0.9902
35 0.9854 0.9859 0.9982
36 0.9956 0.9961 1.0084
37 1.0049 1.0049 1.0152
38 1.0331 1.0339 1.039
39 1.003 1.0023 1.0126
40 0.9928 0.9937 0.924
41 1.0219 1.0215 1.0072
42 0.9932 0.9944 0.971
43 1.035 1.0351 1.0298
44 1.037 1.0377 1.0419
45 1.0559 1.0563 1.0584
46 1.0806 1.0811 1.0832
47 1.0539 1.0546 1.0579
48 1.0479 1.0486 1.0524
49 1.057 1.0576 1.0603
50 1.0444 1.0448 1.0468
51 1.0728 1.073 1.0736
52 1.0088 1.0089 1.015
53 0.9954 0.9955 1.0008
54 1.0239 1.0239 1.0269
55 1.061 1.0611 1.0619
56 0.9938 0.9964 0.9645
57 0.9897 0.9913 1.0023

As the foremost step, the active power loss 
was calculated with all the closed switches of 
the network. This was considered as the initial 
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configuration with which the optimized results 
were compared. The time of execution for both the 
optimized techniques was compared.

Figure 1 shows the comparison of the MW 
losses which shows better result is obtained with 
BPSO. Figure 2 depicts the switching states.

Compared data after the simulation is shown 
in Table 1. It signifies that much less time is taken 
to execute BPSO and optimized result is also bet-
ter. The switching states found when optimum loss 
is obtained are given in Table 2 whereas Table 3 
shows the voltage profile after simulation.

5 CONCLUSION

Reconfiguration is an optimization problem for 
finding the minimum loss function subject to volt-
age profile maintenance. The results verify that the 
algorithms are able to optimize the objective func-
tion. GA has a very high time complexity and slow 
convergence rate due to its reproduction procedures 
like crossover and mutation. The implementation 
of the algorithm is also very complex compared to 
BPSO. Though both are metaheuristic optimization 
techniques and give one of the best results possible, 
time complexity is improved from GA to BPSO. 
Further research is possible in future for its improve-
ment so that it can be applied to a real system.
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ABSTRACT: Polymeric materials are becoming increasingly popular in high-voltage systems because 
of their superior dielectric properties over conventional oil–paper insulation systems. However, condition 
monitoring and insulation diagnosis of polymeric insulation is still a critical issue. In this paper, 
Polarization–Depolarization Current (PDC) measurements, a popular method for condition monitoring 
of oil–paper insulation, is applied on different polymeric materials. An experimental setup was developed 
in the laboratory for this purpose. It was observed that the PDC measurements are highly dependent 
on material properties. The effect of temperature on polarization and depolarization processes was also 
studied and it was found that these processes are very sensitive to temperature. However, the degree of 
temperature dependence was different for different materials.

1 INTRODUCTION

The modern power network is a complex sys-
tem that consists of a variety of electrical equip-
ment such as power transformer, circuit breakers, 
potential transformer, current transformer, and 
high-voltage transmission lines and cables. Failure 
of any of these equipment may lead to interrup-
tions in the power supply, which will further result 
in substantial loss of money and time. Hence, to 
ensure the reliability and quality of power system, 
it must be ensured that outages due to equipment 
failure are minimized. A major part of outages in 
a power network is caused by insulation failure. 
Environmental conditions such as temperature, 
humidity, and continuous electrical stress can 
degrade the insulation condition, which is vulner-
able to electrical breakdown; therefore, condition 
monitoring-based maintenance of solid insulation 
is necessary.

There are various experimental techniques 
used for condition monitoring of solid insulating 
materials, which have been reported by various 
researchers. They include Thermally Stimulated 
Depolarization current (TSDS) (Bamji et al., 1993, 
Martinez et al., 1997), Laser Intensity Modulation 
Method (LIMM) (Wubbenhorst et al., 1998), dif-
ferential scanning calorimetry, Fourier transform 
infrared spectroscopy (FIIR), tensile strength 
measurement, and partial discharge measurement.

In this paper, polarization and depolarization 
current measurement techniques are used for condi-
tion monitoring of solid insulating materials used in 
high-voltage equipment. The polarization and depo-
larization current measurement test was successfully 

used for the assessment of power transformers by 
researchers and the investigation of the moisture 
content and conductivity of oil insulation (Baral
et al, 2013). This technique has also been applied 
for the assessment of the insulation of power cables 
(Bhumiwat et al, 2010) and XLPE insulation sub-
jected to wet aging (Abou et al. 2001).

In this work, polarization–depolarization cur-
rent measurements were made on samples of High-
Density Polyethylene (HDPE), Polypropylene 
(PP), PTFE, and Polymethylate (PMMA) using 
an experimental setup developed in the laboratory. 
The effect of temperature on the polarization–
depolarization processes was also investigated. 
Finally, conclusions were made on the feasibility of 
the presented method in the investigation of mate-
rial properties and insulation diagnosis involving 
polymeric materials.

2 POLARIZATION AND DEPOLARIZATION 
CURRENT MEASUREMENT

In the Polarization and Depolarization Current 
(PDC) measurement, a steady excitation voltage 
is applied to the insulation under test (Houhanes-
sial et al. 1998). The dipoles in the insulation try to 
align in the direction of the applied field and the 
polarization process starts. During polarization, 
monotonically decreasing current ipol flows through 
the insulating media (as shown in Figure 1). These 
polarization processes are completed when all 
the dipoles are oriented in the direction of the 
applied field. Once the polarization process is com-
pleted, the polarization current becomes zero and 
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conduction current flows through the medium. 
The magnitude of the conduction current depends 
on the insulation resistance of the dielectric media.

Now, if  the dielectric specimen is short-circuited, 
the dipoles start to return to their original state, 
and the stored energy during polarization starts 
to release. This process is called de-polarization. 
Because of this process, a monotonically decreas-
ing depolarization current, idepol, flows in the 
direction opposite to ipol. The typical nature of 
polarization and depolarization current is shown 
in Figure 2 (Gafvert et al., 2000).

If  a steady voltage Vdc is applied to the insula-
tion under test, the polarization current flowing 
through the insulation under test (as shown in 
Figure 2) can be obtained from equation (1) by 
replacing V(t) by Vdc:

C V fpoli ckVV( )t +=C VckVV ( )t ( )t⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
∞0CCCC 0

0

σ 0

ε0

ε δ (  (1)

where tc represents the time span during which 
the field is applied to the test sample. After tc, 
the excitation voltage source is removed and the 
test object is short-circuited. It may be observed 
that the displacement current (ε∞δ(t)) has zero 

contribution to the polarization current ipol except 
at t = 0. Therefore, the resultant current is mainly 
composed of two components: conduction 
current, which is contributed by conductivity σ0, 
and the dielectric response function f(t), which can 
be modeled from the polarization current provided 
that the conduction current is known.

At the end of tc, the voltage source is removed 
and the test object is short-circuited. The dipoles in 
the insulation start to relax and release the stored 
energy to return to the original state (Williams 
et al. 1985). The depolarization current idepol starts 
to flow through the insulating material due to the 
re-orientation of the dipoles. This depolarization 
current can be expressed as:

i C Vdepoli dcVV( )t = − [ ]f t f t C)t )t tC− f t0CC  (2)

It has already been mentioned that the dielectric 
response function f(t) is a monotonically decreasing 
function. Therefore, for a sufficiently long charging 
time tc, the magnitude of f(t – tc) is very low with 
the respect to f(t) and can be neglected (Saha et al, 
2005). Hence, the depolarization current in equa-
tion (2) can be re-written as equation (3):

i C V f tdepoli dcVV( )t )t= − 0CC  (3)

3 EXPERIMENTAL SETUP AND 
EXPERIMENTAL PROCEDURE

As discussed in the previous section, to measure 
polarization and depolarization currents in solid 
insulating materials, an experimental setup has 
been developed in the high-voltage engineering 
laboratory. It is capable of generating short time 
voltage pulses with varying pulse width and fre-
quency, so that it can be adjusted according to 
the application requirements. The overall block 
diagram of this measurement of polarization and 
depolarization current of solid insulating mate-
rial is shown in Figure 3. A critical part of the 
experimental setup is the excitation source which 
feeds the sample. The source needs to polarize and 
depolarize the sample and at the same time, stress 
it up to high voltage, so that the phenomena that 
are active particularly at high voltage levels are 
also reflected in the response current. In this cir-
cuit, the DC blocking capacitor helps to feed the 
sample with square wave excitation source, which 
is already at an elevated voltage. The sample is kept 
in a controlled oven in which the temperature and 
humidity can be adjusted. The response current 
is captured through a 16 bit data acquisition sys-
tem Model X5133 from national instrument. This 
device is capable of capturing the analog signal 

Figure 1. Basic experimental arrangement for the PDC 
measurement.

Figure 2. Typical nature of polarization and depolari-
zation current.
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and converts it into 16 bit equivalent digital data 
that can be stored in the computer.

After the setup is ready, the insulation samples 
are connected to the setup. The insulating samples 
are made of different insulating materials (LDPE, 
HDPE, PP, PMMA, TEFLON, and RUBBER) 
and are brought commercially in sheet sizes. 
After that, the sheets were cut down to the size of 
4 × 4 cm. Electrodes made of brass with diameter 
of 5 cm are used in experiments. The samples were 
placed in between the electrode. Now the excitation 
source was kept on and 30 V pulses were applied 
on the sample. The high-voltage DC source as 
already mentioned was separated from the excita-
tion source through a DC blocking capacitor. The 
polarization current data are recorded for 4 ms. 
After that, the setup is shifted to depolarization 
current mode and data are recorded for another 
4 ms. After testing, the polarization and depolari-
zation measurements are put into folders in the 
PC automatically. The photograph of the overall 
experimental setup for polarization and depolari-
zation current measurement is shown in Figure 4.

4 RESULT AND DISCUSSIONS

4.1 Polarization current measurement

In this section, the results of polarization and 
depolarization current measurement of different 
insulating materials are shown in Figure 5(a) and 
5(b). It can be observed that both peak polariza-
tion–depolarization current and settling time are 
highly dependent on the chosen materials. For 
HDPE, PP, PMMA, and PTFE, the peak polari-
zation current varies in the range of 4.2–4.7 μA. 
In case of depolarization, for HDPE, PP, PMMA, 
and PTFE, the peak depolarization current is 
almost constant, around (4.5 μA).

4.2 Effect of temperature on PDC measurement 
of solid insulating materials

In order to investigate the effect of temperature 
on the insulating properties of the aforementioned 
insulating materials, the PDC measurement was 
made on the sample, keeping it in an environmen-
tal chamber. The environmental chamber used in 
these studies is procured from Thermotron, which 
offers controlled chamber environment from −40 

Figure 3. Block diagram of the experimental setup for 
measurement of polarization and depolarization current 
in solid insulating materials.

Figure 4. Photograph of the overall experimental setup 
for polarization and depolarization current measurement 
(1) High-voltage generator, (2) Electrodes and polymer 
sample, (3) PC, (4) A/D Converter system, (5) Data 
acquisition system.

Figure 5. (a) Depolarization current of different insu-
lating materials: (i) HDPE, (ii) PP, (iii) PMMA, (iv) 
PTFE; (b) Polarization current of different insulating 
materials: (i) HDPE, (ii) PP, (iii) PMMA, (iv) PTFE.
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to 198°C. In addition to temperature, humidity can 
be controlled from 10% to 97% inside the chamber. 
The sample under study is kept in the environment 
chamber at a certain temperature and humidity 
for 1 h before starting the measurement and PDC 
measurements are taken subsequently.

In this study, the humidity was kept constant at 
20% in all measurements and the chamber temper-
ature was varied from 20 to 90°C. It was observed 
from Figure 6 that except for PTFE, the peak depo-

larization current increases with time, that is, for 
PMMA, HDPE, and PP. PMMA was associated 
with the highest increment. For PTFE, the change 
in depolarization current was minimal. Figure 7 
shows that the time constant of depolarization cur-
rent also varies with temperature. For HDPE and 
PTFE, there is little variation in the time constant 
with temperature. However, for PMMA and PP, 
the time constant increases with temperature. The 
increment was more in PMMA than PP.

Figure 6. Relationship between peak depolarization 
current and temperature of different insulating materials: 
(a) PMMA, (b) HDPE, (c) PTFE, (d) PP.

Figure 7. Relationship between time constant and tem-
perature of different insulating materials: (a) PMMA, (b) 
HDPE, (c) PTFE, (d) PP.
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5 CONCLUSION

Solid polymeric materials are being increasingly 
used in various high-voltage equipment. Condition 
monitoring of these equipment is becoming highly 
important for power utilities as the approach 
of maintenance is changing from time-based 
to condition-based, for cost cutting and other 
economic reasons. In this work, studies were con-
ducted on a few polymeric insulating materials to 
assess the feasibility of dielectric polarization–
depolarization measurements on solid polymeric 
insulation used in high-voltage systems.

It was evident from obtained results that 
Polarization–Depolarization Current (PDC) 
measurements are highly dependent on material 
properties and temperature. The change in peak 
depolarization current and its time constant 
vary from material to material. This variation 
was found to be highest in Polypropylene. For 
Teflon, the effect of temperature was found to be 
minimum. In future works, the developed method 
will be applied for condition monitoring of aged 
polymeric insulations.
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ABSTRACT: This paper presents Dual Tree Complex Wavelet Transform (DTCWT) based approach 
for Power Quality (PQ) disturbance recognition. PQ disturbance recognition has been carried out using 
wavelet transform, S-transform for feature extraction combined with ANN or fuzzy logic for disturbance 
classification. But the proposed method for PQ event classification which combines DTCWT with ANN 
based binary classifiers efficiently detects the PQ disturbance events. The proposed method is feasible and 
promising for real applications.
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1 INTRODUCTION

Electrical fault in a distribution network results in 
power quality disturbances (Chilukuri et al. 2004 & 
Zhao et al. 2007). These disturbances may be in 
the form of voltage sag, swell, voltage imbalances, 
transients, interruptions and harmonics. Real-time 
monitoring is required for identifying the signals 
of different events and making prompt decision for 
maintenance. In this context, a feature extraction 
tool can be used for retrieving the critical data rep-
resenting any signal and reducing the dimension-
ality of the overall data. Wavelet transform based 
algorithms are widely used for feature extraction 
(Liao et al. 2009). Artificial Neural Networks 
(ANN), Fuzzy Logic (FL) based systems (Morsi 
et al. 2009) and Support Vector Machines (SVM) 
(Janik et al. 2006) are used for efficient event clas-
sifications. In recent years, S-Transform (ST) has 
been extensively used to extract features (Dash 
et. al. 2003 & Zhao et al. 2007) and has been com-
bined with other pattern classifiers such as ANN 
(Lee et al. 2003, Mishra et.al. 2008), FL (Chilukuri 
et al. 2004), or SVM to classify power quality 
events. The present paper describes the develop-
ment of a new power quality disturbance recog-
nition system employing The Dual Tree Complex 
Wavelet Transform (DTCWT) (Chakraborty et 
al. 2014, Chakraborty et al. 2015, Selesnick et al. 
2005), an improved version of the conventional 
Discrete Wavelet Transform (DWT). The DTCWT 
has a distinct advantage over the conventional 
DWT i.e. it’s nearly invariant with a small shift 

in the signal. The disturbance recognition mod-
ule integrates the feature extraction methodology 
based on DTCWT with the conventional super-
vised neural network employing backpropaga-
tion based learning for several benchmark power 
quality signals. The proposed system has been 
implemented for several case studies and their per-
formance evaluations in comparison with other 
competing similar systems demonstrate the useful-
ness of our proposed system.

The rest of the paper is organized as follows. 
Section 2 describes the overall system for power 
quality disturbance recognition using DTCWT. 
Section 3 presents a detailed discussion on the 
DTCWT and Section 4 a discussion on the super-
vised neural networks. Performance evaluation is 
presented in detail in Section 5 and conclusions in 
section 6.

2 POWER QUALITY DISTURBANCE 
RECOGNITION USING DTCWT

In the proposed method the power quality distur-
bance signals are classified using DTCWT com-
bined with different BPNN variants. Firstly the 
DTCWT coefficients are generated from each dis-
turbance signal under consideration. From these 
coefficients, certain values are selected, following 
any chosen philosophy, to reduce the dimension 
of each feature vector. These extracted features 
are used to train an ANN as a binary classifier i.e. 
the output set to +1 for the category of signal for 
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which the network is being trained and −1 for all 
the other categories of signals. This process is car-
ried out for all the types of PQ disturbance signals 
i.e. if  there are Q such PQ disturbance categories, 
then Q such ANNs are separately trained, each for 
a particular chosen disturbance. The network is 
then tested for a particular disturbance signal using 
the same binary logic, in implementation phase. 
The output of the ANN is assigned to +1 for con-
tinuous output greater than 0 and −1 for output 
less than 0. Output value +1 means correct iden-
tification of the PQ signal under test whereas −1 
means incorrect identification. Fig. 1 shows the 
flowchart of each such binary PQ disturbance rec-
ognizer developed in implementation phase.

3 DUAL TREE COMPLEX WAVELET 
TRANSFORM

The Dual Tree Complex Wavelet Transform 
(DTCWT) has been developed from the knowl-
edge of Discrete Wavelet Transform (DWT) with 
the superior qualities of being shift invariant, 
directionally selective in any dimension and hav-
ing lower redundancy factor compared to DWT 

(Chakraborty et al. 2014, Chakraborty et al. 2015, 
Selesnick et al. 2005). Wavelet transform has been 
successfully used for signal processing applica-
tions for the last 20 years (Kingsbury et al. 1997). 
DWT utilizes set of locally oscillating basis func-
tions called wavelets which are stretched and 
shifted version of the fundamental, real valued 
bandpass wavelet ψ(t). Wavelets combined with 
shifts of a real-valued low-pass scaling function ψ 
(t ), gives an orthonormal basis expansion for one-
dimensional (1-D) real-valued continuous-time sig-
nals (Daubechies 1992). Hence, any finite energy 
analog signal x(t) can be expressed in terms of 
wavelets and scaling functions as:

x d t n
n j n

j j( )t ) (j )/= −t
∞ ∞

=−∞

∞

∑ ∑c( )n∑ ∑c( )n ( )c )n ∑
0 0j =

2j ψd j n,j )d j )d n,j∑( )t n(t + ∑ j  (1)

The scaling coefficients c(n) and wavelet coeffi-
cients d(j,n) are obtained as

c x dt( )n ( )t ( )t n(tx )t=
−∞

∞

∫ ϕ((((  (2)

d j n t t n dtj,j (x) j ( ) () ( )/ −t
−∞

∞

∫∫ tt(xj x tt(xx2 ψ  (3)

The frequency content of the signal is obtained 
from the factor j and the time shift from the fac-
tor n. Two octave-band discrete time Filter Banks 
(FBs) utilizing a discrete-time low-pass filter h0(n), 
a high-pass filter h1(n), and upsampling and down-
sampling operations are used to obtain the coef-
ficients c(n) and d(j, n). But the major drawbacks 
of the wavelet transform are the oscillation of the 
coefficients around singularities, significant dis-
turbance in the oscillation of coefficients due to 
shift in signal and aliasing (Kingsbury et al. 1997, 
Kingsbury 1999 & Selesnick et al. 2005). But these 
disadvantages are not present in Fourier transform 
which primarily uses complex valued oscillating 
sinusoids given by

e t j tj tΩ Ωtttcos(( ) sjj i ( )tΩ  (4)

as compared to real valued oscillating wavelets 
used in DWT

Based on this a CWT (Kingsbury et al. 1997, 
Kingsbury et al. 1998, Kingsbury 1999) as (1)–(3) 
can be imagined with a complex-valued scaling 
function and complex valued wavelet

Ψ Ψ Ψc r iΨr j tΨi( ) ( )t( )t ( )t+ΨrΨ )t  (5)

The complex valued wavelet ψr(t) is chosen as 
real and even and jψi(t) as imaginary and odd. 

Figure 1. Flowchart of each binary DTCWT-BPNN 
classifier, in implementation phase.

Acquire a power quality signal 

Determine DTCWT coefficients 

Extract suitable features from DTCWT 
coefficients 

Apply BPNN variant for classification 

No 
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PQ category 
under test not 
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Ψc(t) an analytic signal is formed from the Hilbert 
transform pair Ψr(t) and Ψi(t) which is supported 
on only one half  of the frequency axis (Michak 
et al. 1999, Selesnick 2001). The projection of the 
signal onto 2j/2Ψc(2jt – n) gives rise to the complex 
valued wavelet coefficient as

d j n d j n jd j nc rd jd n idd,jj (drdd )n) ( ,j )+j(drd )n  (6)

The magnitude and phase of dc(j,n) can be given 
as:

d j n j n d jc rd jd n i,jj (drdd )n) | ddd| , )n |j(drd )n |2 2d jd )n |  (7)
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⎞
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⎞⎞

⎠⎠
d ( d (

d (cdd idd

rdd
a) = rctan  (8)

The Dual Tree Complex Wavelet Transform 
(DTCWT) uses two Filter Bank (FB) trees and 
thus two bases (Kingsbury 2001 & Lang 1998). The 
two real DWTs give the real and imaginary part of 
the transform. The two sets of filters are designed 
simultaneously to obtain an analytic transform. 
Let h0(n)/h1(n) denote the low-pass/high-pass filter 
pair for the upper FB, and let g0(n)/g1(n) denote the 
low-pass/high-pass filter pair for the lower FB. Fil-
ters are designed to satisfy perfect reconstruction 
conditions. The two real wavelets associated with 
each of the two real wavelet transforms is desig-
nated as ψh(t) and ψg(t). The filters are so designed 
that the complex wavelet ψ (t) = ψh(t) + j ψg(t) is 
approximately analytic. The dual tree CWT can be 
represented by the matrix

F
F
F

hFF

gFF
=
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
 (9)

where Fh and Fg represent two real DWTs.
If  the vector x represent a real signal, then 

w F xh hFF  represent the real part and w F xg gFF  
represent the imaginary part of the dual-tree 
CWT. Hence the complex coefficients are given as 
w iwh giw . The inverse of F is given as

F F Fh gFF FF −⎡⎡⎣⎡⎡ ⎤⎦⎤⎤
1F −F1 ⎡ 11

2
 (10)

where

F F I=1.  (11)

The two low pass filters are designed in such a 
way that one is a half  sample shift of the other

g h n0 0hh 5( )nn ( .n 0 )≈ hh n  (12)

This ensures that wavelets ψg(t) and ψh(t) 
approximately form a Hilbert transform pair, 
i.e. g hΗΗ( ) .{ }ΨhΨhΨ ( )t

4 NEURAL NETWORK

Neural Networks (NN) have performed well as 
classifiers for image processing estimators for 
both linear and non linear applications (Kundu 
et al. 2010 & Lee et al. 2003). The backpropagation 
algorithm of ANN looks for the minimum of the 
error function in weight space using the method 
of gradient descent. In this work we consider three 
popular variants of BPNN, namely Levenberg-
Marquardt (LM) learning based BPNN (BPNN-
LM), resilient backpropagation (BPNN-RP) and 
conjugate gradient-Fletcher Powell based BPNN 
(BPNN-CGF) (Haykin 2004). Each BPNN clas-
sifier is developed as a binary classifier where 
the class level is chosen as either +1 (for the cor-
rect signal) or –1 (for the incorrect signal) (Kundu 
et al. 2010). Then, the binary classification prob-
lem for each classifier module can be formulated 
on the basis of a given data set (Ω), with xi input 
features and di classification output, of the form

' { },, ,,( ),x1 1,d1 ( )2 2,,dxx , ( )xx dN N,d  (13)

where xi ∈ℜm, di ∈ {+1, −1}, m the dimension of 
each feature vector and N the number of training 
samples/exemplars.

5 PERFORMANCE EVALUATION

Different types of power quality disturbance sig-
nals can be suitably recognized using our proposed 
DTCWT based neural network recognition sys-
tem when the system remains energized with suf-
ficiently high accuracy. Several experiments have 
also been conducted with different additive noise 
levels on the signal which primarily contaminates 
the signals in their digital acquisition. The evalu-
ation has been carried out for two different case 
studies as described below.

CASE STUDY I:
In the first case study, eight different power quality 
disturbance signals stated in Table 4 are generated 
using the standard mathematical forms imple-
mented in MATLAB programming. The DTCWT 
coefficients extracted from each of these signals 
are fed as input to a multilayer feedforward ANN 
with one input, one output and one hidden layer. 
The output of each such neural network developed 
recognizes the PQ events in binary form (that is 
output is +1 for the correct PQ event and −1 for 
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the other PQ events). After successful training of 
neural networks, they are implemented for test-
ing the datasets. In each case, signals without any 
noise and noisy signals with Signal-to-Noise Ratio 
(SNR) level of 40 dB, 30 dB and 20 dB are consid-
ered. In the process of generating DTCWT coeffi-
cients from the PQ signals along-with the variation 
in the number of coefficients extracted, the suit-
ability of utilizing a particular characteristic (e. g. 
max., min., mean, median, variance) of the gen-
erated coefficients to extract suitable feature has 
been evaluated. The 2*N characteristic features 
of the extracted DTCWT coefficients for N levels 
are fed as input to the binary ANN classifier. Each 
neural network has been trained in a batch mode. 
The results that have been tabulated for noisy data 
is the mean of the results obtained for the above 
mentioned noise contamination levels. The train-
ing has been carried with 800 PQ disturbance sig-
nals i.e. 100 signals from each category. Several 
trial and error runs optimizes each ANN hidden 
layer with 15 neurons. A total of 200 signals have 
been used in the testing phase for classification.

Table 1 shows the classification accuracy 
obtained with five levels of extraction employed 
with different characteristics mean (or max./min./
median/variance) for each level of coefficients. The 
highest classification accuracy is obtained with the 
“max.” value of the extracted coefficients in com-
parison to other similar characteristic features.

Table 2 shows the performance for N = 3, 4, 5, 6, 
7 with the chosen characteristic feature type being 
“max” which indicates that an optimum choice of 
number of levels N = 5 would produce the highest 
possible average accuracy of 100% for signals with-
out noise and 98.33% for noisy signals.

Table 3 depicts a performance comparison 
where we fix N = 5, and choose features using 
“max.” characteristic and train all neural net-
works classifiers using three BPNN training vari-
ants i.e. BPNN-LM BPNN-RP and BPNN-CGF. 
In this detailed study BPNN-LM emerged as the 

best classifier using feature dimension of 10 with 
“max.” characteristic chosen for each level.

The detailed analysis of eight types of PQ distur-
bance signals for optimum choice of feature level 

Table 1. Performance comparison of the system for 
different characteristic features extracted from DTCWT 
coefficients with N = 5 levels of extraction.

Characteristic feature 
of the DTCWT 
coefficient

Average classification 
accuracy (%)

Without noise With noise

Min  90.50 79.17
Mean  12.50 28.83
Median  55.50 36.33
Variance  96.00 88.42
Max 100.00 98.33

Table 2. Performance comparison of the system with 
change in the number of levels of DTCWT coefficient 
extraction (using “max.” characteristic feature of the 
coefficients).

No. of characteristic 
features of the DTCWT 
coefficients

Average classification 
accuracy (%)

Without noise With noise

6  99.00 64.67
8 100.00 78.17
10 100.00 98.33
12  84.00 70.17
14  98.50 93.83

Table 3. Performance comparison of the system with 
choice of different backpropagation training algorithms 
(with N = 5 and using “max.” characteristic feature of 
the coefficients).

Backpropagation 
training algorithm

Average classification 
accuracy (%)

Without noise With noise

BPNN-RP  92.50 80.00
BPNN-CGF  91.00 87.50
BPNN-LM 100.00 98.33

Table 4. Performance analysis of the system using 5 
levels of DTCWT coefficient extraction with “max” 
characteristic feature of the coefficients and BPNN-LM 
algorithm.

Sl 
No.

PQ 
disturbance 
recognition 
method

Average classification accuracy

Without 
noise

With 
40 dB 
noise

With 
30 dB 
noise

With 
20 dB 
noise

1. Normal 
Sinusoid

100.00 100.00 100.00 100.00

2. Sag 100.00 100.00 100.00 100.00
3. Swell 100.00 100.00 100.00 100.00
4. Harmonic 

Disturbance
100.00 100.00 100.00 100.00

5. Sag with 
Harmonic

100.00  96.00  96.00 100.00

6. Swell with 
harmonic

100.00 100.00 100.00  96.00

7. Flicker 100.00 100.00  96.00  76.00
8. Notch 100.00 100.00 100.00 100.00

Average 100.00  99.50  99.00  96.50
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extraction and feature characteristic is tabulated in 
Table 4. Table 5 gives a comparative study between 
the proposed method and other established meth-
ods for PQ disturbance recognition establishing 
the fact that the proposed method could produce 
higher classification accuracy results both in no-
noise and noisy signal acquisition situations.

CASE STUDY II:
In the second case study a power system model is 
built using the Power System Blockset in MAT-
LAB environment shown in Fig. 2. The system 
(SYS) (Chilukuri et al. 2004) is described by ini-
tial short circuit apparent power Sk" = 3GVA and a 
voltage level of 110 kV. T1 is a two winding trans-
former 110/15 kV distribution transformer with s. 
L1 and L2 are typical overhead lines with lengths 
1.5 an 5 km, respectively. Both lines supply the 
RL loads. Disturbances are simulated at the load 
end busbar of line L1 by creating (i) single-line-to-
ground faults separately on the individual phases 
and (ii) line-to-line faults between a-b, b-c and c-a 
phases separately. Voltage swell signals have been 
generated by switching a shunt capacitor at the 
load end bus of line L1. Voltage signals are col-
lected at the point of common coupling at bus 
S2 and are tested using the proposed method. A 
number of above mentioned simulations are per-
formed by varying the length of the line. In each 

of the cases of voltage sag, swell and momentary 
interruption were recognized using the proposed 
method with 100% accuracy.

6 CONCLUSION

In the present paper PQ disturbance recognition 
has been developed which successfully detects both 
simulated and real time signals. Unlike DWT the 
proposed method overcomes the effect of noise on 
actual signals. The DTCWT based approach com-
bined with ANN based binary classifier for rec-
ognition of PQ events has an overall performance 
that has been shown by comparative studies to be 
superior to the existing approaches.
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ABSTRACT: In the present work, the Differential Evolution (DE) algorithm optimized Fractional 
Order PID (FOPID) controller is proposed for Automatic Generation Control (AGC) of multi area multi 
source power system with parallel AC-DC link. The non-linearity such as time delay is included in the sys-
tem model. The gains of the PID and FOPID controllers are optimized using an ITAE objective function. 
The superiority of FOPID controller over PID and Optimal controller is demonstrated by comparing 
dynamic performance of the same interconnected power system. Then sensitivity analysis is performed 
by changing the system parameters and loading condition from their nominal values. Finally proposed 
system is investigated under randomly varying load disturbances.

1 INTRODUCTION

In recent days a power system is found to be con-
sisting of  number of  control areas interconnected 
with each other. For power system stability fre-
quency control is an important aspect. Individual 
area maintains their generation speed to maintain 
frequency constant and the power angle to the pre 
specified values. During steady state operation, 
the sum total of  the power generated by the gen-
erating sources is same as the power system load 
and losses. But in practical cases loads change 
randomly and quickly. The mismatch problem 
is taken care by the kinetic energy is available 
in the system and thereby the system frequency 
comes down. The main objective of  AGC is to 
control power generated from different generat-
ing sources in order to keep the frequency at a 
specified limit.[1]

Generally bulk power transmission has been 
made possible due to HVDC lines. The advantages 
of HVDC line fast controllability and enhance-
ment of transient stability.[2]

In present days a combination of different gen-
erating sources with their control areas having 
respective participation factors are combined with 
time delay and others communication channels.[3]

To achieve these objectives, several studies are 
carried put to regulate the AGC design. Thus 
stabilization of frequency oscillations becomes 
challenging and greatly expected in the prospect 
competitive market. As a result sophisticated con-
trol design is necessary in AGC in order to stabiliz-
ing frequency oscillation.

Fractional order controller as several important 
applications in engineering fields and other scien-
tific areas. With introduction of fractional calculus 
Podlubny has given a more flexible structure PIλDμ 
by extending to more in traditional areas of PID 
controllers[4–8]. DE optimization technique has 
been added to tune the FOPID[9], PID and out-
put feedback controller for the AGC of multi area 
multi source power systems with HVDC link.

2 MATHEMATICAL MODELLING

This particular power system is having a two area 
interconnected AC-DC tie-lines based power sys-
tem (shown in Fig. 1). Each area of the power 
system consists of hydro, gas and reheat thermal 
generating units. The controllers are having respec-
tive parameters and participation factor. For bet-
ter analysis a transfer function system model has 
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been considered. Each area of the power system is 
having a capacity of 2000 M and a loading 1000 
MW. The thermal having 600 MW, hydro 250 MW 
and gas turbine 150 MW have been considered. 
The power ratings of the two areas are equal to 
Pr1 and Pr2 in MW unit respectively. For area-1 the 
constants Kt1, Kh1 and Kg1 are the shares of power 
generation from thermal, hydro and gas sources, 
respectively. PGt1, PGh1 and PGg1 are power genera-
tion in MW by thermal, hydro and gas sources in 
area-1 respectively.

P K P P K P P K PGtPP t GPP t Gh hG G GPP g gG GgPP1 KtKK GhGG 1 G 1KgK 1K PP1KK ;P K PhKGPP hG 1 1PGPP=P hPGP hG  (1)

During nominal operations, the total power, PG1 
for area 1 has been

P P P PG GPP t GPP h GPGG gGGt 1GPP gG+P 1PGPP t  (2)

K K Kt hKK gK1h 1 1+KhK 1hK =  (3)

The power flow from area-1 to area-2 with AC 
tie-line is mentioned as

P PTiPP eAC P ( )12PPPP max sin −  (4)

During minute load change Eq. (4) is written as:

P TTiPP eAC T ( )12TTTT max −  (5)

Where the synchronizing coefficient T12 is given 
by:

T P12TT 12PPP12PP ( )1 2max cos 1 2−1  (6)

The small change in power flow through DC 
link is modeled during a minute change in fre-
quency at rectifier side. For a small load change 
the AC tie-line ΔPTiPP eAC  flow is given as (7)

P T
sTiPP eAC = ( )F2 12TT FFπTT FFFFFFF  (7)

Small deviation in power flow, ΔPtie12 between 
area-1 to area-2 is given as Ptie12 = ΔPtieAC for small 
perturbation the DC tie-line flow, PTiPP eDC  can be 
given as:

P K
sTTiPP eDC
DCK

DCTT
=

+
( )F

1
FFFFF  (8)

The sum power flow, Ptie12 is given as:

P P PTiPP e TieACTT TiPP eDC+PTPP ieACT  (9)

During minute load change:

Δ Δ ΔPΔ PTie TieACTT TiPP eDC+PΔ TPPΔ ieACT  (10)

The area control errors ACE1 and ACE2 by tak-
ing AC/DC tie-line are given as:

ACECC P PTiPP eAC TPP ieDCTT1 1EE 1β1Δ ΔF +F1FF Δ  (11)

ACECC 2 2E 2 12 ( )P PTiPP eAC TPP ieDCTTβ α2 2 12 (αF2 1+F2FF  (12)

Where β1 and β2 stand for frequency biased 
parameters and area size ratio; α12 can be written 
as

α12αα 2 1=2= −P1P P1r r1PP1 /  (13)

A. Optimal controller
Equation is represented as

x A� x BuAx  (14)

And

Y CxCC  (15)

x x x x x T[ 1 2x 3 2x 6 ] ;T  is a state vector. u u u T[ 1 2u ] ;T  
is a control vector. Y YYY T[ 1 2YYYY 3YY ] ;T  is an output 
vector.

A, B and C are constant matrices with the 
dimensions of 26 × 26, 27 × 2 and 26 × 22, respec-
tively. The output feedback controller is yK . 
Where K stands for output feedback gain matrix 
of dimension 26 × 2[2].

B. Differential Evolution (DE) algorithm
Differential Evolution (DE) algorithm is a newly 
introduced population-based stochastic optimiza-
tion algorithm. The Advantages of DE include 
simplicity, efficiency and real coding, easy use, 
local searching property and speediness. The work-
ing of DE is based on two populations; old genera-
tion and new generation of the same population. 
The size of the population has been adjusted with 
parameter NP. The population is comprised of real 
valued vectors having dimension D which equals 
to the number of design parameters or control 
variables.

Figure 1. Inter connected two area power systems 
through AC–DC link tie lines.

Loadl 

Loadl 
Loadl 

Loadl 
Loadl 
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C. Fractional order PID controller
The fractional PID controller (PIλDμ) gives an 
extra two degree of freedom than the PID con-
troller. The controller generalises the integer order 
PID controller and gives an expansion from the 
point to a plane. This expansion provides more 
flexibility in PID control design. The overall trans-
fer function of the controller is given as

G K K
s

K sP
IK

DK( )s = +KPK +
λ

μ  (16)

It is clear from equation (16) that, by selecting 
λ = 1 and μ = 1, a classical PID controller can be 
considered. All these classical types of PID con-
trollers are special cases of the PIλDμ controller.

In an optimization problem objective function 
is defined depending on the desired specification 
and constraints.

The objective function J is given as

J ITAE F P t dt
t

TiPP e

sit mii

ITAE F( ) × t∫
0

1 2FFΔ ΔF +1FF + Δ  (17)

ΔF1 and ΔF2 stand for system frequency devia-
tions at area-1 and area-2 respectively; PTie is the 
incremental change in the tie line power, tsim is the 
time range of simulation.

3 SIMULATION RESULTS 
AND DISCUSSION

The model of the system under study shown in 
Fig. 2 is developed in MATLAB/SIMULINK 
environment and DE program is written (in .m 
file). Optimal/PID/FOPID controller is considered 
for each source. The developed model is simulated 
in a separate program (by .m file using initial pop-

ulation/controller parameters) considering a 1% 
step load change in area 1. The objective function 
is calculated in the .m file and used in the optimiza-
tion algorithm. In the present study, a population 
size of NP = 40, generation number G = 30, step size 
F = 0.2 and crossover probability of CR = 0.6 have 
been used. Simulations were conducted on an Intel, 
core i-3 core CPU, of 2.4 GHz and 4 GB RAM 
computer in the MATLAB 7.10.0.499 (R2010a) 
environment. The optimization was repeated 20 
times and the best final solution among the 20 runs 
is chosen as proposed controller parameters.

The best final solutions obtained in the 20 
runs are shown in Tables 1 and 2 for the optimal 
gains and PID/FOPID controller respectively. 
The corresponding performance index in terms 
of ITAE value and settling times (2% band) in 
frequency and tie line power deviations are shown in 
Table 3. For proper comparison, it is clear from 
Table 3 that with same power system, minimum 
ITAE value is obtained with proposed FOPID 
controller (ITAE = 1.55) compared to PID (ITAE 
= 2.13) and optimal (ITAE = 9.11) controller. 

Table 1. Gains of optimal controller.

Optimal feedback gain matrix (k)

0.9897 1.4417 0.6582 0.5528 1.9245 1.7488
1.5555 1.6382 1.0931 1.5894 0.1065 1.2497
1.3039 1.5330 1.5438 1.0298 0.6788 0.5992
1.8149 1.2697 1.1891 1.5679 1.8270 0.7604

Table 2. Tuned controller parameters.

Controller gains PID FOPID

KP1 −0.9448 −1.3644
KP2 −1.6369 −0.0311
KI1 −0.6430 −0.9035
KI2 −0.1170 −0.5015
KD1 −1.3872 −0.3163
KD2 0.6692 −1.6662
λ1 – 0.9031
λ2 – 0.1051
μ1 – 0.7451
μ2 – 0.7294

Figure 2. Transfer function model of multisource 
power system with HVDC link.

Table 3. Performance index values for different cases.

Controller

Settling time in (Sec)

ITAEΔF1 ΔF2 ΔPTie

Optimal 58.66 55.54 48.56 9.11
PID 44.56 31.42 39.12 2.13
FOPID 13.07 12.42  2.044 1.55

Safe: 

Safe: 

Safe: 

Safe: 

Safe: 

Safe: 

Safe: 



218

Hence, it can be concluded that proposed FOPID 
controller outperform the optimal and PID con-
troller as minimum objective function value is 
obtained. To study the dynamic performance a 
step load increase in demand of 1% is applied at t = 
0 s in area-1 and the system dynamic responses are 
shown in Figs. 3(a-c). For comparison, the simula-
tion results with FOPID, PID and Optimal con-
trollers for the same power system are also shown 
in Figs. 3(a)-(c).

Critical analysis of the dynamic responses clearly 
reveals that with the same power system significant 
improvement is observed with proposed FOPID 
controller compared to others controllers. Sensi-
tivity analysis is carried out to study the robustness 
the system to wide changes in the operating condi-
tions and system parameters. The various perfor-
mance indexes (ITAE values and settling times) 
under normal and parameter variation cases are 
given in Table 4. Critical examination of Table 4 

Figure 3. (a-c) Dynamic responses for 1% step load 
change in area 1. (a) Frequency deviations of area 1 
(b) Frequency deviations of area 2 (c) Tie line power 
deviations.

Figure 4. Frequency response of area 1 with variation 
of loading.

Figure 5. Variable step load.

Figure 6. Area 1 frequency response of controllers to 
variable step load.

Table 4. Sensitivity analysis.

Parameters 
variations % change

Settling time in (Sec)

ITAEΔF1 ΔF2 ΔPTie

Nominal 0 13.078 12.420 2.044 1.5503
Loading 

conditions
+25 13.094 13.094 1.971 1.5290
−25 12.494 12.494 1.903 1.5848

TG +25 12.576 12.576 1.869 1.5684
−25 13.278 13.278 2.130 1.5782

TT +25 12.830 12.806 1.917 1.5508
−25 12.608 12.608 2.014 1.5482

TRH +25 11.501 11.457 2.062 1.5041
−25 11.484 11.454 1.877 1.5716

TCD +25 12.810 12.777 2.071 1.5794
−25 13.239 13.239 2.052 1.5495

T12 +25 12.303 10.951 1.792 1.5184
−25 13.088 13.058 2.220 1.5524

clearly reveals that ITAE and settling time values 
vary within acceptable ranges and are nearby equal 
to the respective values obtained with nominal sys-
tem parameter. Hence the proposed controllers are 
robust and perform satisfactorily when the load-
ing condition changes in the range ±25%. The 
dynamic performance of the system with the varied 
conditions of loading is shown in Fig. 4. To inves-
tigate the superiority of the proposed method, 
a random step load changes as shown in Fig. 5. 
The step loads are random both in magnitude 
and duration. The frequency deviation of area 1 
for random load disturbances is shown in Fig. 6. 
It can be seen from Fig. 6 that proposed control-
ler (FOPID) shows better transient responses than 
others. Also it is clearly observed from Fig. 6 that 
the proposed FOPID controller provides superior 
damping even in presence of a random load varia-
tions compare to others.

- :-"t ~ - - 1- - - 1- - - 1- - -
i ':.J. I I I 

~ E I I I I 
~- -a.o2 r- - ~- - - ~- - - ~- - - - - -

-004 .. : - - I_ - -I_ - -I_ :.:::.: ~ciimal 
I I (a) I - FOPID 

-O.oso':------="=------:":4oc------='=so-=~==: 

Time(Sec) 

~N -001 ~- - ~ ~ - ~ - - ~ - - ~ - -

~ :::: /= = ~ = = t ~)= ~ :.:::.: ~~imal 
40 60 
Time(Sec) 

0 ~ -=:.j-•s-• I I I 

~ ~ -5 ; - - - .; _j_ - - - - _j - - - - - 1- - - - - 1- - - - -

~ _ 1 0 \ - /"- ~ ____ ~ ____ -: _ j :.:::.:
1 :;'~imal I 

••: (C) 1-- FOPID 
-
15o 40 60 

Tirne(Sec) 

0.015 1i------.-------.-~====~======~======~ 

~ I _ I - ~ -- Nominal loading I 0 .01 
- - - --- +25% of loading 

:El' o.oo5 1- -
1
1- - 1- • • • • • -25% of loading 

6 0 " -- I _l 

~ ... -0.005 

-0.01 

-0.015 

-0 .02 

L - 1- - 1- - 1-
L - 1- - 1- - 1-
L - 1- - 1- -1-
L _ I_ _ I_ _I_ 

-o . o25~----'-----I ___ L__I ___ L__I ___ _l___l __ __, 

0 20 40 60 80 100 

Time(Sec) 

Ti rne(Sec) 



219

4 CONCLUSION

The study was conducted on a two area intercon-
nected power system with identical plants having 
25% generation from hydro, 60% from thermal 
with reheat turbines and 15% from gas turbine sys-
tems. Dynamic performance of FOPID, PID and 
optimal controller are shown for parallel AC-DC 
link. In order to make the power system more 
realistic, the non-linearity parameter such as time 
delay has been included in the system model. The 
gains of optimal/PID/FOPID controller are opti-
mized employing a Differential Evolution (DE) 
technique. From simulation results, it is observed 
that the proposed controllers are robust and 
ensures satisfactory system performance in pres-
ence variation in system operating load conditions. 
Finally, the effectiveness and robustness of the pro-
posed controller against random load variations 
were investigated.
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ABSTRACT: This paper proposes the application of wavelet transform for the detection of islanding 
and fault disturbances in a Distributed Generation (DG)-based power system. For this purpose, an 
IEEE 14-bus system with DG penetration is considered for the detection of disturbances under different 
operating conditions. The power system is a hybrid combination of a photovoltaic and wind energy system 
connected to different buses with different levels of penetration. The voltage signal is retrieved at the Point 
of Common Coupling (PCC) and processed through the wavelet transform to detect the disturbances. 
Furthermore, energy and Standard Deviation (STD) as performance indices are evaluated and compared 
with a suitable threshold to analyze a disturbance condition. Again, a comparative analysis between the 
existing and proposed detection is studied to prove the better performance of wavelet transform.

1 INTRODUCTION

Distributed Generations (DGs) are considered as 
small-scale power resources, which are basically 
installed near the loads or can be connected to the 
grid if  required. Nowadays, these resources are 
gaining great popularity because of deregulation 
and restructuring of the modern power system 
(Onara et al. 2008, Kim et al. 2008). Indeed, the 
penetration levels of these DGs vary depending on 
the location and availability of natural resources. 
However, with the increase in the penetration level, 
some problems such as detection of islanding and 
fault disturbances become more vital and complex 
because of uncertain characteristics of renewable 
resources like solar and wind energy. Islanding is 
a phenomenon that usually occurs when the utility 
grid is being isolated from the DG because of some 
abnormal conditions; however, during the same 
condition, the DG continues to feed power to the 
loads connected to it. Similarly, a fault may occur 
at any bus or near any bus of the system because 
of symmetrical and unsymmetrical faults like L-G, 
L-L, L-L-G, L-L-L, L-L-L-G, etc. Therefore, once 
these faults occur, they have to be detected as 
quickly as possible and corrective measures have 
to be taken to protect the loads as well as the power 
system (Ray et al. 2010, Fernandez et al. 2002).

In the literature, many methods have been sug-
gested to detect the disturbances (Yadav et al. 
2014, Jang et al. 2004). The design and influence 
of multi-stage inverters in detecting the islanding 
events have been presented in Yadav et al. (2014). 
The effect of interfacing control and non-detection 
zones on the detection of islanding has been dis-
cussed in Zeineldin et al. (2006). Voltage Unbal-
ance (VU) and Total Harmonic Distortion (THD) 
are also taken as indices to detect islanding (Jang 
et al. 2004). However, if  a proper threshold is not 
selected, then it becomes difficult to detect under 
operating conditions.

Artificial intelligence techniques such as Artifi-
cial Neural Network (ANN), fuzzy network, Adap-
tive Neuro-Fuzzy Inference System (ANFIS), and 
Support Vector Machines (SVM) have been used 
by the researchers for the detection and classifica-
tion of fault disturbances.

In this context, different signal processing tech-
niques have been implemented, of which Wavelet 
Transform (WT) is an efficient tool for detection 
based on time–frequency localization (Dubey 
et al. 2011, Cheng et al. 2008). WT is very versatile 
in identifying disturbance features, and can easily 
detect any irregularities in the signal. A comparison 
of the detection ability between the existing meth-
ods such as Fourier Transform (FT), Short-Time 
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Fourier Transform (STFT), and wavelet transform 
is carried out using performance indices, standard 
deviation, and energy to prove the better perfor-
mance of the proposed transform. This paper is 
organized as follows: modeling of an IEEE 14-bus 
system is described in Section 2. WT as a signal 
processing-based detection tool is presented in 
Section 3. Then, the MATLAB-based simulation 
results are discussed in Section 4. Finally, conclud-
ing remarks are presented in Section 5.

2 IEEE 14-BUS POWER SYSTEM

The penetration levels of different renewable 
power resources are increasing with time; there-
fore, the hybrid power system becomes more com-
plex. Hence, the design, operation, and control of 
the power system are becoming more challenging. 
Suitable methods have to be adopted to identify 
the normal as well as the abnormal operating con-
ditions. While operating in grid-connected mode, 
the grid may be disconnected due to some abnor-
mal conditions, leading to the islanding condition 
where the DG still continues to supply power to the 
local loads. Similarly, fault disturbances may arise 
due to some type of faulty conditions between the 
phases and the ground.

Fig. 1 shows an IEEE 14-bus power system with 
DGs interconnected to some of its distribution 
buses. This model is developed in a MATLAB/
Simulink environment.

2.1 Wind Energy Conversion System (WECS)

Wind turbine is a nonlinear, dynamic sys-
tem that converts the wind kinetic energy into 

mechanical energy, which is then processed to 
produce electrical energy by using wind genera-
tors. The characteristics of  wind turbines are 
too uncertain, nonlinear, and complex to design 
and study. Different models of  wind turbines 
are proposed with many Degrees of  Freedom 
(DOFs) to ensure the energy conversion. The 
mechanical power output from the wind turbine 
in terms of  the wind speed is expressed as (Ack-
ermann 2005):

P A C VmPP ech wiA ndii wiCC ndii wiVV ndii
ρ η β
2

3(ηη )ββ  (1)

where PmPP ech is the mechanical power output from 
the wind (watts); ρ is the air density (kg/m3); CwiCC ndii  
is the power coefficient; η  is the tip-speed ratio 
( )V Vt wV VV V ind/ ; VtVV  is the blade tip speed (m/s) and VwiVV ndii  
is the wind speed (m/s); AwiA ndii  is the area covered 
by the rotor of the wind turbine (m2); and β is the 
pitch angle (degrees). The tip-speed ratio η is given 
as:

η ω= R
v

r

windii

 (2)

where ωr is the electrical speed (rad/s). The Doubly 
Fed Induction Generator (DFIG) model is used 
as part of the WECS (Tapia et al. 2003, Ray et al. 
2010).

2.2 Photovoltaic (PV)

The solar PV module is formed by a combina-
tion of cells represented as the basic P–N junc-
tion diode. The PV cells convert the input solar 
radiation into electrical energy. These cells are 
connected in a series and parallel combination to 
vary the output power ratings. The output volt-
age V and the load current I of the PV system are 
expressed as:

I I I
V IRII

LI sR
−I ⎛

⎝⎜
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−

⎡
⎣
⎢
⎡⎡
⎣⎣

⎤
⎦
⎥
⎤⎤
⎦⎦

0II 1exp
α  (3)

where ILI  is the PV current (amps); I0II  is the satura-
tion current; RsR  is the series resistance (ohms); and 
α  is the thermal constant (Onara et al. 2008).

3 ISLANDING DETECTION METHODS

3.1 Wavelet Transform (WT) as a detection 
method

Wavelet transform is a tool applied to decompose 
a signal/function into different components and 

Figure 1. IEEE 14-bus power system with intercon-
nected DGs.
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associate a frequency band with each of them. 
WT also changes the scales and frequencies of the 
analyzed signal and components. WT does not 
require a fixed basis function as in the case of Fou-
rier Transform (FT), but different sets of possible 
basis functions can be formulated to improve the 
performance.

In this study, the voltage signals of the system 
are extracted and processed by Haar mother wave-
let to decompose and detect the disturbances (Fer-
nandez et al. 2002, Yadav et al. 2014). Indeed, the 
voltage is filtered out by a series of low- and high-
pass filters to obtain approximation (A) and detail 
(D) coefficients. The decomposition of the approx-
imation and detailed components are expressed as:

H k C

D G k C
k

k

1 0AA H CC

1 0DD G CC

( )nn )k nk n2 ( )k ;

( )nn )k nk n2 ( )k

HH= kk

GG= kk

∑∑
∑∑

 (4)

where H ( )n  is the low-pass component and G ( )n  
is the high-pass component of the filter. For each 
decomposition scale, the approximate and detail 
coefficients A D1 1AA DD( )nn ( )n( )

pp
&  are determined for 

the time–frequency analysis of the signal, C0CC ( )n .

3.2 STD and energy as performance indices

Based on Parseval’s theorem, it is known that the 
energy of a signal V ( )t  becomes the same both in 
time and frequency domains, which is given by:

E
T

V dt VsiE gnali

T

n

K

=dtV= [ ]n∫ ∑
=

1

0

2

0

2
( )t( )tt  (5)

where T and K are the time period and the signal 
length, respectively, and V [ ]n  is the FT of the sig-
nal. Then, energy can be calculated by WT (Acker-
mann et al. 2005) as follows:

E y t dt dsiEE gnali
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∞

=

∞

=−∞

∞

( )t(tt k ( )k2 2d ∑ kk
2
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The standard deviation and energy are calcu-
lated from the detail component (d1) of the volt-
age signal.

4 SIMULATED RESULTS

This section presents the simulation and analysis 
of the system and techniques for the detection of 
islanding and fault disturbances in the power system 
using wavelet transform under different operating 
conditions. The study is implemented in an IEEE 
14-bus power system with DG penetration, which 

is a hybrid combination of a wind and solar pho-
tovoltaic energy system. The models of the power 
system under study are simulated in a MATLAB/
SIMULINK environment. The parameters of 
various components used for simulation have been 
described in the literature (Zeineldin et al. 2006, Jang 
et al. 2004, Dubey at al. 2011, Cheng et al. 2008).

4.1 Islanding detection

The islanding detection study using wavelet trans-
form is conducted in the 14-bus hybrid power 
system under different operating conditions. The 
voltage signal is captured from the 14-bus to which 
the solar DG1 (DGS1) system is connected along 
with the loads. The voltage signal is then processed 
by wavelet transform to detect the islanding distur-
bance. The simulation results of the coefficients of 
Haar wavelet transform is shown in Figure 2. Here, 
it can be seen that the signal is represented for 1000 
sec, whereas the approximate and detail coefficients 
are represented for 500 sec, because the 1000 sec 
window is divided equally. Therefore, the islanding 
event that starts at about 610 sec is detected by the 
coefficients at about half of the 305 sec.

4.2 Fault disturbance detection

This section presents the study of the detection of 
fault disturbances. Similar to the previous section, 
the voltage signal at bus-13 to which the wind tur-
bine is connected is measured and taken offline for 
processing. This signal is collected at the bus when 
there is an AG fault in the line connected between 
bus-13 and bus-14. Obviously, the voltage signals 
at both the buses are affected. However, the voltage 
signal at bus-13 is taken into account for study to 
determine the effect of the fault as well as the effect 
of the wind turbine on the voltage.

The voltage signal with its detection results by 
detail and approximate coefficients of Haar wave-
let is shown in Figure 3. As seen from the figure, 

Figure 2. Islanding detection at bus-14 using wavelet 
transform.
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the fault occurs at about 60 sec in the signal and the 
corresponding detection in the detail and approxi-
mate coefficients of Haar wavelet are reflected in 
figure. It has been observed from the detail coef-
ficient that the instant fault occurrence is clearly 
detected with a sudden increase and oscillation of 
magnitude and when the fault is cleared, and the 
voltage and its coefficients become normal.

Similarly, the detection results for an AB fault 
in the connected line near bus-11 are shown in 
Figure 4. The voltage signal represents the varia-
tion, which is also detected by the wavelet coeffi-
cients. As soon as the fault is cleared, the signal as 
well as the coefficient return to the normal operat-
ing conditions.

4.3 Energy and STD-based detection of islanding 
and fault disturbances

The detection of islanding as well as fault distur-
bances based on the value of Performance Indices 
(PIs) like Standard Deviation (STD) and energy is 
presented in this section. The indices are evaluated 
from the output coefficients of wavelet. These values 
are then compared with the selected threshold values 
to determine whether they will be higher or lower.

If  the index is higher than the threshold, island-
ing is detected; otherwise, the fault disturbance is 
detected. The calculated values of energy and STD 
are presented in Table 1. However, the challenge 
lies in the selection of a proper threshold value, 
which may be complex depending on the type of 
network configuration as well as operating con-
ditions. After finding the different values of PIs, 
as presented in Table, all the values are compared 
with the threshold value to identify the type of 
disturbance. A comparison between the different 
transforms is presented in (c), which suggests the 
increase in PI values for WTs, thereby increasing 
the detection accuracy.

5 CONCLUSIONS

A study on the detection of islanding and fault dis-
turbances in an IEEE 14-bus hybrid power system 
with DGs is presented under different operating 
conditions. The disturbances were detected using 

Figure 3. AG fault detection at bus-13 using wavelet 
transform.

Figure 4. AB fault detection at bus-11 using wavelet 
transform.

Table 1. STD and energy for islanding faults.

(a) Haar wavelet transform

Scenario

Fault disturbance Islanding

STD Energy STD Energy

Bus-11 (AG) 1.39 × 10−5 0.6676 1.49 × 10−5 1.4657
Bus-12 (BG) 2.44 × 10−11 0.8462 1.69 × 10−9 2.3645
Bus-13 (CG) 2.74 × 10−5 1.5670 2.68 × 10−4 4.6767
Bus-11 (AB) 1.39 × 10−5 1.6874 2.20 × 10−3 5.6786
Bus-12 (BC) 1.39 × 10−5 0.9761 1.67 × 10−5 4.4656
Bus-13 (CA) 2.30 × 10−5 1.5731 2.33 × 10−4 4.6763

(b) Daubechies 4 (dB4) wavelet transform

Scenario

Fault disturbance Islanding

STD Energy STD Energy

Bus-11 (AG) 0.48 × 10–5 0.0671 3.13 × 10–5 1.1935
Bus-12 (BG) 1.83 × 10–11 0.0892 2.37 × 10–4 2.3843
Bus-13 (CG) 2.39 × 10–5 0.2460 2.03 × 10–5 3.0110
Bus-11 (AB) 1.23 × 10–5 0.3834 2.35 × 10–5 3.3921
Bus-12 (BC) 1.28 × 10–5 0.2781 3.39 × 10–5 2.9380
Bus-13 (CA) 2.06 × 10–5 0.4830 2.29 × 10–4 3.3921

(c) Comparison with different transforms

Technique

Fault Islanding

STD Energy STD Energy

FT 0.453 0.967 1.120 1.894
STFT 0.634 1.034 1.673 2.171
WT_dB1 0.842 1.495 1.784 2.742
WT_Haar 0.793 1.567 1.649 2.698
WT_Coif 0.830 1.675 1.801 2.822
WT_Demey 0.772 1.716 2.014 2.963
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Haar and dB4 wavelet transforms. Case studies 
were shown for the detection of islanding and 
fault disturbances under various operating condi-
tions. Furthermore, quantitative analysis using PIs 
in terms of STD and energy was also carried out 
for the detection of disturbances. Both qualitative 
and quantitative analyses showed the effectiveness 
and accuracy of the proposed transform in detect-
ing the islanding and fault disturbances.
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ABSTRACT: Uninterruptible power supply is the main objective of power utility companies that 
identify and locate different types of fault as quickly as possible to protect the power system from 
complete blackouts using intelligent techniques. Therefore, this study presents a novel method for the 
detection of fault disturbances based on Wavelet Transform (WT) and Independent Component Analysis 
(ICA). The voltage signal is taken offline under fault conditions and is processed using wavelet and ICA 
for analysis. The time–frequency resolution of WT detects the fault initiation event in the signal. Again, 
a performance index is calculated from the ICA under fault conditions to detect fault disturbances in the 
voltage signal. The proposed approach is tested to be robust enough under various operating scenarios 
such as without noise, with 20-dB noise, and under frequency variation conditions. Furthermore, the 
detection study is carried out using a performance index, energy content, by applying the existing Fourier 
Transform (FT), Short-Time Fourier Transform (STFT), and the proposed wavelet transform. Fault 
disturbances are detected if  the energy calculated in each scenario is higher than the corresponding 
threshold value. The study of fault detection is simulated in MATLAB/Simulink in a typical power system.

1 INTRODUCTION

Modern power utilities require an efficient pro-
tection scheme to protect the system itself  as well 
as the connected equipment for improving better 
performance under normal and abnormal/faulty 
operating conditions. Nowadays, electromechani-
cal relays are replaced by digital relays because of 
their characteristics such as faster operation, accu-
racy, and reliability. Fault detection through digital 
relays and the Fault Detector (FD) is very vital 
for implementing any real-time solutions (Phadke 
1988, Dash 2000).

In the literature, many studies have reported 
on the monitoring and identification of faults 
in a power system. Fault situation can be identi-
fied by comparing the difference in the values 
between two consecutive cycles when they are 
higher than a threshold value based on a phasor 
(Sidhu et al. 2002, Sachdev et al. 1991). However, 
one disadvantage is the modeling of fault resist-
ance. The Kalman filter is used for fault detection 
based on the estimation method (Chowdhury et al. 
1991, Zadeh et al. 2010, & Girgis 1982). Wavelet 
Transform (WT) has been used for the detection 
of fault disturbances in a power system (Ukil & 

R. Živanović 2007), i.e. it detects the changes in the 
signal. Then, a combination of adaptive filters and 
wavelet transform was used for fault identification 
in a power system (Ray et al. 2010). However, these 
techniques were affected by variation in frequency, 
noise, etc.

Therefore, this paper proposes an algorithm for 
fault detection using wavelet transform and inde-
pendent component analysis. The sudden changes 
can be identified by using these detection tech-
niques, so that suitable solutions can be adapted to 
protect the power system from any type of distur-
bances. The performances of the proposed method 
were analyzed under different operating scenarios, 
such as presence of noise, harmonics, and fre-
quency variations. Wavelet Transform (WT) and 
Independent Component Analysis (ICA) are suit-
able techniques for the detection of fault distur-
bances because of their efficient time–frequency 
resolutions and reliability to extract the suitable 
features for identification purposes. In addition, 
the techniques are considered under different 
operating conditions to assess their robustness and 
accuracy (Pradhan et al. 2005).

The techniques used for analysis are presented 
in Section 2 followed by the implementation of 
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the algorithm in Section 3. Then, the results of the 
analysis are discussed both qualitatively and quan-
titatively in Section 4, followed by the conclusions 
presented in Section 5.

2 TECHNIQUES FOR FAULT DETECTION

This section describes the techniques used for the 
identification of different types of faults in the 
wind system connected to the grid power system. 
The detection techniques WT and ICA are pre-
sented briefly with their mathematical modeling. 
Different operating scenarios are taken as case 
studies to test these techniques for fault identifica-
tion. This helps to assess both normal and faulty 
operating conditions. The details of these methods 
are presented below.

2.1 Wavelet Transforms (WT)

The wavelet transform is a signal processing algo-
rithm used for the detection of abnormal operat-
ing conditions based on the decomposition of 
power signals into different ranges of frequencies 
by means of a series of low-pass and high-pass fil-
ters. This usually paves way for a time–frequency 
multi-resolution analysis which can be used for 
identifying any sort of abrupt variations in elec-
trical parameters such as voltage, phase, current, 
and frequency. Here, Daubechies 4 (dB4) is used 
as the mother wavelet basis function for the fault 
detection analysis (Ukil & R. Živanović 2007). The 
signal is normally divided into a set of approxi-
mate (a) and detail (d) coefficients that represent 
the  low- and high-frequency bands, respectively. 
The decomposition is shown in Figure 1.

Denoting a voltage signal of the power system 
as V(t), the Continuous Wavelet Transform (CWT) 
can be expressed as:
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a

V t N
M

dt*( )V M N, ,M = ( )t ⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−∞

∞

∫1 Ψ  (1)

where M and N are dilation and translation param-
eters and Ψ is the wavelet basis function. Now, WT 
in discrete form is given by:
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where M and N are replaced by M m
0MM  and kM m

0MM ,  
and k and m are integers. The scaling function in 
one stage is expressed as the sum of that in the next 
stage, which is given by:
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Using the above equation, the original voltage 
signal can be written as [8]:
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where J0 is the coarse adjustment parameter in the 
scaling function. The detail and approximate coef-
ficients can be written as:
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2.2 Independent Component Analysis (ICA)

Independent Component Analysis (ICA) is an 
advanced or modified version of the Principal 
Component Analysis (PCA). It uses high-order 
statistical analysis-based de-correlation for the 
source input signal and provides important infor-
mation regarding the presence of irregularities. 
In the ICA, the input data is modeled as linear 
coefficients that are mutually independent of  each 
other. Based on the blind source separation algo-
rithm, it can efficiently and accurately transform 
the input voltage signal into mutually and statis-
tically independent components, thereby helping 
the detection process (Hyvärinen et al. 2001, Pöy-
hönen et al. 2003, Lopez et al. 2011 & Dubey et al. 
2011).

The mutual information is nothing but the indi-
vidual independency measurement of the input 
signal, and its entropy is Gaussian in nature which 
can be written as:Figure 1. Wavelet decomposition tree.
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J h h( )y = ( )vgaussian − ( )v  (7)

Differential entropy H of an input signal y with 
density pv ( )η  is given by:

h p dvph( )v = − ( ) ( )∫p pvp)) ( )) ηl  (8)

Here, the negentropy is estimated based on the 
estimation of probability functions of input sig-
nals. The negentropy can then be expressed as:
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where e is the statistical expectation and G is a 
non-quadratic factor. For n linear mixtures taken 
as x1, x2, … xn for n independent components, we 
can express:

x a s a s jj na a a n= +a sa + +sss 2ss F ll  (10)

where xj is a random mixture and sk is a random 
independent variable. Assuming x as the random 
vector with elements x1, x2, … xn and s as the ran-
dom vector with elements s1, s2, … sn, if  A is the 
matrix having elements aij, we can take column vec-
tors xT as the transpose of x. Then, we can write in 
matrix form as follows:

x As  (11)

where A is a column matrix of elements a j. Then, 
the model is expressed as:

x a s
i

n
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The ICA mathematical model is an iterative 
one, where the independent components are called 
latent variables. Here, the input mix matrix is con-
sidered to be unknown and the components si are 
statistically independent. Finally, once the matrix 
A is estimated, we can determine the inverse, W, 
and then evaluate the independent component by 
the following expression:

s WxWW  (13)

3 FAULT DETECTION METHODOLOGY

This section explains the fault detection methodol-
ogy for the grid-connected wind power system as 
follows:

 i.  A grid-connected wind power system is simu-
lated in MATLAB where different types of 

fault are created. The voltage signal is extracted 
at the PCC under faulty conditions. The signal 
is then passed through wavelet transform to 
carry out the time–frequency analysis for the 
identification of faulty situations.

 ii.  The voltage signal is processed to find the 
mean and de-correlation. This is the first level 
of processing.

 iii.  X data size is reduced and filtered for better 
data redundancy.

 iv.  The Principal Components (PC) of the input 
data are determined.

 v.  In this study, the independent components are 
calculated based on fixed-point iteration [12]–[15].

 vi.  The de-correlating matrix WfWW  and the inde-
pendent component Sf of the voltage signal are 
determined to generate a matrix xf.

vii.  Finally, the pre-fault signal is considered for con-
structing the matrix xn, which can be used to calcu-
late the performance index, and the fault is detected 
when the index is higher than a specified threshold 
value. The performance index is given by:

( )k =

( )normal ( )absolute ( )W x sf nWW x f( )kk ( )k ( )k

 (14)

4 SIMULATED RESULTS

This section discusses the detection results for a 
wind system connected to the grid. The power 
system is simulated in a MATLAB/Simulink envi-
ronment and the grid is of 230 kV, 50 Hz rating 
consisting of a thermal-based power plant. The 
grid-connected power system is shown in Figure 2 
and, here, the sampling frequency is taken as 2 kHz.

4.1 Fault detection using wavelet transform

The voltage signal at the Point of Common Cou-
pling (PCC) is taken offline under an AG fault. 
The signal is processed through WT that detects 
the fault event based on filtering through a set of 
low-pass and high-pass filters. The voltage sig-
nal with its detection result is shown in Figure 3. 

Figure 2. Grid-connected wind power system.
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Similarly, the detection result using the AB and 
ABCG faults is shown in Figure 4 and Figure 5, 
respectively. These results clearly show that WT 
detects the fault initiation event accurately. How-
ever, when the fault is cleared, as shown in the 
figures, the recovery to the normal waveform is not 
identified by wavelet transform.

4.2 Phase-to-ground fault detection using 
independent component analysis

A phase-to-ground fault is near to the point of 
common coupling and the corresponding voltage 
signal at the PCC is taken offline. Then, the index, 

as explained in the ICA section, is calculated 
under different operating conditions such as with-
out noise, with 20-dB noise, and under frequency 
variation conditions. The simulation of the per-
formance index obtained from the ICA is shown 
in Figure 6 (a). It can be seen that the fault initi-
ated at about 0.065 s is detected through a sudden 
increase in the index value. Before the occurrence 
of the fault, the index value is found to be almost 
zero. Once the fault occurs, the value increases 
suddenly, and if  we set a threshold value, then 
the fault can be detected. However, in this case, 
we have not set the threshold value, but rather 
assessed the faulty condition based on a sudden 
increase.

4.3 Phase-to-phase fault detection using 
independent component analysis

Here we consider a phase-to-phase fault that is 
near to the point of  common coupling and the 
corresponding voltage signal at the PCC. The 
index, as explained in the ICA section, is calcu-
lated under different operating conditions such 
as without noise, with 20-dB noise, and under 
frequency variation conditions. The simulation 
of the performance index obtained from the ICA 
is shown in Figure 6 (b). It can be seen that the 
fault initiated at about 0.065 s is detected through 
a sudden increase in the index value. Before the 
occurrence of the fault, the index value is found 
to be almost zero. Once the fault occurs, the value 

Figure 3. Detection of the phase-to-ground fault in the 
wind system connected to the grid (red, voltage signal; 
green, WT output).

Figure 4. Detection of the phase-to-phase fault in the 
wind system connected to the grid (red, voltage signal; 
green, WT output).

Figure 5. Detection of the three-phase-to-ground fault 
in the wind system connected to the grid (red, voltage 
signal; green, WT output).

Figure 6. Detection of (a) phase-to-ground fault and 
(b) phase-to-phase fault in the wind system connected to 
the grid.
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increases suddenly, and if  we set a threshold 
value, then the fault can be detected. However, in 
this case, we have not set the threshold value, but 
rather assessed the faulty condition based on a 
sudden increase.

4.4 Detection of fault disturbances using the 
Performance Index (PI)

This section describes the detection technique 
using a performance index called the energy con-
tent of the processed faulty signal. The voltage sig-
nal at the point of common coupling is extracted 
and processed through different signal process-
ing transforms such as Fourier Transform (FT), 
Short-Time Fourier Transform (STFT), and wave-
let transform. Then, the output waveform after 
processing is used to calculate the energy which is 
compared with a threshold value to determine the 
faulty or normal operating conditions in the power 
system. It can be observed that the proposed WT 
provides a higher energy value, so that a suitable 
threshold can be chosen to accurately detect the 
faulty conditions. The index in different cases is 
presented in Table 1.

5 CONCLUSIONS

This paper presents the detection of fault distur-
bances using wavelet transform and independent 
component analysis. Voltage signal extracted at the 
PCC was processed through the above techniques 
under different fault and operating scenarios. It 
was observed that WT detected the fault event very 
accurately. However, in some cases, it could not 
discriminate the disturbance condition because of 
noise or frequency variation. Therefore, the faults 
were accurately detected using ICA under all oper-
ating scenarios.
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Table 1. Energy content using FT, STFT, and WT.

Scenario

Energy content

FT STFT WT

AG Fault 1.3672 1.7863 2.1663
BG Fault 1.4525 2.2414 2.7352
CG Fault 1.3324 1.8367 2.6538
AB Fault 2.2341 2.3532 3.2514
BC Fault 2.6342 3.1230 3.8724
ABC Fault 3.1302 3.8225 4.2431
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Effect of ultrasonic pretreatment on the osmotic drying of ash gourd 
during Murabba processing
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ABSTRACT: This paper presents the effect of ultrasonic pretreatment on osmotic drying of ash gourd 
and its associated micro structural changes. The ash gourd cubes of dimensions 15 mm × 15 mm × 15 mm 
were subjected to ultrasonic (US) waves at a frequency of 1± kHzHH  for 0, 10, 20, and 30 min. Then, 
osmotic drying was carried out by immersing the samples in 50, 60 and  70°C Brix sugar solution at vari-
ous osmotic temperatures of 40°C, 50°C, and 60°C till equilibrium moisture contents are achieved in the 
samples. The microstructures of pretreated samples were examined using a scanning electron microscope. 
The results showed that an ultrasound pretreatment performed for more than 10 min had a positive effect 
on the mass exchange caused by osmotic drying. The creation of microchannels or the increase of tissue 
porosity in the samples was measured using ImageJ image processing software. Finally, the investigation 
showed that the ultrasound-assisted osmotic treatment prior to vacuum drying reduced the final drying 
time in the vacuum dryer by 47–70% and also reduced the total energy consumption by 56–63%.

1 INTRODUCTION

The ash gourd (Benincasa hispida), also called win-
ter melon or white gourd, was originally grown in 
Southeast Asia and is now widely grown in East Asia 
and South Asia as well. However, it is not as com-
monly used as a vegetable in India as other vegeta-
bles such as potato, eggplant, cauliflower, cabbage, 
okra, etc. Since it possesses several nutritive and 
medicinal properties, it has a huge scope for value 
addition. In India, ash gourds are commercially uti-
lized for manufacturing candy and wide varieties of 
sweet delicacies. One such product is called Murabba 
(Petha, in northern India). The Indian city of Agra 
(Uttar Pradesh) has become a renowned business 
center for the production of Murabba.

Traditionally, in the preparation of Murabba, 
ash gourds are processed in a series of steps: boil-
ing, peeling, deseeding, followed by boiling in sugar 
syrup with the addition of rose water or other 
natural flavouring substances. Thus, ash gourds 
undergo osmotic dehydration in sugar syrup to 
form Murabba. Osmotic drying is a widely used 
method to remove water partially from fruits and 
vegetables by immersion in a hypertonic solution. 
However, its long processing time severely affects 
the quality of the product and also increases the 
total energy consumption (Shi et al. 1995). So, 
Murabba preparation needs new innovations to 
overcome the long processing time. To increase 
the rate of water removal, a novel technology like 

ultrasonication can be introduced prior to osmotic 
drying (Carcel et al. 2007).

Ultrasound is a mechanical wave with a fre-
quency ranging from 20 kHz to 100 MHz that can 
propagate through a medium. The high-intensity 
and low-frequency ultrasound (called as power 
ultrasound) changes the physico-chemical proper-
ties of food products (Mulet et al. 2011, Zheng & 
Sun 2006). In solid-liquid systems, power ultra-
sound induces compression and expansion of the 
material, usually referred to as the sponge effect 
(Fernandes & Rodrigues 2007). It helps the flow of 
water out of the solid interface with simultaneous 
entry of the solute from the hypertonic solution. 
This effect creates microchannels that ease the 
moisture removal (Carcel et al. 2012).

The propagation of ultrasonic wave creates cavi-
tations in the liquid medium, where small bubbles 
form, grow, and collapse due to pressure fluctua-
tion (Mason 1998). Some cavitations that collapse 
asymmetrically when they are close to a solid sur-
face usually generate a micro jet that hits the solid 
surface producing an injection of the fluid inside 
the solid and affecting the mass transfer (Carcel 
et al. 2012, Rastogi 2011). The occurrence of micro 
agitation at the solid-liquid interface due to ultra-
sonic wave enhances the mass transfer rate by a 
reduction of the solid diffusion boundary layer 
thickness (Mulet et al. 2011).

In recent years, ultrasonic pretreatments have 
been widely performed on fruits like melons, 
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sapota, pineapples, papaya, strawberries, guavas 
(Fernandes et al. 2008a, b, c, Garcia-Noguera 
et al. 2010, Oliveira et al. 2011, Kek et al. 2013), etc. 
The results show that ultrasound has a significant 
effect on both water and solute transport. Accord-
ing to Shamaei et al. (2011), a low-frequency (i.e., 
35 kHz) ultrasonic pretreatment during osmotic 
drying of cranberries was highly encouraging in 
removing water, decreasing hardness, and retain-
ing color. Our present study attempts to evaluate 
the performance of Osmotic Drying (OD) of ash 
gourd coupling with low-frequency ultrasonic pre-
treatment. The micro structural changes associated 
with ultrasonic treatment was evaluated through 
image processing software and then linked with 
OD performance.

2 MATERIALS AND METHODS

2.1 Materials

Ash gourds (Benincasa hispida) of homogeneous 
sizes procured from Indian local markets were used 
as raw materials in the experiments. The samples 
were stored at a refrigerated temperature of 4 ± 
1°C prior to the experiments. Prior to processing, 
the ash gourds were peeled using a hand peeler and 
then cut into 15 mm × 15 mm × 15 mm cubes using 
a knife.

2.2 Experimental procedure

2.2.1 Ultrasonic (US) pretreatment
The cubic samples of ash gourd were subjected 
to ultrasonic waves in a US water bath at a fre-
quency of 30 1± kHzHH  for 10, 20, and 30 min. The 
instrument that was used to generate ultrasound 
(Rivotek Ultrasonicator) had the internal dimen-
sion of 150 mm × 100 mm ×  100 mm. To avoid 
any flow out of the samples, the cubes were placed 
next to each other and covered with a net (Fig. 1). 
The pretreatment was carried out at a room tem-
perature of about 27°C. After the treatment, the 
cubes were blotted with filter paper and taken for 
osmotic treatment.

2.2.2 Osmotic Drying
Osmotic Drying (OD) was carried out by immers-
ing the ultrasonic pretreated ash gourd samples in 
50°, 60°, and 70° Brix sugar solutions at osmotic 
temperature of 40°, 50°, and 60°C for a desired 
length of time. The desired concentrations of the 
sugar solutions were checked by using a refrac-
tometer. The osmotic solution to sample ratio 
was maintained at 6:1 (v/v). The osmotic tempera-
ture was controlled in a serological bath. The ini-
tial weights of samples were taken using a digital 

weighing machine. The weighted samples were 
added to the sugar solution in a beaker. Then, the 
beaker was immersed in the serological bath at a 
particular temperature. The samples were removed 
from the solution at intervals of 15 min to monitor 
the moisture loss and solid gain of samples with 
the osmotic treatment time. The sample pieces that 
were removed from the solution at the end of the 
osmosis period were immediately placed on the 
blotting paper to remove the surface moisture. 
Then, those pieces were weighed using a digital 
weighing machine. To get oven-dried samples, the 
samples were placed in a hot oven dryer at 105°C 
for 24 hours.

Osmotic dehydration is a combination of simul-
taneous water and solute diffusion process, which 
occurs countercurrently. The Water Loss (WL) 
and Solute Gain (SG) associated with OD for each 
sample was determined according to the procedure 
described by Panagiotou et al. (1999) and Sahoo 
et al. (2007).

WL
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where Mi, Ms, Mot, and Mos are initial mass of the 
sample, oven-dried mass of the fresh sample, mass 
of the osmotically treated sample after time t, and 
oven-dried mass of the osmotically treated sample 
after time t, respectively.

Calculation of the apparent mass Diffusivity of 
water (Dw) and that of the soluble solid (Dss) fol-
lows Fick’s second law, which has been expressed 
for cubical configuration (Matusek et al. 2008) as 
shown below:

Figure 1. Schematic diagram of the experimental set up 
for indirect sonication: 1) ultrasound generator, 2) trans-
ducer, 3) stainless steel bath filled with water, 4) stainless 
steel container, 5) ash gourd sample cubes, and 6) lid.
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where xo, xt, and xe are the initial moisture content 
(dry basis), the moisture content at any time t (dry 
basis), and the equilibrium moisture content (dry 
basis), respectively. so, st, and se are the initial solu-
ble solid content (dry basis), the soluble solid con-
tent at any time t (dry basis), and the equilibrium 
soluble solid content (dry basis), respectively. Here, 
a is the geometric parameter of ash gourd cubes. 
Cn is expressed as

CnC
n

= +2 1
2 2

α+1α (α
( )qn+ +1 2 2qα α+ 22

)α  (5)

where qn is a non-zero positive root of the equation 
tan qn = –αqn. Here, α is the ratio of volume of the 
solution to that of the sample cubes.

As per the procedure described by Matusek 
et al. (2008), Dw and Dss can be calculated from the 
following equations:

Dw { }dd ( )r { }d d( )r ( )F⎡⎣ ⎤⎦⎤⎤

( )a
r r F/}  (6)

Dss { }d ( )rlogSr { }d dd ( )rr ( )FosF⎡⎣ ⎤⎦⎤⎤

( )a
/}dt

 (7)

where the Fourier numbers for moisture and sol-
ute diffusion are calculated as Fow = Dwt(3/a2) and 
Fos = Dsst(3/a2), respectively.

2.2.3 Scanning Electron Microscopy (SEM) 
analysis

For microstructural study, the ultrasound-treated 
and osmo-dehydrated ash gourd tissues of a fine 
section were first frozen at 0°C. Then, the samples 
were treated with a formaldehyde solution (2% 
formaldehyde, 70% ethanol, 5% acetic acid) for 15 
min, dehydrated with ethanol (80%, 90%, and 99% 
each for 15 min), and finally vacuum dried for 2 h. 
The dried materials were mounted on SEM stubs 
and stored in desiccators with silica gel until fully 
dried before SEM imaging. Then, the samples were 
stored in desiccators with silica gel for at least 24 h 
to remove the remaining water. The glycerol-infil-
trated samples were mounted on SEM stubs with 
conductive glue and examined without metal coat-
ing. Micrographs of the samples were taken using 

the Field Emission SEM (FE-SEM Supra 55[Carl 
Zeiss, Germany]) instrument. The instrument was 
operated at an accelerating voltage of 30 kV. The 
process of imaging the micro porosity using SEM 
was as follows. First, the ash gourd samples were 
dehydrated in EM grade ethanol series consisting 
of 30, 50, 70, 80, 90, and 100% ethanol with an 
incubation time of 10 min. Then, the dehydrated 
samples were dried using the Critical Point Dry-
ing (CPD) unit. The sample was placed on an 
aluminum stub using a double-sided carbon tape 
and sputter coated with heavy metal, i.e., gold. 
Then, the samples were kept in the sample hold-
ing chamber of the SEM instrument and micro-
graphs of each sample at various magnifications 
were obtained.

2.2.4 SEM image analysis
The images (.TIFF format) from the SEM were 
analyzed using the ImageJ 1.48v software (Fig. 
2). Using the software, pore areas, i.e., the black 
areas of the image, were marked in a vector layer 
using polygon selection tool from the toolbar. 
Then, the area of the pores in pixel value was 
calculated using the Analyze>Measure command 
(ImageJ 1.48vUser Manual, 2011). The rectan-
gular marked area was also calculated using the 
Analyze>Measure command. The total pore area 
in that rectangular section was calculated by sum-
ming the pixel area of the pores. Then, the porosity 
of the cross section was determined by the ratio of 

Figure 2. Measurement of tissue porous space across a 
sectional area in an SEM image using ImageJ software: 
a) raw image loaded in ImageJ environment, b) pore 
areas in pixel value, and c) marking the pore areas with a 
polygon selection tool with a rectangular marked section.
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the pore area to total cross-sectional area of the 
rectangular marked section. In the same manner, 
more rectangular areas were marked on the same 
image and porosity of these rectangular areas were 
determined simultaneously. Then, the average 
porosity of that section was calculated.

2.2.5 Vacuum drying
After osmotic dehydration, the samples underwent 
final drying using a vacuum dryer (Simco Vacuum 
Tech.) at 54 kPa absolute pressure and 65°C tem-
perature until 25% moisture content (wet basis) 
was achieved.

3 RESULTS AND DISCUSSION

3.1 Solute Gain and Water Loss

During the osmotic drying of food samples, the 
Solute Gain (SG) and Water Loss (WL) are usu-
ally affected by the concentration and temperature 
of the osmotic solution but highly affected by the 
ultrasound pretreatment prior to osmotic dehydra-
tion. At a particular solution concentration, SG 
and WL increase as we increase the pretreatment 
time.

It is quite evident that the increase in the ultra-
sonication time prior to OD results in a significant 
increase in SG and WL in ash gourd cubes due 
to the formation of micro channels and increase 
in tissue porosity (Figs. 3 & 4). After 2 h of OD, 
the samples with 30 min ultrasonication have 
about 79% more solute gain and about 166% more 
water loss over the samples with 10 min ultra-
sonication. A similar result of ultrasound-assisted 
osmotic dehydration treatment on papaya has been 
reported by Fernandes et al. (2008b).

3.2 Microstructure of Murabba

Osmotic dehydration along with ultra sound as 
pretreatment is known to cause changes in the 

structure of plant tissue. Untreated tissue was 
characterized by a cell with uniform shape (Fig. 
5a).

Conversely, the cells in treated tissue were 
irregular shaped, distorted, and showed numerous 
breakdown of cell wall along with the formation 
of microchannels (Fig. 5b to Fig. 5d). The micro-
channels had an average diameter of 85–95 μmμμ . 
The alteration of cell structures caused by US were 
large when the longest ultrasound treatment time 
was applied. This finding is in accordance to those 
obtained by Fernandes & Rodrigues (2008c) and 
Fernandes et al. (2009) on melon and pineapple, 
respectively.

By analyzing the SEM images of ash gourd 
cubes with ImageJ software, we can see that with 
the increase of ultrasound treatment time, poros-
ity of the sample tissues increase. Porosity of the 
studied tissues was increased from 12.69% to 35% 
due to the application of 30 min power ultrasound 
(Fig. 6). The increase of SG and WL was due to 
the increase of porosity (Fig. 7). The porosity pro-

Figure 3. Solute gain profiles for osmotic drying of ash 
gourd in 70° Brix sugar solutions at 60°C for different 
ultrasonication time.

Figure 4. Water loss profiles for osmotic drying of ash 
gourd in 70° Brix sugar solutions at 60°C for different 
ultrasonication time.

Figure 5. Images of ash gourd tissue using Scanning 
Electron Microscope a) untreated, b) after 10 min US 
treatment, c) after 20 min US treatment, and d) after 30 
min US treatment with 15000X magnification showing 
pore areas marked with arrows.
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file with SG (R2 = 0.9988) and WL (R2 = 0.9152) 
shows a linear relationship. This is due to the fact 
that an increase in porosity reduces the resistance 
against mass diffusion.

3.3 Effect of ultrasound pretreatment on apparent 
mass diffusivity of water and solute

Ultrasound pretreatment increases the apparent 
mass diffusivity of water and solute. It affects the 
apparent mass diffusivity of water more than that 
of the solute at a particular process temperature 
(Fig. 8). It is possibly due to the molecular weight 
of sugar, which is higher than that of the water 
molecule. This is found to be similar to the results 
reported by Sahoo et al. (2007) and Rastogi et al. 
(2005).

3.4 Effect of ultrasonic pretreatment on final 
drying time and energy consumption

The vacuum drying time, total dehydration time, 
and energy consumption in final drying in terms 
of  electrical energy for dried Murabba are pre-
sented in Table 1. The application of  ultrasound 
pre-osmotic treatment prior to vacuum drying 
reduced the final drying time significantly by 
46.8–70% when compared to the drying time 
needed for the vacuum drying with osmotic 
dehydration without ultrasonic pretreatment. 
The lowest drying time was observed when the 
ultrasound was applied for 30 min with energy 
consumption at the final drying time of  0.27 
kW-h/kg dry initial mass. However, considering 
the total energy consumption, 20 min of  US pre-
treatment has given an optimum condition for 
the whole process with 1.33 kW-h/kg dry initial 
mass and effective porosity of  29%. This is simi-
lar to the results of  Kek et al. (2013) reported for 
the effect of  ultrasound treatment on convective 
drying of  guava slices.

Table 1. Effect of ultrasonic pretreatment on final drying time and energy consumption.

Process 
condition

MC of 
fresh 
sample

MC 
after 
OD

OD 
time

Avg.wt. 
of sample 
after OD

MC 
after 
vacuum 
drying

Vacuum 
drying 
time

Energy 
consumption 
in vacuum 
drying kW-h/kg
dry initial mass

Energy 
consumption 
in US kW-h/kg
dry initial mass

Total energy 
consumption 
kW-h/kg
dry initial 
mass

Total 
dry-
ing 
time

OD + 0 mins
US

91% 70% 4 h 14.4 g 25% 2.5 h 3.09 0 3.09 6.5 h

OD + 10 mins
US

91% 62% 4 h 14.5 g 25% 1.33 h 1.07 0.29 1.36 5.33 h

OD + 20 mins
US

91% 55% 4 h 14.1 g 25% 1 h 0.55 0.58 1.13 5 h

OD + 30 mins
US

91% 48% 4 h 14.2 g 25% 0.75 h 0.27 0.87 1.14 4.75 h

Figure 6. Effect of US treatment on porosity of the 
tissue.

Figure 7. Effect of porosity on Solid Gain (SG) and 
Water Loss (WL).

Figure 8. Effect of ultrasound pretreatment on appar-
ent mass diffusivity of water and solute.
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4 CONCLUSIONS

Ultrasonic pretreatment for 10–30 min prior to 
osmotic drying could enhance the drying perfor-
mance by reducing the total drying time by 47–70% 
compared to drying without ultrasonication. The 
total energy consumption in Murabba process-
ing (including vacuum drying and ultrasonica-
tion) reduced by 56–63% due to the application of 
power ultrasound to the ash gourd samples. The 
SEM images of ultrasonicated ash gourd samples 
were analyzed by ImageJ software. The creation 
of microchannels and tissue porosity enhanced 
the mass diffusivity of both water and solutes and 
consequently enhanced the drying performance 
during Murabba processing.
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ABSTRACT: In this paper, Piezoresistive Pressure Sensor (PPS) with four Polysilicon piezoresistors on 
Si3N4 diaphragm with improved sensitivity is successfully designed by using MEMS technology. Sensing 
is accomplished via deposited polysilicon resistors like metal resistors. The analytical model of PPS is 
optimized for the geometry and different aspect ratios of the diaphragm. The system output sensitivity of 
the PPS is evaluated here by interpreting the proper selection of the geometry of a thin Si3N4 diaphragm. 
The maximum deflection, maximum induced stress and highest sensitivity for this sensor are obtained for 
the diaphragm when aspect ratio is minimum. It is found that sensitivity of the sensor is influenced more 
powerfully by diaphragm thickness. The applied pressure range is considered from 5 kPa to 40 kPa related 
to the equivalent minimum and maximum measurable blood pressure of human body.

1 INTRODUCTION

In the industrial applications, the pressure sensor 
is one of the most consumable and most widely 
used devices in the field of sensing. The pressure 
sensor has gained popularity in biomedical, auto-
motive and avionics Industries (Eaton & Smith 
1997). In the present work, modeling of piezore-
sistive MEMS based pressure sensors having both 
the Square and Rectangular diaphragms have been 
done using the analytical models through their best 
fitting to match with simulation results.

In this paper, the mechanical properties of Si3N4 
are first highlighted to illustrate that Si3N4 is one of 
the important materials for realizing MEMS struc-
tures and then to develop a piezoresistive Pressure 
sensor followed by a parametric analysis of differ-
ent effects on this sensor, optimizing mechanical 
and physical components with accuracies down 
to micron level. The piezoresistive behavior of 
Polysilicon is larger than that of typical metal film 
structures and smaller than that of single-crystal 
resistors.

1.1 Material property of pressure sensor

Silicon Nitride (Si3N4) is used as diaphragm 
material and Polysilicon is used as piezoresistor 
materials.

1.2 Silicon nitride as a diaphragm

In this design, silicon nitride is considered as dia-
phragm material instead of bulk silicon. The main 
reason behind for considering as diaphragm is its 
high strength (yield strength i.e. 14 GPa) which can 
withstand the maximum load without braking the 
diaphragm (Chaun & Can 2010). At the same time, 
higher mechanical sensitivity which is governed by 
the mechanical dimension of the diaphragm can be 
achieved by reducing the diaphragm size.

1.3 Key silicon nitride properties

High strength over a wide temperature range
High fracture toughness
High hardness
Outstanding wear resistance, both impingement 
and frictional modes
Good thermal shock resistance
Good chemical resistance

1.4 Polysilicon as a piezoresistive material

To convert mechanical stress generated in dia-
phragm due to external load, into an electrical 
signal, polysilicon is used as the sensing elements 
which offers significant advantages i.e. high pie-
zoresistive coefficient, low hysteresis, long term 
stability (Liu et al. 2013).
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1.5 Design of piezoresistive pressure sensor

In silicon pressure sensors, diaphragm and piezore-
sistors are made from same material i.e. silicon dia-
phragm is made by anisotropic etching at the back 
side of the bulk silicon whereas piezoresistors are 
embedded into diaphragm at front side using diffu-
sion or ion implantation technique. In this paper, 
another family of diaphragm based pressure sen-
sors is proposed which is based on insulating dia-
phragm like silicon nitride (Lou et al. 2012). The 
material properties of the diaphragm and piezore-
sistors are given in Tables 1 and 2.

It mainly consists of  a diaphragm in which 
four piezoresistors are symmetrically placed on 
the four edges of  the diaphragm as shown in 
Figure 1. The piezo resistors are arranged in the 
form of  a Wheatstone bridge over the diaphragm 
to obtain the electrical output. The orientations 
of  the piezoresistors are such that the two are 
placed to sense stress in the direction of  their 
current axis and two are built to sense stress per-
pendicular to their current flow. When there is no 
applied pressure the bridge will be in balanced 
condition and there will not be any variations in 
the resistance values and hence output voltage 
will be zero. When an external pressure is applied 
there will be some deflection (deformation) in the 
diaphragm. As the diaphragm deforms there will 

be strain produced on the diaphragm as well as 
on the piezo resistors. As a result the resistance 
of  the piezo elements will change and the bridge 
is unbalanced. The unbalanced bridge results in 
an output voltage which is proportional to the 
applied pressure (Nisanth et al. 2014). Figure 1 
shows the top view of  a diaphragm piezoresistive 
pressure sensor in which R1 and R3 are longitu-
dinal and R2 and R4 are transverse piezoresis-
tors forming a Wheatstone bridge further, the 
longitudinal and transverse stresses both act on 
each resistor, i.e., if  a resistor experiences a stress 
σ l length wise then it must also be subjected to a 
stress ν * σ l along its width and vice versa, where 
ν is the Poisson’s ratio.

2 SENSOR DESIGN

The piezoresistive effect is given by

Δ Δ
R

= +ρΔ
ρ

ε1( )+ ν1 2  (1)

where ρ  is the resistivity of  the piezoresistor, ρ  
depends on the doping concentration of the pie-
zoresistors, ν is the Poisson’s ratio and ε  is the 
mechanical strain induced in the diaphragm.

The first part of the left hand side of equation 
1 describes the piezoresistive effect and the second 
part defines the geometric effect. For piezoresistive 
materials like polysilicon, the piezoresistive effect 
dominates over geometric effect, so the second 
part of Equation 1 is neglected and the linear pie-
zoresistive effect is stated by the superposition of 
the longitudinal and the transverse piezoresistive 

Table 1. Material properties of diaphragm.

Material property Diaphragm

Material Silicon Nitride (Si3N4)
Young Modulus (GPa) 250
Poisson’s Ratio 0.28
Density (gm/cm3) 3.1
Electrical Resistivity (Ω-cm) 2.500
Specific Heat (J/g/°C) 0.710
Thermal Condition (W/cm/°C) 1.5

Table 2. Material properties of piezoresistor.

Material property Piezoresistor

Material Polysilicon
Young Modulus (GPa) 160
Poisson’s Ratio 0.23
Density (gm/cm3) 2.3
Electrical Resistivity (Ω-cm) 5 × 10−5

Specific Heat (J/g/°C) 0.710
Thermal Cond. (W/cm/°C) 1.5
Piezoresistive Co-efficient (Pa−1) π11 = 6.6 × 10−11

π12 = −1.1 × 10−11

π44 = 138.1 × 10−11

Figure 1. Top view of conventional diaphragm piezore-
sistive pressure sensor.
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effect with the stress components σl in longitudinal 
and σt in transverse direction.

Δ ΔρΔ
ρ

π π σ= = ⋅ +σR
R l lπ σπ σ t tπ σπ  (2)

where, π l and πt refers to longitudinal and trans-
verse piezoresistive coefficient, σl and σt refers 
to longitudinal and transverse stress, ρ  refers 
to resistivity of  the material and usually given 
in Ω cm, ΔρΔ  refers to change in resistivity of  a 
piezoresistor.

The effective value for the longitudinal piezore-
sistive coefficient and the transverse piezoresistive 
coefficient can be calculated from the piezoresist-
ive coefficient tensor πij. Here π is the piezoresistive 
coefficient which depends on temperature, doping 
concentration and band structure (Kanda 1982). 
πl is the longitudinal piezoresistive coefficient and 
πt is referred to as the transverse coefficient which 
can be expressed in terms of the basic piezoresis-
tive coefficients π11, π12, and π44.

π

π π π π π π
π π π π π π
π π π π π π

ij =

11ππ 21π 31ππ 41π 51ππ 61π

12ππ 22π 32ππ 42π 52ππ 62π

13ππ 23π 33ππ 43π 53ππ 63π
π πππ π π π π
π π π π π π
π π π π π π

14ππππ 24π 34ππ 44π 54ππ 64π

15ππ 25π 35ππ 45π 55ππ 65π
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For anisotropic material, the number of inde-
pendent components can be reduced due to sym-
metry effect. For example, in single-crystal silicon, 
there are only 12 non-zero coefficients instead of 
36. Due to the cubic crystal symmetry, only three 
of them are independent those are π11, π12, and π44.

For isotropic material, the number of independ-
ent components can be reduced to only two. The 
longitudinal and transverse piezoresistance coeffi-
cients of this sensor are:

π lππ 1
2 11 12 44( )π π π+π +11ππ 12ππ 44π  (4)

π tππ 1
2 11 12 44( )π π π+π11ππ 12ππ 44π  (5)

The effective values for the longitudinal piezore-
sistive coefficient (πl) and the transverse piezore-
sistive coefficient (πt) can be calculated from the 
piezoresistive coefficient tensor πij.

The change of resistance reflects into a variation 
in the output voltage of the Wheatstone Bridge as 
given by the following Equation 6

Δ Δ Δ Δ ΔV
V

R
R R

R
R

R
R

= − + −
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2

2RR
3RR

3RR
4R

4R
 (6)

2.1 Stress-strain relations

For linear elastic, isotropy and plane stress con-
ditions (σ z = τ yz = τzx = 0) stress-strain relations 
can be stated in the matrix form (Timoshenko & 
Krieger 1959)
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2.2 Kirchhoff Plate theory

Since the diaphragm thickness is very small like 
thin plate, Kirchhoff’s Plate theory is applicable 
here. Transverse shear deformation is prohibited 
(Figure 2), and the resulting expression is given by
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z is any arbitrary value from neutral axis in 
z- direction (z = ±h/2). Thus the moment-curvature 
relations for a homogeneous and isotropic Kirch-
hoff plate are,
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where,

D Eh=
3

212( )− 21 22
 (10)

D is called flexural rigidity and analogous to flex-
ural stiffness EI and h is the thickness of the dia-
phragm (Co et al. 2007). The Figure 2 shows the 
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different Moments under the lateral force on dif-
ferential element.

The state of deformation and stress throughout 
a Kirchhoff plate are completely described by a 
single field, namely lateral deflection w = w(x, y) 
of the mid-surface (Shaby 2015). The differential 
equation of the deflection surface following the 
equilibrium equation is given by,

∂
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+ ∂
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=
4

4

4

2∂

4

4
2w
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x y∂∂
w
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P
D

 (11)

For built-in edges and uniformly distributed 
load, the deflection is given by (Timoshenko & 
Krieger 1959)
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where,

α π
m

m bπ
a

=
2

 (13)

For rectangular plate with all edges built in 
under uniformly distributed load, the maximum 
deflection and moments are given by

w Pa
Dmax =α

4

 (14)

( ) P) ax m)) ax β1β 2  (15)

( )max P)max ay β2β 2  (16)

The Table 3 describes the values of α  and β  
for varying the ratios of lengths of larger side (b) to 
the smaller side (a) of the rectangular diaphragm.

The maximum induced stress on the square dia-
phragm is given by

σ max
max( )

= 6
2h

x or y  (17)

Therefore, considering the Parallel–Normal 
Combination of Piezoresistors, according to the 
specific diaphragm (Meng and Zhao 2016), the 
equation for differential output voltage has been 
changed to

ΔV
V

r
l t= 2

2( )r+1
( )+1 ( )l t−l max)( l σ)t  (18)

Sensitivity ‘S’ of  the sensor is given by,

S V
P

= Δ  (19)

3 PARAMETRIC STUDY

By MATLAB programming, the sensor simulates 
the results for diaphragm deflection and induced 
stress for the applied pressure range from 5 kPa 
(equivalent blood pressure of 40 mm of Hg of 
human body) to 40 kPa (equivalent blood pressure 
of 300 mm of Hg of human body). The Figure 3 
shows that the four Si3N4 Square diaphragms hav-
ing same cross sectional area but of different thick-
nesses deflect differently upon the application of 
same amount of pressure. From the analysis, it 
is seen that the diaphragm having comparatively 
smaller thickness shows maximum deflection. Out 
of four diaphragms, for the square diaphragm of 
length 400 μm and thickness of 4 μm shows maxi-
mum deflection about 1.2 μm for the maximum 
applied pressure of 40 kPa.

The Figure 4 shows the same analysis for the 
three Si3N4 Rectangular diaphragms having differ-
ent cross sectional area [(400 μm × 400 μm), (400 
μm × 480 μm), (400 μm × 560 μm)], it is concluded 
that with the increase of b/a ratio, the deflection on 
the diaphragm is increased for the application of 
the same applied pressure. The Figure 5 shows the 
stress profile for square diaphragms having same 

Table 3. Coefficients of α, β for varying b/a ratios.

a/b 1.0 1.2 1.4 1.6 1.8 ∞

α 0.00126 0.00172 0.00207 0.00230 0.00245 0.0026
β1 0.0513 0.0639 0.0726 0.0780 0.0812 0.0833
β2 0.0513 0.0554 0.0568 0.0571 0.0571 0.0571

Figure 2. Moments under the lateral force on differen-
tial element.
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cross sectional area but of different thicknesses. It 
is observed that the maximum stress induced for 
the maximum applied pressure for the diaphragm 
for which the ratio of its length to thickness is 
maximum or aspect ratio (thickness to length 
ratio) is minimum. It is evident from the stress pro-
file that the maximum stress induced for the dia-
phragm of length 400 μm and of thickness of 4 μm 
is about 120 GPa. The Figure 6 depicts that with 
the increase of b/a ratio of the diaphragms having 
same thickness, the induced stress is enhanced.

It is observed in Figure 7 that with the increase 
of b/a ratio of the diaphragms having same thick-
ness, the differential output voltage is increased 
which indicates for the diaphragm having smaller 
aspect ratio explores better output voltage.

From the simulation as shown in Figure 8, it 
is visualized that by changing silicon nitride dia-
phragm geometries, the diaphragm having larger 

Figure 3. Variation of maximum deflection with dif-
ferent thicknesses of square diaphragm with the applied 
pressure.

Figure 4. Variation of maximum deflection with differ-
ent b/a ratio of the diaphragm with the applied pressure.

Figure 5. Plot of maximum induced stress on the dia-
phragm vs. applied pressure.

Figure 6. Plot of maximum induced stress on the dia-
phragm vs. applied pressure for different b/a ratio.

Figure 7. Variation of output voltage with different b/a 
ratio of diaphragm with the applied pressure.
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that using larger “b/a” ratio, Si3N4 diaphragm gives 
much better response with respect to others, so it 
can be treated as a highly sensitive piezoresistive 
micro pressure sensor.
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Figure 8. Variation of output sensitivity with different 
b/a ratio of diaphragm with the diaphragm thicknesses.

‘b/a’ ratio with the piezoresistors placed at the 
center of the edges of each side reflects compara-
tively better sensitivity, the sensitivity decreases 
with the increase of thickness of the respective 
diaphragm.

4 CONCLUSION

Finally, the investigations using MATLAB pro-
gramming clearly indicates the outcome of using 
of different diaphragm dimensions and the posi-
tion of piezoresistors. The maximum stress was 
induced at the centre of the edges of the diaphragm 
and accordingly the piezoresistors were placed to 
obtain maximum sensitivity. The diaphragm hav-
ing same area and comparatively smaller thickness 
showed maximum deflection. The induced stress 
was found highest with the maximum applied 
pressure where the aspect ratio of the diaphragm 
is minimum. Out of the various diaphragm thick-
nesses used here, it was optimized that the dia-
phragm having smaller aspect ratio can be used 
as highly sensitive pressure sensor. It was depicted 
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ABSTRACT: The proposed scheme is aimed at making vehicle driving safer by preventing accidents 
occurring because of drunken driving. The driver’s condition in real time is monitored and a scheme 
is proposed for the detection of Blood Alcohol Content (BAC) using alcohol detector connected to 
ARDUINO-based controller. The system senses the level of BAC and if  that level crosses a permissible 
limit, the vehicle ignition system will fail to start until the level of BAC decreases to its permissible limits. 
Until the driver is unfit for driving, ignition of car will not take place. Thus, such a smart alcohol sen-
sor embedded in the car ignition system can prevent such accidents occurring because of drunken driv-
ing. The system implemented here is a simple yet cost-effective method for such an automobile ignition 
controller.

1 INTRODUCTION

India had earned the dubious distinction of having 
more number of fatalities due to road accidents in 
the world. Road safety is emerging as a major social 
concern around the world, especially in India. 
Drunken driving is already a serious public health 
problem, which is likely to emerge as one of the 
most significant problems in the near future [Fell, 
Beirness, Vons, Smith, Jonah, Maxwell, Price, & 
Hedlund (2016), Ferguson (2012)]. The system 
implemented here aims at reducing the number of 
road accidents due to drunken driving in the future 
[Ferguson (2012), Bareness & Marques (2010)].

The main aim of this paper is to design an elec-
tronic system for implementing an efficient alcohol 
detection system that will be useful to avoid acci-
dents. The system determines the blood alcohol 
content of the drunken driver and immediately 
locks the engine of the vehicle. Hence, the imple-
mentation of such a system shall reduce the quan-
tum of road accidents and fatalities due to drunken 
driving in future [Radun, Ohisalo, Rajalin, Radun, 
Wahde, & Lajunen, (2014), Azzazy, Chau, Wu, 
Tanbun-Ek (1995)]. Thus, there is an urgent need 
for an effective system to check drunken drivers 
[Azzazy, Chau, Wu, Tanbun-Ek (1995). Although 
there are laws to punish drunken drivers, they can-
not be fully implemented because of the logistical 

limitations of manpower for checking each and 
every car driver whether he/she is drunk or not. This 
can be a major reason for accidents [Azzazy, Chau, 
Wu, Tanbun-Ek (1995), Anund, Anstonson, & 
Ihlstrom, (2015), Lahausse & Fildes (2009)]. 
Therefore, in order to avoid such accidents, a 
proposed scheme based on ARDUINO-based 
controller is presented and implemented on the 
prototype developed in our laboratory. In this sys-
tem, a sensor circuit is used to detect the presence 
and level of alcohol consumed by the driver auto-
matically whenever he/she occupies the driver seat 
and tries to start the ignition system. This system 
is designed in such a way that when alcohol con-
centration is detected, an alarm is raised and the 
ignition of the car shall fail. The sensor senses the 
BAC accurately, and if  that level exceeds the per-
missible limits it sends a signal to the car ignition 
system to turn it off.

2 BAC AND ITS EFFECTS

Blood Alcohol Content (BAC) or blood alcohol 
concentration, which is actually blood ethanol 
concentration, is most commonly used as a meas-
ure of  alcohol intoxication for legal or medical 
diagnosis. Percentage of  ethanol in blood in units 
of  mass of  alcohol per volume of  blood or mass 
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of  alcohol per mass of  blood is actually a measure 
of  BAC, which varies between countries as stand-
ardized according to their specific conditions. 
For example, it is 0.1 in North America, 0.15 in 
Taiwan, and 0.02 in Portugal. For instance, BAC 
of  0.1 (0.1% or one tenth of  one percent) means 
that there are 0.10 g of  alcohol in every dL of 
blood.

To calculate the Estimated peak Blood Alco-
hol Concentration (EBAC), a variation, including 
drinking period in hours, of the Widmark formula 
was used.

The formula is:

EBAC = ( )S
( )BW Wt×

− ( )MR DP×MR
0 86(SD ×. (S86(SD ×

where 0.806 = a constant for body water in the 
blood (mean 80.6%); SD = number of standard 
drinks containing; 1.2 = factor to convert the 
amount in grams to Swedish standards set by the 
Swedish National Institute of Public Health; BW = 
body water constant; Wt = body weight (kg); MR = 
metabolism constant; DP = drinking period in 
hours. [link: http://www.wow.com/wiki/Excessive_
blood level of alcohol]

There are several factors, and they vary between 
male and female. That is, female has higher 
Metabolism Rate (MR) than male and higher per-
centage of  body fat than an average male. On the 
contrary, men are higher in average weight than 
women and others such as body water content. 
Therefore, such various parameters and variation 
in case to case has made the calculation of  BAC 
complicated and may lead to erroneous result if  
factors are considered correctly. For this reason, 
most calculations of  alcohol to body mass sim-
ply use the weight of  the individual, not the body 
water content.

Blood Alcohol Concentration (BAC) is expressed 
in various units in different parts of the world, but 
each is defined as either a mass of alcohol per vol-
ume of blood or a mass of alcohol per mass of 
blood, but never in volume-to-volume ratio.

The amount of alcohol measured on the breath 
is generally accepted as proportional to the amount 
of alcohol present in the blood at a rate of 1:2100. 
Although a variety of units are used throughout 
the world, many countries use the g/L unit, which 
does not create confusion as percentages do. 
Blood Alcohol Content is used to define the level 
of intoxication and provides a rough measure of 
impairment as it requires for the purpose of law 
enforcement. Although the degree of impairment 
may vary among individuals with the same blood 
alcohol content, it can be measured objectively and 
is therefore legally useful and difficult to contest in 
court.

3 SYSTEM CONTROL MECHANISM

The main parts of the system are: ARDUINO 
UNO WITH ATMEGA328 controller, MQ3 
Alcohol GAS sensor, and Relay SPDT 12 V, 5 A.

The MQ3 alcohol sensor circuit detects the alco-
hol level in the human breath and sends signal data 
to ARDUINO controller, which further controls 
the functioning of subsequent circuits. The sche-
matic diagram of MQ3 alcohol sensor is shown in 
Fig. 1.

If  the human breath contains alcohol, it will be 
detected by the alcohol sensor and its level is dis-
played on the LCD 16 × 2 displays.

The implementation of this work involves two 
portions: (a) hardware development and (b) soft-
ware development. In Fig. 2, the sensor compares 
the breath of the driver with the standard reference 
safe limit of alcohol and generates the equivalent 
analog signal. The sensor output signal is fed to the 

Figure 1. MQ3 sensor.

Figure 2. System block diagram.
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ARDUINO-based controller unit, where appro-
priate coding is done to control the output alarm 
devices connected to it. Car Ignition system is con-
nected through a relay to the controller unit, which 
disables the ignition when high alcohol content is 
sensed from the drunken driver and ensures safe 
operation of the scheme.

ARDUINO boards are able to read inputs—
light on a sensor, a finger on a button, or even a 
tweet—and turn it into an output—such as acti-
vating a motor, turning on an LED, or publish-
ing something online. ARDUINO runs on Mac, 
Windows, and Linux. The advantages of using 
ARDUINO boards are: relatively less expen-
sive than other microcontroller platforms, the 
ARDUINO software is published as open-source 
tools, and is available for extension by experienced 
programmers.

4 EXPERIMENTAL SETUP AND RESULTS

4.1 Circuit operation

Breath of  driver is taken as input to the MQ3 sen-
sor. This sensor produces analog electrical out-
put signal AOUT from the sensor board based 
on calibration resistance pot of  the MQ3 sensor. 
This analog signal is fed to the analog pin A0 of 
ARDUINO UNO ATMEGA 328. The value 
of  the analog signal depends on the calibration 

resistance of  MQ3 sensor as well as the alcohol 
content (ethanol) in the breath of  the tested per-
son. DOUT (digital output pin) of  the MQ3 sen-
sor board is connected to D8 pin of  ARDUINO. 
The DOUT will be set high when the AOUT value 
reaches the threshold value. This threshold value 
is set by the potentiometer of  the sensor board of 
MQ3. The analog signal in the ARDUINO trig-
gers the digital input/output pins 12 and 13. The 
threshold value is set by the user depending on 
the limit decided by the state police ARDUINO 
pins 12 and 13 are connected to buzzer and Sin-
gle Pole Double Throw (SPDT) relay, respectively. 
The buzzer acts as audio alarm, whereas the 12 
V SPDT switch performs the safety measures by 
disconnecting the vehicle ignition system in order 
to stop the vehicle. The vehicle ignition system is 
connected to the NC terminal of  SPDT relay the 
moment the relay receives signal from ARDUINO 
pin 13 via one transistor 2N2222. One protective 
diode is used across SPDT relay in order to pro-
tect the relay from transient voltage due to switch-
ing. This transistor is used to amplify the current 
(100 mA) flowing through coil. The coil of  relay 
would be energized to switch the contact to NO 
terminal and make the vehicle ignition system 
open-circuited. One LED is connected in series to 
the ARDUINO pin 13 to make sure the signal is 
passing from pin 13 to SPDT relay. LCD display 
is used to show the breath alcohol content amount 
by receiving the signal from ARDUINO pins 2, 
3, 4, and 5. LCD’s contrast is adjusted by using 
one potentiometer. One push button is used to 
make the ARDUINO reset by feeding the signal 
to ARDUINO pin 7. The whole control logic is 
embedded in the ATMEGA microcontroller chip, 
which is the core processor of  ARDUINO UNO 
ATMEGA 328. The control logic is written in C 
language and inserted in the microcontroller chip 
in the form of hexodes.

Figure 3. Circuit diagram.

Figure 4. Barchart.
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4.2 Results

With the increase of alcohol consumption by man-
ifold, Drink & Drive has reached an alarming state 
in India. Time has come up to say end to this dan-
gerously irresponsible course of action. Awareness 
campaigning, proper policing, and administrative 
steps to incorporate alcohol sensor-based ignition 
controller will definitely minimize the untoward 
accidents due to drunken driver. This work is 
aimed toward a cost-effective and simple embed-
ded technique to keep intoxicated driving at bay.
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ABSTRACT: In order to measure and control the linear motion of different objects or machineries, a 
contactless capacitive sensor is proposed in this preliminary study. In this paper, a proof of concept of 
this sensor’s design and performance is reported. In a traditional capacitive-type displacement sensor, the 
effect of two parallel plates’ effective overlap area or the distance between them is considered as a variable 
sensing parameter, where the dielectric medium between them is considered as constant. Moreover, in 
order to obtain the signal based on this parameter, any single plate should be moved along with the object 
motion. Thus, electrical connectivity with this movable plate may lead to a mechanical error. To overcome 
this difficulty, the proposed design presents a concept where the dielectric medium between the two plates 
is moved along with the object and the plates remain fixed. Thus, its movable sensing part is completely 
separated from the electrical interface. Therefore, it is immune to the mechanical error. Here, the linear 
displacement is sensed by the effect of the push–pull mechanism. This state-of-the-art design is composed 
of two parallel conductive plates and a single dielectric plate, thus forming two capacitors. Moreover, the 
differential output of these two capacitors shows good linearity and sensitivity in terms of capacitance. 
Furthermore, a simple signal processing circuit is used for converting this capacitance into analog volt-
age. By using a laboratory prototype, a sensitivity of 18 mv/mm and a nonlinearity of ±2.6% have been 
achieved for the linear displacement in the range of ±30 mm.

1 INTRODUCTION

In order to measure and control the linear dis-
placement of  moving objects such as actuator 
or valve stem and automated color spraying 
machine arm, a displacement sensor is used. Tra-
ditionally, a capacitive sensor, a Linear Variable 
Differential Transformer (LVDT), or an optical-
type Position Sensitive Device (PSD) is used for 
measuring this precise linear displacement. It can 
measure the displacement in the range of  a few 
micrometers to centimeters. For a small range 
of  measurement, a capacitive sensor is widely 
acceptable because of  its simple structure, non-
contact measurement, and absolute position 
measurement capability. However, its output lin-
earity is quite limited because of  the stray capaci-
tance and fringe effects (Shieh et al. 2001, Lányi 
et al. 1998). Alternatively, a laser interferometer 
and an optical encoder have the longest measure-
ment range and nanometer range of  accuracy. 
However, their cost is high and they have a com-
plex structure due to which they are poorly com-
patible with the measured object (Bobroff  1993, 
Eom et al. 2001, Yang et al. 2014).

In recent years, researchers have worked on 
the capacitive sensor (Ferri et al. 2015, Lee et al. 
2009, Zeng et al. 2015, Yu et al. 2015, Smith et al. 
2005, Ahn et al. 2008, Guo et al. 2016) to simplify 
its structure and improve its resolution and sensi-
tivity. Normally, the basic principle of this sensor 
is to change the effective overlap area by moving 
any one of the capacitor plates with very small 
distance between them. The sensitivity of this sen-
sor is drastically reduced because of a fringe effect 
around the edge of the plates. Thus, the resolu-
tion of this sensor counteracts with this problem. 
Thus, in order to improve the resolution of this 
sensor, the distance between the two plates should 
be reduced. However, it is difficult to reduce the 
distance in the range of micrometers because of 
the precision limit of the mechanical guide of the 
sensor. However, an interface cable between the 
plates and the processing unit may interrupt the 
movement of one plate, leading to a mechani-
cal error. To overcome these difficulties, Bai et al. 
(2016) introduced a design of a capacitive sensor, 
where a ground shield aluminum window moved 
in a forward or backward direction between two 
parallel plates. This sensor provides a differential 
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capacitive output based on the geometrical place-
ment of parallel plates and the window structure. 
In addition, Geroge et al. (2008) & Gasulla et al. 
(2003) developed a contactless capacitive sensor 
for measuring the angular position of the rotat-
ing object by using the movement of the dielectric 
medium between two annular parallel plates. This 
phenomenon also provides a differential output 
with respect to the angular position.

These prior embodiments are able to provide 
high resolution, linearity, and sensitivity. However, 
its geometrical shape and interfacing circuit are 
very complex.

In this paper, a simple but reliable capacitive 
sensor for linear displacement measurement is 
designed. In this proposed design, the capacitance 
of the sensor is changed with the linear displace-
ment of the dielectric material between two parallel 
plates. Here, a pair of parallel plates are arranged 
sequentially along the direction of the moving die-
lectric material. Thus, it is obvious that, during the 
displacement of the object, the dielectric material 
is moved accordingly due to the coupling between 
them. Consequently, the capacitance of these 
two parallel plates’ capacitor will be changed in a 
push–pull manner. Thus, in this design, electrical 
connectivity with the moving parts of the sensor 
is not required. Thus, it is free from any mechani-
cal error and more rigid compared with the prior 
design. In order to prove this concept, a prototype 
is designed, developed, and tested under labora-
tory conditions, where a satisfactory performance 
is achieved for linear displacement in the range of 
±30 mm.

2 DESIGN OF THE PROPOSED 
CAPACITIVE SENSOR

A schematic of the capacitive sensor is shown in 
Figure 1. The sensing part of this sensor is com-
posed of two elements: a pair of conductive par-
allel plates and a dielectric plate. Each conductive 
plate is fabricated over a copper sheet by using 
the PCB technology, where two plates are fab-
ricated laterally with a space of 5 mm. The geo-
metric shape of each plate is rectangular. In order 
to reduce the fringe effect and the stray capacitive 
effect, a 15 mm width guard ring is also fabricated 
between the two plates. The distance between the 
two parallel plates is only 7 mm. Thus, according 
to the conventional rule, the width of the guard 
ring is chosen as twice that of the distance. Here, 
a 2 mm-thick aluminum oxide plate (relative per-
mittivity 9) acts as a dielectric medium between 
two parallel plates. The size (60 mm × 10 mm) of 
the dielectric plate is selected according to the size 

of a single fabricated plate. In order to sense the 
displacement by the push–pull mechanism, the 
dielectric plate should be kept initially at the mid-
dle position of each plate. Thus, it is apparent that, 
during the transition of the dielectric plate coupled 
with an object sensor, it will be easy to measure 
the linear displacement in the range of ±30 mm in 
terms of capacitance.

3 METHOD OF APPROACH

From Figure 1 it is obvious that plates 1 and 2 form 
the parallel plate capacitor of C1 and similarly C2 
is formed between parallel plates 3 and 4. As the 
dielectric plate is moved forward and backward 
between the parallel plates, the capacitance of C1 
and C2 will be changed accordingly. To illustrate 
the variation of capacitance, a graphical model is 
implemented, as shown in Figure 2.

Assume that the length of C1, C2, and dielectric 
plates is L. The width of these plates is ‘w’. Thus, if  
the dielectric plate is present at the middle position 
of two capacitor plates, then it is obvious that the 
capacitors C1 and C2 will be separated individually 
into two equal parts. They are denoted as C1

′ and 
C1′ for capacitor C1, and C2′ and C2′′ for capacitor 
C2.

Therefore, the dielectric medium of one part 
will be air (ε0) and the other part will be aluminum 
(εr). Thus, the capacitance of each capacitor, C1 
and C2, can be expressed as:

C C C1CC +C1 1C CC+CC ′ ″C+  (1)

= ( )×
+ ( ) ×ε ε ε0 0( ) +ε εε ε××

d
− w
d

 (2)

Figure 1. Schematic of the proposed capacitive sensor.

(a) 

Plate I Plate 3 

Gurd 

(b) 
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= ( )× [ ]−[ ]+ ( )ε ε0 0( ) [ ]+ε ε××
d

×
d

 (3)

Likewise C C C, 2CC +C2 2CC CC+C ′ ″C+  (4)

C
d d2CC 0 0= ( )y wy w× [ ]r 1− + ( )L wε0 ε0  (5)

where ε0 is the permittivity of air and εr is the 
relative permittivity of the dielectric plate. The 
distance between the two plates is ‘d’. Moreover, 
the available length of the dielectric medium in 
each capacitor, C1 and C2, is described as x and 
y, respectively. Thus, the combination of x and y 
will describe the actual length (L) of the dielectric 
plate.

Now, it may be concluded from (3) and (5) that, 
if  the length of  the available dielectric medium 
between C1 and C2 is equal, then the value of 
the capacitance of  these two capacitors will also 
be equal accordingly. Furthermore, assume that 
the dielectric plate moves forward from C1 to C2, 
then during this transition, the relation between 
the available lengths of  the dielectric medium 
between these capacitor plates would be y x> . 
Thus, the capacitance of  the two capacitors will 
be changed by the relation C C2 1C CC C . Therefore, 
the variation of  the dielectric plate as well as 
the object may be determined by the difference 
between the two capacitance values. Therefore, it 
is confirmed that the capacitance of  any capaci-
tor will be maximum when the dielectric plates 
fully cover the entire area of  the correspond-
ing capacitor. Thus, it may be stated that the 
proposed sensor works according to the princi-
ple of  the push–pull phenomenon between two 
capacitors.

4 EXPERIMENTAL SETUP AND 
RESULT ANALYSIS

In this preliminary study, a prototype is developed 
and tested in laboratory condition to observe its 
static characteristic. During the experiment, a step-
per motor-driven mechanical slider is used for mov-
ing the dielectric plate between the parallel plates. 
In order to measure the precise displacement, a 1.50 

stepping angle-based motor is used so that the test 
rig is able to measure the smallest displacement of 
2 mm against the measured range of ±30 mm. The 
entire experimental observations are carried out 
by the gradual displacement of dielectric plates in 
either a forward or backward direction between the 
capacitive plates with a space of 2 mm.

In the first step, the static characteristic of 
the capacitive sensing unit is found by follow-
ing the linear displacement of the dielectric plate 
with the space of 2 mm. During this process, two 
digital LCR meters are used for measuring the 
capacitance value, and these are graphically plot-
ted against the linear displacement, as shown in 
Figure 3(a). Here, the capacitance value of C2 
increases and that of C1 decreases gradually due 
to the displacement of the dielectric plate towards 
C2. This phenomenon occurs in reverse order while 
this plate moves towards C1. Since the two capaci-
tor values are changed like a push–pull manner, the 
variation of displacement of the dielectric plate 
can be determined by the difference between the 
two capacitances. The plot of the variation of the 
resultant capacitance against the linear displace-
ment of the dielectric plate, illustrated in Figure 
3(b), shows a linear relation between these two 
parameters. Therefore, it agrees with the mathe-
matical approximation stated in (4) and (6), respec-
tively. In addition, an error curve for the measured 
range is plotted in Figure 3(c) by comparing the 
experimental data with the theoretical one.

In the second step, the variation of C1 and C2 
capacitances is converted into voltage by using 
the Signal Processing Circuit (SPC). In this cir-
cuit, an 8 kHZ triangular wave generator is used 
for stimulating one plate of this capacitor and the 
other plate receives this signal through the dielec-
tric medium. Finally, it is converted into a pulse 
wave due to the placement of the capacitor into 
a differentiator circuit. Then, by using a preci-
sion rectifier, zero, and span adjustment circuit, a 
measureable voltage limit can be found. This out-
put voltage is measured by a 4½ digit multimeter 
and the recorded data are plotted against the lin-
ear displacement of the dielectric plate; as shown 
in Figure 4(a).

Similar to a linear change in the capacitance 
of C1 and C2, the static characteristic of the 

Figure 2. Graphical model of the proposed push–pull 
parallel plate capacitor.

C"t 

Equivalent Circuit of Cl Capacitor 
When di-electric material stacked in parallel 
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Figure 4. (a) Variation of the SPC output voltage 
against the linear displacement of the dielectric plate. (b) 
Percentage deviation curve of the SPC output voltage, 
which is drawn after obtaining four repeated measure-
ment data.

Figure 3. (a) Variation of capacitance against linear 
displacement. (b) Difference between C1 and C2 capaci-
tances with respect to the displacement. (c) Measurement 
error in the capacitance value with respect to the theoreti-
cal value.

signal processing circuit is also found to be linear. 
Moreover, in order to verify its linearity, a percent-
age deviation curve from ideal linearity is plot-
ted in Figure 4(b), where the ideal linearity data 
are obtained from the best fit regression model. 

In addition, the sensitivity of 18 mV/mm is 
achieved by this experiment.

5 CONCLUSION

In this paper, a preliminary study of a contact-
less capacitive sensor has been reported. Owing to 
the geometrical shape of this sensor, it is mostly 
suitable for the measurement of linear displace-
ment of an object. Compared with the traditional 
capacitive-type linear displacement sensor, its 
sensing part is completely separated from the elec-
trical interface. Thus, it will not be affected by any 
mechanical error. Moreover, its design is very sim-
ple and well protected against the fringe and stray 
capacitance effects. Unlike the recently developed 
push–pull mechanism-based capacitive sensor, its 
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design is very reliable and requires a simple Sig-
nal Processing Circuit (SPC) to express its output 
in terms of analog voltage. A satisfactory perfor-
mance of this proposed sensor has been achieved 
by using a laboratory prototype.
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ABSTRACT: In this paper, a liquid-level measurement method is discussed by using a capacitive rotary 
sensor. The proposed arrangement consists of two parts: sensing module and signal processing circuit 
module. The sensing module composed of three segments: float arm, dielectric plate, and two copper 
plates. In this module, the float arm is mechanically connected to a dielectric plate, by which it can rotate 
in any direction due to variation in the liquid level in a tank. Then, two copper plates are arranged in 
parallel at either side of this plate, and due to the movement of the float arm, variation of capacitances 
was achieved by the tapping of the two plates. These capacitances are converted into voltage variation by 
using a signal processing circuit module, and through a universal serial bus, it is transmitted to a computer 
for analysis using the LabVIEW software. In this paper, a prototype of this method is designed to measure 
the liquid level in the range of 0 cm to 30 cm.

1 INTRODUCTION

Liquid-level measurement is one of the oldest 
process measurements techniques in any indus-
try. There are various well-recognized techniques 
available for liquid-level measurement, which are 
broadly classified into two groups: direct method 
and indirect method. In the direct method, tech-
niques such as gauge glass, float, and displacer are 
used. In the indirect method, the main techniques 
include capacitance, pressure sensing, ultrasonic, 
radiation absorption, and electrical conductivity. 
Indirect methods have some significant advantages 
in terms of characteristic properties over direct 
methods. In the direct method, the characteristic 
properties of sensing probes, such as float and dis-
placer, have changed with the change in the liquid 
level. Here, this situation arises due to the physical 
or chemical reaction between the liquid level and 
the sensing probe, and thus their life cycle is lim-
ited. For this reason, here we focus on one of the 
popular indirect methods.

Capacitance-type liquid-level measurement 
techniques have been proposed by different 
researchers. A non-contact capacitance-type level 
transducer for a conductive liquid was developed 
by Bera et al. (2006). They have used the conduct-
ing liquid column as one electrode and a non-

inductively wound short-circuited coil around a 
level-sensing cylinder made of an insulating mate-
rial as the other electrode. By using this technique, 
they found good linearity, resolution, and accu-
racy. However, owing to the use of conducting liq-
uid, a short circuit can occur between the circuit 
ground and the tank ground. To avoid this type of 
incident, a bridge circuit is introduced. This may 
increase the design complexity. In this context, 
Terzic, et al. (2010) introduced an artificial neural 
network approach to eliminate the effects of liquid 
slosh on the fluid-level measurement in an auto-
motive fuel tank under a dynamic condition using 
a single tube capacitive sensor. Another research 
work (Canbolat 2009) introduced a sensor module, 
which consists of three parallel plate capacitive 
sensors. Of these sensors, two are used to develop 
a novel liquid-level measurement technique that is 
independent of the liquid type, air, and fluid dielec-
tric constants in the tank. A microcontroller-based 
self-calibrating water-level measurement system 
based on an inter-digital capacitive sensor was pro-
posed by Chetpattananondh, et al. (2014). It con-
sists of a printed circuit board with configuration 
of two interpenetrating finger electrodes. Another 
research work conducted by Reverter, et al. (2007) 
was based on a remote grounded capacitive sen-
sor. Here, a conductive liquid (tap water) level 
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measurement system has been discussed. In addi-
tion, Bera, et al. (2014) designed a modified capac-
itance-type liquid-level transducer that eliminates 
the effect of self-inductance of the metallic sensing 
probe. They also found that this technique showed 
a good linearity. Within this field, another research 
work carried out by Biswas, et al. (2005) developed 
a finite element simulation program to predict the 
impedance behavior of a capacitive-type level sen-
sor. This prediction analysis is required due to the 
double-layered polarizable liquid medium. The 
above-discussed level-sensing methods have shown 
good output characteristics such as linearity, reso-
lution, and accuracy, but most of them have a very 
complex design and thus are cost-effective.

In this paper, we discuss a liquid-level measure-
ment technique that is non-contact type, simple in 
design, of low cost, and of low power consump-
tion by using a capacitive rotary sensor. Here, 
sensing embodiment consists of two parts: sens-
ing unit and signal processing unit. The sensing 
unit is composed of three segments: 1) float arm, 
2) dielectric material plate, and 3) two copper 
plates. In this sensing unit, the float arm is con-
nected to a dielectric material plate through a 
shaft, which is moved due to the variation in the 
liquid level. Two copper plates are fabricated by 
the PCB technology for using fixed capacitive 
plates. Then, the dielectric material plate rotates 
between two capacitive plates due to the move-
ment of the float arm that causes variations in the 
capacitance at the output. These capacitances are 
converted into voltage variation by using a simple 
signal conditioning circuit module, and through a 
universal serial bus, it is transmitted to a computer 
for analysis using the LabVIEW software. The pro-
posed preliminary study demonstrates a proof of 
concept of this sensor by using a prototype. This 
is followed by a representation of the rotary sen-
sor design, constructional details, the experimen-
tal investigation, and a series of discussion topics 
based on the experimental results.

2 ENCODER DESIGN AND METHOD 
DESCRIPTION

The main part of the proposed sensing unit is a 
capacitive rotary sensor, which consists of two 
half-circular copper plates (radius of each plate 
1.75 cm) called the stator and a half-circular dielec-
tric plate (material: aluminum oxide plate, radius 
1.75 cm) called the rotor, as shown in Figure 1.

The rotor plate is placed between the two stator 
plates, so that it can move freely by using a shaft 
through a concentric hole of the two stator plates. 
Each annular shape stator plate is fabricated by 
using the standard PCB technology. To eliminate 

the effects of stray capacitances, guard rings are 
also fabricated at the inner and outer surfaces of 
the stator plates by using the same technology, and 
the two stator plates are connected to the ground 
to keep them at the same potentials. Here, a float 
is mounted onto the wall of the tank, which is 
mechanically connected to a rotor plate. Then, the 
liquid level in a tank can be determined by measur-
ing the movement of the rotor plate and calculat-
ing some mathematical expressions.

Here, the movement of the rotor plate causes 
the variation in capacitance at the sensor out-
put. Therefore, the variation in the liquid level is 
directly proportional to the measured capacitance. 
To demonstrate the proof of this concept, a theo-
retical model is analyzed graphically, as shown in 
Figure 2.

At the initial condition, when the tank is empty, 
the half-circular rotor plate overlaps the half  seg-
ment of  two stator plates and makes a threshold 
capacitance at the output. Then, we assume that 
the liquid enters into the tank through the inlet 
port and the level of  the liquid is increased in the 
tank by an H distance. Consequently, we assume 
that the float arm rotates the rotor (dielectric 
plates) in the anti-clockwise direction due to the 
pivot-like mechanism between the shaft and the 
float arm. Therefore, this rotational movement 
increases the overlapped segmented area of  the 
two stator plates by the dielectric medium. This 
leads to an increase in the capacitance rather than 
the prior output.

Figure 1. (a) Half-circular stator plate with inner and 
outer guard rings. (b) Half-circular rotor plate. Both 
plates have the same diameter.
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From Figure 2, it can be seen that the overlapped 
segment area varies with the angular displacement 
of the rotor plate. Thus, we assume that, at the ini-
tial position, the rotor plate covers the two stator 
plates by an angle of θ and then due to the increase 
in the liquid level by H, it is displaced by an angle 
θ1 from the previous position. Consequently, the 
value of capacitance may be expressed as:

C C C
Total AiC r+C1CCC  (1)

Here, it is apparent that the present position of 
the rotor plate inside the two stator plates makes 
two separate capacitors: one capacitor (C1) having 
the dielectric medium of aluminum oxide (relative 
permittivity 9) and another one denoted as Cair 
having the dielectric medium of air. Therefore, it 
is obvious that the non-overlapping portion of the 
stator plate in which the air medium is present will 
be covered by the rotor plate as the liquid level in a 
tank increases accordingly. Thus, the total capaci-
tance at the output may be defined as:

C C C r
Total AiC r+C r ( ) + r ( )−1CCC 2 21

2
1
2

+ −  (2)

Now, it is apparent that the liquid level (H) in 
a tank rotates the float arm in the anti-clockwise 
direction under the stator by an angle θh. This rota-
tion of the float arm displaces the rotor plate in the 
same direction by an angle θ1.

Thus, it can be written as:

1θθ hθ  (3)

The liquid level can also be expressed as 
H R h−R ,  without considering the diameter of 
the float. The parameter R defines the length of 

the float arm and h the length between the liquid 
surface and the center of the disc; thus, it can be 
rewritten as:

h R hcosθh  

Therefore
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Finally, rearranging (3), (4), and (2), we obtain:
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 (5)

Now, all the parameters on the right-hand side 
of (5) are constant except the value of H. Thus, 
it can be concluded that when the tank becomes 
empty (i.e., H = 0), the value of θh as well as θ1 
will be equal to zero. At this stage, we will obtain 
an initial (threshold) capacitance value at the out-
put because of the presence of the rotor plate in 
the one half  segment of the stator plates and the 
remaining area is covered by air. Then, while the 
tank is filled with liquid (i.e., H = R), θ1 will have 
the maximum value, i.e., θ1 = θ. This means that a 
maximum capacitance value can be obtained at the 
output because of the presence of the rotor plate in 
the entire area of the stator plates. Similarly, θh will 
reach its maximum value (since θ1 = θ) when the 
tank is filled with liquid (i.e., H = R). Thus, it can 
be concluded that due to the variation in the liq-
uid level, the rotor plate will cover the entire area 
of the intermediate stator plates gradually and, 
consequently, the capacitance of the rotary sensor 
will show a linear characteristic. Furthermore, it is 
obvious that, in this model, the maximum meas-
ureable height of the liquid level depends only on 
the length of the float arm (R). Therefore, a proper 
selection of the length of the float arm is very 
important for any desired range of liquid-level 
measurement at various heights of the tank.

3 EXPERIMENTAL SETUP AND 
RESULT ANALYSIS

An experimental prototype is used in the labora-
tory to evaluate the sensing performance of the 
proposed design. This prototype is composed of 
a PVC tank (52 cm × 54 cm) having an inlet and 
outlet ports through which the liquid can enter 
inside and be sucked out easily as required from 

Figure 2. Cross-sectional view of the proposed method. 
Here, the dotted lines represent the changes in the fuel 
level, float movement, and shifting of the dielectric plate, 
respectively.

Capacitive plate Di-electric plate 

Liquid H Tank 



258

time to time, a float (diameter 10 cm; material: 
PVC), a float arm (length 30 cm; material: stainless 
steel), capacitive rotary sensor, a Signal Processing 
Circuit (SPC), and a PC-based 10-bit Data Log-
ger (DAL) unit. A graphical representation of the 
experimental setup is shown in Figure 3.

In this setup, the rotary sensor is mounted onto 
a tank wall and the dielectric plate is connected to 
a shaft through which it can rotate in any direction 
during the variation in the liquid level in a tank 
because of the buoyancy force exerted on the float. 
Here, a spherical-shaped float is used to ensure the 
effective contact between the float and the liquid 
surface. In addition, its diameter is set larger than 
the diameter of the capacitive disc. Thus, the liquid 
level cannot touch the capacitive rotary sensor at 
the maximum range.

Experimental observations are made only with 
water which was allowed to increase gradually in 
a tank until it reached the maximum limit (30 cm). 
Then, there is a vertically upward thrust on the 
float with the gradual increase in the fuel level and 
thus the rotor plate will rotate in the anti-clock-
wise direction because of the pivot-like mechanical 
arrangement between them. Consequently, there 
will be variations in capacitance at the output of 
the capacitive rotary sensor, and an equation can 
be used to calibrate the output of the capacitive 
rotary sensor due to an increase or decrease in the 
liquid level in the tank.

In the first step, static characteristics of the 
proposed rotary sensor are evaluated from three 
increasing and three decreasing modes of liq-
uid-level variation with a space of 2 cm. In each 
mode, the output capacitance of the rotary sensor 
is measured using a digital LCR meter at every 
step of the liquid level. These values are graphi-
cally plotted against the liquid level, as shown in 
Figure 4(a). Here, it can be seen that when the 

Figure 3. Block diagram representation of the pro-
posed system.

Figure 4. Static characteristic graph of the proposed 
rotary sensor: (a) rotary sensor response curve; (b) per-
centage deviation of rotary sensor linearity; and (c) 
standard deviation curve of the rotary sensor output for 
six repeated measurements.

liquid level is increased gradually in the tank, 
the output capacitance of the rotary sensor also 
increases or decreases accordingly while the liquid 
level decreases gradually. Therefore, it is consist-
ent with the mathematical approximation as stated 
in (5). Although a linear change in capacitance is 
observed within the range of 0–30 cm, the sensitiv-
ity of the proposed sensor does not vary through-
out the measuring range, which is determined as 
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0.01 pF/cm. In addition, the percentage deviation 
from ideal linearity is calculated for each data 
using (2) and the corresponding percentage devia-
tion curve of the rotary sensor output is drawn 
against the liquid level, as shown in Figure 4(b). It 
can be seen from Figure 4(b) that the nonlinearity 
is in the range of ±2%. Similarly, a standard devia-
tion curve is also drawn using the above data, as 
shown in Figure 4(c). It is plotted by the values of 
the standard deviation of each mode against the 
liquid level.

Next, the output of the rotary sensor, i.e., 
capacitance, is converted into voltage variation by 
a Signal Processing Circuit (SPC). This is followed 
by two steps of conversion: first, a capacitance 
to voltage converter circuit is used for obtaining 
a voltage variation in the range of 5.6 volt to 8.1 
volt. Here, in order to measure small values of 
capacitance, the SPC is directly connected to the 
capacitance plate. Thus, the stray capacitance 
effect of the interface cable can be optimized. In 
addition, the SPC circuit having a high-frequency 
impedance amplifier is used for converting small 
variations in capacitance into voltage. The digi-
tized data of these voltages are gradually stored 
in the hard drive of the PC using a 10-bit DAL, 
as shown in Figure 3. From this data, a real-time 
liquid-level monitoring software can be developed 
in the LabVIEW platform.

From Figure 5(a), it is obvious that the output 
voltage of the SPC unit is mostly linear. Therefore, 
by using this response curve, the sensitivity of the 
proposed system is determined, which is important 
for a transducer to indicate its maximum observable 
response per unit change in input stimulus. Since 
Figure 5(a) shows a straight line curve, it can be eas-
ily concluded that the sensitivity of that system does 
not vary in different zones of the entire measuring 
range. Here, we obtain a sensitivity of 120 mV/cm. 
To observe the linearity of the SPC unit, a percent-
age deviation curve from ideal linearity is drawn in 
Figure 5(b), which shows that the non-linearity is 
in the range of ±1%. A standard deviation curve is 
also drawn using this data, as shown in Figure 5(c). 
It is plotted by the values of the standard deviation 
of each mode against the liquid level. In the final 
step, the output of the SPC unit is connected to a 
10-bit ADC to digitize this analog voltage, which is 
built on a DAL board. Thus, a maximum of 1024 
numbers of input voltage levels can be sampled by 
the ADC. Therefore, by using this ADC, resolu-
tion of the proposed system is found as 0.04 cm/bit. 
From this, digitized data can be stored in the hard 
drive of the PC using an RS232 port; a LabVIEW 
software-based program is implemented to contin-
uously monitor and record the fuel level in a tank. 
This software can display a minimum variation in 
the liquid level of 0.4 mm.

Figure 5. Static characteristic curve of a Signal Process-
ing Circuit (SPC): (a) SPC output characteristic curve; 
(b) percentage deviation of SPC output linearity; and 
(c) standard deviation curve of the SPC output for six 
repeated measurements.

4 DISCUSSION

In this study, a capacitive rotary sensor has been 
proposed, designed, and realized for the meas-
urement of the liquid level in the range of 0–30 
cm. Here, the capacitive rotary sensor acts as a 
liquid level sensor, which is completely separated 
from the measuring liquid by the mechanical type 
of arrangement and fully enclosed by housing. 
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Hence, it will not be affected by liquid proper-
ties and the liquid itself. Moreover, sensitivity of 
the proposed sensor is independent of moisture 
and dust. Moreover, its static characteristic does 
not vary by increasing the measured level length, 
showing satisfactory performances in terms of 
linearity, sensitivity, and resolution. This meas-
urement procedure is very simple due to its sim-
ple design, which is advantageous over the prior 
design (Bera 2006, Terzic 2010 & Canbolat 2009). 
In addition, the manufacturing cost of this embod-
iment (designed for the laboratory purpose only) 
is very low when compared with the prior design 
(Chetpattananondh 2014). The cost of the water 
level electrode with a signal conditioning circuit is 
$10/feet in the prior design. However, the proposed 
prototype manufacturing cost is just approxi-
mately $3. Both showed satisfactory performance 
of the output.

In this preliminary work, only one type of liq-
uid has been considered during the experiments, 
but this methodology is applicable to any type of 
liquid, where the effect of the buoyancy force can 
be optimized by proper calibration of the SPC 
unit. Moreover, it will not be affected by small 
amplitudes of the liquid surface sloshing and 
tilt caused by vibration. During the experiments, 
sloshing occurred at the fuel surface, when the liq-
uid entered into the tank through an inlet port. In 
order to optimize the error in the monitoring level 
due to sloshing, a software-based approach has 
been considered. Here, the uneven change in the 
voltage level within a least significant time instant 
is not considered in LabVIEW programming. 
However, if  this scenario occurred for a long time, 
then it computed the moving average data of the 
level and displayed via an indicator showing the 
presence of very high sloshing at the liquid surface. 

It is possible for fluid-level measurements because 
this process response is too slow. However, it is not 
suitable for a high-amplitude liquid sloshing envi-
ronment like airborne application. The proposed 
method can measure the level in the range of a few 
millimeters to centimeters and the selected range 
is suitable for real-world applications such as a 
vehicle fuel storage tank, underground fuel tank, 
etc. However, the measured length can also be 
improved by modifying its float arm’s length and 
encoded disc diameter.
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ABSTRACT: Electrical Impedance Spectroscopy (EIS) has been used to study the impedance variation 
in cucumber during its storage over a wide range of signal frequencies. The electrical impedance meas-
urement of biological tissues is generally conducted either with a two electrode method or four electrode 
method. The objective of the research is to perform impedance measurement on cucumber during stor-
age using 2-electrode and 4-electrode method and to compare variation in impedance between these two 
methods. The experimental results show that impedance measurement performed on cucumber by four 
electrode method gives better results in terms of modulus of impedance and impedance phase angle as 
compared to two electrode method. It is observed that the problem of electrode impedance associated 
with two electrode method is eliminated in four electrode method.

1 INTRODUCTION

Electrical Impedance Spectroscopy (EIS) (Sammer 
et al. 2014, Birgersson et al. 2012) as a non-invasive 
method has been widely used to study the electrical 
properties of biological materials especially fruits 
and vegetables (Keshtkar, 2007, Jose et al. 2014, 
Bera et al. 2014, Bera & Nagaraju, 2011, Bera, 
2014, Bera et al. 2016, Rothlingshofer et al. 2011). 
Fruits and vegetables are made up of biological 
cells which has complex bioelectrical impedance 
depending on the stimulus used for impedance 
measurement. A low amplitude alternating current 
(Jesus et al. 2008) signal is applied to measure the 
potential difference developed between different 
parts of the biological tissue (Gomez et al. 2012) 
and it is then used for impedance calculation using 
Ohms law. The stimulus signal is applied through 
the surface electrodes attached to the biological 
material. Surface electrodes are necessary in EIS 
in order to make electrical contact with the bio-
logical material under study. Therefore, an appro-
priate electrode array is required to be chosen for 

successful electrical impedance analysis (Li G & 
Peng M, 2013) Silver-silver chloride (Ag/AgCl) 
electrodes are widely used for non-invasive Elec-
trical impedance measurements. These electrodes 
use a conductive and sticky gel which reduces elec-
trode polarization impedance (Zep) (Ruiz, 2013) 
and helps to attach the electrode to the surface 
of biological tissue. The electrical impedance of 
biological material is generally measured either 
with a two-electrode method or four electrode 
method. The two-electrode method uses two elec-
trodes which are used both for current injection 
and voltage measurement and hence, it is known 
as two-electrode technique (Netter FH, 1997). 
As the alternating current is passed through the 
electrodes, impedance generated due to electrode 
polarization gets added to the measurement of 
sample and electrode tissue interface. As a results, 
there is an over estimation of sample impedance. 
In four electrode method, one pair of electrode 
(outer electrodes) is used for current injection 
and another pair of electrode (inner electrodes) 
is used for voltage measurement. As a result, the 
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electrode polarization impedance (Zep) is elimi-
nated in four electrode technique. This is because 
voltage is measured with a very high input imped-
ance so as to prevent the flow of current in sens-
ing or voltage electrodes. Electrical impedance of 
vegetables depends on the tissue properties which 
again depend on tissue composition and tissue 
health. Measuring the bioimpedance of vegetables 
the freshness of the vegetables could be detected.

In this work, a performance comparison of two 
electrodes and four electrode method of Electrical 
Impedance Spectroscopy (EIS) has been made by 
measuring impedance magnitude (Z) and its phase 
angle (θ) of cucumber during its storage. Electrical 
impedance of cucumber (Zcucu) and its phase angle 
(θcucu) are measured using small sinusoidal signal 
over a wide frequency range with two electrode 
and four electrode schemes. Ag/AgCl electrodes are 
used to make electrical contact with cucumber sam-
ples for both of these two kinds of electrode set up.

2 IMPEDANCE MEASUREMENT 
TECHNIQUE

Electrical Impedance Spectroscopy (EIS) is an 
electrical impedance measurement method which 
estimates the complex electrical impedance and 
its phase angle at different frequency points. For 
a biological material, the impedance is related to 
capacitive reactance and the resistive components 
of the biological tissues. The magnitude impedance 
and the phase angle of electrical impedance are 
dependent on the resistive effects and capacitive 
effects of the biological tissues. The impedance can 
be measured by applying either current or voltage 
and measuring the voltage or current respectively.

In EIS technique, a low amplitude ac current 
or voltage signal is applied to the object under test 
over a wide range of frequency. At every frequency 
point, impedance is measured as a ratio of voltage 
measured (or voltage applied) across the sample to 
the current applied (current measured).

Z V
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Magnitude and phase angle of impedance are 
expressed as 
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The measurement of complex electrical imped-

ance of biological material is conducted either with 
a two-electrode method (Fig. 1) or four electrode 
method (Fig. 2).

Figure 1. Two-electrode impedance measurement 
technique.

Figure 2. Four-electrode impedance measurement 
technique.

The two electrode method of electrical imped-
ance measurement technique is highly dependent 
on the electrode contact impedance (Bragos et al. 
2006) since same two electrodes are used both for 
current injection and voltage measurement. There-
fore, electrode impedance is required to be consid-
ered in the two electrode method of EIS analysis. 
The measurement error produced of electrode 
contact impedance associated with two electrode 
method is eliminated in four electrode method of 
impedance measurement.

3 MATERIALS AND METHOD

3.1 Materials

The experiments were carried out on a matured 
fresh cucumber samples which were brought from 
local market. A normal size cucumber was chosen 
and stored at room temperature and the imped-
ance of cucumber (Zcucu) and phase angle (θcucu) are 
measured during its storage. All the experiments 
were carried out for 5 days. Electrical contact 
with the cucumber was made using Ag/AgCl elec-
trodes for carrying out impedance measurement. 

Impedance Aoalyzer 

Impedance Aoaly zer 
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The position of electrode was arranged properly 
for accurate reading.

3.2 Electrical impedance measurement

For both two electrodes and four electrode meth-
ods, impedance measurement process was con-
ducted using Agilent precision impedance analyzer 
(4294 A). The impedance and phase angles were 
measured at 100 frequency points between a fre-
quency range of 50 Hz to 1 MHz by applying a 
1 mA sinusoidal current signal injected through 
Ag/AgCl electrodes attached to cucumber samples.

4 RESULTS AND DISCUSSION

Fig. 5 and Fig. 6 show Impedance vs frequency 
curves for different days and phase vs frequency 
curves for different days obtained with two elec-
trode method during cucumber storage.

It is seen from Fig. 5 that on 1st day, the imped-
ance magnitude increases at lower frequencies and 
decreases with the increase in frequency. The simi-
lar variation in impedance magnitude with respect 
to frequency is also fund for remaining storage 
days. The variation of impedance magnitude from 
Day 1 to day 5 is larger at lower frequencies, but 
the variations are very small at higher frequencies.

It is observed from Fig. 6 that on 1st day, phase 
angle decreases with increase in frequency and 

then reaches valley at the frequency of 100 KHz 
and there after increases at higher frequencies. The 
same variation in phase angle with respect to fre-
quency are also observed for Day 2 to Day 5.

Fig. 7 and Fig. 8 show Impedance Vs frequency 
curves for different days and phase vs frequency 
curves for different days obtained with Four- elec-
trode method during Cucumber storage.

It is seen from the Fig. 7 that impedance mag-
nitude increases day by day at lower frequencies 
and decreases at higher frequencies, like two elec-
trode methods. It is seen from Fig. 5 and Fig. 7 
that in case of four electrode method, magnitude 
of impedance is less as compared to two electrode 
method. On the 1st day, impedance magnitude in 
four electrode methods as shown in Figure 7 at 
50 Hz is 955 Ω but in two electrode method, it is 
1638 Ω as shown in Fig. 5. Thus there is a differ-
ence of 685 Ω and this is due to electrode imped-
ance. Similarly, there is a difference of 1158 Ω on 
2nd day, 955 Ω on 3rd day, 1103 Ω on 4th day, 
1273 Ω on 5th day. But these impedance difference 
decreases as frequency increases because electrode 
impedance is negligible at higher frequencies.

It is observed from Fig. 8 that the phase angle 
decreases with the increase in frequency. It is also 

Figure 5. Impedance vs frequency curves for different 
days obtained with two electrode methods.

Figure 3. Two electrode setup with Ag/AgCl electrode.

Figure 4. Four electrode setup with Ag/AgCl electrodes.

Figure 6. Phase angle vs frequency curves for different 
days obtained with two electrode method.
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observed that phase angle attains a valley at the 
frequency of 100 KHz and there after increases 
and again decreases. The maximum phase angle 
obtained by four electrode method is higher than 
two electrode method. Thus, it is seen from Fig. 5 
and Fig. 7 that the impedance magnitude in two 
electrode method is greater than the four electrode 
method as the two electrode method includes the 
electrode impedance. This is as because same two 
electrodes are used for current injection and volt-
age measurement.

It is obvious that, the measurement error 
occurred due to the contact impedance in two probe 
method is reduced in the four electrodes technique. 
As observed in the EIS studies of the cucumber 
samples, the patterns of the impedance variation 
with the signal frequency as well as with the number 
of days are found more or less same for both two-
electrode and four-electrode configurations. Appar-
ently it may indicate that the quality assessment of 
the cucumber could be successfully done with two 
electrode method as the relative degradation in the 
quality could be found similar in the impedance 
data obtained for two or four electrode method. 
But, it is important to note that through the four 
electrode method does not have contact impedance 
error but the two electrode method significantly suf-
fer with the contact impedance of the electrodes. 

The vegetable skin profile significantly changes with 
the storage of cucumber which also changes the con-
tact impedance with time. As the contact impedance 
is also depend on frequency, the variation in con-
tact impedance will change the impedance response 
significantly in two probe method. Therefore, four 
probe measurements are always preferred.

5 CONCLUSION

A performance comparison of two electrode and 
four electrode impedance measurement schemes 
has been performed during Electrical Impedance 
Spectroscopy (EIS) study of cucumber during its 
storage. The impedance and phase angle obtained 
with two-electrode and four-electrode measure-
ment using Ag/AgCl electrodes show larger varia-
tions at lower frequency and mid frequency range, 
but slight variations at high frequencies. It is 
observed from the results that impedance decreases 
with increasing frequency but increases continu-
ously with days. As the two electrode method 
includes the electrode impedance, the impedance 
magnitude in two electrode method is greater than 
the four electrode method.
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ABSTRACT: Quality of finished Cut-Tear-Curl (CTC) tea mainly depends on biochemical compo-
nents like Thearubigin (TR) and Theaflavin (TF). Traditional estimation of TF and TR requires ana-
lytical instruments. These are expensive, and require long time and laborious effort to determine TF and 
TR. This paper presents an effective method to estimate the content of TF and TR of tea samples using 
Electronic Tongue (ET) response. A regression model is developed using the features extracted from the 
ET signals to predict TF and TR content of tea. Energy values of the signals from different sensors of 
ET computed by the coefficients of Walsh Hadamard Transform (WHT) are used as feature to develop 
regression models. Two different models such as Support Vector Regression (SVR) and Vector-Valued 
Regularized Kernel Function Approximation (VVRKFA) are used to justify the performance of the pro-
posed method. High prediction accuracy ensures the usefulness of the proposed method for the predic-
tion of TF and TR using ET signals.

1 INTRODUCTION

Tea quality significantly depends on the tea pro-
cessing techniques, as it maintains the desired liq-
uor quality of finished tea produces from plucked 
green tea leaves. There are different stages for the 
processing of CTC tea. These are, according to the 
order, plucking, withering, CTC, fermentation, 
and drying. The taste and aroma of tea leaves are 
increased during the fermentation stage. In fact, 
in the fermentation stage, the biochemical compo-
nents, like polyphenols, in the tea leaves are oxi-
dized due to the presence of air and, as a result, 
oxidative enzymes are extracted from the tea 
leaves. This is responsible for the formation of two 
important biochemical compounds like Thearu-
bigin (TR) and Theaflavin (TF) (Mahanta 1988, 
Robertson 1992), which are highly responsible for 
taste attributes suchas briskness and strength of 
the tea liquor. Table 1 represents the contribution 
of major biochemical constituents to the taste of 
tea liquor (Mahanta 1988). The amounts of TF 
and TR present in the tea leaves are 0.5–2.0% and 
6–18% of dry weight, respectively, based on the tea 
processing parameters.

TF is responsible for brightness and briskness, 
whereas TR is responsible for color and mouth-
feel satisfaction (Robertson 1983). Table 1 shows 

that TR has an ashy and slightly astringent taste, 
while TF has very high astringent. Thus, overall 
astringency of tea liquor is significantly influenced 
by TF. Obandaa et al. (2004) and Ngurea et al. 
(2009) established that the TF content correlates 
positively with the brightness of the tea liquor, 
whereas the TR content correlates negatively with 
both the tea liquor and taste, although it increases 
mouth-feel satisfaction of the tea liquor. Among 
the different biochemical components that con-
tribute multi dimensionally to the taste of tea, the 
TR and TF contents have higher influence on the 
briskness, strength, color, mouth-feel satisfaction, 
brightness, and overall quality of finished CTC tea 
(Hazarika et al. 2002, Mo et al. 2008, Wright et al. 
2002). In biochemical methods, tea quality can be 
estimated by evaluating TF and TR contents using 
instruments such as high-speed counter current 

Table 1. Biochemical constituents of tea.

Compounds Taste

Theaflavin Astringent
Thearubigin Ashy and slight astringent
Amino acids Brothy
Caffeine Bitter
Polyphenol Astringent
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chromatography (Degenhardt et al. 2000), high-
performance liquid chromatography (Robertson 
& Bendall 1983), spectrophotometry (Kumar et al. 
2011), and near-infrared reflectance spectroscopy 
(Hall, Robertso, & Scotter 1988). Limitations of 
these methods are time consuming, expensiveness, 
and requirement of trained staff. Tea quality can 
also be evaluated by some professionals, known as 
tea tasters. However, this method is subjective and 
thus the quality indicated by them is less accurate 
and non repeatable.

In order to overcome all these limitations, the 
researchers are motivated to explore some elec-
tronic instruments such as Electronic Nose (EN) 
(Bhattacharyya et al. 2008, Dutta et al. 2003) and 
Electronic Tongue (ET) (Palit et al. 2010, Saha 
et al. 2014) to evaluate tea quality. The output 
of  these devices is calibrated with respect to the 
quality index of  tea provided by the tea tasters 
that are purely biased in nature. In order to over-
come this problem, it is required to establish a 
correlation model between the ET response and 
the concentration of  biochemical components 
that are responsible for the taste of  tea. In this 
paper, we proposed a method to develop such a 
correlation model. We have used a voltammetric 
electronic tongue with Large Amplitude Pulse 
Voltammetry (LAPV) (Ivarsson et al. 2001, Xiao 
and Wang 2009) for experimentation. A char-
acteristic response of  ET for LAPV method is 
shown in Fig. 1. Time series response from vol-
tammetric measurements is represented by a large 
number of  measured points, which are very dif-
ficult to characterize properly. It is very impor-
tant to reduce the dimensionality of  the data set 
by extracting relevant and informative features 
to increase the discrimination between different 
grades of  tea.

Haddad et al. (2007) proposed an effective 
feature extraction algorithm from the transient 
response of electronic nose. Ding et al. (2005) 
reported a feature extraction method from the 
response of a semiconductor-type gas sensor using 
wavelet transform. A feature extraction method 
for qualitative analysis of  water from voltammetry 
ET signal using Discrete Cosine Transform (DCT) 
was proposed by Scozzari et al. (2007). Valle et al. 
(2012) reported a feature extraction method based 
on Principal Component Analysis (PCA) for the 
qualitative analysis of  water. Discrete Wavelet 
Transforms (DWT) with PCA techniques were 
proposed by Palit et al. (2010) and Ghosh et al. 
(2012), to extract relevant features from ET signal 
for the estimation of tea quality. TF and TR con-
tents in black tea from ET response using wave-
let features were estimated by Ghosh, Tamuly, 
Bhattacharyya, Tudu, Gogoi, & Bandyopadhyay 
(2012).

In this paper, instead of one-dimensional ET 
signal, we considered a multidimensional ET 
response as shown in Fig. 2 to collect the instan-
taneous characteristic features from the response 
of individual sensors. The method proposed here 
is based on Walsh Hadamard Transform (WHT) 
(Fino and Algazi 1976, Pratt et al. 1969), which is 
used to represent the time series signal in frequency 
domain. A subset of WHT coefficients for the 
response of each individual sensoris considered to 
find the signal energy. These energy values are con-
sidered as the features of the ET response. Support 
Vector Regression (SVR) (Vapnik 1998, Smola 
and Schölkopf 1998) and Vector-Valued Regular-
ized Kernel Function Approximation (VVRKFA) 
(Ghorai et al. 2010, Ghorai et al. 2012) algorithms 
are used to develop regression models to establish 
correlation between ET response and TF and TR 
contents.

Figure 1. Characteristic response of voltammetric ET 
based on LAPV.

Figure 2. Multidimensional ET response.
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2 EXPERIMENTAL SETUP

We considered 46 different types of tea samples 
for experimental verification. These samples are 
collected from Tea Research Association (TRA), 
Tocklai, India. TF and TR contents of each indi-
vidual samples are determined by spectropho-
tometric analysis, and these values are used to 
calibrate the developed regression models.

2.1 Spectrophotometric analysis

A tea sample (6 g) is mixed with 250 ml of boiled 
water, and the mixture was kept for 10 min in a 
thermoflask. The mixture is filtered and cool down 
to room temperature, and 6 ml of this cooled tea 
liquor is then added to the mixture of 6 ml of 1% 
(w/v) di-sodium hydrogen phosphate and 10 ml 
of ethyl acetate. The upper layer of this mixture 
containing the TR and TF fractions is collected. 
This is added to 5 ml of ethyl acetate and this 
extract is used to prepare sample solution and 
reference solution. The spectrophotometric analy-
sis results are described in our previous research 
work (Ghosh, Tudu, Tamuly, Bhattacharyya, & 
Bandyopadhyay 2012, Ghosh, Tamuly, Bhattacha-
ryya, Tudu, Gogoi, & Bandyopadhyay 2012).

2.2 Electronic Tongue(ET) setup

The voltammetric ET, which is developed in our 
laboratory, consists of five working electrodes, 
namely gold, iridium, palladium, platinum, and 
rhodium; the reference electrode is made of Ag/
AgCl (saturated KCl, Gamry Instruments Inc., 
USA) and the counter-electrode is made of plati-
num (PH Ionics, India). Interested readers are 
referred to the description of ET setup in Ghosh, 
Tudu, Tamuly, Bhattacharyya, & Bandyopadhyay 
(2012) and Ghosh, Tamuly, Bhattacharyya, Tudu, 
Gogoi, & Bandyopadhyay (2012).

2.3 Sample preparation for electronic tongue

Tea liquor samples are prepared by mixing 1 g of 
dry tea sample with 200 ml of deionized boiled 
water and keeping them for 5 min. Then, the tea 
leaves are separated from the tea liquor,which is 
then allowed to cool down to room temperature. 
Finally, this tea liquor is presented to the electronic 
tongue for the collection of responses.

3 PRELIMINARIES

3.1 Regression models

In this experiment, we considered two types of 
regression models to validate the performance of 

the proposed method. Brief  description of the 
regression models is given below.

3.1.1 SVR
Support Vector Machine (SVM) (Vapnik 1998) is 
an extensively used binary supervised classifier that 
constructs a separating hyperplane by maximizing 
the separation distance between the two classes. 
Support Vector Regression (SVR) (Smola & 
Schölkopf 1998) works on SVM algorithm, but is 
applied for fitting a function or regression purpose. 
SVR is able to form a linear hyper surface in the 
high-dimensional feature space to fit the mapped 
training patterns using kernel trick. This linear 
hyper surface in the feature space corresponds to 
a nonlinear fitting surface in the input space. Dur-
ing the training process, it can tolerate a small error 
to fit the data set, and for this an ε-insensitive loss 
function is included to its constrained quadratic 
objective function. The trained model is used to 
predict the target values of the test samples.

3.1.2 VVRKFA
Vector Valued Regularized Kernel Function Approx-
imation (VVRKFA) was introduced by Ghorai et al. 
(2010), where regression or function approximation 
method is used for multiclass data classification. In 
VVRKFA, the input training samples are mapped 
into a high-dimensional feature space by using ker-
nel trick. These feature vectors are fitted to model 
the target values of the samples in low-dimensional 
label space. The same approach is employed in this 
work with a modification of its target values. For 
classification, the target values are of a vector with 
elements equal to the number of classes. Here, for 
general case, we considered it as a vector of continu-
ous values consisting of multiple targets. If the vector 
consists of only one element, it reduces to a model of 
fitting a single target. In this paper, we considered 
the TF and TR contents as targets, separately. The 
details of the formulation and VVRKFA and its 
solution procedure can be obtained in Ghorai et al. 
(2010) and Ghorai et al. (2012).

3.2 Proposed feature extraction method

In this experiment, dimensionality reduction is 
done through a transformation of the time series 
ET signal into frequency domain using Walsh 
Hadamard Transform (WHT) (Fino and Algazi 
1976, Pratt et al. 1969). WHT is used in many 
applications such as signal processing, filtering, 
and power spectrum analysis, as it has high energy 
compaction capability and is associated with very 
fast implementation. Thus, it can reduce compu-
tational complexity drastically. Walsh Hadamard 
transformation actually means either Walsh trans-
formation or ordered Hadamard transformation, 



270

as their basis functions are identical. The WHT 
W(k) of a time series signal f(x) with length N 
(total measured points) can be expressed as:

W k
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where k represents the frequency index, N rep-
resents the number of samples, n represents the 
number of bit, and b zmb ( )z  represents mth bit in 
binary representation of z. Fig. 3 shows the vari-
ation of energy with the number of coefficients. 
It is evident from Fig. 3 that the first 200 trans-
formed coefficients contain above 95% of the 
total energy of the signal collected for each of 
the five electrodes. Therefore, we considered only 
the first 200 coefficients of  each transformed signal 
to determine the energy of the signal. The energy 
value of each sensor response is considered as the 
characteristic feature. Thus, the final feature vec-
tor F can be represented by combining the energy 
values of  the output of  all the five sensors, that 
is, F f f f T] ,T

1 2ff ff 5ff  which is a five-dimensional 
feature vector. Here, fi is the feature value of the 
i-th sensor output, which is calculated as:

f Wiff
k=
∑

1

5
2( )k .  (2)

Experimental setup is made such that it collects 
694 samples for response of each electrode. The 
ET response of five electrodes for a single run can 
be represented by 1 × (5 × 694) samples, that is, 
a vector of 1 × 3470. In the feature domain, this 
response is represented by a 1 × 5 vector.

4 RESULTS AND ANALYSIS

Voltammetric Electronic Tongue (ET) based on 
LAPV method is used in this experiment, where 
46 different types of tea samples are used. TF and 
TR contents of each samples are determined using 
spectrophotometry, which are used as target values. 
Table 2 presents the description of tea samples. Tea 
samples collected over the first season have higher 
TF and TR contents than that of the samples col-
lected over the second season. This indicates that 
the quality of the first season tea samples with 
higher briskness and brightness are better than that 
of the second season tea samples. We recorded 38 
responses for each of 46 tea samples, where each 
sample response contains 5 × 694 = 3470 sample 
values. This reduces to a training feature set of 
(38 × 46) × 5 = 1748 × 5 with rows representing the 
number of observations.

4.1 Experimental procedure

To evaluate the performance of the proposed 
method, SVR and VVRKFA regression models are 
implemented in MATLAB with Gaussian kernel. 
A proportion of 70% of the total 1748 samples are 
used to train the models while the remaining 30% 
are used to test. The results presented here is the 
average of 50 such runs. The samples are randomly 
permuted before each run. The training feature set 
is normalized in the range of [01], while the testing 
set is normalized with respect to the minimum and 
maximum values of the training features in each 
run. The optimal values of the Gaussian kernel 
parameter γ and regularization parameter c for the 
regression models are selected from the set of values 
{ | , , , , }9| 8 8, 9− …,8,  and { | , , , , }8 7, 7 8,i = − …,7 , 
respectively, by the performance of the respective 
regression model on a tuning set consisting 20% 
of training data, while the remaining 80% training 
data are used to train the model (Mitchell 1997). 
Performance of each model is evaluated on testing 
data set by using only selected optimal parameters.

4.2 Experimental results

Performance of the regression models to pre-
dict the value of TF and TR using the proposed 
method of voltammetric electronic tongue based 
on LAPV method is shown in Table 3. The table 
also presents the average Root Mean Square Error 
(RMSE) and standard deviation of 50 runs. Fur-
thermore, the table shows the minimum RMSE 
obtained in a particular experimental run and 
p-values of the test results by performing t-test. It 
is evident from the table that the VVRKFA model 
performs better than the SVR model to predict 
TF values. VVRKFA provides an average RMSE 
of 4.29% with a standard deviation of ±0.39%, 

Figure 3. Variation of signal energy with transformed 
coefficients.
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prediction of TF and TR values, respectively, by 
VVRKFA and SVR models.

Among the 50 runs of VVRKFA model to predict 
the TF value, the lowest RMSE of 3.52% was obtained 
in the third run, while SVR provided the lowest 
RMSE of 4.44% in the 19th run for TR value predic-
tion. Thus, the proposed method can predict TF and 
TR values very efficiently. How well the predicted data 
are fitted to the actual data is described in Fig. 4, which 
shows the plot of the fitted response to predict TF 
and TR values on testing data set versus the observed 
response along with the R-squared values. For an ideal 
case, the model outputs should be equal to the target 
values, that is, the data should be placed along a line 
having slope of 1. R-squared value indicates the degree 
of linear dependence between the observed values and 
their predicted values. The R-squared values for the 
prediction of TF by VVRKFA and TR by SVR mod-
els are 0.98142 and 0.91362, respectively. Thus, high 
R-squared values ensure closeness of the predicted 
values to the target values.

5 CONCLUSION

In this paper, WHT-based feature extraction 
method from ET signal is described to evaluate 
the concentrations of TF and TR for the estima-
tion of tea quality. The proposed method ensures 
that the regression models developed by VVRKFA 
and SVR methods are highly efficient to estimate 
the quality of tea through the prediction of TF 
and TR values. The higher accuracy for both the 
regression models justified the effectiveness of the 
proposed method for the evaluation of black CTC 
tea quality by determining the TF and TR values 
using ET signal. Thus, the proposed method gets 
rid of the disadvantages of biochemical instru-
ments required to estimate the two most respon-
sible biochemical compounds for the taste of tea.

Table 2. Details of tea samples used in the experiment.

Number of collected tea samples Duration of season

Range of

TR content (%) TF content (%) Quality index

19 April–May 13.11–19.67 0.97–2.57 6–9
27 September–October 10.1–15.6 0.95–1.39 5–8

Table 3. Performance of the proposed method.

Regression 
model type

Biochemical 
compounds

Average % RMSE 
(± std.dev.) on 50 runs

Number of run to 
minimum RMSE

Minimum % RMSE 
(p-value)

SVR TF 6.81(0.683) 07 5.64(0.0159)
TR 5.05(0.38) 19 4.44(0.0054)

VVRKFA TF 4.29(0.39) 03 3.52(0.0988)
TR 5.91(0.57) 45 4.69(0.0208)

Figure 4. Fitted responses for (a) TR by SVR model 
and (b) TF by VVRKFA model.

whereas SVR provides an average RMSE of 6.81% 
with a standard deviation of ±0.683%. For predic-
tion of TR values, SVR performs slightly better 
than VVRKFA with average RMSEs of 5.05% 
and 5.91%, respectively. The results of two-sided 
t-test show that some of the regression models 
are adequate at a significance level of 0.01 for the 
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ABSTRACT: Practical phantom studies are essential to test, assess and calibrate an EIT system. Medi-
cal EIT systems are always prescribed to thoroughly study with practical phantoms to test and calibrate 
the systems for estimating the system accuracy and ensuring the medical safety. As the multiple inhomo-
geneity imaging is very important to characterize the multiple tumor in human subject or to image the 
multiple object geometries in several applications in non-medical fields. In this direction multiple inhomo-
geneity phantoms are developed and studied with an EIT system. The boundary potentials are collected 
with a LabVIEW based EIT (LV-EIT) system by injecting a 1 mA 50 kHz constant amplitude sinusoidal 
current to the multiple inhomogeneity phantoms and the resistivity images are reconstructed in EIDORS. 
Experimental results demonstrate that the LV-EIT system successfully reconstructs the double, triple 
and quadruple inhomogeneity configurations. The object position, object geometry and the background 
profile all are properly reconstructed for all the multiple inhomogeneity phantoms.

1 INTRODUCTION

Electrical Impedance Tomography (EIT) [Web-
ster J.G., 1990, Bera et al. 2014, Bayford R.H., 
2006] is an image reconstruction technique in 
which the electrical conductivity (σ) or resistivity 
(ρ) of  a conducting domain (Ω) is reconstructed 
from the set of  current-voltage data measured 
at the domain boundary (∂Ω) (Fig. 1). Being a 
non-invasive, non-radiating, non-ionizing and 
inexpensive methodology, electrical impedance 
tomography has been extensively researched in 
clinical diagnosis and medical fields (Holder D.S. 
1993, Kwon H. et al. 2013, He W. et al. 2012) as 
well as in other areas like industrial process con-
trol (Dicfin F. et al. 1996), chemical engineering 
(Stephensona D.R. et al. 2009), geotechnical 
research (Kotre C.J. et al. 1996) and biotechnol-
ogy (Linderholm P. et al. 2008) and other fields 
of  applied science, engineering and technologies 
(Yao A. et al. 2013). EIT technology has been 
found with a number of  advantages over other 
computed tomographic techniques (Bushberg J.T. 
et al. 2001). But still the poor Signal to Noise 
Ratio (SNR) (Farrell J.A. et al. 2007, Beckmann N. 
et al. 1989) of  the boundary potential data and 
poor spatial resolution (Yoshida E. et al. 2013, 

Amin I.J. et al. 2008, Wang Yun-Heng et al. 2014) 
are the challenges to the researchers in EIT tech-
nology. In medical EIT systems, the SNR of  the 
boundary potential data increases with the ampli-
tude of  the current signal but the maximum cur-
rent limit is restricted below a certain level for 
patient safety (Webster J.G., 1990). A number of 
research groups are studying EIT to improve the 
spatial resolution and image quality by improv-
ing the electronic instrumentation and the image 

Figure 1. The schematic of the Electrical Impedance 
Tomography (EIT) system with a multiple inhomogene-
ity phantom.
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reconstruction algorithms (Bera T.K. et al. 2014, 
Lionheart WRB 2004, Bera T.K. et al. 2011). 
A thorough image reconstruction study using 
practical phantoms (Bera T.K. et al. 2011, Grif-
fiths H. 1995, Holder D.S. et al. 1994, Bera T.K. 
et al. 2011) is essential to assess and calibrate 
the EIT systems. It is, also, highly recommended 
to conduct a profound study on the impedance 
imaging of  the newly developed medical EIT sys-
tem using the practical phantoms to assess the 
system’s efficiency, reliability and factor of  safety 
prior to conduct the diagnostic imaging on the 
patients. For non-medical EIT systems are also 
suggested to be tested evaluated and calibrated 
by the laboratory studies conducted with practi-
cal phantoms before applying the systems in the 
practical fields of  applications.

As the multiple inhomogeneities imaging is 
very important in EIT to characterize the multiple 
tumors in human subject or to image the multiple 
object geometries in several applications in non-
medical fields, multiple inhomogeneity practical 
phantoms are essential to be developed and stud-
ied. To evaluate the multiple imaging efficiency of 
an EIT system and to characterize the multiple 
object geometry such as multiple tumors or other 
multiple objects, the multiple inhomogeneity imag-
ing is very important. In this direction multiple 
inhomogeneity phantoms are developed and mul-
tiple inhomogeneity images studied with a Lab-
VIEW [Travis J. et al. 2006, Wang Z. et al. 2013, 
Alegria F.C. 2009] base EIT (LV-EIT) system.

2 MATERIALS AND METHODS

2.1 Multiple tumor

Tumor or cancer cells may grow in a single region 
or multiple regions. Sometimes the tumor may 
originate in a particular region in the body and 
may spread over the other normal tissues. This 
process is called the metastasis (Poste et al. 1980, 
Steeg P.S. 2003) and the cancerous cells or the 
tumor is called metastatic tumor (Guba Markus 
et al. 2002, Gilbert et al. 1978) whereas the can-
cer is called metastatic cancer. Thus the metastatic 
cancer can be understood as a cancer which has 
started in a particular body part of the subject 
(the primary site) and then has spread from the 
primary site to other parts of the body. The meta-
static cancer can be formed in breast, lung, kidney, 
skin, bladder, colon, or elsewhere in the body. In 
many types of cancers, the metastatic cancer is 
also called stage IV (four) cancer. A number of 
medical imaging methods have been applied to 
image the metastatic cancers (Kinkel et al. 2002, 
Ogunbiyi et al. 1997) such as ultrasound imaging 

(US), X-Ray computed tomography (X-Ray CT), 
Magnetic Resonance Imaging (MRI), Positron 
Emission Tomography (PET) imaging. Being a 
radiation free, fast, portable technology EIT can 
also be applied for metastatic cancers imaging.

2.2 EIT Instrumentation

The LV-EIT system is developed with a LabVIEW 
based Constant Current Injector (LV-CCI), Pro-
grammable Electrode Switching Module (P-ESM) 
and a LabVIEW based Data Acquisition System 
(LV-DAS) (Bera T.K. et al. 2013). The LV-DAS is 
developed with a NIUSB-6251 DAQ card which is 
interfaced with PC and the EIT hardware through 
a NISCB-68 Connector Module (Bera T.K. et al. 
2013). A LabVIEW based Graphical User Inter-
face (LV-GUI) is develop to control the current 
injection by Constant Current Injector (LV-CCI) 
(Bera T.K. et al. 2010) and data acquisition by LV-
DAS. Multiple inhomogeneity practical phantoms 
are developed and the boundary data are collected 
from the phantoms by injecting a constant ampli-
tude sinusoidal current using LV-EIT system. The 
boundary data are collected from the multiple 
inhomogeneity phantoms with different inhomo-
geneity configurations and different current injec-
tion patterns (Bera T.K. et al. 2012, Bera T.K. et al. 
2013) and the impedance images are reconstructed 
in EIDORS (Electrical Impedance and Diffuse 
Optical Reconstruction Software) (Polydorides N. 
et al. 2002, Bera T.K. et al. 2012). The LV-EIT 
system injects a 1 mA 50 kHz constant amplitude 
sinusoidal current with different multiple inho-
mogeneity configurations and with different cur-
rent protocols and the boundary potentials are 
collected with a LabVIEW based EIT (LV-EIT). 
Boundary data collected by the DAS is processed 
through the signal processing blocks and then sent 
to the PC for image reconstruction in EIDORS.

2.3 Multiple inhomogeneity phantoms

Multiple inhomogeneity phantoms with differ-
ent inhomogeneity configurations are developed 
(Fig. 2) with stainless steel rectangular electrodes 
(100 μm thick) fixed on the inner wall of a shallow 
plastic tank (inner diameter 228 mm) filled with 
0.05% (w/v) NaCl solution (Fig. 2a). All the elec-
trodes are cut form a 100 μm thick marine grade 
stainless steel sheet to avoid the localized pitting 
corrosion leading to the creation of small holes in 
the EIT electrodes. All the electrodes are electrically 
connected with the EIT instrumentation through 
the low resistive flexible multi-strand copper wires 
(Fig. 2a) of equal lengths for maintaining an identi-
cal impedance path for each electrode. The surface 
electrodes touching the KCl solution boundary act 
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as the EIT sensors allowing the LV-CCI instrumen-
tation to send the current signal to the phantom 
and sending back the potential data to the LV-DAS. 
A cylindrical CME is placed at the phantom center 
(Fig. 2a) and connected to the ground point of the 
EIT hardwires to reduce the common mode error 
(Smith J.R. 1994) of the electronic circuits.

The phantom tank is filled with a 0.9% (w/v) 
NaCl solution and two or more nylon cylinders 
and other high resistive objects are put inside 
the NaCl solution at different electrode positions 
as the inhomogeneities and a number of multi-
ple inhomogeneity phantoms configurations are 
obtained. Electrical impedance of NaCl solution is 
measured with a test signal of 1 mA, 50 kHz using 
QuadTech LCR meter to calculate the NaCl solu-
tion conductivity.

2.4 Current injection and boundary potential 
measurements

In the present study, 1 mA, 50 kHz constant 
sinusoidal current is injected through the current 
electrodes or driving electrodes and the boundary 
potentials are measured on the voltage electrodes 
or sensing electrodes (Fig. 2b) with opposite and 
neighbouring current injection pattern [Smith J.R. 
1994]. In all the current projections in both the cur-
rent patterns, the boundary potentials are meas-
ured on all the electrodes with respect to the analog 
ground point. Though the voltage measurement on 
current electrodes sometime are avoided [Webster 
J.G., 1990] for contact impedance problems, but 
to obtain the greatest sensitivity to the resistivity 
changes in the domain the voltages (RMS) on all 
the electrodes are measured. The current injection 
and boundary data collection strategies followed 
in the present study, have been explained in the 
Fig. 3. As shown in Fig. 3, for an EIT system with 
sixteen surface electrodes (E1, E2, E3, E4, E5, E6, E7, 
E8, E9, E10, E11, E12, E13, E14, E15 and E16), both the 
opposite and neighbouring current patterns yields 

sixteen current projections (P1, P2, P3, P4, P5, P6, P7, 
P8, P9, P10, P11, P12, P13, P14, P15 and P16) and each of 
which produces sixteen voltage data (V1, V2, V3, V4, 
V5, V6, V7, V8, V9, V10, V11, V12, V13, V14, V15 and V16) 
which are measured with respect to analog ground. 
For the present sixteen electrode EIT system, 
both the opposite and neighbouring method pro-
duces sixteen current projections yielding sixteen 
boundary potential data and hence the complete 
scan yields 256 boundary potential data (Fig. 3). 
Boundary potentials are collected for a number of 
multiple inhomogeneity phantoms with different 
object configuration and the resistivity imaging is 
studied in EIDORS.

2.5 Image reconstruction

Resistivity images are reconstructed from the 
boundary data using EIDORS using a symmetric 

Figure 2. Multiple inhomogeneity phantom imaging 
with a LabVIEW-based electrical impedance tomog-
raphy (LV-EIT) system (a) a multiple inhomogeneity 
phantom developed with a plastic tank (228 mm dia.) 
and three nylon cylinders near electrode 5, 9 and 13, (b) 
boundary data collection from the phantom with LV-EIT 
instrumentation.

Figure 3. Surface electrode switching and boundary 
voltage data collection from the multiple inhomogeneity 
phantoms by injecting a constant amplitude sinusoidal 
current signal with opposite current pattern.

Figure 4. Domain discretization with FEM mesh (a) 
practical phantom with a circular domain with a diam-
eter of 228 mm, (b) the imaging domain discretized 
with a FEM mesh containing 1968 triangular elements 
and 1049 nodes showing the electrode positions at the 
domain boundary.

opposite electrodes 
Voltage measurement on all 

the electrodes with respect to 
the analog ground point 

Current injection 

through two 
opposite electrodes 
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FEM mesh discretizing the phantom domain (Fig. 4a). 
EIDORS, which is an open source software, aims 
to reconstruct the 2D-images from electrical or 
diffuse optical data. In the present study of the 
image reconstruction with EIDORS, the circular 
domains (diameter 228 mm) are discretized with 
a symmetric triangular element mesh contain-
ing 1968 elements and 1049 nodes (Fig. 4a–4b), 
is used in forward solution and inverse solution. 
The inverse problem is solved with applying the 
Levenberg-Marquardt Regularization (LMR) 
technique. The electrode positions are identified 
in FEM mesh in the algorithm and the boundary 
conditions are applied accordingly.

3 RESULTS

Resistivity imaging of multiple inhomogeneities 
RE-BDRP is studied with different current injection 
methods. Boundary data are collected from multiple 
inhomogeneity multiple inhomogeneity phantoms 
using LV-EIT instrumentation. Resistivity images 
are reconstructed in EIDORS. A triple inhomogene-
ity RE-BDRP phantom containing three nylon cyl-
inders (40 mm diameter each) placed near electrode 
number 5, 9 and 13 is shows in Fig. 5a. Boundary 
data are collected by injecting a 1 mA, 50 kHz con-
stant current signal using LV-EIT instrumentation. 
Fig. 5b shows the resistivity image of the phantom 
shown in Fig. 5a reconstructed in EIDORS with 
LMR regularization. Results show that the inhomo-
geneities are successfully reconstructed.

4 CONCLUSIONS

Practical phantom studies are essential to test, assess 
and calibrate a medical and non-medical EIT sys-
tem. Multiple inhomogeneity imaging is very impor-
tant to image and characterize the multiple tumor 

in human subject or to image the multiple object 
geometries in several applications in non-medical 
fields and hence multiple inhomogeneity practical 
phantoms are essential to be developed and studied. 
In this direction, a number of multiple inhomoge-
neity phantoms are developed and the resistivity 
imaging is studied using a using a LabVIEW based 
EIT (LV-EIT) system. Boundary potentials, devel-
oped for a 1 mA, 50 kHz constant current injected 
to the multiple object phantoms with different con-
figurations, are collected for different inhomogeneity 
configurations and the resistivity imaging is studied 
in EIDORS with LMR techniques. Experimental 
results demonstrate that the LV-EIT system success-
fully reconstructs the double, triple and quadruple 
inhomogeneity configurations in saline tank phan-
toms. The object position, object geometry and the 
background profile of all the phantom configura-
tions are properly reconstructed in EIDORS.
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ABSTRACT: Fruit physiology and composition changes during their maturity and ripening process. 
The variation in physiological and physiochemical composition of fruits produce a change in their electri-
cal response which can be probed by measuring the bioelectrical impedance of the fruits for their nonin-
vasive characterization. In this direction Electrical Impedance Spectroscopy (EIS) has been applied on a 
number of fruits to study the physiology and ripening noninvasively. As the composition and physiologi-
cal changes occurred inside the fruits varies from species to species the impedance response for different 
fruits will be different. A thorough study on EIS analysis on different fruits and their ripening is essen-
tial to understand the correlation between the physiological changes and the corresponding impedance 
response. In this paper, a technical review on the EIS techniques applied for the fruit physiology and their 
ripening analysis have been conducted and presented. The physiology and ripening process of a number 
of fruits and the relation between the fruit impedance and the ripening states are summarized. After 
introducing the bioimpedance and equivalent circuit modelling of fruit tissues a detail discussion has been 
made on the EIS technique. A detail review has been presented on the EIS based studies conducted on 
the fruit ripening and fruit characterization. The advantages and disadvantages of the EIS technology for 
fruit analysis along with the recent trends have been summarized at the end.

1 INTRODUCTION

Plant tissues (Hopkins, 1999; White, 1943; Curits 
and Clark, 1951; Meyer et al., 1960; Eames and 
MacDaniels, 1947) are developed with the three-
dimensional arrangements of cells embedded in an 
extracellular matrix (Alberts et al., 2002). The cells 
in plan tissues are composed of cell organelles sus-
pended in an intra cellular matrix (Alberts et al., 
2002) surrounded by cell envelop like cell mem-
brane (Alberts et al., 2002) and cell wall (Alberts 
et al., 2002). Intra cellular matrix called intracel-
lular fluid (ICF) (Wu et al., 2008, Bera, 2014, and 
Bera, et al. 2016) and extracellular matrix called 
extracellular fluid (ECF) (Wu et al., 2008, Bera, 
2014, and Bera, et al. 2016) are developed with 
highly conductive and less conductive (resistive) 
materials respectively which produce electrical 
resistance to an alternating electrical signals. On 
the other hand, the cell membrane produces some 

capacitive reactance due to its protein lipid protein 
bi-layer structure (Wessels, 1996 and Mouritsen 
et al., 1993). Thus under an alternating electrical 
excitation, plant tissue exhibits a complex electri-
cal impedance which is called electrical bioim-
pedance (Bernstein, et al. 1986; Shoemaker, et al. 
1984; Ohmine, et al. 1999) or bioelectrical imped-
ance (Lukaski, et al. 1985; Kushner, et al. 1986) or 
simply bioimpedance (Zb) (Bera, 2014, and Bera, 
et al. 2016; Martinsen and Grimnes, 2011; Lukaski, 
et al. 1985). The bioimpedance of the plant tis-
sues (Liu, 2006; Zhang, et al. 2002; Väinölä, et al. 
2000; Ando, et al. 2014; Cao, Yang, et al. 2011; 
Repo, et al. 2002; Repo, et al. 1997) depends on 
the tissue composition (Repo, et al. 2004; Laarabi, 
et al. 2014; Inaba, et al. 1995; Vicente, Ariel R., 
et al. 2005), tissue structure (Vozáry, Eszter, et al. 
2011) and tissue health (Ozier-Lafontaine and 
Bajazet, 2016; Bera, et al. 2016; Azzarello, Elisa, 
et al. 2006) which can be the physical assessed or 
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evaluated from the experimental measurement of 
its impedance responses. Electrical Impedance 
Spectroscopy (EIS) (Macdonald, 1992; Macdon-
ald, 2005; [33]. Lasia, 2002; Chang & Park, 2010; 
Bera & Nagaraju, 2011) is an impedance analysing 
technique which estimates the electrical impedance 
of an object at different frequencies ( ω ) by meas-
uring the boundary voltage-current data using an 
array of surface electrodes. Thus the EIS method 
applied for any biological tissue (Dean, et al. 2008; 
Gabriel, et al. 1996; Da Silva, et al. 2000; Gabriel, 
et al. 2009; Kyle, et al. 1999; Wu et al., 2008, Bera, 
2014, Bera, et al. 2015; and Bera, et al. 2016) can 
provides the frequency response of the electrical 
bioimpedance Zb(ω) and its phase angle (θ b(ω)) 
as the signature of the tissue composition and tis-
sue health.

Fruit ripening (Lelièvre 1997; Brady, 1987; 
Kader, 1997) is a biochemical process (Seymour 
et al. 2012) in which a matured raw fruit undergoes 
through several physiological and physiochemi-
cal changes (Lester & Dunlap, 1985; Amorós, et 
al. 2003; Shackel, et al. 1991; Hoeberichts, 2002) 
over a certain time called ripening period (Motilva, 
et al. 2000). The fruit ripening which may be either 
natural ripening (ripening of fruits attached to the 
plant) (Burg & Burg, 1965) or are artificial ripen-
ing or post-harvesting ripening (ripening of fruits 
after harvesting and during their storage) (Herath, 
et al. 1998). The quality of the fruits (Kader 1997; 
Mitchell, J. P., et al. 1991) generally depends on the 
fruit ripening (Gierson and Kader 1986; Kader 
1997; Chowdhury, et al. 2015; Chowdhury, et al. 
2016). A proper and optimized ripening of fruit 
(Gierson and Kader 1986; Kader 1997; Chowd-
hury, et al. 2015; Chowdhury, et al. 2016) is 
essentially required for getting the physiological 
developments of all the necessary nutrients. Gen-
erally, the proper ripening of most of the fruits 
ensures the better taste along with the maximum 
availability of all the desired nutrients (Chowd-
hury, et al. 2016). Therefore, the process of fruit 
ripening is not only very important and essential 
to be studied to identify an optimum ripening state 
for obtaining ripened fruits with all the essential 
and important nutrients (Chowdhury, et al. 2016). 
Also, the monitoring and analysing ripening pro-
cess helps us to obtain a number of information 
about the physiological and biochemical changes 
inside the fruits undergoing the ripening (Chowd-
hury, et al. 2016) procedure.

During the ripening process, as the physiological 
and physiochemical changes occur in fruits which 
changes the electrical properties of the fruit tissues, 
using the EIS studies, the bioelectrical impedance 
of fruits (Zf) can be found as the signature on the 
physiological and physiochemical status during 
ripening. Many researchers (Chowdhury, et al. 

2016; Vozary, et al. 1999; Fang, et al. 2007; Euring, 
et al. 2011; Bauchot, et al. 2000; Harker & Dun-
lop, 1994; Harker, et al. 2000; Jackson & Harker, 
2000; Caravia, et al. 2015; Bean, et al. 1960; Juan-
sah, et al. 2012; Juansah, et al. 2012; Harker & 
Maindonald, 1994; Harker, et al. 1997; Benjakul, 
et al. 2013) have studied EIS on the fruits anatomy, 
physiology and the ripening processes and inves-
tigated frequency response of the fruit bioimped-
ance as an effective, noninvasive method to study 
the ripening states and fruit quality by correlating 
the electrical impedance with their physiological 
and physiochemical status during the ripening pro-
cess. In this paper a technical review on the EIS 
studies on the fruits and their ripening has been 
presented. The fruits physiology, ripening process, 
the relation between the fruit impedance and the 
ripening states are discussed followed by the detail 
discussion about the EIS methods. After introduc-
ing the bioimpedance a detail discussion has been 
made on the EIS instrumentation and the process. 
A detail review has been presented on the studies 
conducted on the fruit ripening and fruit charac-
terization. The advantages and disadvantages of 
the EIS technology along with the recent trends 
have been summarized at the end.

2 METHODS

2.1 Biological tissues and bioimpedance (Zb)

Plant tissues are composed of plant cells (Figure 
1a) which are arranged in a three dimensional (3D) 
space to develop the 3D structure of the plant tis-
sues (Figure 1b). The plant cells are composed of 
ICF which contains cell organnelles and vacuoles 
enclosed within cell envelopes. The plant cells 
(Figure 1b) are enclosed with an another envelop 
called cell wall to provide the mechanical strength 
and the protection to the cells and the tissues. The 
plan cells are embedded in an extracellular matrix 
or ECF which is developed with the extracellular 
molecules to provide the structural and biochemi-
cal support to the cells in the tissue.

Like other biological cells, the Intracellular 
Fluid (ICF) or protoplasm (Wilson, 1899) of the 
plant cells is enclosed by the Cell Membrane (CM) 
(Figure 2a) and a Cell Wall (CW) (Figure 2b). The 
protoplasm is composed of the cytoplasm (Thaine, 
1962) and cell organelles (Pridham, 2012) such as 
nucleus with nucleolus, chloroplast, golgi bodies, 
vacuole, cytoskeleton, chromatin, mitochondrion, 
plasmodesma etc. The cytoplasm matrix or cyto-
sol is developed with composed of water, salts, and 
proteins whereas the ECF is developed with a non-
cellular 3D macromolecular network composed 
of collagens, proteoglycans, elastin, fibronectin, 
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laminins, and several other glycoproteins. The cell 
membrane structure could be understood by the 
Fluid Mosaic Model (Singer, et al. 1972) which 
described it as a plasma membrane developed with 
a mosaic of phospholipids, cholesterol molecules, 
proteins and carbohydrates. The protein is hydro-
philic and the lipid is hydrophobic (Figure 2a). The 
composition of the cell wall (Carpita, et al. 1993; 
Vorwerk et al. 2004; Heredia, et al. 1995) of land 
plants is composed of the polysaccharides cellu-
lose, hemicellulose and pectin whereas the cell wall 
of the in bacteria is composed of peptidoglycan.

Neglecting the individual electrical properties 
of the cell organelles for their small volume, the 

electrical properties of the protoplasm is found as 
resistive in nature towards an alternating electri-
cal excitation. As the ICF and ECF are made of 
conducting materials (such as water, protein and 
salt), under the excitation with an alternating elec-
trical signal, they both behave like the normal resis-
tors (Wu et al., 2008; Bera, 2014, and Bera, et al. 
2016) (Figure 3a). As the cell membrane is made 
up of insulating lipid bi-layer sandwiched between 
two conductive protein layers, the cell membrane 
behaves as a capacitor (Wu et al., 2008; Bayford & 
Tizzard, 2012; Bera, et al. 2016) which can be 
modeled as a capacitor in series with a resistor 
(Wu et al., 2008; Bayford & Tizzard, 2012; Bera, 
et al. 2016) as shown in the Figure 3a. Thus, the 
bioimpedance of a single plant cell suspended in 
ECF can be modeled by the extracellular resistance 
(RECF) (Wu et al., 2008; Bera, et al. 2016), intracel-
lular fluid resistance (RICF) (Wu et al., 2008; Bera, 
et al. 2016) and cell membrane capacitance (CCM).

As the electrical current pass through partly 
through the ICF and partly through ECF depend-
ing on the CCM and signal frequency, the electric 
current faces two paths on through RECF and 
another through the intracellular impedance ZICF 
(which is formed by the series combination of RICF 
and CCM). Therefore, the equivalent model of CM 
enclosed ICF within ECF is a parallel combination 
of RECF and the ZICF. As the plant cells are enclosed 
by the cell walls, which also provide some resistance 
(RCW) to the applied electrical signal, the complete 
model of a plant cell will have the RECF in paral-
lel to the RECF (Wu et al., 2008; Bera, et al. 2016). 
Thus under an alternating electrical excitation, 
the plant cell impedance (ZPC) depends not only 
depends on RECF, RCW and RICF and CCM but also 
it varies with applied signal frequency. Thus, the 
degree of penetration of the current or the conduc-
tion paths of the electrical current through the cells 
(Figure 3a) within a plant tissue, depend on RECF, 
RCW and RICF and CCM (Wu et al., 2008; Bera, et al. 
2016). Also, as the capacitive reactance (|XCM| = 1/
( ω CCM)) depends on the applied signal frequency, 
the degree of penetration of the electrical signal to 
a plant tissue depends on frequency (Figure 3b). 
As shown in Figure 3b, at low frequencies ( ω ), the 
membrane capacitance produces a large capaci-
tive reactance (as |XCM| ∞ 1/ω) and hence the ZPC 
becomes very high which does not allow the cur-
rent signal to pass through (Figure 3a). But, at suf-
ficiently high frequencies, the capacitive reactance 
of the cell membrane becomes very small which 
reduces the ZPC significantly and hence allows 
the current signal to pass (Figure 3a) through the 
cells by penetrating the cell membranes (Bera, 
et al. 2016).

The equivalent electrical impedance of a single 
isolated plant cell suspended in the ECF can be 

Figure 1. Structure of plant cells and tissues: (a) 
anatomy of a plant cell, (b) anatomy of a plant tissue 
[Photo courtesy: Figure a is taken from https://www.asps.
org.au/research/cell-biology (applied for permission for 
using the art work); Figure b is taken from http://www.
edu-resource.com/biology/plant-and-animal-tissues.php 
(applied for permission for using the art work).

Figure 2. Structure of the plant cell membrane and cell 
wall (a) cell membrane [Fig. 2a has been taken from Bera 
et al. 2011], (b) anatomy of a plant cell wall.
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represented either as a single cell model (Bera, et al. 
2016; Damez et al. 2007; Zhang et al. 1995; Azza-
rello, et al. 2012; Hayden et al. 1969) proposed by 
Hayden et al. (1969) as shown in the Figure 3b or 
as a double cell model (Zhang et al., 1990; Zhang 
et al., 1991; Zhang et al., 1992) proposed by Zhang 
et al. (1990) showing the vacuole impedance (ZV) 
developed by the vacuole sap resistance (RVS) and 
tonoplast capacitance (CTP) (Figure 3c) or else.

2.2 Electrical Impedance Spectroscopy (EIS)

Electrical impedance spectroscopy conducted on a 
plant tissue sample provides the electrical imped-
ance (Zp) and its phase angle (θp) of the tissue sam-
ple as a lumped parameters at different frequency 
points. The impedance value found at each fre-
quency is the lumped impedance value of the tissue 
sample under test which depends on the dimension 
of the sample. The lumped impedance measured 
by EIS is contributed by the each cell within the 
tissue interacting with the applied current signal 
passing through it. Thus the plant tissue imped-
ance obtained from the EIS could be expressed 
by a complex, frequency-dependent bioelectrical 
impedance, Zp(ω) (Bera, et al. 2016) and its fre-
quency-dependent phase angle, θp(ω) are given by:
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where Rp(ω) and Xp(ω) are the real and imaginary 
parts of Zp and j is the complex number √(–1). Both 
Rp(ω) and Xp(ω) depend on the signal frequency 
and tissue composition such that

R Z cosp pR p( ) ( ) ( (p ))ZpZ ( )) ω(p ))  (3)
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In EIS procedure, Zp and its phase angle (θp) of 
a test subject are measured at different frequency 
points, ωi (ωi: ω1, ω2, ω3, … ωn), by injecting a con-
stant amplitude, Alternating Current (AC) signal 
(I(ω)) and by measuring the boundary potentials 
(V(ωi)) through using an array of surface elec-
trodes attached to the subject (Figure 1). Thus EIS 
provides the spectra of bioimpedance of the plant 
tissue which could be utilized for analyzing tissue 
properties, developing the equivalent tissue circuit 
model for noninvasive tissue characterization. The 
equivalent electrical circuit models or Equivalent 
Circuit Models (ECM) [6, 13] of biological tissue 
under test are very useful to understand the ana-
tomical, physiological and compositional aspects 
of biological tissues. Impedance spectra, such as 
Nyquist plots (Imaginary part of Z versus Real 
part of Z), impedance (Z) versus frequency (ω) 
plots (Bode plots), conductivity (σ) versus fre-
quency (ω) plots and permittivity (ε) versus fre-
quency (ω) plots, obtained from EIS can be used 
to study the overall anatomy and physiology of 
plant tissues. In particular, Nyquist plots present 
the graphical expression of imaginary part of the 
Zp versus the real parts of Zp and serve as a guide 
to define equivalent electrical circuit parameters.

The EIS measurements are conducted, gener-
ally, by either two electrode method (Bera, 2014; 
Bera, et al. 2016; Alonso & Cliquet, 2016) or four 
electrode method (Bera, 2014; Bera, et al. 2016; 
Alonso & Cliquet, 2016) using an impedance ana-
lyzer or an impedance measurement instrumen-
tation (He, et al. 2011). In two electrode method 
(Figure 1a) of impedance measurement current 
injection and voltage measurement are conducted 
with same electrodes (two surface electrodes) and 
hence it is known as two electrode method or two 
probe method. Four electrode methods (Figure 
4b) uses two separate electrode pairs for current 
injection and voltage measurement and therefore 
this impedance measurement technique is known 
as four electrode method or four probe method. 

Figure 3. The frequency dependent impedance proper-
ties of plant cells and their equivalent circuit modeling 
(a) The anatomy of an isolated plant cell showing Intra-
cellular Fluids (ICF), Extracellular Fluids (ECF), the 
Cell Membrane (CM) and Cell Wall (CW), (b) electri-
cal current conduction through the biological cells in 
an plant tissue, (c) lumped model proposed by Hayden 
et al. (1969), (d) double shell model proposed by Zhang 
et al. (1990) showing vacuole sap resistance (RVS), tono-
plast capacitance (CTP).

(a) 



283

In two probe methods the measurement data con-
tains the errors produced by the electrode skin 
contact impedance (Zc) whereas the, four-probe 
method (Figure 4b) is found free from the contact 
impedance error and hence the four-probe based 
impedance measurement process is usually pre-
ferred. As shown in Figure 4a and 4b, in four-probe 
method based EIS, a constant amplitude sinusoi-
dal current signal (If(ω)) is injected through the 
outer electrodes of a linear array of four electrodes 
(Figure 4) which are known as the current elec-
trodes or the driving electrodes (red electrodes in 
Figure 4b). The surface potential developed across 
the inner two electrodes, called voltage electrodes 
or sensing electrodes (blue electrodes in Figure 
4b), is measured as the frequency-dependent AC 
voltage (Vf(ω)). The fruit tissue impedance (Zf(ω) 
is calculated as the transfer function of the tissue 
sample under test from the voltage-current data by 
dividing Vf(ω) by If(ω) using the Ohm’s law:

Z
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IfZ fVV
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( )ω =

( )ω
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3 EIS BASED FRUIT CHARACTERIZATION

The physiology and the ripening of a number of 
fruits have been studied by EIS. The following sec-
tion tried to review the research works conducted 
on the EIS technology applied for studying the 
fruit physiology and their ripening process.

3.1 Studying avocado maturity and ripening

Maturity and ripening of avocado fruits have been 
studied (Bean, et al. 1960) with impedance spec-
troscopy using with alternating currents from 600 
Hz to 60 kHz. The EIS measurements indicated 

that almost two-thirds of the impedance of the 
avocado may be due to capacitive reactance and 
an inverse correlation was observed between the 
changes in impedance and respiration during the 
ripening of avocados. Results demonstrated that 
the electrical bioimpedance decreased during the 
maturation and the ripening of the avocado, but 
the individual variation between fruits tended to 
be too large in comparison with the change during 
maturation.

3.2 EIS studies of nectarines during coolstorage 
and ripening

The electrical impedance variations in nectar-
ine fruit were studied (Harker & Dunlop, 1994) 
with EIS between 50 Hz and 0.1 MHz using a 
laboratory based impedance measurement set up 
developed with a function generator (Model F32, 
Interstate Electronics Corporation), an Oscillo-
scope (Model 50103 N, Tektronix) and array of 4 
parallel stainless steel (0.45 mm diameter) or silver 
(0.60 mm diameter) electrodes. The EIS studies 
were conducted on the ripe and unripe nectarine 
fruits at harvest and after 3 and 8 weeks storage 
at 0°C. Results demonstrated that the electrode 
impedances with stainless steel electrodes were 
higher compared to the silver electrodes. It is found 
that the resistance of whole fruit was lower than 
that the tissue blocks excised from the same fruit. 
Results also show that the tissue resistance varia-
tion were greatest at low frequencies (50–100 Hz) 
which increased between 0 and 3 weeks storage 
and decreased between 3 and 8 weeks storage.

3.3 Electrical impedance studies of nectarines

Using EIS, electrical impedance measurements 
were conducted on nectarines (Prunus persica) to 
study the changes in intracellular and extracellular 
resistance as well as changes in the condition of 
membranes during ripening (Harker & Maindon-
ald, 1994). The impedance measurements obtained 
from EIS were related to changes in fruit texture 
assessed by flesh firmness and apparent juice con-
tent. The electrical model obtained from the EIS 
data indicated that, during ripening (d 1–5) of 
freshly harvested fruit, the resistance of the cell wall 
and vacuole declined by 60 and 26%, respectively, 
and the capacitance of the membranes decreased 
by 9%. An additional resistance component, which 
declined by 63% during ripening, was thought to 
be associated with either the cytoplasmic or mem-
brane resistance. The variation in nectarines tissue 
resistance measured at low frequencies was closely 
related to flesh firmness. After storage at 0°C for 
8 weeks, the nectarines developed a woolly (dry) 
texture during ripening at 20°C and the resistance 

Figure 4. EIS measurement process with impedance 
analyzer (a) EIS measurements using two electrode 
method (b) EIS measurements with four electrode 
method.

(a) (a) 
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of the cell wall was higher in woolly tissue (4435 Ω 
after 5 d at 20°C) than in nonwoolly tissue (2911 Ω 
after 5 d at 20°C).

3.4 Ripening and chilling injury in persimmon 
fruit

Electrical impedance spectroscopy was conducted 
on persimmon fruit (Dyospyros kaki) between 50 
Hz and 1 MHz (Harker & Forbes, 1997) to follow 
ripening and chilling injury development. Results 
demonstrated that, the impedance responses of 
the fruit to both ripening at 20°C and storage in 
modified atmosphere at 7°C were distinct and 
easily detected using EIS and found as a series 
semicircular arcs. During ripening, the arcs dilated 
between Days 1 and 21, and then contracted, until 
at Day 35 they were smaller than at Day 1. It was 
observed from the electrical modelling that the 
dilation occurred as a result of a 43, 115, and 17% 
increase in cell wall resistance, cytoplasm resist-
ance, and vacuole resistance, respectively. The 
cytoplasm resistance of the chill-injured fruit was 
significantly lower than other fruits upon removal 
from storage, although it rapidly increased when 
fruit were transferred to 20°C for ripening. The 
physiological changes occurred during ripening 
and development of chilling injury in persimmon.

3.5 Assessing the physiology of Kiwifruit

The EIS studies have been conducted kiwifruit 
(Actinidia deliciosa) to study its electrical imped-
ance variation during fruit ripening (Bauchot, 
et al. 2000) using either a Hewlett-Packard Model 
HP4194A impedance analyser (Hewlett-Packard, 
Hyogo, Japan), or a Hewlett-Packard Model 
HP4284A Precision LCR meter (Hewlett-Pack-
ard, Hyogo, Japan). Alternating current at fre-
quencies between 50 Hz and 1 MHz was passed 
through fruit and tissue samples, and the kiwifruit 
impedance was measured for whole fruit, and tis-
sues excised from the outer pericarp, inner peri-
carp and core. The complex impedance spectra 
were separated into the resistances of  the apo-
plast, cytoplasm and vacuole, and capacitances 
of  the plasma membrane and tonoplast. The dif-
ferences in apoplast resistance (R50 Hz) and total 
tissue resistance (R1 MHz) between tissues were 
explained in terms of  the anatomy and compo-
sition of  the respective tissues. Though research 
studies conducted on nectarine, persimmon and 
tomato fruit showed a considerable reduction 
in impedance during ripening, there was little 
change in the kiwifruit impedance characteris-
tics during ripening, despite a 10-fold decrease in 
firmness. The results suggested that the mobility 
of  electrolytes within the cell wall did not change 

during kiwifruit ripening and hence physicochem-
ical interactions that take place within the cell wall 
may have a major impact on the impedance of 
kiwifruit tissue.

3.6 Studying the physical and mechanical changes 
in strawberry

The effect of  CO2 treatments on the cell-to-cell 
adhesion in ‘Pajaro’ strawberry (Frageria  
ananassa Duch) fruit was studied (Harker et al. 
2000) and correlated with the corresponding 
variation of  electrical response of  the apoplast 
and symplast in the fruits using electrical imped-
ance spectroscopy. The fruits were exposed to 
5–40% CO2 for 0–3 days stored at 0°C for up to 
3 weeks. The cell-to-cell adhesion was measured 
by the application of  tensile tests to plugs of  tis-
sue, followed by the examination of  fracture sur-
faces using low temperature scanning electron 
microscopy. Results demonstrated that cell-to-
cell adhesion increased by 60% as a result of  CO2 
treatments, however, there were no differences in 
the density, electrolyte leakage, propensity for cells 
to rupture in hypertonic solutions, water poten-
tial, osmotic potential or turgor of  CO2-treated 
and control fruit. EIS studies showed that CO2 
treatments reduced the apoplast resistance (resist-
ance at 50 Hz), but did not affect the resistance 
of  the symplast (resistance at 1 MHz). Author 
speculated that CO2-induced firmness enhance-
ment in strawberry is due to high concentrations 
of  H+ and HCO3− in the apoplast which changes 
the apoplast pH which may promote the precipita-
tion of  soluble pectins and enhance the cell-to-cell 
bonding in strawberry fruit.

3.7 Apple Bruise detection

Electrical impedance spectroscopic studies were 
conducted on apple fruit (Malus domestica) before 
and after bruising (Phillipa et al. 2000) to deter-
mine the extent of tissue damage that occurred 
as a result of bruising. Impedance measurements 
were made at 36 frequencies points between 50 Hz 
and 1 MHz and Nyquist characteristics (plots of 
reactance against resistance) were then related to 
bruise weight. Results showed that the change in 
resistance that occurred as a result of fruit impact 
(ΔR50 Hz) was the best predictor of bruise weight. 
Before bruising, resistance of fruit was higher in 
‘Splendour’ than in ‘Granny Smith’ (P < 0.001), 
and at 0°C than at 20°C (P < 0.001), but was not 
influenced by fruit weight. As the influence of 
apple cultivar and temperature on electrical imped-
ance may cause difficulties when implementing 
these measurements in a commercial situation, fur-
ther development of proposed method may require 
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to be improved for assessing bruise weight without 
having to wait for browning of the flesh.

3.8 Non-destructive evaluation of citrus fruits

Garut citrus fruits acidity was investigated using 
electrical impedance spectroscopy (Juansah, et al. 
2012) and the measurements of electrical prop-
erties of Garut citrus fruits were conducted at 
various levels of pH and frequencies. The elec-
trical parameters of citrus fruits such as electri-
cal impedance, resistance, reactance, inductance 
and capacitance were measured using an LCR 
meter (3532–50 LCR HiTESTER, Hioki, Tokyo, 
Japan) at 0.1 kHz, 1.0 kHz, 0.01 MHz, 0.1 MHz 
and 1 MHz. The pH estimations by using multi-
ple regressions of electrical parameters were highly 
linear especially at frequency of 1 MHz. Resistance 
per weight, reactance per weight, inductance per 
weight, and impedance per weight of Garut citrus 
fuits declined when the pH is increased whereas the 
capacitance per weight of the Garut citrus fruits 
increases as pH increases.

3.9 Cell vitality studies on Shiraz berries

The electrical impedance of the Shiraz berry has 
been studied (Caravia, et al. 2015) as a function of 
the state of cells within, to detect the loss of cell 
vitality. Electrical impedance of Shiraz berries (774 
berries) from two locations (one of them over two 
seasons) from veraison to harvest was studied by 
EIS method performed between 100 Hz and 1 or 2 
MHz. The proportion of the living tissues for each 
berry was estimated with fluorescein diacetate and 
the cell death in the mesocarp of fruits has been 
correlated with berry mass loss that occurs late 
in ripening. The results demonstrated that, from 
veraison to the onset of cell death, electrical imped-
ance of the berry fruits follows the accumulation 
of Total Soluble Solid (TSS). And the impedance 
decreases proportionally to the extent of berry cell 
death hereafter. Using impedance spectroscopy the 
changes in cell vitality of the Shiraz grape berry 
can be objectively determined. EIS studies on 
grape berry demonstrated the technique as a prom-
ising application for measuring berry composition.

3.10 Ripening of banana fruit

EIS studies have been conducted to study the elec-
trical impedance variations during banana rip-
ening using Agilent 4294A impedance analyzer 
(Chowdhury et al. 2016). The electrical imped-
ance of banana samples is measured by at differ-
ent states of ripening and the ripening states are 
correlated with their corresponding impedances. 
The banana impedance, phase angle, real part 

and imaginary part of the impedance are stud-
ied to analyze the ripening phenomena in terms 
of banana impedance. The results demonstrated 
that the banana impedance and tits real part and 
imaginary part all increase with the progresses in 
the ripening process. Statistical analysis conducted 
on the banana samples from a same bunch showed 
that the electrical EIS technique can be applied for 
noninvasive characterization of banana ripening.

4 CONCLUSIONS

Fruit physiology and ripening process can be 
studied with EIS method noninvasively. Electrical 
impedance of the fruits changes with the physi-
ological and physiochemical changes occurred dur-
ing the ripening of the fruits which can be probed 
by EIS noninvasively to characterize either the fruit 
physiology or the ripening process. Though the EIS 
technology provides a number of advantages but 
still the technology is found very sensitive to the sev-
eral measurement errors produced by electrode con-
tact impedance, cable impedance, stray capacitance 
etc. Though few commercial impedance analyzer or 
LCR meters are available with high measurement 
accuracy, but for the impedance measurement with 
a wide frequency band development of prototype 
standalone laboratory work bench is, generally 
found essential. As the composition and physiologi-
cal changes occurred inside the fruits varies from 
species to species there may not be similar imped-
ance response for all the fruits. Therefore a common 
analytical model is not possible to be developed. 
Also as the electrical impedance depends on the 
geometry of the sample, the EIS studies requires 
very accurate observation for assessing the entire 
fruit species with the response obtained from a 
limited number of samples. Statistical analysis may 
be required to develop a solution to this practical 
problem. As the effect of contact impedance dur-
ing impedance measurement play a significant role 
four electrode method is preferable to study the 
fruits physiology and ripening. Though the hous-
ing of four electrodes on the fruit surface is found, 
sometimes, difficult for the fruits of small volume 
the microelectronics technology can be adopted for 
small fruit analysis as the future research direction.
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ABSTRACT: A deregulated power market creates a huge pressure to the System Operator (SO) to 
ensure a congestion-free transmission network for the continuity of power supply with minimum cost. 
This work describes Congestion Management (CM) with the integration of a Wind Farm (WF) in a 
double auction electricity market to minimize fuel cost, system losses, and Locational Marginal Price 
(LMP). The optimal location of a WF is identified based on the value of the Bus Sensitivity Factor (BSF); 
also, one load bus is selected for double auction bidding with the help of BSF. A modified 39-bus New 
England test system is used to demonstrate the effectiveness of the approach presented here.

1 INTRODUCTION

All over the world, privatization and deregulation 
of the power sector has greatly affected the power 
system. The competition in power market trading 
has exponentially increased the transaction in 
electricity. GENCOs and DISCOs, in a deregular-
ized market, can independently or in pair transmit 
power. This may lead to unanticipated direction, 
volume, and length of power flow through the 
transmission networks. Such trade of power may 
not be accommodated by the present transmission 
network. As a result, congestion occurs in the sys-
tem, creating a violation of the system security as 
well. Congestion usually occurs in modern power 
system transmission lines due to an increase in the 
electric power demand or line outage of the system 
(Sudipta 2008).

Literature has discussed the optimal bidding 
strategy of a supplier considering double-sided 
bidding (Arvind 2015). For uninterrupted power 
supply, it is essential to maintain the security of a 
power system under a deregulated power market. 
An optimal bidding strategy for electricity sup-
pliers under the congestion environment has also 
been discussed (Tengshum 2003). Bidding strategy 
is utilized to maximize profit by using the Refined 
Immune Algorithm. The electrical market is settled 
based on the Locational Marginal Price (LMP) of 
the system. Optimal GENCOs bidding strategies of 
the electricity market has been established using an 
agent-based approach and Numerical Sensitivity 
Analysis (NSA) technique (Mahvi 2011).

Research has described bidding strategy in 
a joint spinning reserve market and day-ahead 
energy market with the integration of a micro 
grid (L. Shi 2014). The optimal cost of energy and 
spinning reserve bids are obtained by solving the 
bi-level bidding model using the interior point 
algorithm. Optimal bidding for the power market 
depends on the bidding revenue, expected imbal-
ance, and operation cost. Ricardo et al. (2014) have 
presented an auction-based market for consumer 
payment minimization under a pool-based day-
ahead electricity market. A bi-level programming 
method has been used to characterize the LMP. 
Demand-side bidding strategies are applied in the 
electricity market to minimize the cost of purchas-
ing power (Rico 2012 and Faria 2015). Flexible AC 
Transmission System (FACTS) devices like TCSC 
and SSSC are used to maximize social welfare in a 
double-sided auction market (Nabavi 2012).

Wind energy sources are one of the rapidly 
increasing energy sources in the world. Wind 
power heavily relies on environmental conditions 
and hence produces unpredictable power output. 
Earlier works have showed that wind and hydro 
power generation plays an important role in the 
deregulated electricity market (Agustin 2013, 
Mahmoud 2013, and Edgardo 2004). Three 
bidding strategies are used to formulate the day-
ahead bidding model. Research works such as 
those by Subhasish (2015) consider wind energy 
for congestion management. Until now, to the 
best of our knowledge, no research work has 
carefully studied congestion constraint corrective 
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rescheduling in a competitive power market with 
integration of a Wind Farm (WF). Therefore, in 
this paper, WFs are integrated considering double 
auction bidding in power markets to minimize the 
congestion as well as to minimize the LMP of the 
system. By considering the cost function, GEN-
COs and DISCOs participate in the pool market 
and maximize their generation as well as minimize 
the overall generation cost of the system. WF posi-
tion in the bus is identified based on the BSF value. 
In this paper, a modified 39-bus New England test 
system has been used as a test system for solving 
the proposed method.

2 PROBLEM FORMULATION

2.1 Objective function

Consider that N number of  WFs have been 
installed in an existing power system network. 
As a result, the proposed objective function con-
sists of  three terms. Mathematically, the objec-
tive function is to minimize the total fuel cost 
of  the thermal generating unit, congestion cost, 
and investment cost of  the WFs. Mathemati-
cally, the minimum objective function of  the given 
approach is given by

OF C C k
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where NG is equal to the number of generators, 
NL is equal to the number of loads, Ci (PGi) is equal 
to the generating cost of the thermal unit, Cj (ΔPG) 
is equal to the congestion cost, and CWF is equal to 
the installation cost of the WF.

Constraints
The following two types of constraints are used in 
the optimal power flow problem.
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where PG is the active power generation of the 
thermal generating unit, PWF is the total wind 
power generation of the WF, Ploss is the transmis-
sion loss, PD is the total load, TL is the number 
of transmission lines, GJ is the conductance of the 

line between buses i and j, |Vi| is the voltage magni-
tude, and δi is the voltage angle.

b. Power flow equations
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where Pi and Qi are the active and reactive pow-
ers injected into the system, BN is the number of 
buses, Yik is the bus admittance matrix connected 
between the ith row and kth column, and θik is the 
bus admittance matrix connected between the ith 
row and kth column.

2. Inequality constraints
a. Bus voltage limits

V V V i Ni iV VV V iVVi V , , ,≤ViVVV = …, , , …1 2, 3  (7)

where Vi
min is the lower limit of the bus voltage, 

Vi
max is the upper limit of the bus voltage, N is the 

number of buses.

b. Power limits of the generator unit
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where PGi
min and PGi

max are the thermal unit’s mini-
mum and maximum active power limits and QGi

min 
and QGi

max are the thermal unit’s minimum and 
maximum reactive power limits.

c. Security limits of the transmission line
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where MVA flowij max0 and MVA flowij maxk are 
the maximum powers that can flow through the 
line connecting the buses i and j, respectively, dur-
ing the pre-congestion and post-congestion states.

d. Discrete tap settings of the transformer 

T i Ni iTT iTTi T , , ,≤TTTT = …, , , …1 2, 3  (12)

e. Ramp limit of the generator unit
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where PGi
min and PGi

max are the thermal unit’s mini-
mum and maximum active power limits.
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2.2 Bus Sensitivity Factor (BSF)

The bus sensitivity factor is calculated for a con-
gested line l by using following formula (Subhasish 
2015):

BSFSS
P
PkFF l ijPP

kPP
=
Δ
Δ

 (14)

where ΔPijPP  is the change in the real power flow of 
line k and BSFSS kFF l  is the change in active power flow 
in the congested line l due to active power injection 
at bus k. Active power flow a line k, which is con-
nected between bus i and bus j, is equal to Pij and 
can be written as
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where Vi is the voltage magnitude, δi is the voltage 
angle, and Yij and θij are the magnitude and angle 
of ijth element of YBus matrix. Ignoring higher-
order terms and using the Taylor series approxima-
tion method, equation (15) can be written as
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The simplified form of equation (16) can be writ-
ten as

Δ Δ ΔP VΔ VijPP i j i jΔVV
ij ij ij ij

+VΔα δ iδΔΔΔ β δΔΔ jΔ γ ηViVV
ij

+VΔ iVV  (17)

where

α θ δ δijαα i j ij ijθθ j iδ δδ δ+θijθi (( )  (18)

β θ δ δijββ i j ij ijθ j iδ δδ+δδδ )  (19)

γ θ δ δ θijγγ j ij jθ δδi i iδ j iθi jiij i
+θθ δ( ) cijiVYii− os  (20)

η θ δ δijηη i ij jθ δδi iδδ
ij
+θθ( )  (21)

The relationship of Newton-Raphson Jacobian is
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Equation (22) can be written as follows by neglecting 
the coupling between ΔP & ΔV and ΔQ & Δδ:

Δ ΔP [ ]J [ ]Δ11J δ ]]  (23)

Δ ΔQ J[ ]J [ ]ΔV22J  (24)

Equation (23) can be written as

Δ Δ Δδ =[ ] [ ]Δ [ ][ ]Δ] [ΔΔΔ ][Δ11
1  (25)

From equation (25), we can write

Δ Δδ iδ
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k
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where k is the number of buses and s is the slack 
bus. Neglecting the coupling between ΔP and ΔV, 
equation (17) can be written as

Δ ij i jij ij
+iα δ iδΔΔ i β δΔ jΔ  (27)

From equation (26) and equation (27), we get
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Equation (27) can be written as follows:

Δ Δ ΔSF BSF SF Pij
l lΔP BSF kFF l

kPPΔPΔP +……+1 1FF ΔPP 2 2ΔFF  (30)

Therefore, the congested line BSF can be calcu-
lated by using following mathematical expression:

BSFSS mkFF l
ij ik ij jkα βmij ik i+mik  (31)

3 RESULT AND DISCUSSION

The proposed concept has been illustrated on a 
modified 39 bus New England Test System, which 
has 10 generators and 29 load buses. A single line 
diagram of the modified 39 bus New England test 
system is shown in Figure 1.

The test data for the modified 39 bus New Eng-
land system is given in the work by K.R. Padi-

Figure 1. Single line diagram of the modified 39 bus 
New England test system.
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yar (1996). In the proposed method, a violation 
on lines 15 and 16 has been created due to 14–34 
line outages in the system. In the given approach, 
50 MW of wind power is connected based on the 
BSF value. It has been found from a reference 
paper (Subhojit 2016) that the investment cost 
of wind power generator (for 1 MW capacity) is 

3.75 $/hr (approx.). So, for 50 MW wind power, 
a cost of 187.50 $/hr has been added to the bid-
ding optimal cost of the wind power condition. 
Two most sensitive buses, i.e, one positive and 
one negative bus have been selected for analyzing 
the proposed method. Out of this two, one sensi-
tive bus is selected for the double auction bidding 
and another one is connected with a Doubly Fed 
Induction Generator (DFIG) based WF. The con-
gestion problem is solved by using a Sequential 
Quadratic Programming (SQP) approach, which is 
also used as an optimization tool for minimizing 
the fuel cost of the thermal generating unit. Based 
on the bus sensitivity factor, a DFIG-based WF is 
connected at bus number 14 and double auction 
bidding at bus number 34.

In the present study, violation occurs in L15–16 
due to a line outage in L14–34. So, the line L15–16 
is called a congested line. It is not always correct 
that only one line will be congested after a single 
line outage. More than one line may be congested 
after a single line outage. In that case, the most 
severe line determined by the line Performance 
Index (PI) can be chosen for analysis. But, in the 
present study, only one line (i.e., L 15–16) is con-
gested after L 14–34 outage; other lines are not 
congested since the power flows of the remaining 
lines are within their thermal limit. BSF is calcu-
lated for the congested line L 14–34. For the con-
gested line 15–16, BSF is shown in Table 1 for the 
modified 39 bus New England test system.

With the presence of a WF, Double Auction Bid-
ding (DAB) has been done at bus number 34 with 
a load of 60 MW. Table 2 shows the power flow 
through the congested line before and after Single 
Auction Bidding (SAB) and DAB with and with-
out the presence of a WF. From the result, it can 
be stated that after bidding, the active power flow 

Table 1. Bus Sensitivity Factor (BSF) for congested line 
(15–16).

Bus
no BSF

Bus
no BSF

Bus
no BSF

 1  0 14 –0.2536 27 0.0531
 2 –0.0334 15 –0.0440 28 0.0325
 3  0.1987 16 –0.0047 29 0.0330
 4  0.1526 17 –0.0215 30 0.1539
 5  0.1533 18 –0.0293 31 0.1300
 6  0.1547 19 –0.0317 32 0.1936
 7  0.1543 20  0.1943 33 0.2575
 8 –0.0181 21  0.1542 34 0.4196
 9  0.0332 22  0.1543 35 0.2326
10 –0.0376 23  0.1543 36 0.1536
11 –0.0354 24  0.1537 37 0.0796
12 –0.0379 25 –0.0193 38 0.0242
13 –0.0655 26  0.0307 39 0.1538

Table 2. Congested line power flow before and after 
bidding when 14–34 line outage occurs.

Power
low
(MVA)

Before
SAB
(MVA)

After
SAB
(MVA)

After SAB
with WF
(MVA)

After
DAB
(MVA)

After 
DAB
with WF
(MVA)

15–16 576.92 496.43 496.20 496.43 496.93

Table 3. Optimal cost for SAB and DAB with and without presence of a WF for 14–34 line outage.

Gen output
Result
[Lei 2012]

SAB
without
outage

SAB 
with
outage

SAB with 
WF and 
outage

DAB 
with 
outage

DAB with 
WF and 
outage

PG1   604.47   677.00   593.76   609.80   572.80   590.55
PG2   646.00   689.42   737.20   715.24   733.09   711.74
PG3   715.41   673.21   610.16   619.84   591.88   603.05
PG4   652.00   646.73   652.00   648.04   651.41   641.23
PG5   508.00   508.00   508.00   508.00   508.00   508.00
PG6   687.00   657.45   670.48   658.63   662.30   651.55
PG7   580.00   580.00   580.00   580.00   580.00   580.00
PG8   564.00   564.00   564.00   564.00   564.00   564.00
PG9   667.79   637.50   671.89   655.13   667.08   651.17
PG10   674.44   669.10   721.46   698.14   718.26   695.48
Gen Cost ($/h) 41941.34 41932.73 42169.21 41571.81 41399.62 40798.26
Loss (MW)    44.88    48.180    54.715    52.586    54.583    52.524



293

REFERENCES

Agustín A. Sánchez de la Nieta, Javier Contreras, and 
José Ignacio Muñoz, (2013). Optimal Coordinated 
Wind-Hydro Bidding Strategies in Day-Ahead Mar-
kets. IEEE Transactions on Power Systems, vol. 28, 
pp. 798–809.

Arvind Kumar Jain, Suresh Chandra Srivastava, Niwas 
Singh, Laxmi Srivastava, (2015). Bacteria Foraging 
Optmization Based Bidding Strategy under Transmis-
sion Congestion. IEEE System Journal, vol. 9, no. 1, 
pp. 141–151.

Edgardo D. Castronuovo, and J. A. Peças Lopes, (2004). 
On the Optimization of the Daily Operation of a 
Wind-Hydro Power Plant. IEEE Transactions on 
Power Systems, vol. 19, pp. 1599–1606.

Faria Nassiri Mofakham, Mohammad Ali Namat-
bakhsh, Ahmad Baraani Dastjerdi, Nasser Ghasem 
Aghaee, Ryszard Kowalczyk, (2015). Bidding Strategy 
for Agent in Multi-Attribute Combinational Double 
Auction. Expert Systems with Application, vol. 42, pp. 
3268–3295.

Lei Tang and James D. McCalley, (2012). An Efficient 
Transient Stability Constrained Optimal Power Flow 
using Trajectory Sensitivity. North American Power 
Symposium (NAPS), pp. 1–6.

Mahmoud Ghofrani, Amirsaman Arabali, Mehdi 
Etezadi-Amoli, and Mohammed Sami Fadali, (2013). 
A Framework for Optimal Placement of Energy Stor-
age Units within a Power System with High Wind Pen-
etration. IEEE Transactions on Sustainable Energy, 
vol. 4, pp. 434–442.

Mahvi M., M.M. Ardehali, (2011). Optimal Bidding 
Strategy in a Competitive Electricity Market Based 
on Agent Based Approach and Numerical Sensitivity 
Analysis. Energy, vol. 36, pp. 6367–6374.

Nabavi S.M.H., A. Kazemi and M.A.S. Masoum, (2012). 
Social Welfare Maximization with Fuzzy Based 
Genetic Algorithm by TCSC and SSSC in Double-
Sided Auction Market. Scientia Iranica, Computer 
Science & Engineering and Electrical Engineering, vol. 
19, no. 3, pp. 745–758.

Padiyar K. R., Power System Dynamics, (1996). Stability 
and Control. NewYork: Wiley, p. 601.

Ricardo Fernández Blanco, José M. Arroyo, Natalia 
Alguacil, (2014). Network-Constrained Day-Ahead Auc-
tion for Consumer Payment Minimization. IEEE Trans-
actions on Power Systems, vol. 29, no. 2, pp. 526–536.

Rico Herranz, Antonio Munoz San Roque, Jose Vil-
lar, Fco Alberto Campos, (2012). Optimal Demand-
Side Bidding Strategies in Electricity Spot Market. 
IEEE Transaction on Power System, vol. 27, no. 3, 
pp. 1204–1213.

Shi L., Y. Luo, G.Y. Tu, (2014). Bidding Strategy of 
Micro Grid with Consideration of Uncertainty for 
Participating in Power Market. Electrical Power and 
Energy Systems, vol. 59, pp. 1–13.

Subhasish Deb, Sadhan Gope, Arup Kumar Goswami, 
(2015). Congestion Management Considering Wind 
Energy Sources using Evolutionary Algorithm. 
Electric Power Components and Systems, vol. 43, 
pp. 723–732.

Subhojit Dawn, Prashant Kumar Tiwari, (2016). 
Improvement of Economic Profit by Optimal 

Figure 2. Locational Marginal Price (LMP).

through the congested line (L 15–16) is reduced 
from the maximum level to the reliable margin.

Table 3 shows the optimal fuel cost of the ther-
mal generating unit with and without considering 
a WF for SAB and DAB.

Generators submit the price offers to the power 
market in SAB and the buyers neutralize the seller’s 
market power by the resale value of their demand 
in DAB. It can be seen from this table that power 
losses are also less in DAB. In the case of DAB, 
the total generation cost is very less compared to 
SAB. The losses of the system after optimization 
are 52.586 MW for SAB with a WF and 52.524 
MW for DAB with a WF. Figure 2 shows the LMP 
for SAB and DAB with and without the presence 
of a WF. The LMP is calculated by the bids/offers 
submitted by buyers and sellers of the market or 
market participant. It has been seen that LMP 
decreases the connection of the WF for SAB as 
well as DAB.

4 CONCLUSION

This paper investigates the effectiveness of  the 
Double Auction Bidding (DAB) strategy with the 
integration of a wind farm to alleviate transmis-
sion congestion. LMP is found to be minimum 
in the presence of a wind farm in the case of 
DAB when compared to single auction bidding. 
Sequential Quadratic Programming (SQP) is used 
for implementing the proposed method and it is 
applied on modified 39 bus New England test sys-
tems. It is observed that fuel cost and losses are 
minimum in DAB in the presence of a wind farm 
compared to that of  single auction bidding in the 
presence of a wind farm for mitigating transmis-
sion congestion.
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Survey on solar photovoltaic system performance using various 
MPPT techniques to improve efficiency

B. Pakkiraiah & G. Durga Sukumar
Department of Electrical and Electronics Engineering, Vignan’s Foundation for Science Technology 
and Research University, Guntur, Andhra Pradesh, India

ABSTRACT: Nowadays, to meet the increase in power demand and to reduce global warming, 
renewable energy sources-based systems are used. Out of the various renewable energy sources, solar 
energy is the main choice. But, compared to other sources, the solar panel system converts only 30–40% of 
solar irradiation into electrical energy. To get the maximum output from a Photovoltaic (PV) panel system, 
an extensive research has been underway for a long time to assess the performance of the PV system and 
to investigate the various issues related to the effective use of solar PV systems. This paper, therefore, 
presents different types of PV panel systems, maximum power point tracking control algorithms, usage of 
power electronic converters with control aspects, various controllers, usage of filters to reduce harmonic 
content, and usage of battery systems for PV systems. Attempts have been made to highlight the current 
and future issues involved in the development of a PV system with improved performance. This paper has 
an appended list of 105 research publications on this.

1 INTRODUCTION

As the earth’s natural resources are decreasing day 
by day, to meet the increase in power demand, 
the power sector is looking at alternate energy 
resources. With the usage of renewable energy 
sources, the carbon content in the atmosphere 
can be reduced, thus taking a step to overcome 
the problem of global warming. Out of the vari-
ous renewable sources, the solar photovoltaic (PV) 
system is most used. The various structures of PV 
panel systems and their suitability for specific loca-
tions has been discussed in past research (Saadi 
A. et al. 2003, Ait Cheikh S. et al. 2007, Fangrui 
liu et al. 2008, Roberto Faranda et al. 2008, Adel 
Mellit et al. 2008, Anna Mathew et al. 2011). The 
efficiency of the PV system can be increased using 
a maximum power point controller. The extraction 
of the maximum available power from a PV mod-
ule is done using a Maximum Power Point Track-
ing (MPPT) controller. This might also increase 
the efficiency of the system. Several algorithms 
have been developed to track the maximum power 
point efficiently. Most of the existing MPPT algo-
rithms suffer from the drawback of being slow at 
tracking. Due to this, the utilization efficiency is 
reduced. Various methods of maximum power 
point technique algorithms such as Incremental 
Conductance (INC), Perturb & Observe (P&O), 
etc. have been discussed. The output obtained 
from the MPPT controller contains harmonics 
due to the closed-loop tracking of sunlight. This 

can be eliminated by using filter circuits. From this, 
the obtained output is given to a DC-DC converter 
and inverter. Literature thus far has discussed vari-
ous power electronic converter circuits and their 
control techniques (Chin S. et al. 2003, Patel S. 
et al. 2011, Huusari J. et al. 2012, Trejos A. et al. 
2012).

In this paper, we have surveyed various aspects 
of the solar PV fed system drives. Section II pre-
sents the various available types of PV panel 
systems, their performances, and suitability. 
Section III discusses MPPT and its performance. 
Section IV presents the review of power electronic 
circuits and their controlling techniques with 
MPPT. Section V presents the harmonic reduction 
of a PV panel system using a filter circuit. Section 
VI discusses the battery and inverters. Section VII 
presents the concluding remarks.

2 PHOTOVOLTAIC SYSTEM

A PV system is a solid-state semiconductor device 
that generates electricity when exposed to the light. 
The building block of a solar panel is the solar cell. 
A PV module is formed by connecting multiple 
solar cells in series and in parallel. PV modules are 
connected in series to get maximum output volt-
age and connected in parallel to obtain maximum 
output current. Solar PV power systems have been 
commercialized in many countries due to their 
merits such as long-term benefits and very little 
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maintenance. The major challenge in using PV 
power generation systems is tackling the nonlinear 
characteristics of a PV array. The PV characteris-
tics depend on the level of irradiance and tempera-
ture. A PV array experiences different irradiance 
levels due to passing clouds and neighboring build-
ings or trees. Figure 1 shows the block diagram of 
a PV generation system.

PV systems are mainly classified into grid-con-
nected and standalone systems, which are designed 
to provide DC and AC power service to operate 
independent of the utility grid that is connected 
with other energy sources and storage systems.

2.1 Grid-connected PV system

Grid-connected PV systems are designed to oper-
ate in parallel and connected with the electric util-
ity grid system. They mainly consist of an inverter 
that converts dc into ac power with voltage and 
power quality requirements of the utility grid. A 
bi-directional interface is made between the PV 
system AC output circuits and electric utility net-
work at the on-site distribution panel or service 
entrance to allow the AC power to either supply 
or back feed the grid when the PV system output is 
greater than the load demand (Kamaruzzaman S. 
2009). Figure 2 shows the block diagram of a grid-
connected PV system.

A PV system is capable of operating in grid-
connected and standalone modes using a multi-
level inverter and boost converter for extracting 
maximum power and feeding it to the utility grid 
and standalone system (Liu C. et al. 2004).

2.2 Standalone PV systems

These are mainly designed to operate independent 
of the electric utility grid and designed size to sup-
ply certain DC or AC electric loads. The simplest 
type of standalone PV system is a direct-coupled 
system. This operates only during sunlight hours 
and energy will not be stored in the battery system, 
like in ventilation fans, water pumps, and small 
pumps for solar thermal water heating systems 
(Kamaruzzaman S. et al. 2009). Figure 3 shows the 
block diagram of a direct coupled PV system.

For the direct-coupled PV system given above, 
several studies have investigated topics such as 
continuous variations of solar radiation, qual-
ity of load matching, geographical location, 
climatic, degree of utilization, and accurate siz-
ing to various loads (Appelbaum J. 1987, Saied 
M. M. et al. 1989, Khouzam K. Y. 1990, Khouzam 
K. Y. et al. 1991, Kou Q. et al. 1998). Lorendana 
Cristaldi et al. (2012) have observed the behavior 
of the PV panel from a direct-coupled system with 
a switched-mode converter and MPP algorithm. 
They compared the V-I characteristics of the panel 
with and without the MPP algorithm. The design 
methodology in this is mainly based on the vari-
ation of solar radiation; due to this, the results 
could not be safely applied over a period of time 
for a specific input radiation time series. Figure 4 
shows another type of standalone PV system pow-
ering DC and AC loads with a battery storage sys-
tem (Hund T. D. & Thomson B. 1997).

3 MAXIMUM POWER POINT TRACKING

The MPPT control technique is used mainly to 
extract the maximum capable power of the PV 
modules with the respective solar irradiances and 
temperatures at a particular instant of time by 

Figure 1. Block diagram of a PV generation system.

Figure 2. Block diagram of a grid-connected PV 
system.

Figure 3. Block diagram of direct coupled PV system.

Figure 4. Standalone PV system with a battery storage 
powering DC and AC loads.

Boost 
converter 

Inverter/ Power 
Conditioner 

DC load 
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the MPPT controller. Most of the existing MPPT 
algorithms suffer from the drawback of being slow 
at tracking. Due to this, the utilization efficiency 
is reduced. There are several MPPT control tech-
niques that can be used to improve the efficiency, 
such as Incremental Conductance (INC), Hill 
Climbing or Perturbation & Observation (P&O), 
Artificial Neural Network (ANN) with back prop-
agation technique, Fuzzy Logic Controller Intel-
ligent Control (FLCIC) with DC-DC converter, 
Particle Swarm Optimization, Open Circuit Volt-
age Control (OCVC), Short Circuit Current Con-
trol (SCCC), Feedback of power variation with 
voltage technique, Feedback of power variation 
with current technique, Single input Fuzzy con-
troller for tracking MPP, Ant Colony Optimization 
(ACO), and Genetic Algorithm (GA) methods. 
Azli N. A. et al. (2008) proposed that the MPPT 
performance improves with the temperature of the 
PV system; 4% of the efficiency is affected by the 
variations of the fill factor with the climatic condi-
tions and the geographic region. Muhammad Tau-
seef et al. (2012) have presented the modeling of 
the MPPT with a buck converter with oscillations 
of less than 0.5% in the output power. Also, the PV 
cell with two-diode model for the MPPT controller 
relies on the fact that the ratio of Vmpp/Voc does not 
strongly depend on environmental conditions.

Xiaojin Wu et al. (2009) and Pakkiraiah B. et al. 
(2016) proposed the MPPT method performances 
to its structure and cost in the common insola-
tion condition to reach the efficiency of 98% of 
the real maximum output power. Michael Ropp 
E. et al. (2009) have discussed the aspects of PV 
inverter accuracy consisting of detection behavior 
and the action of MPP tracker response to grid 
voltage and frequency fluctuations. Brando G. 
et al. (2007) have explained the sensor-less control 
of a H bridge multi-level converter for MPPT in 
grid-connected PV systems to deliver maximum 
power for variations of incident irradiations on 
PV arrays with the H-bridge 5-level converter to 
reduce the current oscillations to up to 1% though 
the voltage slope changes. Shakil Ahmad khan et 
al. (2010) have explained the implementation of 
the MPP algorithm in an 8-bit microcontroller to 
generate optimized code in C.

3.1 Incremental Conductance (INC)-based 
MPPT techniques

It has been proposed to obtain the MPP operat-
ing point for adaptive voltage step changes based 
on the slope of the PV curve. To get the changes 
in the voltage step value from the PV curve, accel-
eration and deceleration factors are applied in 
the next iteration steps. The adaptive voltage step 
change enables the PV system to quickly track 

the environment condition variations. In this way, 
more solar energy can be harvested from the PV 
energy systems. It is easy to implement since it 
does not require the knowledge of I-V character-
istics of PV panels and the parameters (Harada 
K. et al. 1993, Hussein K. H. et al. 1995, Irisawa 
K. et al. 2000, Kim T. Y. et al. 2001, Kuo Y. C. 
et al. 2001, Wu W. et al. 2003, Kobayashi K. et al. 
2003, Koizumi H. et al. 2005, Meng Yue et al. 2014, 
Pakkiraiah B. et al. 2015). The MPP is tracked by 
searching the peak of the P-V curve. This algorithm 
uses the instantaneous conductance I/V and dI/dV 
for MPPT. Using these two values, the algorithm 
determines the location of the operating point of 
the PV module in the P-V curve and also shows 
the operation at the MPP along with left and right 
sides of the MPP in the P-V curve (Fangrui L. et al. 
2008, Safari A. et al. 2011, Mei Qiang et al. 2011, 
Kok Soon Tey et al. 2014). Figure 5 shows the flow 
chart of the algorithm.

Fangrui L. et al. (2008) presented the variable 
step size INC algorithm to increase the tracking 
speed of the MPPT controller. The INC method 
determines the radiation direction to change the 
voltage under a rapidly changing condition. In 
addition, it also calculates the MPP. Thus, the 
oscillation problem of the P&O algorithm around 
MPP is eliminated. For a uniform radiation con-
dition, there is no significant difference between 
the efficiencies of these two methods (Hohm D. P. 
et al. 2003, Esram T. et al. 2007). The INC method 
was determined to operate with more efficiency 
under randomly generated conditions (Roman E. 
et al. 2006).

However, the cost of the INC method is high due 
to the requirements of high-sampling compliance 
and speed control as a result of the complex struc-
ture. Classically, the INC method is the most-used 
technique as a part in the hill-climbing algorithm, 
but it has the drawback in decision making as the 

Figure 5. Flowchart of IC algorithms for MPPT.
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speed increases in proportion to the step size of the 
error. However, a higher-error step size reduces the 
efficiency of the MPPT and direction errors under 
rapid atmospheric changes (Kazmi S. et al. 2009). 
Adly M. et al. (2012) have tested the INC method 
for the PV models under fast-changing environ-
mental conditions by using a DC-DC converter 
as the isolation stage through the load-connected 
PV at the required maximum power point voltage. 
Through this, 15% energy extraction losses can be 
saved.

Yu G. J. et al. (2002) discussed the dependency 
of MPP on temperature and solar isolation. In this 
different MPPT control methods to draw maxi-
mum power from solar array such as the constant 
voltage control, Incremental Conductance condi-
tions two mode MPPT control algorithm. Ahmad 
Al Nabulsi et al. (2011) have presented hill climbing 
using INC for tracking the maximum power point 
to get the maximum output power of a PV panel. 
Here, the optimum duty cycle results in the maxi-
mum power delivered from the PV panel through 
DC/DC converter to the load. But, the operating 
point of the PV array oscillates around the MPP 
causing power loss.

3.2 Perturb and observation based MPPT 
algorithm

The P&O MPPT algorithm is easy to implement. 
Here, the PV array is perturbed of a radiation of 
direction. If  the power drained from the array 
increases, the operating point varies toward the 
MPP, which in turn suites the working voltage in 
the similar direction. If  the power drained from 
the PV array decreases, the operating point var-
ies away from the MPP; thus, the direction of the 
working voltage perturbation has to be overturned 
(Nicola Femia et al. 2005, ajay Patel et al. 2013, 
Quamuzzam M. et al. 2014, Tuffaha T. H. et al. 
2014, Pakkiraiah B. et al. 2016). A disadvantage 
of the P&O MPPT method is the steady state. 
The operating point oscillates in the region of the 
MPP, giving rise to the waste of energy. A number 
of improvements of the P&O algorithm have been 
deliberated to decrease the oscillations in steady 
state, but this slows down the speed of response 
of the algorithm during atmospheric changes. 
Song I.K (2011) discussed power oscillations in the 
P&O algorithm is that the array terminal voltage is 
perturbed every MPPT cycle. Liu C. et al. (2004) 
have proposed to solve decoupling the PV power 
fluctuations caused by the hill climbing P&O pro-
cess from the variations of the irradiance to solve 
the oscillation problem. In this, the incremental 
change in power ΔP is measured. If  the ΔP value 
is positive, the operating voltage is increased to get 
MPP; if  the value of ΔP is negative, the direction 

of the voltage adjustment is reversed and the oper-
ating point in trying to make it is closed to the 
MPP (Yafaoui A. 2007). Figure 6 shows the flow 
chart algorithm.

However, the applications of analog circuits 
using the P&O algorithm is presented in Enrique 
J. M. et al. (2010). Al-Amoudi A. et al. (1998) 
have proposed a variable step-size that gradually 
moves toward MPP. But this method is not adap-
tive because the steps are varied in a predetermined 
way. A model-based approach is given by Zhang L. 
et al. (2000) to measure the PV array temperature 
and irradiance.

Liang-Rui Chen et al. (2008) have proposed the 
biological swam chasing the PV MPPT algorithm 
to improve the MPPT performance. On comparing 
with a typical P&O algorithm, the efficiency of the 
MPPT is improved to 12.19% in the transient state. 
Wang Nian Chun et al. (2011) have proposed the 
PV model-based mathematical models of the PV 
array on the basis of the P&O method. In this, the 
characteristics of PV arrays are analyzed. Norhas-
niza Md Razali et al. (2011) presented the experi-
mental works on a standalone solar system with 
the P&O MPPT algorithm.

3.3 Artificial neural network based MPPT 
techniques

In this technique, a multi layered feedback neural 
network with a back propagation trained network 
is used. A two-stage off-line trained ANN-based 
MPPT with two cascaded ANNs is used to esti-
mate the temperature and irradiance levels from 
the PV array voltage and current signals. This 
technique gives the better performance even under 
rapidly changing environmental conditions for 
both steady and transient instants with reducing 
the training set usually a three layer RBFN NN is 
adopted for implementing the MPPT. Lucio Ciab-

Figure 6. Flow chart of the perturb and observation 
method.
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attoni et al. (2013) have presented the home energy 
management system using neural network that 
monitors the home loads, forecasts PV production, 
home consumptions, and influences the users on 
their energy choice. Lian Jiang et al. (2013) have 
implemented the two-stage MPPT to improve 
non-uniform irradiance on the PV modules. In this 
solar array model, a blocking diode is connected 
in series to the PV string to prevent reverse current 
flow from the load; a bypass diode is also used to 
improve the power capture and prevent hotspots.

Hong Hee Lee et al. (2010) have presented the 
ANN-based MPPT 2-stage method for maximum 
power point; this algorithm which is independent 
of time dependency and trade property due to 
this MPP can be tracked without time increment 
through PV characteristic changes. Muhammad 
Sheraz et al. (2012) showed how to overcome the 
problem of nonlinear characteristics of PV array 
with rapidly changing irradiation and temperature 
using Differential Evolution (DE) and ANN along 
with conventional MPPT to track the maximum 
power point. Phan Quoc Dzung et al. (2010) have 
implemented the ANN-based MPPT and INC 
method for searching maximum power point based 
using feedback voltage and current without PV 
array characteristics. This method solves the time 
dependence and trade off  as tracking time is very 
fast. Experimental valuation is carried out using 
dSpace 1104.

Zhao Yang et al. (2012) have presented the 
ANN-based MPPT control to track the MPP at 
different weather and irradiance. This network is 
used to overcome slow tracking speed, more output 
oscillations, and power oscillations. Ramaprabha 
R. et al. (2009) discussed about the three-layered 
ANN with back propagation algorithm based 
MPPT for boost converter for a standalone PV 
system to minimize the long-term system losses 
and to increase the conversion efficiency. Even 
under variable temperature, it gave optimum out-
put voltage. Figure 7 shows a Multi-layered feed 
forward neural network based MPPT algorithm.

3.4 Fuzzy logic controller based MPPT 
techniques

A fuzzy logic control is a convenient way to map 
an input space to the output space. Fuzzy logic 
uses the fuzzy set theory, in which a variable is 
a member of one or more sets with a specified 
degree of membership. A fuzzy logic controller 
basically includes three blocks named as fuzzifica-
tion, inference, and de-fuzzification. Hamza Afg-
houl et al. (2013) implemented the hybrid adaptive 
neuro-fuzzy inference system to find the operat-
ing point near the MPP. Shilpa Sreekumar et al. 
(2013) implemented fuzzy logic to obtain the MPP 
operating voltage fluctuations using Mamdani’s 
method. This method tracks the maximum power 
rapidly compared to the conventional algorithm.

Mellit A. et al. (2007) predicted the daily total 
solar radiation data from sunshine duration and 
ambient temperature based on the ANFIS model. 
Here, the Mean Relative Error (MRE) produces a 
very accurate estimation between the actual and 
predicted data not exceeding 1%. Hossain M.I. 
et al. (2011) proposed the intelligent method for 
the MPPT of a PV system under variable tempera-
ture and insolation conditions. To overcome the 
nonlinearity characteristics of PV cell, fuzzy logic 
control is implemented; the duty cycle for the con-
verter is calculated based on the fuzzy logic control 
algorithm.

Ahmad Al Nabulsi et al. (2011) made a com-
parison between two controllers as hill Climbing, 
two-input fuzzy controller, and single-input fuzzy 
controller for tracking the MPP. The basic idea 
behind these MPPT techniques is to find the opti-
mum duty cycle that results in maximum power 
delivered from the PV panel through a DC/DC 
converter to the load. In this, hill climbing con-
trols the operating point of the PV array oscillates 
around the MPP causing power loss; fuzzy with 2 
inputs requires more calculation with N*N rules 
in addition to two inputs and output gains, but 
the single-input fuzzy controller is implemented 
with the least settling time, acceptable oscillations 
around MPP.

3.5 Particle swarm optimization based MPPT 
algorithm for PV system

This algorithm is used to reduce the steady-state 
oscillation to practically zero once the MPP is 
located. Furthermore, it has the ability to track 
the MPP for extreme environmental conditions 
like large fluctuations of insolation and the par-
tial shading condition. The MPP tracker based on 
particle swarm optimization for PV module arrays 
is capable of tracking global MPPs of multi-peak 
characteristic curves where the fixed values were 
adopted for weighing within the algorithm, the Figure 7. ANN-based MPPT.
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tracking performance lacked robustness, causing 
low success rates when tracking the global MPPs.

Though the MPPs were tracked successfully, 
the dynamic response speed is low. The IPSO-
based MPPT controller algorithm for various 
environmental conditions like fully shaded condi-
tions and partially shaded conditions to find new 
global MPP with re-initialization of particles can 
be observed (Abdulkadir A. et al. 2014). Figure 8 
shows the IPSO-based flow chart algorithm.

The PSO is a simple structure that is easily 
implemented and has fast computation capability. 
It is able to locate the MPP for any type of P-V 
curve regardless of the environmental variations; 
it can also track the PV system as the search space 
of the PSO is reduced and the time required for 
the convergence can be greatly reduced. Interest-
ingly, the searching speed through adaptive learn-
ing factors and inertia weight were not satisfied by 
researchers (Zhang L. et al. 2000, Ishaque K. et al. 
2012, Liu Y. H. et al. 2012, Yau H. T. et al. 2013, 
Chao K. H. et al. 2013) because of the linear in line 
with increasing iteration numbers were adopted 
for weighing the PSO formulas.

4 MPPT CONTROLLER WITH DC-DC 
CONVERTERS

Chin S. et al. (2003) presented a DC-DC converter 
to transfer maximum power from the solar PV 
module to the load. This was achieved by the mod-
ule by changing the duty cycle of a converter so 
that the load impedance was varied and matched 
at the point of peak power with the source. Spiazzi 
G. et al. (2009) have discussed about the Ripple 
Correlation Control (RCC) technique on correla-
tion existing between the PV panel power, voltage 

and current ripples and can exploit the AC signals 
caused by the switching action of the converter. It 
is mainly used to the equilibrium point in case of 
non-sinusoidal and to analyze the simple effects 
of reactive parasitic components like panel shunts 
capacitance and series inductance. Finally, it is 
observed that the combined effects of the reac-
tive parasitic components can lead to unaccepta-
ble errors in the MPP tracking capability where a 
high-frequency DC-DC converter is used.

Huusari J. et al. (2012) proposed the distributed 
MPPT to overcome the effect of shading, which was 
used to reduce the output power. Each PV module 
was connected by a DC-DC converter to extract 
maximum power where its output was connected 
to the grid-connected inverter. It also discussed 
the terminal constraints, topological constraints, 
and dynamic constraints to get the maximum 
output voltage. Weiping Luo et al. (2009) stud-
ied the MPPT with an MCU control system in a 
grid-connected PV generation system by introduc-
ing DC-DC conversion techniques. Patel S. et al. 
(2011) gave an analysis of the PV module charac-
teristics and determination of short-circuit current 
to get converging MPPT control. It is observed 
by connecting the DC-DC converter between the 
PV source and the load with pulse width modu-
lation control of the converter. In this, the short 
circuit current, open circuit voltage, and load volt-
age at MPP was determined. Here, the boost con-
verter was turned to ensure the operation of the 
PV array at its MPP regardless of the atmospheric 
conditions and load variations. Adriana Trejos 
et al. (2012) presented the DC link voltage oscilla-
tion compensations in grid-connected PV systems 
based on three different DC/DC converters such a 
Cuk converters, SEPIC converters, and Zeta con-
verters. These high-order converters are suitable 
for reducing the current ripple injected in the PV 
array and load.

5 REDUCTION OF HARMONICS

Jain S. et al. (2007) proposed that the voltage 
obtained from a PV system is low and a DC-DC 
boost converter is necessary to generate a regu-
lated higher DC voltage. A voltage source inverter 
interfaces the PV module with the standalone 
application to provide an AC output voltage with-
out transformer. For lower generating systems, the 
conventional pulse width modulated inverter was 
used because of its simple and easy control mecha-
nism (Calais M. et al. 2002). PWM inverters usually 
involve a fast switching of semiconductor switches 
due to which a high-frequency noise gets gener-
ated. Also, all PWM methods inherently generate 
harmonics that originate from the high dv/dt and 

Figure 8. Flowchart of the IPSO-based MPPT 
algorithm.
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di/dt semiconductor switching transients (Bhat-
tacharya I. et al. 2010). These drawbacks resulted 
in distorted output; traditionally passive filters 
have been used to remove the harmonics from the 
line current. These filters improve the power factor 
of the system (Rivas D. et al. 2003, Yousif  S. N. 
A. L. et al. 2004), but the passive filters have many 
drawbacks such as tuning problems, series and 
parallel resonance, etc. (Chandani M. et al. 2012). 
Typical shunt and series active filter topologies 
along with passive filters were proposed to provide 
high-quality power for the PV system (Blofan A. 
et al. 2010). The passive filter design is carried out 
with LC, LCL, and LLCC filter topologies. The 
work evaluates the total harmonic distortion using 
each passive and a comparison is done with respect 
to the power quality improvement.

According to Khoucha F. et al. (2013), the main 
objective was to minimize the inductor size, capac-
itor current/voltage ripples, and harmonic content 
through the special structured interleaved boost 
converter, to increase the converter efficiency. A 
study of prototype hardware also took place with 
DSP-based controlled PV emulator, to make the 
operating point always at the MPP. Nousiaanen 
L. et al. (2011) presented the dynamic analysis of 
the converter with the one-phase grid-connected 
inverter applications by considering the dynamic 
properties of the PV generator. In this, the con-
verter gives the automatic high-power de-coupling 
that eliminates the ripple at twice the grid fre-
quency at the output.

Methods that work with high switching fre-
quencies have many commutations for the power 
semiconductors in one period of the fundamen-
tal output voltage. A very popular method in 
industrial applications is the classic carrier-based 
Sinusoidal PWM (SPWM) that uses the phase-
shifting technique to reduce the harmonics in the 
load voltage. Another interesting alternative is the 
SVM strategy, which has been used in three-level 
inverters. Methods that work with low switching 
frequencies generally perform one or two commu-
tations of the power semiconductors during one 
cycle of the output voltages, generating a stair-
case waveform. Representatives of this family are 
the multilevel selective harmonic elimination and 
the Space-Vector Control (SVC) (Tolbert L. et al. 
1999, Nehrir M. H. et al. 2000, Kroposki B. et al. 
2008).

6 USAGE OF BATTERY AND INVERTER 
SYSTEMS

An inverter is a power electronic device that con-
verts DC to AC. The inverter is essential for a PV 
system designed to be as a grid-tied or off  grid.

6.1 Grid-tied inverters

In this, the solar panels are usually wired in series 
to produce very high voltages, usually between 
200–600 volts using Cu wire; this is expensive 
nowadays due to the rise in the price of copper. 
Grid-tied inverters are designed to take high DC 
voltages as input that are common in the systems. 
They are also designed such that if  the grid goes 
down for any reason, the inverter will turn off  the 
supply from the solar panels also this is worker at 
the utility because side should not get shock.

6.2 Standalone inverters

These are designed for off-grid systems. They are 
designed to receive power both from the solar pan-
els and the battery backup system. Off-grid invert-
ers usually have a number of features designed to 
optimize the performance of your battery system. 
In addition, they are designed to work with lower 
voltages given that the batteries are usually operat-
ing at between 12 and 48 volts.

6.3 Grid-tied inverters with battery backup

These are used in hybrid systems that are tied but 
also have battery banks as backup if  ever the grids 
go down. They tend to have features that are found 
in both grid-tied and off-grid inverters (http://www.
Energybible.com/solarenergy/inverters.html). The 
PV system architecture can be categorized into 
three basic classes: central inverter, string or multi-
string inverter, and module integrated converter. 
Although the central inverter can operate at high 
efficiency with only one DC/AC power conversion 
stage, this structure has some disadvantages; each 
module may not operate at its MPP, which results 
in less energy harvested. Additional losses are 
introduced by string diodes and junction box and 
the single point of failure and mismatch of each 
string of PV panel affects the PV array efficiency 
greatly (http://www.epia.org, Xue Y. et al. 2004, 
Kjaer S. B. et al. 2005, Quan L. et al. 2008).

The PV stations make use of smart PV inverters 
as proposed by Seal (Seal B. 2010). Low-voltage bat-
teries require a voltage boost for the medium voltage 
grid connection, which is achieved by special power 
electronic topologies (Thomas S. et al. 2009, Blank 
T. et al. 2010, Logeswaran T. et al. 2013, Durga 
Sukumar et al. 2014). The application of grid sup-
port with EV batteries requires the combination of 
both. High-load functions and continuous opera-
tion over many years are challenging requirements 
from a reliability and lifetime perspective. There-
fore, the number of allowed cycles over time has 
a remarkable influence on the cost and lifetime of 
such a system (Mangor D. et al. 2009).

http://www.epia.org
http://www.Energybible.com/solarenergy/inverters.html
http://www.Energybible.com/solarenergy/inverters.html
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7 CONCLUSION

The use of solar energy is essential for provid-
ing solutions to the environmental problems and 
also for energy demand. The vast development to 
improve the efficiency by the MPPT algorithms 
encouraged the domestic generation of power 
from solar panels. The available MPPT techniques 
based on the number of control variables involved, 
types of control strategies, circuitry, and applica-
tions are possibly useful for selecting an MPPT 
technique for a particular application for a grid-
tied or standalone mode of operations. This review 
has included many recent hybrid MPPT tech-
niques along with their benefits for mismatched 
conditions such as partial shading, non-uniformity 
of PV panel temperatures, and dust effects.

We have also observed that perturb & observe 
and incremental conductance methods are simple 
and used by many researches, but they have slow 
tracking and low-utilization efficiency. To over-
come the drawbacks, fuzzy and neural network 
techniques are used currently, which increase the 
efficiency. To boost the voltage, various DC-DC 
converters are used along with battery storage sys-
tems in order to store the excessive energy from the 
solar PV panel. The harmonic content is reduced 
from the output of DC-DC converters using fil-
ter circuits. Passive filters such as LC, LCL, and 
LLCC are used for harmonic distortion as well as 
to improve the power quality. Filter capacitors are 
used to reduce a high-frequency current ripple.

This DC is again fed to the inverter for convert-
ing the DC to AC with various PWM techniques. 
These PWM inverter techniques yield better AC 
outputs, which are used to connect the grid inter 
connections and standalone AC loads. Multilevel 
inverters with sinusoidal PWM and SVM are used 
to reduce the harmonics in the load voltage even in 
a low switching frequency. Grid-tied inverters with 
battery backup are preferred in hybrid systems for 
backup even if  the grid goes down for both grid-
tied and off-grid systems.
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ABSTRACT: This paper shows that the improved energy conversion strategies and management using 
Particle Swarm Optimization (PSO) are highly adoptable as a cost-effective solution for the power trans-
portation and energy storage systems. The wider application of maximum demand control of the distri-
bution and the Electrical Vehicle (EV) charging stations are important to establish the green technology 
and achieve satisfactory performance improvements based on the present status of the feeders, huge invi-
tations of renewable energy, smart grid technology, and eco-friendly impacts of the power conversion as 
optimal solutions of the power market.

1 INTRODUCTION

The demand side management plays a significant 
role in the energy management, optimal load allo-
cation, and loss optimization of power systems 
using PSO technique. This method is not only 
productive to reduce power line congestion, load 
forecasting, and abnormal loading of the power 
distributions, but it also reduces the peak demand 
of the system in terms of the high-quality uninter-
rupted power, which highly attracts revenue col-
lection to make profitable enterprise (Andries P. 
Engelbrecht, et al., 2007).

The innovative approach of  this paper is to 
charge the Electric Vehicles (PEV) for supporting 
the operational norms of  the power grid in terms 
of  good voltage profile, power loss allocation of 
the distribution feeders, expansion of  the trans-
mission lines and maximum bi-directional power 
flow, and suitable utilization to PEVs (Halder, 
et al., 2012).

A methodology and objective function is pro-
posed by the unique, real-time pricing of electricity 
in the PEVs to preserve operational characteristics 
at optimal cost of power generation and load fore-
casting in association with load. Furthermore, the 
improved strategy is highlighted to use the smart 
configurations, special approach power manage-
ment, and automotive infrastructures of the PEV 
system as well as power grids. The storage batter-
ies of the PEV system are mostly used to change 
its battery during the off  peak hour of the load, 
when the grid power is more than the demand of 
electricity. On the contrary, the storage battery 
will hurl the excess storage power to nearby power 
grids to balance generation and load demand 

during the peak hour when the electricity demand 
is at the open market to crack the monopole busi-
ness (Halder, et al., 2012).

The restructure of the feeders with the storage 
batteries of PEVs facilitates load balance of the 
grid at which the battery of the car is charged by 
charging station and discharged in a specific time 
of a day to improve the demand response. These 
parameters are determined by the PSO optimiza-
tion technique for optimal power loss indoctrinate 
to reduce the cost of electricity as proper energy 
management and green power cultivation to meet 
the energy crisis. The techniques of power supply 
to consumers are encouraged by a cost-effective 
solution of the optimization for the power utili-
ties. The overloading of transformers, feeders, and 
devices is tied up to capitalize the features of the 
smart grid with some innovative PEV technologies 
(Zachmann, et al., 2008).

The competence of intelligent condition moni-
toring and communication gives rise to a potential 
resource of a smart grid, which provides utilities 
robust control over all aspects of operations of 
the power system (i.e. generation to allocation) for 
smart metering and billing as better revenue collec-
tion techniques.

As a result, the power utilities administer care-
fully how EV charging takes place, by observing 
its smart metering data and specific prices by 
the Demand Response (DR) programs based on 
online information of the consumers, power utili-
ties of the EV charging status and billing impacts, 
and data compilation of the greenhouse gases 
or carbon credits as government financial sup-
port Plug in Hybrid Electric Vehicles (PHEV) 
(Acharya, Ghosh & Halder, et al., 2012).
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2 PLUG IN ELECTRIC VEHICLE

Gross domestic product increases with the develop-
ment of a country. The per capita electricity con-
sumption increases due to quick enlargement and 
living standards of people. The expansion of the 
power grid and distribution sites needs to restruc-
ture for the loss reduction and risk management of 
the power system. However, heating and transpor-
tation initiate a significant height for the flexible 
and usual consumption or load pattern throughout 
a day. The power transmission and distribution 
sector are being renovated under the Accelerated 
Power Developments Reform Program (APDRP). 
At present, electricity is an essential commodity for 
the society. The revolution of the society started 
with uninterrupted power. The PEV has solved that 
prospect and practices in the open power market.

The environmental issues are now a bargaining 
question for the irregular effects of Greenhouse 
Gases (GHG) and temperature rise of the earth 
randomly. India is the largest crude oil consumer 
in the world. This matter has been re-initiated by 
energy conservation and huge introduction of 
PEV in energy sector as attractive motion in the 
past few years.

The study of the present status of the substantial 
use of the PEVs is dominating to save electricity 
and industry in the near and far future to establish 
fresh environment inviting the green power tech-
nology. The alternative approach is to use biodiesel 
instead of the conventional petroleum product-
based fuel for transportation in every division of 
the society or complex.

A large number of residential service connec-
tions are changing to populate residential feed-
ers especially in the United States and Australia 
to increase awareness of the common people. 
A major impact in the society is due to the high 
penetration levels of the PEVs allied with power 
distribution zone. It is most likely that the PEVs 
will charge and discharge during the overall peak 
load period for the stringent of twig congestions, 
crooked peak power demands, haphazard voltage 
fluctuations, abnormal loss in the system, and poor 
power quality due to improper coordination and 
maintenance works.

Some singular studies are conducted to observe 
the existing distribution system and infrastructure 
to become a robust support of a low PEV penetra-
tion level for the island mode of grid operations 
using some special power converter-based systems 
and huge investments for uninterrupted, high-
quality power.

Several technologies of PEV introduction are 
used effectively to overcome problems, and spe-
cial approaches have been incorporated to charg-
ing and discharging processes of PEVs, which are 

controlled by the bi-directional energy flow (i.e. 
Grid to Vehicle (G2V) or Vehicle to Grid (V2G)).

Substantial PEV management techniques are 
optimistic based on the deterministic, stochastic, 
and dynamic programming methods, which are 
encouraged to predict the improved performance. 
The adaptation and prediction of the rapid PEV 
charging profiles and vehicle range reliability are 
recorded by memory vehicle and RAM. It design-
ing guidelines and the PSO-based low cost and 
load scheduling algorithm forecasted electricity 
price and PEV power demands.

Many countries have ventured into smart meter-
ing and smart appliances to improve the load pro-
file and reduce peak demand to overcome these 
problems of the system, so that Demand Side 
Management (DSM) is implemented by load con-
trol and proper power management in the power 
grid in the automotive fashions adopting the PEV 
technology to provide auxiliary services, count-
ing energy storage, and frequency regulation 
policy. The additional effects of the PEVs enable 
the power grids to hurriedly heal and self-regulate 
under any abnormal conditions for emergency 
perusal, thereby improving system security and 
reliability and efficiently managing energy, power 
delivery, and consumption.

The major part of open strategies on load con-
trol and power management may be treated as load 
forecasting and individual entities. Even, the load 
sharing in the same load characteristics are con-
sidered in a group of loads rather than individual 
loads by categorizing loads into a relatively small 
number of load types. The size of the proposed 
optimization problem does not change as the load 
population increases, which is a valuable feature 
for large-scale load management in this scheme.

3 A PSO TECHNIQUE FOR THE ENERGY 
CONSERVATION AND MANAGEMENT

The PSO technique is used to harvest energy con-
servation and management using two objective 
functions to accomplish the goal.

The first objective function is written by two 
variables here to simplify the model of the system 
as:

f x1ff 1x2
2
2( )x x1x 2, = +x1x2  (1)

Furthermore, the search variable function rep-
resenting the set of free variables of the given func-
tion is:

f x sinii2ff 2x 1 i 1( )x x1x 2, ( )14 i ( )24 +24 +11 si (4 ))sini1xx sinii1x (4  (2)
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The two objective functions of the system may be 
plotted in terms of its variables as shown in Fig. 1.

It is lucid from the global minimum of the 
objective function f f1ff 2ff( )x x1x 2, ( )x x1 2x  at ( )0 0,  
yields as:

f f1 2f ff ff2ff =( ) ( )0, 0 ( )0, 0  (3)

The origin of the objective function in the search 
space is shown in Fig. 1 as a unit-model function, 
which has only one minimum. However, in order to 
find the global optimum, it is not so easy for multi-
model functions, which have also multiple local 
minima. In the Fig. 1 shows of the second objec-
tive function, f2ff ( )x x1x 2, , which has a rough search 
space with multiple peaks with so many agents have 
to start from different initial locations and continue 
exploring the search space until at least one nego-
tiator arrives at the global optimal position.

During this procedure, the entire agents may con-
verse and allocate their information among themselves. 
This feature highlights how to resolve the multi-model 
function problems throughout the software simula-
tions. Further, the PSO algorithm represents a multi-
agent parallel search practice, which continues a swarm 
of particles as energy conservation and each particle 
represents a potential solution in the swarm as energy 
management. All particles fly through a multi-dimen-
sional search space where the position of each particle 
can be adjusted as per its own experience and that of 
neighbors’. As a consequence, if xi

t  denotes the posi-
tion vector of the particle (i) in the multi-dimensional 
search space (i.e. Rn) at the time step, then the position 
of each particle is updated in the search space as:

x xi
t

i i
t+ +xi

t1 1t t+t txt v  (4)

In order to explain the significance of equation 
(4), a condition is to be imposed for the optimal 
solutions of the objective functions as:

x Ui U0 ( )x xmx in max,  (5)

Therefore, in a PSO technique, all the particles 
are started with random manner and weighed up 
to work out the fitness for finding the individual 
best (best value of each particle) and global best 
(best value of particle in the entire swarm).

A loop is initiated to find an optimal solution 
with the help of quickness up-gradation of the 
computational loop taking first into account the 
particles and velocity to determine the location by 
the personal and global bests. Each particle occu-
pies an updated location to achieve the current 
velocity of the iterations under the massive opera-
tions in the new loop and to form another loop for 
the up-gradation.

This proposed criterion is imposed on two PSO 
algorithms in terms of global best (GBest) and local 
best (Lbest) A PSO which is different in the dimen-
sion of their neighborhoods has been developed. 
These algorithms are discussed to following the 
special method of programming algorithm.

4 GLOBAL BEST PSO FOR THE ENERGY 
CONSERVATION AND MANAGEMENT

The global best (GBest) PSO is a technique in which 
the position of each particle of the total swarm is 
exclusively prejudiced by the best fit for the particle in 
the entire swarm. A star is used to denote the people 
of a society, where the public information is appeared 
from all the particles in the swarm group signifying 
the following in the equality of the function as:

∈[ ] 1]× ≥n]]×  (6)

Equation (6) represents on a current position in 
the search space in terms of  the position (xi) and 
current velocity of  the same space (vi) in accord-
ance with individual best position, which com-
municates in the search space where the particle 
had minimal value as indentified by the objective 
functions as mentioned in equation. (10) and (2). 
If  it is treated as optimization function in associa-
tion with the position of  the particle giving the 
lowest value among the individual best position, 
it will be also called as the global best position, 
which is considered by the following set of  equa-
tions as:

v v C r P x C r G xij
t

ij
t

j
t

bestPP ,it j jrt
bestG ,it ij

t+ P xPP+C r j
t +1

1 1C rrC rC r CCC1 j +j 2rrrr= GC r+x⎡⎣⎡⎡ ⎤⎦⎦⎤⎤ ⎡⎣⎡⎡ ⎤⎦⎤ (7)

pbest,tt
t+1 { }p if  f > p>i

t
best,it
tif ftp if ft ( )xi

1t+xt  (8)

G MinMMbestG { }pbest,it
t  (9)

Figure 1. Plotting of the function of f(X1, X2).
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And imposing a global condition for the opti-
mal solution of the objective function is yielded as:

i [ ]n…………  (10)

5 LOCAL BEST PSO TECHNIQUE

The soft computing approach of the local best 
PSO (pbest) manner only permits each particle to be 
subjective.

Further, it replicates a circle of the social net-
work inviting the basic information swapped over 
the neighborhood of the particle describing the 
energy conservation and management terms of 
the local knowledge based on the atmosphere. 
In this way, the velocity of particle i is calculated 
by the following equation:

v + C r P x + C r L xij
t+1

ij
t

1 1rr j
t

bePP st,i 1j 2 2rr j2 best,i
tLL ij

t−x + C r L⎡⎣⎡⎡ ⎤⎦⎤⎤ ⎡⎣⎡⎡ ⎤⎦⎤⎤  (11)

The best fitness for particle selected from its local-
ity of equation (11) represents the optimal solutions.

6 RESULTS

A soft computing method using PSO solution and 
the substantial simulation results are shown to 
envisage the Gbest solution with respect to adequate 
iteration as software-based soft computing solu-
tion HIG reduces but LIG increases in Table 1. 
When the power of the power system increases in 

the LIG group by decreasing the power of the HIG 
group, then transmission loss (TL) = 10.1084 MW.

Table 2 is also incorporated to strengthen the 
global and local best solutions for the 100 base 
MVA, and a large number of iterations using 
Matlab software and simulating platform are used 
to achieve the optimal solution and reliable gen-
eration, transmission, and distribution, as optimal 
power loss allocation in the system. This improve-
ment and guidelines of the power distribution are 
highly adopted by the overloading and underload-
ing of the system, as shown in Tables 1 and Table 2 

Table 1. Optimal power loss computations for differ-
ent iterations.

PSO: 1/100 iterations, GBest = 809.38457000170501.
PSO: 20/100 iterations, GBest = 804.5451968064732.
PSO: 40/100 iterations, GBest = 804.49144215759554.
PSO: 60/100 iterations, GBest = 804.48864845232106.
PSO: 80/100 iterations, GBest = 804.48845781267528.
PSO: 100/100 iterations, GBest = 804.48845781267528.
P1 = 48.8283 21.5189 22.2218 12.1916 12.0000

F1 = 804.4885
P = 176.7479 48.8283 21.5189 22.2218 12.1916 12.0000

VV = Columns 1 through 16
[1.0600 1.0430 1.0243 1.0158 1.0100 1.0140 1.0045 

1.0100 1.0526 1.0464 1.0820 1.0580 1.0710 1.0385 
1.0352 1.0460]

Columns 17 through 30
[1.0410 1.0270 1.0253 1.0298 1.0335 1.0338 1.0188 

1.0186 1.0177 1.0001 1.0257 1.0119 1.0059 0.9945]

TL =10.1084

Table 2. Optimal power Loss computations for differ-
ent iterations.

PSO: 1/100 iterations, GBest = 810.29244733188489.
PSO: 20/100 iterations, GBest = 803.49567015852961.
PSO: 40/100 iterations, GBest = 803.49163779834112.
PSO: 60/100 iterations, GBest = 803.49163779834112.
PSO: 80/100 iterations, GBest = 803.4909546808484.
PSO: 100/100 iterations, GBest = 803.49089179654709.
P1 = 48.6422, 21.4113, 22.1936, 12.3032, 12.0000

F1 = 803.4909
P = 176.6699 48.6422 21.4113 22.1936 12.3032 12.0000

VV = Columns 1 through 16
[1.0600 1.0430 1.0245 1.0161 1.0100 1.0139 1.0045 

1.0100 1.0518 1.0451 1.0820 1.0592 1.0710 1.0407 
1.0388 1.0470]

Columns 17 through 30
[1.0403 1.0289 1.0261 1.0301 1.0329 1.0335 1.0282 

1.0225 1.0199 1.0022 1.0268 1.0121 1.0070 0.9956]

TL = 9.8202

Table 3. Optimal power Loss computations for differ-
ent iterations and power flows.

PSO: 1/100 iterations GBest = 807.48729999374723.
PSO: 20/100 iterations GBest = 801.9286684991755.
PSO: 40/100 iterations GBest = 801.84493001932765.
PSO: 60/100 iterations GBest = 801.84458274916324.
PSO: 80/100 iterations GBest = 801.84407311952407.
PSO:100/100 iterations, GBest = 801.84365471582908.
P1 = 48.8344 21.4689 21.6845 12.0513 12.0000

F1 = 801.8437
P = 176.7376 48.8344 21.4689 21.6845 12.0513 12.0000

VV = Columns 1 through 16
[1.0600 1.0430 1.0254 1.0171 1.0100 1.0148 1.0050 1.0100 

1.0530 1.0467 1.0820 1.0599 1.0710 1.0450 1.0402 
1.0471]

Columns 17 through 30
[1.0415 1.0304 1.0277 1.0317 1.0345 1.0350 1.0296 

1.0237 1.0203 1.0027 1.0269 1.0128 1.0071 0.9957]
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power to nearby grid for the tariff  optimization of 
electricity.

Operations and uninterrupted power man-
agement costs of the power utilities are effective 
to reduce costs for the consumers, as shown in 
Table 4.

The reduced peak demand, which will also 
harvest lower electrical energy tariffs and higher 
integration of large-scale renewable energy sys-
tems, better integrates customer to owner systems, 
thereby improving security and reliability. Table 4 
of the electric vehicle are not popularized for the 
substantial reduction in peak demand of the HIG 
group as cost-effective solution of electricity pric-
ing. The lower cost of electricity is to be supplied 
to the consumers at optimal power flow and loss 
of the system. The overloading of the transformers 
during peak hours is also eliminated as improve-
ment of the demand response curves in the power 
system.

The speedy charging and discharging electrical 
system is now considered a green revolution of the 
green power management in the power sector.

Table 4. Optimal power flow for the different groups of HIG, MIG, and LIG at optimal loss allocation.

No Code Mag. Degree MW Mvar MW Mvar Qmin Qmax Mvar

 1 1 1.06 0.0  0.0  0.0  0.0 0.0   0  0 0
 2 2 1.043 0.0 11.70 12.7 40.0 0.0 −40 50 0%HIG
 3 0 1.0 0.0  2.4  1.2  0.0 0.0   0  0 0%HIG
 4 0 1.06 0.0  7.6  1.6  0.0 0.0   0  0 0%HIG
 5 2 1.01 0.0 94.2 19.0  0.0 0.0 −40 40 0%HIG
 6 0 1.0 0.0  0.0  0.0  0.0 0.0   0  0 0%HIG
 7 0 1.0 0.0 22.8 10.9  0.0 0.0   0  0 0%MIG
 8 2 1.01 0.0 30.0 30.0  0.0 0.0 −10 60 0%MIG
 9 0 1.0 0.0  0.0  0.0  0.0 0.0   0  0 0%HIG
10 0 1.0 0.0 13.8  2.0  0.0 0.0 −6 24 19%HIG
11 2 1.082 0.0  0.0  0.0  0.0 0.0   0  0 0%LIG
12 0 1.0 0 11.2  7.5 0 0   0  0 0%MIG
13 2 1.071 0  0.0  0.0 0 0 −6 24 0%LIG
14 0 1 0 10.2  1.6 0 0   0  0 0%LIG
15 0 1 0  8.2  2.5 0 0   0  0 0%MIG
16 0 1 0  1.5  1.8 0 0   0  0 0%LIG
17 0 1 0  9.0  5.8 0 0   0  0 0%MIG
18 0 1 0  3.2  0.9 0 0   0  0 0%MIG
19 0 1 0  9.5  3.4 0 0   0  0 0%MIG
20 0 1 0  2.2  0.7 0 0   0  0 0%MIG
21 0 1 0 17.5 11.2 0 0   0  0 0%HIG
22 0 1 0 0  0.0 0 0   0  0 0%HIG
23 0 1 0  3.2  1.6 0 0   0  0 0%LIG
24 0 1 0  8.7  6.7 0 0   0  0 4.3%LIG3
25 0 1 0 0  0.0 0 0   0  0 0%LIG
26 0 1 0  3.5  2.3 0 0   0  0 0%LIG
27 0 1 0 0  0.0 0 0   0  0 0%LIG
28 0 1 0 0  0.0 0 0   0  0 0%MIG
29 0 1 0  2.4 09 0 0   0  0 0%LIG
30 0 1 0 10.6  1.9 0 0   0  0 0%LIG

as simulation results. These managements and 
systems are solved by the Matlab software to 
improve line congestion and provide high-quality, 
uninterrupted power supply.

The automation and computerized architec-
tures to obtain better flexibility, safety, reliability, 
and efficiency are the integral part of the electrical 
system using the PSO-based optimal solution.

Table 4 shows the conveying for the analysis of 
the transmission and distribution capacity of loss 
allocation in the power lines in terms of the load 
allocation and EV charging station to crack down 
the monopole business of the power utilities.

The overloading and underloading capacities 
of  the system are shown in Table 2. When the 
power in the HIG group is increased by decreas-
ing the power in the LIG group, the transmission 
loss becomes TL = 9.8202 MW. Therefore, cus-
tomers charge their vehicles for the battery stor-
age in the LIG zone during off  peak hour, and in 
the peak hour, they disconnect their home sup-
ply by connecting the battery storage system for 
domestic supply or may put up for sale surplus 
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7 CONCLUSIONS

The smart strategies with the PSO and Plugs in 
Electric Vehicles (PEVs) are the clean and green 
energy source for the energy conservation, asso-
ciated with minimal power loss of transporta-
tion and no greenhouse gas emission. The peak 
demand of the battery storage system decreases, 
line overcrowding reduces, and the power quality is 
improved. On the contrary, the consumer can get 
financial benefits by selling the excess electricity to 
grid by discharging their PEVs during peak hours 
using Vehicle to Grid (V2G) mode as open electric-
ity pricing in the open market.
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ABSTRACT: The human ear can be of a myriad shape. All these shapes contribute to reflection, 
scattering and diffraction of the incoming sound waves and hence alter the Head Related Transfer 
Function (HRTF) between the receiver and the source. This paper aims at classifying the human pinna 
into different shapes and providing the dimensions of the anthropometric parameters in these different 
classes to help in individualizing the HRTFs for making user-specific hearing aids or Virtual Auditory 
Displays (VADs). The data used for the purpose is taken from the public domain CIPIC and the Listen 
Project HRIR datasets. A study has been performed to see the morphological variations of the pinna 
by taking all combinations from the anthropometric dataset. The mutually uncorrelated parameters are 
clustered to demonstrate the different possible pinna shapes. This study is a prelude to the future research 
on individualization of HRTFs based on the different classes of each anthropometric variable.

1 INTRODUCTION

The way in which a person hears a certain sound 
is dictated by the reflection, scattering and dif-
fraction off  the head, body (torso) and especially 
the pinna. This causes selective amplification and 
attenuation of various frequencies of the incom-
ing sound which excite the human auditory nerves 
to produce the sensation of sound. These signa-
tures are present in the Head-Related Transfer 
Function (HRTF) which is unique in each ear of 
a person (Grijalva et al. 2014). The Head-Related 
Transfer Function can be defined as the frequency 
and space-dependent acoustic transfer func-
tions between the sound source and the eardrum 
(Geronazzo & Spagnol 2010). It is obvious that the 
different anatomical footprints of the pinna like its 
size, shape of helix, width of antihelix, depth of 
concha, and the ear pinna rotation and flare angles 
have a significant role to play in reconstructing this 
HRTF for each person. A lot of work has been car-
ried out on discerning the major anatomical land-
marks in the human pinna (Zotkin et al. 2003, Ju 
et al. 2010); but literature on classification of each 
of these major parameters into groups has been 
found lacking. Such classification is important as 
knowing the range and nature of variations of each 
anthropometric variable will help in individualizing 

the HRTF for different patients and help provide 
individualized hearing aids (Katz 2001). The use 
of individualized HRTFs are not only limited to 
hearing aids, but also to many other modern and 
emerging applications like, development of individ-
ualized Virtual Auditory Displays (VAD), auditory 
human-computer interfaces etc (Iwaya et al. 2012, 
Pralong & Carlile 1999, Paquier  & Koehl 2015, 
Geronazzo et al. 2013).

The low-cost and straightforward mean of pro-
viding sound reproduction by speakers of hearing 
aids presently used for commercial production is 
by recording non-individualized HRTF sets by 
constructing “dummy-heads” or mannequins 
using average anthropometric measurements of 
the ear (Durant & Wakefield 2002, Kahana & 
Nelson 2007, Brown & Duda 1998, Avanzini & 
Crosato 2006, Algazi et al. 2001, Qu et al. 2009). 
However, non-individualized HRTFs are known 
to produce evident sound localization errors, 
including incorrect perception of elevation and 
front-back reversals (Zahorik et al. 2006). Hence, 
individualization of HRTFs plays a key role in 
assisted binaural hearing (Kimberly et al. 2014, 
Moller 1992, Gierlich 1992). Literature delineat-
ing morphological variations of the human pinna 
is mostly found in the field of biometrics where 
the same is used for forensic studies and identity 
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verification (Verma et al. 2014, Kumar & Chenye 
2011, Mokhtari et al. 2007). But a detailed quanti-
tative classification of each anthropometric pinna 
landmark into groups by specifying their dimen-
sions for the purpose of constructing a unique 
HRTF for each such group is unheard of (Brown 
1996). In this paper such classification has been 
done based on the CIPIC dataset and the Listen 
Project HRIR dataset, which is a shared-cost RTD 
project in the Information Society Technologies 
(IST) Program of the European Commission’s 
Fifth Framework Program (CIPIC HRTF data-
base files 2001, LISTEN HRTF DATABASE, 
2003). An automatic clustering technique is used 
in this work, where the optimal number of clus-
ters can be found by the clustering algorithm itself, 
no prior knowledge is required (Yongguo et al. 
2011). Such algorithms are already in use for many 
problems as mentioned in (Yongguo et al. 2011, 
Bandyopadhyay et al. 2002). In total the measure-
ment of the different anthropometric parameters 
of 86 human subjects has been taken, and combi-
nations of this data are clustered to study the vari-
ability of the pinna shapes present in the dataset.

2 EAR ANATOMY

The human ear consists of three parts, the outer 
ear or pinna, the middle ear and the inner ear 
(Batteau 2014). Of these the HRTF depends only 
on the structure of the pinna. “Fig. 1” shows some 
different types of pinna shapes present in humans.

The pinna consists of undulated cartilage cov-
ered by skin. The interlinked structures in the pinna 
help to guide the incident sound waves towards 
the eardrum (Nishimura et al. 2011, Spagnol 
et al. 2013, Mokhtari et al. 2011). “Fig. 2” shows 
the various important anatomical landmarks of 
the pinna.

The parameters shown in “Fig. 2” are as follows – 
1) d1 is the length of cavum concha, 2) d2 is the 
cymba concha height, 3) d3 is cavum concha width, 
4) d4 is the width of the antihelix, 5) d5 is the pinna 
height, 6) d6 is the pinna breadth, 7) d7 is the width of 
intertragal incisura, 8) d8 is the depth of concha, 9) 
θ1 is the pinna rotation angle and 10) θ2 is the pinna 

flare angle. In order to reduce the computational 
burden of the study, the attributable parameters 
are dispensed away with and only the anthropo-
metric parameters which are grossly independ-
ent of each other are taken into account (Algazi Figure 1. Different shapes of pinna.

Figure 2. Anthropometric parameters of human pinna.

Figure 3. Scatter plot between d2 and d3 showing no 
correlation (Correlation Coefficient = 0.078).
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et al. 2001, Xie, second edition, chapter-7, pp. 233, 
Morimoto 2001). These are listed as d1, d2, d3, d4, 
θ1. The independence between the parameters is 
tested by judging their scatter plots and by com-
puting their correlation coefficient. “Fig. 3” and 
“Fig. 4” depicts the scatter plots of such correlated 
and uncorrelated anthropometric parameters.

3 METHOD OF COMPUTATION

The computation is carried out on an anthropo-
metric dataset composed of the parameter values 
of 86 individuals of both genders by combining the 
CIPIC and the Listen Project HRIR datasets. The 
method of computation involves some preprocess-
ing of the anthropometric dataset. This includes 
removing distinct outliers from the data, and replac-
ing them by the mean of the remaining data of that 
parameter. The 86 individuals which have been 
taken from the aforementioned two datasets for this 
study include humans of both sexes and from differ-
ent ages. Hence an intrinsic clustering was noticed 
initially between individuals of the same gender and 
age groups; where all parameters showed a positive 
correlation to the ear size (d5 × d6). To remove this 
bias, and to investigate only the variations of the 
ear shape, each ear is fitted to a mean size window. 
The square root of the ratio between an individual 
ear size to the mean ear size of the dataset is taken 
as the normalization factor and the values of the 
anthropometric landmarks of each individual are 
then divided by this factor. The processed data is 
then further normalized so that the difference in 
the ranges of the different anthropometric param-
eters would not affect the computation and only the 
inherent variability in the data is focused upon.

Therefore, the previously mentioned five inde-
pendent anthropometric parameters namely d1, 

d2, d3, d4, θ1 are clustered using an adaptive clas-
sifier which does not take the prospective number 
of classes, or class centers as input. In this work 
a Genetic Algorithm based automatic clustering 
technique is used. The detail of the algorithm is 
available in (Yongguo et al. 2011). Hence, the 
detailed description of the automatic clustering 
algorithm is not given here for brevity.

The results obtained by this automatic classifier 
are corroborated by comparing them to the clus-
tering done by the standard fuzzy c-means classi-
fier available in MATLABTM.

4 RESULTS

As discussed before, the results are computed 
over 86 individual human subjects, the data being 
compiled from the CIPIC and the Listen Project 
HRIR datasets. The intrinsic pinna variability has 
been studied through the clustering of the five 
independent variables taken from the total anthro-
pometric dataset. The clustering done via the 
aforementioned adaptive classifier yields 7 clusters.

To corroborate this finding the same dataset is 
clustered using the standard fuzzy c-means cluster-
ing where the number of classes is input as 7 in 
accordance to the result obtained above. The cor-
responding observation is listed in the following 
Table 2 where the cluster centers obtained from 
fuzzy c-means clustering are listed.

Table 1. Cluster determination.

Class 
number

Anthropometric features

d1 
(cm)

d2 
(cm)

d3 
(cm)

d4 
(cm)

θ1 
(deg)

1 Mean 1.83 0.66 1.27 1.65 24.98
Standard 

Deviation
0.26 0.06 0.02 0.41  7.57

2 Mean 1.76 0.71 1.41 1.70 18.27
Standard 

Deviation
0.19 0.09 0.04 0.25  8.20

3 Mean 1.76 0.76 1.52 1.71 17.88
Standard 

Deviation
0.13 0.11 0.01 0.18  7.17

4 Mean 1.89 0.75 1.62 1.79 20.65
Standard 

Deviation
0.18 0.10 0.03 0.23  9.25

5 Mean 1.88 0.66 1.74 1.51 21.50
Standard 

Deviation
0.17 0.13 0.03 0.27  8.15

6 Mean 1.73 0.75 1.86 1.61 27.81
Standard 

Deviation
0.11 0.08 0.02 0.18  6.73

7 Mean 1.88 0.74 2.02 1.53 16.63
Standard 

Deviation
0.13 0.15 0.01 0.25 11.28

Figure 4. Scatter plot between d7 and d3 showing distinct 
positive correlation (Correlation Coefficient = 0.502).

1.20 

.... 
::!. 1.00 
.c • ..... 
::E 
il: 0 .8 0 
GJ 
k. 
=:I 

_!\I'! 0. 6 0 "(3 
c 
-; 

0 .4 0 If .. 

.. : ,· 
~~.! I 

·~ ~--·~44 ··" rs. • • .... ,:-; • 
..... 
$ 0. 20 
c 

0.00 

0 .00 0 .5 0 1.00 1.5 0 2. 00 2.5 0 



316

The individualization of the HRTFs will be 
based upon this finite number of clusters. These 
clusters will give rise to 7 different HRTF templates.

5 CONCLUSION

In the reported paper, a clustering of the human 
pinna shapes based upon the major independent 
anatomical landmarks, which interfere with the 
way sound is received and guided into the ear-
drum, is provided; giving the specific anatomical 
dimensions of the different classes in which the 
pinna shapes are clustered. This work will lead the 
way into a coarse individualization of the HRTF 
for each class of human pinna shape depending 
upon the significant anthropometric parameters 
of the pinna, as identified by the present study. 
Accordingly, 7 different templates of the HRTF 
will be made based upon the 7 different pinna 
shapes obtained through the study. Any unknown 
HRTF will be classified into one of these different 
HRTF templates thus giving a coarse individuali-
zation. Fine tuning of the closest model is required 
to have an effective match of the HRTF for a par-
ticular subject. Hence, a parameter tuning algo-
rithm will be developed for this purpose to achieve 
finer levels of individualization. After finalizing 
the tuning method, the developed scheme will be 
implemented in an integrated form in general pur-
pose microcontroller/microprocessor to fit into 
3D assisted hearing modules which may include 
PIC microcontroller or ARM Processor or FPGA 
based systems.
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ABSTRACT: Many techniques have been raised for improving the survival of preterm infants. However, 
premature delivery remains as a common problem for the new born deaths. The complications due to 
preterm deliveries may even lead to significant health problems of the new born babies and also many other 
economical problems. There exists a strong evidence that the analysis of uterine electrical signals could 
provide an easy path towards preterm birth detection and even prediction. Exploring this idea, the paper 
focus on the Electrohysterography (EHG) signal processing and efficient machine learning algorithms. 
Features based on the one dimensional Local Binary Patterns (1D-LBP), a powerful texture classification 
feature was proposed here. This study uses an open dataset, Term-Preterm Electro Hystero Gram 
(TPEHG) database, containing 300 delivery records (38 preterm and 262 term) for data acquisition. This 
paper provides a simple, but efficient way of approach for predicting premature deliveries. An accuracy of 
about 60% is evaluated as the performance of classifying term and preterm records.

1 INTRODUCTION

Studies by UNICEF (2013) reported that India 
stands first in the number of neonatal deaths from 
preterm complications. Preterm deliveries remain 
as a common problem in the field of obstetrics. It 
increases the rate of infant morbidity and mortal-
ity. By the World Health Organisation (WHO), 
Preterm birth, also known as premature birth or 
delivery, is described as the delivery of babies who 
are born, alive, before 37 completed weeks of ges-
tation. Then, the other one, Term births are the 
live delivery of babies after 37 weeks, and before 
42 weeks (Hussain et al., 2015). Preterm deliveries 
will cause long term health problems.

Preterm delivery can occur due to various rea-
sons. From studies given by Hussain et al. (2015), 
one-third of the preterm deliveries are due to 
medically indicated or induced labour. This type of 
labour is strictly undertaken for the well being of 
mother or baby. Another third occurs due to the rup-
ture of membranes, prior to labour (PPROM). Last 
part cases are due to the spontaneous contractions. 
Along with this, studies done by Fele-Zorz et al. 
(2008) and Hussain et al. (2015) show that several 

health and lifestyle factors of the mother like short 
cervix, uterine abnormalities, infections, any inva-
sive surgery, underweight or obesity, long working 
hours, alcohol and drug use, diabetes, hypertension 
and folic acid deficiency will also lead to preterm 
labour. Preterm birth has an increased risk of death 
and health effects. These include impairments to 
hearing, vision, and the lungs, the cardiovascular 
system and non communicable diseases.

Many efforts have been made to improve the 
survival of preterm infants. Predicting preterm 
delivery before it occurs led a great interest 
because of its necessity in nowadays. Perhaps one 
of the most efficient approaches in the prediction 
of preterm births is the analysis of electrical 
activity of uterine muscles. This results the study 
named Electrohysterography (EHG) (Hussain 
et al., 2015). Electrohysterogram monitors the 
uterine contractions and is equivalent to uterine 
Electromyogram (EMG) (Fele-Zorz et  al., 2008). 
EHG signal results from the propagation of 
electrical activity of uterine muscles. This provides 
the potential difference between the electrode 
leads. The use of the EHG signal processing and 
suitable machine learning algorithms can make an 
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adventurous result in predicting preterm delivery 
and diagnosing preterm labor.

This paper focus on using EHG signals to 
detect the onset of preterm births. The work was 
done using an open dataset named Term-Preterm 
ElectroHysteroGram (TPEHG) database described 
in Fele-Zorz et al. (2008), containing 300 records 
on pregnant subjects. This study was done with the 
term and preterm EHG records of 22.29 weeks of 
gestation from the dataset. Features based on one 
dimensional Local Binary Patterns (1D-LBP) were 
then proposed. Statistical features like variance, 
Median Absolute Deviation (MAD), Interquartile 
Range (IQR) and their combinations have been 
extracted from the obtained LBP feature vector. 
The final concatenated feature vector of term and 
preterm EHG data was the input to the linear clas-
sifiers. This approach was quite different from the 
previous studies and also provide a good result in 
the field of EHG signal processing and the preterm 
birth prediction.

The structure of our paper is as follows. Sec-
tion  2 discusses related studies in this field. 
Section  3 describes the experimental methodol-
ogy. Section 4 presents the results and Section 5 
narrates the conclusions and future directions.

2 RELATED STUDIES

The electrical activity of the uterus had been known 
from late 1930s (Bozler, 1938). But techniques for 
recording the EHG signal have been appeared 
from only last 20 years. Different approaches have 
been made for recording the signal using two, four 
and even sixteen electrodes.

KNN algorithm has been used by Diab et al. 
(2007) to classify term and preterm records. Two 
electrodes were used and parameters were cal-
culated based on Autoregressive (AR) model. 
Wavelet decomposition converts the signal into 
frequency domain. 5 vectors of variance from 
each detail was extracted as features. Classifica-
tion was done over two groups, G1 and G2. G1 
corresponds to the signals of women recorded at 
same weeks of gestation but, delivered at different 
weeks of gestation. G2 corresponds to the signals 
of women delivered at same weeks of gestation 
but, recorded at different weeks of gestation. Clas-
sification error for G1 and G2 is 2.4% and 8.3% 
respectively. A  modification to this was done by 
Moslem et al., (2011) extracting features from 
the power density spectrum of the signal. Here 
Artificial Neural Networks (ANN) classification 
had been used. Groups G1, G2 were considered 
for preterm and term labour contractions and a 
classification error of 3.33% was obtained. Again, 
Moslem et al. (2011) proposed a method in which 

Support Vector Machines (SVM) had been used to 
classify term and preterm deliveries. Sixteen elec-
trodes were used. Power of the EMG signal and 
median frequency are the extracted features. An 
accuracy of 83.34% is obtained.

Baghamoradi et al. (2011) used TPEHG data-
base and proposed a technique of classifying EHG 
data by cepstral analysis. Cepstrum techniques are 
suited for the analysis of the non linear signals. 
Four electrodes were used for the recording and 
the extracted features were cepstral coefficients, 
cepstral cofficients selected using sequential fea-
ture selection and sample entropy. Classification is 
done individually by Multilayer Perceptron (MLP) 
method. Accuracy of 72.73% is got by sequential 
feature selection method.

A comparison of various classification methods 
had been discussed to classify term and preterm 
deliveries. In all these works, TPEHG dataset was 
used for data acquisition and features like peak 
frequency, median frequency, root mean square 
and sample entropy were extracted. Fergus et al. 
(2013) found out the performance of density 
based classifiers like Linear Discriminant Clas-
sifier (LDC), Quadratic Discriminant Classifier 
(QDC), Uncorrelated normal Density Classifier 
(UDC) and linear and polynomial based classifiers 
like Polynomial Classifier (POLYC), Logistic Clas-
sifier (LOGLC) and non linear based K Nearest 
Neighbour Classifier (KNNC), decision Tree Clas-
sifier (TREEC), Parzen Classifier (PARZENC) 
and Support Vector Classifier (SVC). POLYC, 
LOGLC, KNNC and the TREEC classifiers per-
form very well. The best classifier is the POLYC 
with 97% sensitivity, 90% specificity, 95% Area 
Under Curve (AUC) value and a global mean error 
of 8%. Artificial Neural Networks (ANN) have 
been extensively used by Idowu (2014) to classify 
between term and preterm deliveries. Six advanced 
artificial neural network classifiers have been eval-
uated. This includes the Back Propagation trained 
feed-forward neural Network Classifier (BPXNC), 
Levenberg-Marquardt trained feed-forward neural 
Network Classifier (LMNC), automatic Neural 
Network Classifier (NEURC), Radial Basis func-
tion neural Network Classifier (RBNC), Random 
Neural Network Classifier (RNNC) and Percep-
tron Linear Classifier (PERLC). Peak frequency, 
median frequency, root mean square, sample 
entropy were the extracted features. LMNC has 
dramatically improved with a value of sensitiv-
ity 96%, specificity 91% and Area Under Curve 
(AUC) 95.46%. Dynamic neural network architec-
ture inspired by the Immune Algorithm (DSIA) 
has been used by Hussain et al. (2015) to predict 
the preterm deliveries in pregnant women. A com-
parison of the MLP, TREEC, SVC, DSIA and 
Self-Organized multilayer Network inspired by 
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Immune Algorithm (SONIA) has been discussed. 
Both DSIA and SONIA have the highest values of 
sensitivity with 91.23% and SONIA gives highest 
specificity with 94.51%. An accuracy of 92.77% 
and 89.81% was obtained with SONIA and DSIA 
respectively.

From the above discussed studies, EHG could 
be considered as the strong predictor of term and 
preterm deliveries. Many of the studies have been 
used frequency related parameters for the classifi-
cation. So an enhanced study on other non linear 
parameters and simpler classification techniques 
can be introduced as a new approach.

3 METHODOLOGY

True labour begins within 1 day for term deliver-
ies. In the case of preterm deliveries, it may begin 
within 7 to 10 days. There is a dramatic change in 
EHG activity, from non-labour to labour. There-
fore, it is expected that, classifying the records, into 
preterm and term, is a challenging work.

The EHG data used for the study was shown 
in the Figures 1 and 2. Figure 1 shows the term 
data filtered at 0.3–3 Hz, recorded at 22.29 weeks 
of gestation and delivered at 40.29 weeks of gesta-
tion. Figure 2 shows the preterm data filtered at 
0.3–3 Hz, recorded at 22.29 weeks of gestation and 
delivered at 32.86 weeks of gestation. Term data 
samples are arranged in a random fashion. But 
a regular pattern of EHG bursts can be seen in 
the preterm EHG data and it gives a symptom of 
labour.

Once EHG signal was acquired from the abdo-
men of pregnant woman, several steps are to be 
followed for the further analysis and studies. EHG 
data processing mainly consists of three steps: 
Preprocessing, Feature Extraction and Classifica-

tion. These are depicted in the Figure 3. Preprocess-
ing includes the techniques done before processing 
EHG signals. Feature extraction includes the step 
of extracting features from preprocessed data. This 
feature vector inputs to the classifier and then clas-
sifies the data.

3.1 Data acquisition

The data was collected from a publicly available 
database called Term-Preterm ElectroHysteroGram 
DataBase (TPEHG DB) from Physionet. This 
includes uterine EMG obtained from 1997 to 2005 
at the University Medical Centre Ljubljana, Depart-
ment of Obstetrics and Gynecology (Fele-Zorz 
et al. 2008). This study uses the term and preterm 
data of 22.29 weeks of gestation. Each record is 
composed of three channels, recorded from 4 elec-
trodes. The first electrode (E1) was placed 3.5 cm 
to the left and 3.5 cm above the navel. The second 
electrode (E2) was placed 3.5 cm to the right and 
3.5 cm above the navel. The third electrode (E3) 
was placed 3.5 cm to the right and 3.5 cm below 
the navel and the fourth electrode (E4) was placed 
3.5 cm to the left and 3.5 cm below the navel. The 
difference between potentials of electrode leads 
were recorded and it gives 3 channels. Difference 
between first and second, second and third, third 
and fourth electrodes produce the first, second and 
third channel respectively. The individual records 
were 30 minutes in duration. Each signal has been 
sampled at 20 samples per second per channel with 
16-bit resolution over a range of 2.5 millivolts. Figure 1. Term EHG data.

Figure 2. Preterm EHG data.

Figure 3. Steps of EHG data processing.
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Each signal was digitally filtered using 3 different 
digital butterworth filters with a double-pass fil-
tering scheme. The band-pass cut-off  frequencies 
were from 0.08–4 Hz, 0.3–3 Hz and 0.3–4 Hz. Here 
0.3–3 Hz filtered term and preterm EHG signals, 
recorded at 22.29 weeks of gestation were acquired 
for the study.

3.2 Signal processing and feature extraction

After acquiring, entire data was divided into a set 
of frames, each with a duration of 1 second. For 
each frame, a Local Binary Pattern (LBP) feature 
vector was then obtained. After that, from the 
obtained LBP feature vector of each frame, a set of 
statistical features like, variance, Median Absolute 
Deviation (MAD), Interquartile Range (IQR) and 
their combinations were extracted. Then the indi-
vidual feature vectors of all frames, obtained after 
extracting statistical features are concatenated and 
formed a final feature vector of the given record. 
This was the required feature vector, which is to be 
given as an input to the classifier. The idea about 
the local binary patterns and the steps required for 
creating the LBP feature vector was discussed in 
the next section.

3.3 One dimensional Local Binary Patterns

Local Binary Pattern (LBP) is a simple, efficient 
feature commonly used in images for texture clas-
sification. It is used to capture intensity of local 
neighbourhood of a pixel by thresholding and 
considers the result as a binary number (Sunil 
et al., 2015). LBP texture operator has become a 
popular approach in various applications due to 
its discriminative power and computational sim-
plicity. The LBP feature vector was first described 
by Ojala et al. (1996) as a non parametric, grey 
scale texture invariant analysis model, which sum-
marizes the local spatial structure of an image. It 
was based on the 3 × 3 local neighbourhood as 
shown in the Figure 4. For each pixel P in a cell, 
it was compared with each of its 8 neighbours Pi, 
0 ≤ i ≤ 7. Then the pixels are followed along clock-
wise or counter clockwise direction. When the 
center pixel’s value is lesser than the neighbour’s 
value, replace it with 1, Otherwise, 0. This gives an 
8-digit binary number and convert it to decimal for 
convenience. Each pixel in an image creates a sin-
gle LBP code. Then a histogram is computed based 
on the occurrences of LBP codes from all pixels of 
the image and treated as a feature vector (Iakovidis 
et al., 2008). This same procedure is also applicable 
to signals. One dimensional local binary patterns 
arise there. Computation of one dimensional local 
binary patterns are described by Navin et al. (2010) 
as shown in the Figure 5.

3.4 Classification

With the extracted features, classification is to be 
done. In the previous studies, complex classifica-
tion methods are chosen for the term and preterm 
discrimination. Apart from this, simple linear clas-
sifiers are taken for this study. Linear Discriminant 
Classifier (LDC) and Support Vector Machine 
Classifier (SVMC) are used in this work. After the 
classification process, a comparison is done with 
the performance of both classifiers. Performance 
evaluation of the classifiers are done using the 
metrics - Sensitivity, Specificity and Accuracy. This 
is based on the values of True Negative (TN), True 
Positive (TP), False Negative (FN) and False Posi-
tive (FP).

The flow chart of the algorithm was shown in 
the Figure 6. The 0.3–3 Hz term and preterm EHG 

Figure 4. 3 × 3 local neighbourhood.

Figure 5. Computation of 1D LBP.
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data of 22.29 weeks of gestation was undergone 
with the steps as shown in the figure. After extract-
ing statistical features from the obtained LBP fea-
ture vector, a final feature vector was obtained for 
the term and preterm EHG data. Concatenated 
term and preterm final feature vectors was then 
input to the LDC and SVM classifiers.

4 RESULTS AND DISCUSSIONS

With the use of 0.3–3 Hz filtered data in all chan-
nels, simulation results of the statistical features 
were obtained from the LBP feature histogram. 
Performance of the LDC and SVMC is evaluated 
by the above described metrics. Performance evalu-
ated was tabulated in the Tables 1 and 2.

From the Tables 1 and 2, a summary of the 
performance of the linear discriminant classifier 
and support vector machine classifier towards 
the discrimination of term and preterm data was 
obtained. Both the classifiers gave almost 60% 
accuracy. Sensitivity gives the rate at which a clas-
sifier can detect the abnormality accurately, when 
the condition is present. Then the specificity gives 
the rate at which a classifier can detect the normal 
condition accurately, when the condition is pre-
sent. SVC provide a slightly greater sensitivity than 
LDC. But, at the same time, specificity of the SVC 
is lower than that of the LDC performance.

5 CONCLUSIONS

Medical information systems play a vital role in 
the biomedical domain. This has led to the various 
preprocessing algorithms and feature extraction 
techniques. Electrohysterography led as a strong 
predictor to classify term and preterm records. The 
0.3–3 Hz filtered TPEHG data is used for the clas-
sification between term and preterm records. After 
framing, one dimensional local binary patterns 
were found out from each frame. With the help of 
1D-LBP, computational simplicity was improved 
and a better classification model was developed. 
Variance, median absolute deviation, interquartile 
range, combination of variance and median abso-
lute deviation, combination of variance and inter 
quartile range, combination of median absolute 
deviation and interquartile range were extracted 
from each LBP feature vector. Performance of two 
classifiers were measured in terms of the metrics like 
accuracy, specificity and sensitivity. Accuracy of the 
both classifiers is about 60%. But the SVM classifier 
provide a slightly better sensitivity and accuracy.

With the help of simple, less complex features 
and algorithm, the obtained accuracy is good. 
A better way would be to develop for improving 
the performance of the classifiers using the same 
dataset. This will be the focus of future research, 
alongside a more extensive investigation into 
simple, efficient features.
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ABSTRACT: A new kernel-based modeling technique of Electrocardiogram (ECG) signal is 
presented in this work to discriminate normal and arrhythmia beats. ECG signals are characterized 
by time series modeling using Fast Regularized Kernel Function Approximation (FRKFA) technique. 
The characteristics parameters of the nonlinear regression models are considered as the features of ECG 
beats. The ability of these features to discriminate normal and arrhythmia beats are verified using Support 
Vector Machine (SVM) classifier in a global beat classification approach. The results are compared with 
the existing linear Autoregressive (AR) signal modeling technique. The test results on large data sets show 
that the performance of kernel-based modeling technique achieves an accuracy as high as 95.43% and 
this shows an improvement in performance by more than 11% to that of linear AR modeling technique to 
discriminate normal and arrhythmia ECG beats.

1 INTRODUCTION

Electrocardiogram (ECG) is a noninvasive tech-
nique primarily used as the diagnostic tool for 
cardiovascular diseases (Adamec & Adamec 2008). 
A cleaned ECG signal provides necessary infor-
mation about the electrophysiology of the heart 
diseases and ischemic changes that may occur. Con-
tinuous observation and detection of abnormal 
ECG signals in clinics or intensive care units is 
tricky due presence of large number of patients 
and human fatigue. In addition to a simple ECG 
test, examination of a longer recording using a 
portable Holter monitor is usually used to deter-
mine abnormality in heart rhythm of a patient. 
Testing of such long record by human being is a 
time consuming process and an automated ECG 
beat testing system may assists the cardiologist in 
diagnostics.

A number of methods have been presented in 
the past two decades for detection of arrhythmia by 
means of computer aided diagnostic. Most of the 
proposed techniques rely on QRS peak detection, 
beat segmentation and then extraction of features 
from the beats for classification (Chazal et al. 2004, 
Chen and Yu 2007, Inan et  al. 2006, Lagerholm 
et  al. 2000, Osowski et al. 2004). Researchers 
have reported performances of different types of 
features, such as ECG morphology (Chazal et al. 
2004), heart beat intervals (Chazal et al. 2004, 
Chen and Yu 2007, Inan et al. 2006), combination 
of both morphology and time intervals (Chazal 
et al. 2004), combination of higher order statistics 

and time interval features (Ebrahimzadeh et al. 
2014), Hermite function (Lagerholm et al. 2000), 
transformed features (Chen and Yu 2007) and 
combination of complex wavelet coefficients with 
AC power, kurtosis, skewness and timing informa-
tion features (Thomas et al. 2015), etc. Applica-
tion of several classifiers such as self-organizing 
map (Lagerholm et al. 2000), neural networks 
(Inan et al. 2006, Chen and Yu 2007), Support 
Vector Machines (SVM) (Melgani and Bazi 2008, 
Osowski et al. 2004), extreme learning machine 
based interactive ensemble learning approach 
(Rahhal et al. 2015) etc., are found in literature for 
the purpose of beat classification.

In the recent past, there are some attempts to 
predict beats using model coefficients (Andreão 
et  al. 2006, Ge et al. 2002, Ouelli et al. 2012). 
Andreão et al. (2006) recently used HMM to 
segment different waveforms of  ECG signal 
and detected Premature Ventricular Contrac-
tion (PVC) beat by an unsupervised classifica-
tion approach using multichannel fusion strategy. 
They achieved 87.2% of Sensitivity (SE) and 
85.6% of Positive Predictivity (PP) on 59 record-
ings collected from QT database (Laguna 1997). 
Edla et al. (2014) proposed classification of  nor-
mal and arrhythmia beats by modeling ECG 
beats using multiharmonic component with an 
adaptive parameter estimation technique and 
Bayesian Maximum-Likelihood (ML) classifier. 
Auto-regressive (AR) modeling has been utilized 
to classify various cardiac arrhythmias (Ge et 
al. 2002, Ouelli et al. 2012). Ge et al. (2002) used 
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AR model to characterize Normal Sinus Rhythm 
(NSR) including Atrial Premature Contrac-
tion (APC), Premature Ventricular Contraction 
(PVC), Supra Ventricular Tachycardia (SVT), 
Ventricular Tachycardia (VT) and Ventricular 
Fibrillation (VF). They used AR coefficients as 
features and reported an accuracy of  93.2% to 
100% using a Generalized Linear Model (GLM) 
based algorithm in a number of  stages performing 
experiments on 866 beats from MIT-BIH database 
(Goldberger et al. 2000). Ouelli et al. (2012) used 
second order AR model individually to model 
P, QRS and T segments of  each beat to classify 
six different types of  beats in their work similar 
to Ge et al. (2002). They obtained classification 
accuracy of  96.7% to 100% by using a Quadratic 
Discriminant Function (QDF) based algorithm 
on 900 beats collected from 10 recordings of  MIT-
BIH database Goldberger et al. 2000. But perfor-
mances of  most of  the methods are limited by 
results on small number of  samples using simple 
classifiers. As a consequence, these algorithms fail 
to produce good result on large data sets. Further, 
most of  the methods reported good classification 
results on patient specific data or local data. Usu-
ally these techniques provide poor performance 
on global beat classification approach.

In this work, we have presented a new tech-
nique of arrhythmia beat classification by employ-
ing nonlinear kernel-based modeling of the ECG 
beats. In order to model the beats, we have used 
Fast Regularized Kernel Function Approxima-
tion (FRKFA) technique proposed by Ghorai 
et al. (2008) in the recent past. The high dimen-
sional model coefficients are used to characterize 
the normal and arrhythmia beats. Performance 
of kernel-based modeling technique is compared 
with that of linear Autoregressive (AR) modeling 
(Kobayshi, Mark, & Turin 2012) by using a Sup-
port Vector Machine (SVM) classifier (Cristianini 
& Taylor 2000). Experimental results indicate the 
superiority of the proposed technique over linear 
AR modeling technique in a local beat classifica-
tion approach.

2 AR AND FRKFA MODELING

2.1 Linear Autoregressive (AR) model

Autoregressive analysis models the ECG signal 
as the output (Ge et al. 2002, Ouelli et al. 2012, 
Kobayshi et al. 2012) of a linear system driven by 
white noise of zero mean and unknown variance. 
AR models have the form

υ υ[ ] [ ] [ ]; , , , ,k] k n k[ k
i

p

i υ [ + =];n[ k …
=
∑∑

1

1 2, 3  (1)

where υ[ ]υυ k  is the ECG time series, n k[ ]k  is zero 
mean white noise, ai’s are the AR coefficients, and 
p is the AR order. A critical issue in AR modeling 
is the AR order used to model a signal. An appro-
priate AR model order is crucial to model the sig-
nal with high accuracy for its reconstruction.

2.2 Nonlinear modeling by FRKFA

Fast Regularized Kernel Function Approximation 
(FRKFA) (Ghorai et al. 2008) is a kernel-based 
regression technique which may be implemented in 
a space lower than the number of training patterns 
present in the data set. The basic aim of FRKFA 
formulation was to reduce the computational 
complexity of approximating a nonlinear kernel 
function compared to Support Vector Regression 
(SVR) (Vapnik et al. 1997, Smola and Schölkopf 
1998) both in terms of speed and memory usage by 
storing thin rectangular kernel matrix. Its objective 
is to fit a linear hyperplane

f x k x B bT TB)x ( ,xT )=k BB,xT θ  (2)

in the feature space, which corresponds to a non-
linear function in the input space. The regression 
function f(x) given by (2) is obtained by solving 
following optimization problem:
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Here, A m n∈ℜ ×  is the training data with m sam-
ples and each containing n features, B d n∈ℜ  is 
the basis matrix formed by randomly picking up d 
training samples (a small fraction ~1 to 15% of A) 
from training data if  requires for large number of 
training samples, θ ∈ℜd  and b ∈ℜ  are normal 
vector to the hyperplane in d-dimensional space 
and bias term, respectively, x n∈ℜ  is the input fea-
ture vector in n-dimensional space, e is the vector 
of ones, Y is the target vector, k(,.,)  is the kernel 
function that determines dot product of two vec-
tors in feature space and K is a kernel matrix. The 
solution of (3) can be obtained by solving a system 
of linear equation in d +1 dimensional space. If  
θ and b are known, then expression (2) is used to 
predict new data. In this work, we have used θ and 
b as the features of an ECG beat.

3 PROPOSED ECG BEAT CLASSIFICATION 
METHOD

In this work, we have proposed characterization of 
normal and arrhythmia beats by nonlinear kernel-
based regression technique using FRKFA. At the 
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same time, we have also compared the performance 
of kernel-based FRKFA model to that of linear AR 
models. We have used one step prediction model 
for both AR and FRKFA methods. To accomplish 
this, training sample and target pair 

i

t{ }( , )x y,i iy,
=1
 

are formed for each of the segmented ECG beats 
with the ith training sample x y yi iy i iy py −[ ,yiyyiy − ],1 yiyy,  
formed by talking p number of past signal values, 
where p is the model order. For an AR model of 
pth order, the feature vector consists of p coef-
ficients. In order to develop a pth order FRKFA 
model of an ECG beat, having N number of sam-
ples, a moving window of length p is used. The past 
p samples within the window are used to predict 
the present sample. The window is shifted by one 
sample. So, there will be (N − p) number of input 
feature vector—target pair in a training set to train 
a FRKFA model. Since FRKFA employs a kernel 

trick, these p input features are mapped to a fea-
ture space of dimension (N − p). So, the regression 
model has (N − p) coefficients and a bias term. 
Thus, for a FRKFA model of ECG beat these 
(N − p + 1) coefficients are used as features for 
classification using a SVM classifier. Fig. 1 shows 
prediction ability of one normal ECG beat by 4th 
order AR model and 16th order FRKFA model, 
respectively. Both the methods can predict a sig-
nal accurately, but some spikes arises at the ends 
of the signal in case of AR modeling which is not 
observed in case of FRKFA modeling.

4 EXPERIMENTAL RESULTS

4.1 Data set

We have used data from MIT–BIH database 
(Goldberger et al. 2000) for experimental verifi-
cation of  two types of  modeling techniques. This 
database contains 48 ECG records; each contains 
two-channel ECG signals for 30 min duration 
selected from 24-hr recordings of  47 individu-
als which are collected from 25 men aged 32 to 
89 years, and 22 women aged 23 to 89 years. In 
this database, the ECG signals are digitized at 
a sampling rate of  360  Hz. Twenty-three of  the 
recordings (numbered in the range of  100–124) 
are in-tended to serve as a representative sample 
of  routine clinical recordings and 25 recordings 
(numbered in the range of  200–234) contain com-
plex ventricular, junctional, and supraventricular 
arrhythmias.

In this work, normal and arrhythmia beats 
are collected from the 1st channel of ECG sig-
nals within 1–10 minutes duration of each signal. 
For beat segmentation, we have used the annota-
tion of the database. Each signal is preprocessed 
with a 4th order bandpass FIR filter with pass 
band frequencies 0.1 and 100 Hz, respectively, to 
eliminate noise and artifacts. The length of each 
beat is considered as 301 number of samples with 
100 samples in the left of R-peak and 200 samples 
in the right of R-peak, such that morphology of all 
the significant waveforms are captured within this. 
The total no. of normal and arrhythmia beats and 
their distribution in training and testing set for the 
experiment is shown in Table 1.

Table 1. Description of data set.

Beat type No. of beats

No. of beats in

Training set Testing set

Normal 24731 1500 23231
Arrhythmia 12408 1500 10908
Total beats 37139 3000 34139Figure 1. A normal ECG beat modeled by (a) 4th order 

AR model and (b) 16th order FRKFA model.
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4.2 Experimental setup

All the modeling techniques are implemented 
using MATLAB programming language. To find 
the model coefficients of FRKFA method, it has 
been implemented in MATLAB using a Gaussian 
kernel of the form k x x x xi jx i jx( ,xi ) e pxp .( ) −)) 2

 
We have evaluated performance of the model 
parameters to discriminate normal and arrhythmia 
beats by binary SVM classifier (Cristianini & Tay-
lor 2000). For SVM classifier implementation, we 
have used LIBSVM Toolbox (Chang & Lin 2001). 
The optimal value of the regularization parameter 
C and Gaussian kernel parameter γ  for SVM are 
selected from the set of values [2i|i = –5, –4, …, 18]. 
We have performed the experiment 50 times by 
randomly dividing the total beats into training and 
testing sets. The optimal parameter set is selected 
by the performance of a classifier on a tuning 
set consists of 20% of training data set (Mitchell 
1997). Finally, the performance of the trained clas-
sifier has been evaluated by using all the training 
samples with the selected optimal parameters. Each 
training feature is normalized in the range [0 1]. 
The testing features are also normalized in the 
range [0 1] by using the minimum and maximum 
values of each training feature. The final accuracy 
and confusion matrix presented here are the aver-
age of results of 50 runs of the experiment. The 
experiment is performed by observing the perfor-
mance of classification accuracy with the varia-
tion of model order of AR coefficients. But, for 
FRKFA model we have chosen a window of length 
of 16 to model normal and arrhythmia beats.

4.3 Results

Table 2 shows the performance of SVM classifier 
on AR and FRKFA model parameter for nor-
mal and arrhythmia beat classification. We have 
observed the effect of model order on classifica-
tion accuracy for AR model. For FRKFA model 
we have chosen a window of length 16. For each 

model, we have provided average % classifica-
tion accuracy, standard deviation and selected 
optimal regularization and kernel parameters. It 
is observed from the results that 4th order AR 
model parameters offer the highest classification 
accuracy of 84.25%. On the other hand, FRKFA 
model parameters offer an accuracy of 95.43% on 
the same binary beat classification problem. It is 
also noticed from the Table 2 that as the AR model 
order increases its performance decreases.

4.4 Analysis of performance

We have compared the performance of AR and 
FRKFA models by evaluating sensitivity and 
specificity of the results obtained in Table 2. These 
parameters are defined as follows:

Sensitivity =
+

TP
TP FN

 (4)

Specificity =
+

TN
TN FP

.  (5)

where TP, TN, FP and FN stands for the words 
true positive, true negative, false positive and false 
negative, respectively. Thus, sensitivity is related to 
the fraction of positive events correctly detected 
while the specificity measures the fraction of nega-
tives which are correctly detected. The confusion 
matrices of the performances of AR and FRKFA 
models are shown in Tables 3 and  4, respec-
tively. Sensitivity and specificity of both AR and 
FRKFA models are shown in the Table 5. It shows 
that both sensitivity and specificity of FRKFA 
model are above 95% and simultaneously both of 
these values are improved approximately by 11% 

Table 2. Performance of AR and FRKFA models.

Types of 
models

Order of 
models/ 
window size

% Average 
accuracy ± 
std. dev.

Selected 
kernel 
parameters

AR  4 84.25 ± 0.694 C = 214, γ = 20

 5 82.26 ± 0.552 C = 215, γ = 22

 6 82.88 ± 0.445 C = 215, γ = 23

 7 79.84 ± 0.416 C = 215, γ = 22

 8 79.12 ± 0.586 C = 216, γ = 23

 9 77.95 ± 0.815 C = 216, γ = 23

FRKFA 16 95.43 ± 0.372 C = 214, γ = 2−1

Table 3. Confusion matrix obtained by 4th order AR 
model parameters.

True value

Predicted value

Normal Arrhythmia

Normal 19511 3720
Arrhythmia  1652 9256

Table 4. Confusion matrix obtained FRKFA model 
parameters.

True value

Predicted value

Normal Arrhythmia

Normal 22154  1077
Arrhythmia   483 10425
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than that of the sensitivity and specificity of AR 
model. The ROC curves for both 4th order AR 
model and FRKFA model are shown in Fig. 2. It is 
observed that ROC curve of FRKFA model is far 
better than that of AR model. This shows a clear 
picture of superiority of the proposed method 

for the classification of normal and arrhythmia 
beats by FRKFA model parameters. The experi-
mental results show that performance of ker-
nel-based FRKFA model parameters improves 
approximately by an accuracy of 11 than that of 
linear AR models. The poor performance of the 
AR parameters is analyzed using their statistics. 
Table 6 shows the means and standard deviations 
of the coefficients of 4th order AR model for nor-
mal and arrhythmia beats. This shows that model 
coefficients or characteristic features of both the 
classes of ECG beats are scattered and overlapped 
with each other. This fact limits the classification 
performance of AR coefficients by a classifier. 
FRKFA models, on the other hand, maps a pat-
tern in high dimensional feature space equivalent 
to the number of features in the training set. For 
example, FRKFA model with window length 16 
maps the pattern in 285-dimensional space as the 
training set has 301–16 = 285 instances. As a result, 
FRKFA model uses 285 coefficients and a bias 
term totaling 286 features to characterize normal 
and arrhythmia beats. This large number of coeffi-
cients capturing the characteristics of the beats in a 
better way and hence performing better compared 
to linear AR models.

5 CONCLUSIONS

In this work, we have set up a new kernel-based 
modeling technique for normal and arrhythmia 
beats of ECG signal and their classification using 
the model parameters. The concept of kernel-
based modeling technique is a new one and has 
not been previously employed in ECG beat pre-
diction. FRKFA model parameters provide an 
average accuracy of 95.43% on 34139 beats of two 
different categories in a global beat classification 
framework. Performance of this model is much 
higher compared to the performance obtained by 
linear AR model parameters using SVM classi-
fier. Thus, the high performance of kernel-based 
FRKFA model is of great significance in view of 
early detection of arrhythmia by a computer aided 
diagnosis system.

Table 5. Sensitivity and Specificity of AR and FRKFA 
models.

Model type % Sensitivity % Specificity

AR 83.99 84.86
FRKFA 95.36 95.57

Table 6. Statistics of 4th order AR model coefficients.

Type of beats

Mean and std. dev. of the coefficients ai

a1 a2 a3 a4

Normal −3.6492 5.2098 −3.4495 0.8941
0.064 0.144 0.112 0.034

Arrhythmia −3.6170 5.1426 −3.4151 0.8932
0.078 0.168 0.121 0.035

Figure 2. ROC curves of results obtained with (a) AR 
(b) FRKFA coefficients.
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This classification technique may be used to 
study performance of multiclass beat classifica-
tion using full 30 minutes duration of each signal. 
Further, it will be worth to study the effect of vari-
ation of classification accuracy with the variation 
of window length of FRKFA model for binary 
and multiclass beat classification. Other kernel 
based regression techniques as well as classifiers 
may be employed to test the performance on these 
features. In addition, this type of kernel-based 
modeling techniques may be used for missing beat 
prediction of ECG signal.
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ABSTRACT: Obstructive Lung Disease (OLD) is a major respiratory disease with airflow limitation 
due to an obstruction in the airway. Lung function gradually decreases in patients with OLD if  the disease 
remains untreated. Early detection and continuous treatment with a change in lifestyle might improve the 
quality of life and also prevent the possibility of disease progression. Conventionally, OLD is detected 
through a cumbersome procedure using a spirometer. In this work, a new method is proposed in which 
the respiration signal from normal subjects and OLD patients were analyzed and morphological changes 
were studied. Features from the respiration signal were extracted and used for classification using the two-
class Support Vector Machine (SVM) classifier. The present study showed up to 100% accuracy with a 
specified set of features for 22 subjects as discussed in the result section.

1 INTRODUCTION

Obstructive Lung Disease (OLD) is a type of 
respiratory disease characterized by airflow 
obstruction, dyspnea, and airway inflammation 
(Antoniu, 2010). Asthma and Chronic Obstruc-
tive Pulmonary Disease (COPD) are two major 
obstructive lung diseases triggered by exposure to 
smoking, indoor and outdoor pollution, allergens, 
etc. (Antoniu, 2010; Buist, 2003). OLD is becom-
ing a major cause of illness with its increasing 
morbidity and mortality rate worldwide (Lazovic, 
Zlatkovic, Mazic, Stajic, & Delic, 2013; Renwick 
& Conolly, 1996). It often remains untreated until 
it becomes severe, causing a significant burden to 
society (Lazovic et al., 2013). OLD also results in 
an increased risk of cardiovascular diseases (van 
Schayck et al., 2003; Siegler, 1977). For these rea-
sons, the necessity of developing a non-obstructive 
and non-invasive technique for early detection and 
diagnosis of this disease has witnessed a rapid 
surge of interest in recent years.

Among all the techniques available for COPD 
and asthma detection, spirometry is the most widely 
used pulmonary function test in the diagnosis of 
airway obstruction and routine follow-up of pul-
monary diseases (Finkelstein, Cha, & Scharf, 2007; 
Vandevoorde, Verbanck, Schuermans, Kartou-
nian, & Vincken, 2005). In this disease, airway con-
striction occurs during expiration, and it is defined 

by a decreased forced expiratory volume in the first 
second to forced vital capacity ratio (FEV1/FVC) 
(Ferguson, Enright, Buist, & Higgins, 2000; Sahin, 
Ubeyli, Ilbay, Sahin, & Yasar, 2010). But apart 
from its vast use, it often performs poorly because 
of its high patient-effort dependency, which makes 
the test uncomfortable for most of the patients. 
Spirometry is also unsuitable for non-ambulatory 
and ICU patients and very young or old patients. 
The dependence on patient effort for spirometric 
measurement leads the result to be a function of 
some non-measurable parameters, which must be 
eliminated for the standardization of the detection 
of respiratory diseases. Apart from this, methods 
like lung imaging technique by Milne and King 
(2014), volatile organic compound analysis from 
exhaled breath by Berkel et al. (2009), CO2 con-
centration analysis using capnography (Mieloszyk 
et al., 2014), exhaled breath analysis using an elec-
tronic nose (Velasquez, Duran, Gualdron, Rod-
riguez, & Manjarres, 2009; Valera, Togores, & 
Cosio, 2012), and a nasal obstruction measurement 
technique (Manjunatha, Mahapatra, Prakash, 
& Rajanna, 2015) have also been developed. But 
these methods are costly and time-consuming, and 
most of them are still in the development stage in 
research laboratories.

The measurement of respiration signal is crucial 
in health monitoring (Cretikos et al., 2008; Fekr, 
Radecka, & Zilic, 2015), especially in the case of 
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OLDs to diagnose the current condition and sever-
ity. In this study, the respiration signal acquired 
from a thoracic belt was studied in both normal 
subjects and patients with OLD. The technique 
used in this study is completely non-obstructive, 
suitable for all age groups, and can be used even in 
critical conditions. The features extracted from the 
respiration signals were used to demonstrate the 
characterization of these two groups.

2 MATERIALS

2.1 Study population

In this study, ten healthy individual subjects with 
no history of pulmonary or cardiac disease or 
even tobacco use were selected as a normal sub-
ject group. Twelve patients previously diagnosed 
with OLD by pulmonary function testing consti-
tuted the disease group. Patients under the disease 
group were either smokers or had a history of 
long-term asthma or heavy indoor or outdoor pol-
lution exposure. All studies were carried out in the 
biomedical laboratory of Department of Applied 
Physics, University of Calcutta and Institute of 
Pulmocare & Research. The participants gave 
their informed consent to take part in this study. 
Each of them underwent a medical history check-
up along with physical examination by an expert 
investigator prior before being accepted for the 
study. The respiration signal of each subject was 
collected while the subject was resting in supine 
position. The breathing protocol was maintained 
in a normal and relaxed way. The details of the 22 
subjects are given in Table 1.

2.2 Data acquisition

A data acquisition system MP-45, designed by 
Biopac Systems Inc., was used to collect study 
data (Pflanzer & McMullen, 2014). For the meas-
urement of the respiration signal, the respiratory 
effort transducer (SS5 LB) was tied across the 
upper chest of the subject. The thoracic belt meas-
ured the volume change in the thoracic cavity and 

lungs during inspiration and expiration. The trans-
ducer was connected to the MP-45 unit via cables. 
Programs written in the MATLAB platform were 
used for data processing and feature extraction 
purposes. Each real-time data was recorded for a 
300 second time duration with the signals being 
sampled at a frequency of 1000 Hz.

3 METHOD

3.1 Pre-processing

During the pre-processing of raw and noisy res-
piration signals, the precision of the respiratory 
frequency should be considered for extracting the 
original respiration signal without losing infor-
mation. The frequency band of the respiration 
signal was generally <1 Hz (Chan, Ferdosi,  & 
Narasimhan, 2013; Park, Noh, Park, & Yoon, 
2008). A second-order IIR Butterworth filter in the 
frequency range of 0.2–0.7 Hz was used to elimi-
nate unwanted noise, preserving necessary infor-
mation. The amplitude of the filtered respiration 
signal was normalized before feature extraction. 
Figure 1 illustrates the measured respiration signal 
along with the signal after filtering.

3.2 Feature extraction

Respiration is a vital parameter in the clinical and 
diagnostic field (Sarkar, Bhattacherjee, & Pal, 
2015). Abnormal respiration and sudden change 
in the respiratory rate indicate a major physiologi-
cal imbalance. In OLD, one of the main symptoms 
is the variable expiratory airflow, i.e., difficulty 
in exhalation due to bronchoconstriction, airway 
wall thickening, and excessive mucus production 
(Buist, 2006; FitzGerald, 2015). These physiologi-
cal changes in lungs are also reflected in respiration 
leading to the extraction of features from the respi-
ration signal in this study.

3.2.1 Average time ratio
Following the normalization of the respiration sig-
nal, the location of the starting and ending points 
and the peak of a respiration cycle were detected 

Table 1. Details of the normal and disease group.

Database
No. of 
subjects

Age 
range Smoker

Chronic 
asthma/ 
pollution 
exposure

Non-
smoker

Normal 
group

10 (5 male,
5 female)

21–63 – – 10

Disease 
group

12 (10 male,
2 female)

23–67 9 3 –
Figure 1. Original respiration signal (solid line) and res-
piration signal after filtering (dotted line).

-raw respiration signal 
····· filtered respiration signal 
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using a peak-detection algorithm. The inspiration 
time (TI) was derived by calculating the time inter-
val between the starting point and the peak and the 
expiration time (TE) was derived from the time dif-
ference between the peak and the ending point of a 
cycle. The time ratio (F1) was calculated using the 
following equation:

F T
T

ETT

ITT1FF =  (1)

The process was repeated five times and the 
average of all time ratios was produced for each 
subject.

3.2.2 Average area ratio
To evaluate the area ratio, five cycles from a previ-
ously normalized respiration signal were selected 
randomly. The maximum and minimum points 
were detected from each cycle and the area under 
the curve against the baseline for both inspira-
tion and expiration of that cycle were calculated 
to derive the inspiration area (AI) and expiration 
area (AE), respectively. The area ratio (F2) was cal-
culated using equation 2 and the whole process was 
repeated five times to derive the average area ratio.

F A
A

EA

IA2FF =  (2)

3.2.3 Average respiration rate
Respiration rate is actually the number of inspi-
ration-expiration cycles, i.e., the number of res-
piration cycles per unit of time. To estimate the 
respiration rate from the detected peaks, the time 
interval between two successive maxima were com-
puted and the instantaneous breathing rates (F3) 
were calculated using equation 3:

F
t tnt

3FF
60

= ( )n  (3)

where F3 = respiratory rate, t(n+1) = time period for 
the occurrence of the (n+1)th respiratory peak, and 
tn = time period for the occurrence of the nth res-
piratory peak.

The respiration rate of each individual thus 
obtained for every consecutive cycle for a specified 
time window length of 60 seconds and the average 
was calculated.

3.3 Classification

In this study, to discriminate the respiration signal 
from the extracted features for both the normal and 
the disease group, a binary Support Vector Machine 
(SVM) classifier was implemented. The SVM is a 

classification tool that maps the input features into 
a higher-dimensional feature space through some 
non-linear mapping, and a decision surface is con-
structed over there. The formulation of the SVM 
classifier (Christianini & Taylor, 2000; Melgani & 
Bazi, 2008) is briefed below. In this study, the train-
ing data are considered to be of two class as

λ = …… ∈ ±[( , ), ,…… ( , )] , (∈ )i k i ∈ ,p p, N
1 1, 1,  (4)

Here, Γ  = the radius of a hyper-sphere enclosing 
all the data points and N = number of parameters.

For the features cannot be separated linearly, 
the kernel function F ik ki( ,iki ) ( ) ( )i〈 〉φiki( ), ((  can be 
used and the nonlinear classifier is given by

g i c
m

p

i mi( )i g sgn (k Fik F , )i*k *= sgn[ ]u i c,u* i〈 〉 + imik Fik F ,ik
⎡

⎣⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦=
∑∑

1

 (5)

where α  = Lagrange multiplier.
The test performance of the classifier was deter-

mined by calculating the specificity, sensitivity, 
and accuracy, where specificity is the number of 
true negative decisions/total number of the actual 
negative subjects, sensitivity is the number of true 
positive decisions/total number of actual positive 
subjects, and accuracy is the number of correct 
decisions/total number of subjects.

4 RESULT AND DISCUSSION

The respiration signals of 22 subjects acquired 
from the data acquisition device from both the 
normal and the OLD groups were analyzed. The 
filtered respiratory signals of the subjects from 
both groups showed some visual differences 
between them, as shown in Figure 2.

Three features were extracted for all 22 subjects 
in this study. A partial table of the extracted fea-
tures for subjects from both groups are shown in 
Table 2.

Figure 3 illustrates the output of the SVM clas-
sifier using the specified features for respiration 
with two feature sets at a time.

Figure 2. Respiration signal of OLD patient (solid line) 
and normal subject (dotted line).
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Table 3 elaborates the test performance of the 
classifier. It shows excellent accuracy with the 
subjects considered in this study.

A previous study by Sahin et al. (2010) showed 
a total of 97.32% accuracy using multiclass SVM 

Table 2. Partial list of extracted features for both 
groups.

Subject

Average
area 
ratio

Average
time 
ratio

Average 
respiration 
rate

Normal* 1 0.84 0.89 16
Normal 2 1.06 1.01 21
Normal 3 1.07 1.02 20
Normal 4 0.78 0.83 17
Normal 5 1.06 1.08 21
Disease# 1 1.17 1.26 22
Disease 2 3.10 2.38 12
Disease 3 1.66 1.66 22
Disease 4 1.38 1.78 14
Disease 5 2.53 2.32 13

*Normal denotes normal subjec
#Disease denotes patients with OLD

Table 3. Classification performance of different features.

Feature Specificity Sensitivity Accuracy

Area ratio vs. 
respiration 
rate

90% 91.67% 91%

Area ratio vs. 
time ratio

100% 100% 100%

Time ratio vs. 
respiration 
rate

90% 91.67% 91%

Figure 3. Classification of features using SVM classi-
fier for (a) area ratio vs. respiration rate, (b) time ratio vs. 
respiration rate, and (c) time ratio vs. area ratio.

on the three spirometric parameters for classify-
ing normal, restrictive, and obstructive patterns. 
In this work, the differentiation from normal to 
obstructive has been done purely based on the 
extracted features from the ECG and EDR signals. 
The spirometric method for monitoring patients 
with respiratory diseases is effort-specific, whereas 
the proposed method is patient-effort-independ-
ent, exerting no physical or psychological stress 
in the patients. The current study shows a classi-
fication accuracy of 91%, 100%, and 91% in the 
case of area ratio vs. respiration rate, area ratio 
vs. time ratio, and time ratio vs. respiration rate, 
respectively.

5 CONCLUSION

Respiration is a very important physical property 
and, if  properly used, can be an excellent source 
of physiological information. Conventional and 
some newly developed methods of OLD detection 
face various drawbacks. In this situation, a non-
obstructive method based on the respiration signal 
is proposed in this study. This method acquired 
only the respiration signal using a thoracic belt 
and extracted various features from the signal. The 
purpose of this study was to inquire the character-
istic differences between the normal and the dis-
ease groups based on the extracted features. The 
classification between different features for the 
normal group and the disease group indicates that 
the present study may prove effective for the detec-
tion and monitoring of OLD. This study can be 
extended to the classification of specific obstruc-
tive diseases with more number of patient data and 
healthy control groups.
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technique for detection of melanoma from dermoscopic images
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ABSTRACT: Among the wide variety of skin abnormalities, malignant melanoma is the deadliest and 
causes a vast majority of deaths. Existence of dark dots/globules is a feature demarcating the melanocytic 
skin lesions from the others. In this reported research work, a methodical approach for the identification 
and segmentation of dark dots/globules from the dermoscopic images using mathematical morphology 
has been proposed and implemented. Different morphological gradient operations have been performed 
with varying size of the Structuring Element (SE) to identify the small circular structures present in the 
skin lesion area. In the segmentation stage the threshold value has been selected according to the range 
of intensity values present in those dot/globule regions. Subsequently, a number of dot/globule related 
features have been extracted for the classification of the dermoscopic images. Furthermore, it has been 
shown that the dot/globule related features have a significant effect on the classification of the melanoma, 
and has the potential for scoring even 100% sensitivity, provided it is used in conjunction with appropri-
ately chosen classification algorithms.

1 INTRODUCTION

Non-invasive and non-contact imaging techniques 
have a great influence in the field of dermatology 
for the identification of various skin diseases. 
Dermoscopy or dermatoscopy is a gold standard 
imaging tool for the identification of melanocytic 
skin lesions with a high degree of diagnostic 
sensitivity (Serup et al. 2006). Experts use this tool to 
examine different morphological patterns including 
pigment network, irregular streaks, blue white veils, 
dots and globules (Marks 1995). Identification of 
this complex structures and consequently provid-
ing a proper diagnosis based on visual evaluation 
only, is an extremely challenging task for the expert 
radiologists and dermatologists. According to the 
existing literature, computer based image analysis 
techniques have been used for image segmentation, 
and border detection along with the identification 
of differential structures. Sadeghi et  al. (2013), 
proposed a methodical approach for the identi-
fication of streaks and also the classification of 
dermoscopy images based on the presence and 
irregular nature of the streaks in the images. Bank 
of directional filters and a connected component 
analysis technique has been used for the detection 
of pigment network by Barata et  al. (2010). The 
identification of dots and globules present in an 
image and improvement of classification accuracy 
have been described by Maglogiannis et al. (2015). 
Some state-of-the-art techniques for dermoscopic 
image segmentation and border detection have 

been discussed (Ma et al. 2016, Sadri et al. 2013). 
Mathematical morphology has been considered 
as an efficient tool for the extraction of various 
shape-features from an image. An outline of the 
application of angiographic image processing 
based on grey-level hit-or-miss transform has been 
given by Naegel et al. (2007). A detailed and up-to-
date survey of adaptive mathematical morphology 
using adaptive Structuring Element (SE) has been 
discussed by Ćurić et al. (2014). Bai et al. (2015) 
proposed a different approach of grey level hit-or-
miss transform using multi structuring element of 
varying width and direction, for the extraction of 
linear features of different images. Rastgoo et al. 
(2015) extracted different local as well as global 
shape, texture and color features for the automatic 
classification of melanoma and dysplastic nevi 
using different classification methods. A compu-
tational image analysis system for the estimation 
of melanoma thickness and the classification of 
images using machine learning algorithm has been 
explained by Sáez et al. (2016).

For the categorization of melanoma, identifi-
cation of dots and globules has been considered 
as an important step by the expert dermatologists 
and clinicians. Dots having small structures and 
globules with some circular or oval shaped area 
of black, brown or grey color, may be observed in 
center area or may be spread throughout the entire 
lesion.

In the research work that is being reported here, 
mathematical morphology has been used for the 
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identification of dots and globules in different skin 
lesions. For the classification of malignant mela-
noma, the classification performance has been 
improved by the inclusion of the dot and globules 
related features. This paper has been organized 
as follows. A brief  introduction of mathematical 
morphology has been given in section 2. A detailed 
outline of the proposed research work has been 
provided in section 3, followed by results and dis-
cussions in section 4. Finally the paper has been 
concluded in section 5.

2 MATHEMATICAL MORPHOLOGY

Morphological image processing has become a 
gold standard imaging toolbox and now a days, 
has been utilized in a wide range of industrial 
applications, biomedical image processing, pattern 
recognition, robot vision, etc. The foundation of 
mathematical morphology is the set theory (Soille 
2004). Mathematical morphology deals with dif-
ferent geometrical structures of various shape and 
size. The aim of the different morphological opera-
tors is to extract relevant structures present in that 
image by probing the image with another set of 
structures small in size and known shape, referred 
to as SE. Choice of the SE is based on the prior 
knowledge of the relevant shapes and sizes of the 
structures present in that image. Erosion and dila-
tion are the fundamental operations of mathemati-
cal morphology.

The erosion of a set F (an image) with a SE K 
can been defined as,

E Fk K( )F( )( )f Fk K= ( )f k+fi  (1)

The dual operation of erosion is dilation. The 
dilation of a set F (an image) with a SE K can been 
defined as,

D Fk K( )F( )( )f = Fk K ( )f k+fma  (2)

Erosion has an effect of shrinking the input 
image, eliminating small objects. Dilation has an 
expanding effect, filling in small structures com-
pared to the SE in an image.

Besides these two primary operations, there are 
two secondary operations namely opening and 
closing, which play an important role in morpho-
logical image processing. Opening of an image F 
with an SE K can be defined as a combination of 
erosion and dilation,

E( ) (D(D ( ))E(D (  (3)

Similarly closing of an image F with a SE K can 
be defined as,

C E DE D( ) ( )F( )  (4)

3 PROPOSED METHODOLOGY

The proposed technique as shown graphically 
in Figure 1 has been discussed in following sub 
sections.

3.1 Preprocessing and segmentation

Most of the dermoscopic images are contaminated 
by noise due to external effects such as uneven illu-
mination, and also have hair artifacts. The noises 
have been removed by using median filter and mor-
phological filters have been applied for the identi-
fication of hair artifacts. After the removal of the 
artifacts, the region of interest, i.e. the skin lesion 
area has been segmented using different morpho-
logical operations. The entire preprocessing and seg-
mentation method has been discussed (Chatterjee 
et al. 2015). Example of an image preprocessing 
and segmentation has been shown in Figure 2.

3.2 Dots and globules detection

As discussed in the earlier section, the presence of 
dots and globules has been considered as one of 
the demarcating feature for the identification of 
melanocytic skin lesions. This paper focuses mainly 
on the identification of small dot and globule-
like structures present on the skin lesion area, 
from the dermoscopic images. To exclude the dots/
globules present outside the skin lesion area, the 
original grey scale image has been masked with the 
segmented binary image. The algorithm for identi-
fication of circular structures consists of two main 
steps—the identification of the circular structures 
and the dot segmentation. In this proposed algo-
rithm three variables, namely the threshold sensi-
tivity (value between 0 and 1), and the minimum 
and the maximum radii of the circular structures 
have been considered.

Algorithm: Dots/globules identification and 
segmentation.

Input: I ←  Original grey scale image, masked 
with segmented image.

 Ts ←  Threshold sensitivity
 Rmin ←  Radius of the minimum object to 

enhance.
 Rmax ←  Radius of the maximum object to 

enhance.
for x = Rmin : 2 : Rmax
 SE ← Circular_Kernel(x)
 Ic ← closing(I,SE);
 Ir ← Reconstruction (Ic,I,4);
 Id ←  Ir–I; % Identification of dots/globules %
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 Idmin ← min(min(Id));
 Idmax ← max(max(Id));
 Th ← Ts * (Idmax – Idmin) + Idmin;
 Is ← Id >= Th ; % Segmented image %
end;

For the identification of the circular structures, 
morphological operations have been performed 
with a circular kernel as a SE of varying size. The 
size of the SE has been varied from the earlier 
specified minimum radius of the circular structure 
to the specified maximum radius, with an incre-
ment of two pixel distance. Morphological clos-
ing operation has been performed with each of 
the SE, followed by an image reconstruction using 
4 connected neighbors. Morphological gradient 
operation has been performed by subtracting the 
original grey scale image from the reconstructed 
image, to identify the small circular structures with 
the pre-specified minimum and maximum radii.

After identification of the circular structures, 
they have been segmented out from the original 
dermoscopic images using operation. Firstly, the 
minimum and maximum intensity values present 
in those circular regions have been determined. 
According to the predefined threshold sensitivity, 
a percentage of the intensity range present in that 
regions have been selected as the threshold value. 

Finally, the segmented dots and globules have been 
replaced in the original grey scale image. Examples 
of the identified and segmented dots/globules for 
melanoma and non-melanoma cases have been 
shown in Figure 3.

3.3 Feature extraction

In the feature extraction stage, three different fea-
tures have been extracted from each of the der-
moscopic images, namely shape features, texture 
features and dot/globules related features.

3.3.1 Shape
Shape related features such as area, perim-
eter, equivalent diameter, eccentricity, solidity, 
rectangularity, aspect ratio and elongation, have 
been extracted from each of the segmented dermo-
scopic images.

3.3.2 Texture
The variations of the pixel grey intensities through-
out the dermoscopic image have been assessed 

Figure 1. Block diagram representation of dots/globules segmentation methodology.

Figure 2. (a) Original gray scale image; (b) preprocessed 
image; (c) segmented image.

Figure 3. (a) Original gray scale image, masked with 
the segmented image; (b) image after closing the circular 
regions, (c) identified dots/globules, (d) segmented dots/
globules.
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in terms of some statistical measures obtained 
from Grey Level Co-occurrence Matrix (GLCM) 
(Haralick et al. 1973). The GLCM matrix charac-
terizes a grey image by determining the probabili-
ties of occurrence of a pair of pixels with specified 
values and spatial relationship. In this work GLCM 
matrices have been constructed by considering 
nine pixel distances with four different directions 
as {0°, 45°, 90° and 135°}. For the normalization 
of the GLCM matrices three normalization fac-
tors-8, 16 and 32 have been considered. From each 
of the GLCM matrices, fourteen statistical features 
namely, correlation, energy, homogeneity, con-
trast, autocorrelation, dissimilarity, entropy, and 
maximum probability, sum-square variance, sum 
average, sum variance, sum entropy, difference var-
iance, and difference entropy have been extracted. 
Thus, in all, forty two texture features have been 
extracted from each of the dermoscopic images.

3.3.3 Dots/Globules related features
After the identification of dots/globules in the der-
moscopic images, following dot-related features 
have been extracted: (a) number of dots present in 
the lesion area, (b) total number of pixels in dots, 
i.e. sum of the area covered by individual dots/glob-
ules, (c) mean area covered by the dots/globules, 
(d) variance of the individual dots/globules’ area, 
and (e) the ratio of the total area covered by all the 
dots/globules to the total skin lesion area.

4 RESULTS AND DISCUSSION

4.1 Dataset description

To carry out this work, 66 dermoscopic images have 
been considered. Among these 66 dermoscopic 
images, 25 images have been collected from openly 
accessible Dermoscopy Atlas website (http://www.
dermoscopyatlas.com) and remaining 41 images 
have been collected from International Dermoscopy 
Society website (http://www.dermoscopy-ids.org).

4.2 Experiment

In this work the preprocessing, noise removal and 
exclusion of hair artifacts and the skin-lesion seg-
mentation have been done using morphological 
operations as explained (Chatterjee et al. 2015). 
For the identification and segmentation of the 
dot/globules, the original grey scale image, masked 
with the segmented binary image has been con-
sidered as an input image. In this algorithm, the 
minimum and the maximum radius of the dots has 
been considered as 4 pixels and 16 pixels respec-
tively. So, as already explained, the size of the 
circular kernel (SE) has been varied from 4 pixels 
distance to 16 pixels distance with an increment of 

2 pixels distances. The threshold sensitivity for the 
segmentation of dots/globules has been consid-
ered as 0.2, i.e. 20% of the difference between the 
minimum and maximum intensity values within 
that particular region has been considered as the 
threshold value.

After extraction of shape, texture and dot/
globule related features, the melanoma images 
have been classified using k-Nearest Neighbor 
(KNN) classifier, decision tree and Support Vector 
Machine (SVM) classifier, (Vapnik 1995) with dif-
ferent types of kernel functions.

4.3 Performance of the proposed scheme

For the classification of melanoma, two combined 
feature sets have been considered, as shape {S} and 
texture {T} feature combination and shape, texture 
and dot/globule related features {D} combination. 
The features have been utilized by a decision tree 
classifier, a KNN classifier with k = 2, and SVM 
classifier with three different types of kernel func-
tions, namely linear kernel, Radial Basis Function 
(RBF) kernel and polynomial kernel have been 
used. The classification performance has been 
evaluated by computing classification sensitivity 
from the resultant confusion matrix of classifica-
tion using the equations described below with the 
following conventions.

TP (True Positive) =  Positive samples classified 
as positive.

TN (True Negative) =  Negative samples classified 
as negative.

FP (False Positive) =  Negative samples classified 
as positive.

FN (False Negative) =  Positive samples classified 
as negative.

Sensitivityt TP
TP FN

=
+

;

The classification sensitivities of the classifi-
ers deployed are tabulated in Table 1. The entries 
of Table 1 reveal that the inclusion of dot/globule 
related features with the shape and texture features 
combination, improve the classification sensitivity 
remarkably. The performances of the same classi-
fiers have also been evaluated considering only the 
dot/globule related features {D}. On comparing the 
sensitivity values in Tables 1 and 2, it is amply clear 
that the {D} features have an overwhelming effect 
on sensitivities of all classifiers, with the exception 
of the SVM linear kernel classifier, and in effect, 
swamp the contributions from the {S} + {T} com-
bine. It is worth noting that the KNN classifier and 
SVM classifiers with RBF and polynomial kernels 
classify the melanoma images with 100% sensitivity.

http://www.dermoscopy-ids.org
http://www.dermoscopyatlas.com
http://www.dermoscopyatlas.com
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5 CONCLUSION

In this reported work a methodical approach has 
been proposed for the identification and segmen-
tation of dots/globules present in the skin lesion 
area using mathematical morphology. Here, the 
dots/globules have been identified so accurately 
by excluding irrelevant dot/globule features, that 
100% sensitivity for the identification of mela-
noma has been achieved by most of the classifi-
ers using individual dots related features and also 
using the combined features of shape, texture and 
dot features. It has also been shown that the inclu-
sion of the shape and texture features with the 
dots/globules related features have no significant 
effect on the classification sensitivity of majority 
of the classifiers considered.
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Classifier Features
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Decision Tree {S} + {T}  87.5
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kNN, k = 2 {S} + {T}  93.75
{S} + {T} + {D} 100

SVM linear kernel {S} + {T}  56.25
{S} + {T} + {D}  75

SVM RBF kernel {S} + {T} 100
{S} + {T} + {D} 100

SVM polynomial 
kernel

{S} + {T}  93.75
{S} + {T} + {D} 100

Table 2. Classification performance using only {D} fea-
tures set.

Classifier
Classification 
sensitivity (%)

Decision Tree 93.75
kNN, k = 2 100
SVM, linear kernel 68.75
SVM, RBF kernel 100
SVM, polynomial kernel 100

http://www.dermoscopy-ids.org
http://www.dermoscopy-ids.org
http://www.deroscopyatlas.com


http://taylorandfrancis.com


343

Computer, Communication and Electrical Technology – Guha, Chakraborty & Dutta (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-03157-9

A method for automatic detection and classification of lobar 
ischaemic stroke from brain CT images

Aparna Datta
Department of Master of Computer Application, Meghnad Saha Institute of Technology, 
Nazirabad, Kolkata, West Bengal, India

Ashis Datta
Department of Neurology, Institute of Neurosciences Kolkata, Kolkata, West Bengal, India

ABSTRACT: This paper presents a method for the automatic detection and location of lobar ischaemic 
stroke lesion from brain CT images. The proposed method consists of three main steps: image enhance-
ment, detection of abnormal slices and location of ischaemic stroke. Image enhancement based on fuzzy 
logic and histogram features were used for the detection of abnormal slices. Subsequently, CT images 
were divided into 10 parts. The relative density of each part was compared with that of the other parts. 
The part with the maximum relative density value indicated the location of ischaemic stroke. The results 
were computed from the brain CT images of ischaemic stroke patients. The objective of this paper was 
to propose a method to assist clinicians or neurologists for the early detection of ischaemic stroke and its 
proper management, thus reducing mortality and morbidity.

1 INTRODUCTION

Ischaemic stroke is the most common type of 
stroke accounting nearly 85% of all stroke cases, 
as clearly explained by Rosamond W et al. (2008). 
It occurs due to the occlusion of blood vessels sup-
plying the brain. As neurons are solely dependent 
on glucose and oxygen carried through the blood 
for their survival, in the absence of blood supply, 
they gradually stop functioning, ultimately lead-
ing to neuronal death. However, if  early interven-
tion (thrombolysis) is provided in an attempt to 
revascularise ischaemic penumbra, the functional 
recovery becomes much better. Thus, the initial 
few hours (four and half) are very crucial because 
beyond this time frame, revascularisation does not 
benefit the patient. CT remains the imaging of 
choice in the emergency evaluation of acute stroke 
patients. Although stroke is very common in India, 
there are only a few neuroradiologists. Therefore, 
automated detection of ischaemic stroke will be 
helpful for clinicians or neurologists for the early 
identification of ischaemic stroke and decision 
regarding thrombolysis, rather than waiting for 
a neuroradiologist to interpret the CT images 
and thus losing the critical time frame for throm-
bolysis. Ischaemic stroke appears as a dark region 
(hypodense area) in contrast to its surroundings. 
Hypodensity gradually increases over time until it 
reaches that of the cerebrospinal fluid.

In this paper, we present a method for the 
detection of ischaemic stroke from a given brain 
CT image. The proposed method is based on the 
observation that stroke changes the natural con-
tralateral symmetry of a CT slice. Accordingly, we 
characterise stroke as a distortion between the two 
halves of the brain in terms of tissue density and 
texture distribution. Our approach will be able to 

Figure 1. A CT image showing the ischaemic area that 
appears as a dark region.
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distinguish frontal, parietal and occipital ischaemic 
stroke, and thus will be helpful to locate ischaemic 
stroke lesions.

2 RELATED WORK

Histogram features are used for the classification 
of haemorrhagic and ischaemic stroke, whereas 
wavelet-based features are used for the classifica-
tion of ischaemic infarct and normal slices, as 
described by Chawla M et al. (2009). Knowledge-
based approaches have been proposed by Cosic D. 
and Loncaric S (1997). A content-based 3D neuro-
radiologic image retrieval system was developed at 
the Robotics Institute of CMU. In the preliminary 
results of this system, Liu Y et al. (1997) proposed 
a symmetry detection approach to detect brain 
lesions. The method checks the symmetry for each 
slice. If the midline of the brain shifts, a haemorr-
hage is considered to be present. In addition, it is 
assumed that in pathological brain slices, the sym-
metric property of normal brain slices is lost. Thus, 
in any brain slice, if the abnormal region appears 
only at one side, it is considered as a haemorrhage. 
A similar method was also adopted by Hara T et al. 
(2007). They detected the midline based on the skull 
contour. Midline detection was also adopted by 
Chan T (2007). A number of approaches for the seg-
mentation of head or brain images have been pre-
sented over the past few years: pattern recognition 
technique by Bezdek J. C. et al. (1993), rule-based 
system by Raya S. P. (1990), and knowledge-based 
approach by Li C. et al. (1993). An unsupervised 
clustering and backtracking tree search algorithm 
was used by Loncaric S et al. (1996). Dhawan A 
et al. (1990) used the intelligent system for the seg-
mentation of medical images. Research on brain 
image segmentation using rule-based expert sys-
tems has been presented in papers by Cosic D et al. 
(1997), Li C et al. (1993) and Sonka M et al. (1996). 
Fuzzy set theory has been used to extract the mean-
ingful regions from medical images by Menhardt W 
(1988). Early automated identification of ischaemic 
stroke can minimise the mortality and morbidity of 

stroke victims, which has been truly emphasised in 
the paper by Abreu T (2002). However, the problem 
of classification of lobar ischaemic stroke from a 
given brain CT image has not been addressed prop-
erly. This study will primarily focus on the early 
detection of ischaemic stroke and its location using 
an automated image analysis. This will be helpful for 
the early institution of thrombolysis without unduly 
waiting for a neuroradiologist to interpret the CT 
images, thus reducing the residual neurodeficit.

3 DETECTION AND CLASSIFICATION 
METHOD

The proposed algorithm has the following steps. 
In the first step, the given CT slice taken at the level 
of the third ventricle is enhanced and denoised. 
The next step is to divide the CT image into left 
and right parts. Histogram features are used for the 
detection of ischaemic stroke. Finally, the classifi-
cation of different types of lobar ischaemic strokes 
is made.

3.1 Noise reduction

Noise removal is performed using Wiener filtering 
to remove the graininess from the image.

3.2 Contrast enhancement

The technique used here is based on the modifica-
tion of pixel values in the fuzzy property domain. 
Fuzzy image enhancement is based on grey-level 
mapping into a fuzzy plane, using a membership 
transformation function. The aim is to generate an 
image of higher contrast than the original image 
by giving a larger weight to the grey levels that are 
closer to the mean grey level of the image than to 
those that are farther from the mean. An image I 
of size M × N and L grey levels can be considered 
as an array of fuzzy singletons, each having a value 
of membership denoting its degree of brightness 
relative to some brightness levels.

Algorithm 1: To enhance the image using the fuzzy 
technique

The algorithm starts with the initialisation of the 
image parameters; size, minimum, mid and maxi-
mum grey level. The fuzzy rule-based approach is 
a powerful and universal method used for many 
tasks in image processing.

The algorithm is described as follows:

Figure 2. CT images showing the different locations of 
ischaemic stroke lesions.
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3.3 Detection of abnormal slices using histogram 
features

We modelled our approach based on the 
procedure followed by the neurologist who detects 
abnormality by examining the dissimilarity 
between the left and right hemispheres of  the 
brain. Therefore, in our approach, we relate the 
appearance changes in the two hemispheres to 
the changes in the overall shapes of  their respec-
tive histograms. The shape of the histogram is 
equal for both sides in the case of  a normal CT 
image. In the case of  ischaemic stroke, the shape 
of the histogram is markedly different between the 
affected side and the normal side. This is because 
chronic ischaemic affects the lower part and acute 
ischaemic affects the middle part of  the greyscale. 
Histogram-based comparison is therefore used to 
identify these two cases.

3.4 Finding different locations of the CT image

Algorithm 2: The algorithm for counting the num-
ber of pixels in each region after image enhancement 
of the input CT image

Figure 4. CT images showing the division of the image 
into different parts, which is useful for finding the loca-
tion of ischaemic stroke.

Figure 3. Block diagram of detection and classification 
of the images.
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Let X[m, n] be part of image matrix of m × n 
size

Count pixel = 0
Count pixel = Count pixel + 1 for all X [i,j] < T 

where T is the threshold value, and i ranges from 1 
to m and j ranges from 1 to n

3.5 Location of ischaemic stroke

The image obtained after image enhancement is 
divided into two equal parts (left and right). The 
relative density of the left part is compared with 
the right part of the CT. The part with the maxi-
mum relative density value indicates whether the 
left or the right part is affected.

3.5.1 Location of ischaemic stroke on the right side
The image obtained after the above method is 
divided into five parts. The relative density of each 
part is compared with the other parts. The part 
with the maximum relative density value indicates 
the exact location of ischaemic stroke.

Algorithm 3: Label the output image according to 
the location of ischaemic stroke

3.5.2 Location of ischaemic stroke on the left side
The left part of the image is divided into five parts. 
The relative density of each part is compared with 
the other parts. The part with the maximum rela-
tive density value indicates the exact location of 
ischaemic stroke.

Algorithm 4: Label the output image according to 
the location of ischaemic stroke

4 RESULTS AND DISCUSSIONS

The dataset consists of  volume CT data of  13 
patients who attended the emergency department 

of  a neurology superspeciality hospital. All 
patients had their CT scan performed using the 
same machine [Siemens (32 slices)]. Of  the 13 
patients, four had a normal CT image. Therefore, 

Figure 5. (a) The input CT image, (b) the grey image, 
(c) the filtered image obtained by the Wiener filtering 
method and (d) the enhanced image.

Figure 6. Division of the image into the left and right 
parts and their histograms that are useful for the detec-
tion of the ischaemic region.

Figure 7. Division of the image into the left and right 
parts; left part of the image is shown to be affected.
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that on the right part of the image. This means the 
left part of the image is the affected region.

Table 2 provides the number of pixels at dif-
ferent locations of the left part of the image. The 
number of pixels at the left bottom is maximum 
among the other parts. This means the left bottom 
of the image is the affected region.

5 CONCLUSION

In this paper, we have proposed an algorithm 
based on contralateral symmetry to detect stroke-
affected slices in a given brain CT image. The key 
features of  our algorithm are: ability to detect 
ischaemic stroke and its location. This approach 
will be helpful in building a stroke analysis system 
that can detect and classify ischaemic stroke at an 
early stage, thereby facilitating early intervention 
(thrombolysis) without waiting for a neuroradiol-
ogist to interpret the CT scan, thus reducing mor-
tality and morbidity. The contralateral symmetry 
condition that we have used fails when ischaemic 
stroke occurs simultaneously in both hemispheres, 
but such cases are very rare in practical situation 
and in the condition of very early ischaemic stroke 
when CT changes are not apparent. It is expected 
that this system can benefit patient care especially 
in emergency situation when timely management 
decision needs to be made by acute care physicians.
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ABSTRACT: Solar energy is one of the most important renewable energy sources. On an average, the 
sun shines in India for about 6 h per day and for about 9 months in a year. To generate electricity from 
the sun, the Solar Photovoltaic (SPV) modules are used. SPV comes in various power outputs to meet 
the load requirements. The power from a solar photovoltaic module is maximized in special instances to 
increase the efficiency of the PV system. The Adaptive Neuro Fuzzy Inference System (ANFIS) based 
Maximum Power Point Tracking (MPPT) controller is used to track the maximum power. DC-DC boost 
converter and space vector modulation based inverters are used to provide the required supply to the load. 
The proposed ANFIS-based MPPT improves the system efficiency even at abnormal weather conditions. 
Here, a lot of reduction in torque and current ripple contents is obtained with the help of ANFIS-based 
MPPT for an asynchronous motor drive. Also, better performance of an asynchronous motor drive is 
analyzed with the comparison of a conventional and proposed MPPT controller using Matlab-simulation 
results. Practical validations are also carried out and tabulated.

1 INTRODUCTION

With the earth’s natural resources decreasing day 
by day, to meet the increase in the power demand, 
the power sector is looking at alternate energy 
resources. Due to usage of renewable energy 
sources, the carbon content in the atmosphere can 
be reduced to overcome the issue of global warm-
ing. Out of various renewable sources, the solar 
photovoltaic (PV) system is most used due to its 
simple structure. Literature so far has discussed 
the various structures of the PV panel system and 
their suitability for certain locations (Saadi, A. 
et al. 2003, Adel et al. 2008, Roberto et al. 2008, 
Pakkiraiah, B. et al. 2016). The efficiency of the PV 
system can be increased by using power electronic 
devices along with Maximum Power Point (MPP) 
controllers.

Due to the nonlinearities of PV systems, artifi-
cial intelligence paradigms such as artificial neural 
networks (Abdessamia, E. et al. 2012), fuzzy logic 
control (Theodoros, L. et al. 2006), and particle 
swarm optimization (Hu, Y. et al. 2011) could be 
effectively employed to enhance system perfor-
mance. ANFIS is an intelligent regime compris-
ing an adaptive network performing the function 
of a Sugeno-type fuzzy model (Jang, J. S. et al. 
1997). Optimization algorithms were employed 
through adaptive networks to make the system 

performance similar, with minimal error to a tar-
geted training data set. ANFIS combines the opti-
mization strength of adaptive networks with the 
ability of fuzzy systems to handle difficult situa-
tions and process uncertain data. Such attributes 
enabled ANFIS to find many immediate engineer-
ing applications including, but not limited to, deci-
sion making, problem solving, pattern recognition, 
nonlinear mapping, system modeling, and adap-
tive control (Jang, J. S. 1993, Mellit, A. et al. 2006).

In the area of solar energy research, ANFIS 
was successfully employed to extract the MPP of 
PV modules (Iqbali, A. et al. 2010). Most of the 
research centered on the principle of adjusting 
the voltage of the solar PV module by changing 
the duty ratio of DC-DC chopper circuits. The 
duty ratio is controlled for a given solar irradiation 
and cell temperature condition by a closed-loop 
scheme (Farhat, M. et al. 2012, Haitham, A. et al. 
2013). The PV module energy conversion efficiency 
lies between 12–20%. The energy conversion loss 
depends on the PV system and also on the loads 
that are connected. This can be overcome using an 
MPPT with DC-DC converter to get the required 
load voltage at the MPP voltage (Qiang et al. 2011, 
Adly, M. et al. 2012, Pakkiraiah, B. et al. 2015). An 
MPPT controller with inverter is connected to the 
asynchronous motor drive with a space vector mod-
ulation technique to get better performance with the 
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PV system. Various strategies are used for selecting 
the order of vectors with zero vectors to reduce the 
harmonic content and the switching losses (Aleene-
jad, M. et al. 2012, Joshi, J. J. et al. 2013).

The space vector modulation diagram of an 
inverter is composed of a number of sub hexagons. 
The sector identification can be done by determin-
ing the triangle, which encloses the tip of the refer-
ence space vector diagram with the formation of six 
regions (Mbarushimana, A. et al. 2011, Sreeja, C. 
et al. 2011, Pakkiraiah, B. et al. 2016). To over-
come the distortions in the output voltage and cur-
rents of an inverter, the single-phase SVM-based 
cascaded H-Bridge multilevel inverter is used for 
the PV system to improve the quality of power 
even under abnormal weather conditions. A better 
torque ripple and performance is obtained with the 
help of genetic algorithm-particle swarm optimiza-
tion based indirect vector control for the optimal 
torque control of an induction motor drive (Dong 
2007). A comparison of neuro fuzzy based space 
vector modulation with neural network and con-
ventional based system has been presented (Durga 
Sukumar et al. 2014).

The advantage of  this proposed ANFIS-
based MPPT is to control the MPP even under 
abnormal weather conditions, compared to other 
conventional algorithms. Section 2 discusses the 
mathematical modeling of  a PV array. Section 
3 explains the proposed MPPT algorithm. Sec-
tion 4 discusses the mathematical modeling of 
an asynchronous motor drive. Section 5 states a 
brief  note on the proposed space vector modu-
lation technique. Section 6 discusses the use of 
the proposed MPPT along with a DC-DC con-
verter to boost up the PV output and to feed the 
asynchronous motor drive. Section 7 discusses 
Matlab-simulation results with the comparison 
of  both MPPT techniques. Section 8 consists of 
the concluding remarks.

2 MATHEMATICAL MODELING 
OF PV ARRAY

Photovoltaic technology converts solar energy 
directly into electricity through solar cells. A pho-
tovoltaic generator, also known as a photovoltaic 
array, is the total system consisting of  all PV mod-
ules connected in series or in parallel with each 
other. A solar cell constitutes the basic unit of 
a PV generator. This, in turn, is the main com-
ponent of  a solar generator. For a photo voltaic 
system, power generated is calculated as P = V ⋅ I, 
where P represents power in watts (W), V the volt-
age in volts (V), and I the current in Ampere (A). 
Figure 1 shows a model of  a solar cell equivalent 
circuit.

I I I ILDI S DI I shI−ISI  (1)

where IS refers to the sunlight current and ID is the 
diode current. From the Shockley equation, the 
diode current can be expressed as
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where I0II  refers to the actual reverse saturation 
current, q the electron charge, and ϒ,K  the shape 
factor and Boltzmann constant. Substituting (2) 
in (1), we get
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where γ = Z. NA. NSC, Z is the completion factor, 
NA is the number of modules in an array, and NSC 
is the number of series connected cells.

I G
G

ISI
RG SCR SCC CR= II ( )T TS STT TT CR−( )  (4)

In the equations given above, ISCR refers to the 
short circuit current at the reference condition; 
G and GR are the irradiance at the actual and 
at reference condition, respectively; μSCμ RCC  the 

Table 1. The calculated is values for different irradiance 
and different temperatures.

Irradiance 
in (W/m2)

Temperature (in °C)

20°C 30°C 40°C 50°C 60°C

1000 8.661 8.678 8.695 8.712 8.729
800 6.929 6.942 6.956 6.97 6.983
500 4.330 4.339 4.347 4.356 4.364
250 2.165 2.169 2.173 2.178 2.182
100 0.866 0.867 0.869 0.871 0.872
50 0.433 0.433 0.434 0.435 0.436
10 0.086 0.086 0.086 0.087 0.087

Figure 1. Model of a solar cell equivalent circuit.
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manufacturer supplied temperature coefficient of 
short-circuit current; and T TS ST TT T CR  the solar cell 
temperatures at actual and reference conditions, 
respectively.

T
T
I I

STT

SCTT RCC

OI
 (5)

IOR refers to the reverse saturation current at the 
reference condition. The module photo current IS 
of the photovoltaic module depends linearly on 
the solar irradiation and is also influenced by the 
temperature according to equation (4). The value 
of the module short-circuit current ISCR is taken 
from the data sheet of the reference model.

3 PROPOSED MAXIMUM POWER POINT 
TRACKING ALGORITHM

Maximum Power Point Tracking (MPPT) is a 
technique that ties the inverters and solar charg-
ers to get the maximum possible power from one 
or more photovoltaic devices, typically solar pan-
els. The purpose of the MPPT system is to sample 
the output of the solar cells and apply the proper 
resistance (load) to obtain maximum power for any 
given environmental conditions. MPPT devices 
are typically integrated into an electric power 
converter system that provides voltage or current 
conversion, filtering, and regulation for driving 
various loads, including power grids, batteries, or 
motors. MPPT is a control technique mainly used 
to extract the maximum capable power of the PV 
modules with the respective solar irradiance and 
temperatures at a particular instant of time by the 
MPPT controller.

The appearance of multi-peak output curves of 
partial shading in PV arrays is common, where the 
development of an algorithm for accurately track-
ing the true MPPs of the complex and nonlinear 
output curves is crucial. A typical solar panel con-
verts only 30–40% of the incident solar irradiation 
into electrical energy.

MPPT is used to increase the efficiency of the 
panel. The requirement to get the maximum power 
is that the source resistance should be equal to that 
of the load resistance. In the source side, a boost 
converter is connected to a solar panel in order 
to enhance the output voltage to use in different 
applications like motor loads by changing the duty 
cycle of the boost converter. Most of the exist-
ing MPPT algorithms suffer from the drawbacks 
of slow tracking, wrong tracking, and oscilla-
tions during rapidly changing weather conditions. 
Due to this, the utilization efficiency is reduced. 

To overcome these drawbacks, an ANFIS-based 
MPPT control technique is introduced in this 
paper. Here, it improves the performance of the 
system and efficiency much better than any other 
conventional methods. The boost converter and 
inverter are used to provide maximum output 
voltage to the load. The proposed ANFIS-based 
MPPT structure is shown in the Figure 2.

3.1 Practical outputs of a conventional MPPT 
controller with variable irradiance and
constant temperature

When the irradiance varies to 100, 250, 500, 800, 
and 1000 W/m2, it is observed that the PV current 
and voltage will increase with irradiance levels. Due 
to this, the net PV array power also gets increased. 
These characteristics are observed in Figure 3.

3.2 Practical outputs of a conventional MPPT 
controller with variable temperature and
constant irradiance

When the temperature varies to 20°C, 30°C, 40°C, 
50°C and 60°C, it increases the PV current mar-
ginally with a drastic decrease in PV array voltage. 
Due to this, the net PV array output power reduces. 
These characteristics are presented in Figure 4.

3.3 Practical outputs of the proposed MPPT 
controller with variable temperature and 
variable irradiance

When both the temperature and irradiance are varia-
ble, it increases the PV module current and decreases 

Figure 2. ANFIS-based MPPT.

Figure 3. Practical I-V & P-V characteristics with vari-
able irradiance and constant temperature.
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ance. The stator and rotor flux linkages can be 
expressed as

λqSλ S qS M qRL iS q L iM q= +qSL iS q  (10)

λdSλ S dS Mdd dRL iS d L iM d= +dSdL iS dS  (11)

λqRλ R qR M qSL iR q L iM q= +qRL iR q  (12)

λdRλ R dR Mdd dSL iR d L iM d= +dRdL iR dR  (13)

From the equations (6)–(9), the squirrel-cage 
asynchronous motor can described by following 
equations in stator reference frame as
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(14)

The electromagnetic torque Te of  the induction 
motor is given by

T p ie qTT R dR ddd R qidd R= ⎛
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⎛⎛
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⎠⎟
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From the dynamic model of the asynchronous 
machine, the rotor flux is aligned along with the 
d-axis then the q-axis rotor flux λqR = 0. So, from 
the equations (12) and (15) described in the pre-
vious section and putting λqR = 0, the electromag-
netic torque of the motor in the vector control can 
be expressed as

T p L
L

ieTT ML

RL dR qSi= ⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠ ( )3

2 2⎝⎝⎝
λdd  (16)

If  the rotor flux linkage λdR is not disturbed, 
the torque can be independently controlled by 
adjusting the stator q-component current iqS. As 
the rotor flux is aligned on the d-axis, this leads to 
λqR = 0 and λdR = λR. Then,

ω
λslω M R

R Rλ qS
L RM RR

LR

iq=  (17)

5 THE PROPOSED SVM TECHNIQUE 
FOR A TWO-LEVEL INVERTER

In this, the space vector modulation algorithm 
for the two-level inverter is introduced for which 

Figure 4. Practical I-V & P-V characteristics with vari-
able temperature and constant irradiance.

Figure 5. Practical I-V & P-V characteristics of PV 
array with variable temperature and variable irradiance.

the voltage till the temperature rises and vice versa. 
Also, it increases the array current and slightly 
increases the voltage till the irradiance rises and vice 
versa. These results are illustrated in Figure 5.

4 MATHEMATICAL MODELING OF 
ASYNCHRONOUS MOTOR DRIVE

The mathematical modeling of a three-phase, 
squirrel-cage asynchronous motor drive can be 
described with a stationary reference frame as

V I PL IqSVV qSI M qL I R( )R pLS SR pL+RSR  (6)
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0 = ( )+pL I L− I + ( i L iM qL I S R M dS (dd R q) R R R dL i Rdd)+L I + i −R M dL I S (+d q)i R

 (8)
0 = + ( )+ω +R Mω qS M dS Rωdd R qR ( d) RddL i pLMi L++ Rω+ Ri + (qR + ( id  (9)

where ω θ
Rω d

dt=  and p d
dt= .  Suffixes S and R 

represent the stator and rotor, respectively. 
VdS and VqS are d-q axis stator voltages. idS, iqS 
and idR, iqR are d-q axis stator currents and rotor 
currents, respectively. RS and RR are the stator 
and rotor resistances per phase, respectively. 
LS, LR are the self-inductances of  the stator and 
rotor, respectively, and LM is the mutual induct-
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the solar panels are connected to provide the dc 
supply. The SVM basic principle and switching 
sequence is given in order to get symmetrical algo-
rithm pulses and voltage balancing. This scheme is 
used to control the output voltage of the two-level 
inverter with the ANFIS-based MPPT controller. 
In the SVM algorithm, the d-axis and q-axis volt-
ages are converted into three-phase instantaneous 
reference voltages. The imaginary switching time 
periods are proportional to the instantaneous 
values of  the reference phase voltages, which are 
defined as
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where TS and VDS are the sampling interval time 
and dc link voltage, respectively. Here, the sam-
pling frequency is twice the carrier frequency. 
Then, the maximum (MAXI), middle (MID), and 
minimum (MINI) imaginary switching times can 
be in each sampling interval by using the following 
equations (19)–(21):

T MAXIMMMAXITT ( )T T TU VTT WTTTVTTVTT  (19)

T MINMM INNMITT NIII ( )T T TU VTT WTTTVTTVTT  (20)

T MIDMMITT D MIDMMII ( )T T TUTT V WTTTVTTTVTT  (21)

The active voltage vector switching times T1 and 
T2 are calculated as

T T T T T TMTT IDMM MITT NIII1 2T TT T TTMAXITT MITT D TTII−TT AT =Td  (22)

The zero voltage vectors switching time is cal-
culated as

T T T TZ sT TT T −T 1 2T TT T  (23)

The zero state time will be shared between two 
zero states as T0 for V0 and T7 for V7, respectively, 
and can be expressed as

T K TZTT0 0T KT K  (24)

T TZTT7TT ( )K0KK1  (25)

6 THE PROPOSED MPPT SYSTEM WITH 
DC-DC CONVERTER, INVERTER,
AND ASM DRIVE

The system given below represents the proposed 
system structure with a DC-DC converter. In this, 

the PV array contains 6 PV modules with 250 watts 
each; these modules are connected in series and in 
parallel to yield a better output voltage and cur-
rent. The proposed ANFIS-based MPPT algo-
rithm extracts the maximum power from the solar 
PV array. This is a new technique when compared 
to the other conventional methods.

These individual case results are presented in 
sections 3 and 7. The proposed system structure 
with the asynchronous motor drive is presented 
in Figure 6.

The point of operation of the PV array is 
adjusted by varying the duty cycle. The DC-DC 
converter boosts the PV array voltage and also 
increases the maximum utilization of the PV 
array by operating at MPP. The boost converter 
increases the array output voltage up to 400 Volts 
with the help of the SVM-based inverter.

The minimum inductor value (LMIN) is calcu-
lated from Eq. (26) to ensure the continuous induc-
tor current:

L
V D

f IMIL N SffII AVGI= ( )D ×⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠
× fff0VV 2

2
 (26)

where V0VV  is DC output voltage, D is duty ratio, fS is 
switching frequency of the converter, and IAVGI  is 
the average output current. The minimum capaci-
tance value (CMIN) can be calculated using Eq. (27):

C V D
R V fMIC NII

Sff
=

Δ ×
0VV

0VV
 (27)

The switching frequency selection is chosen 
based on the switching losses, cost of switch, and 
converter efficiency.

7 RESULTS AND DISCUSSION

The proposed model has been developed with 
Matlab/Simulink. The input to the module is tem-

Figure 6. The proposed MPPT system with a DC-DC 
converter and asynchronous motor drive.
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perature and solar irradiance. At Standard Test 
Conditions (STC) containing 60 cells to produce 
250-watt power, six such modules are connected in 
order to form solar PV array. From the simulation 
results, we got the array-generated open circuit 
voltage as 75.96 volts with a short-circuit current 
of about 26.01 amps and the maximum power 
obtained at MPP of 1500 watts. These results are 
shown in Figures 7 and 8.

7.1 Practical set up for measuring and calculation 
of the practical PV array output power 
at different instants

The PV array output power is measured from 
morning 8 am to evening 5:30 pm at different 
instants with different temperatures. The respective 
values are tabulated in Table 2 with the help of the 
experimental setup diagrams as shown in Figure 9.

7.2 Simulation results of an asynchronous motor 
drive with inverter

Simulation results are obtained with the reference 
speed of 1400 RPM and switching frequency of 
5 KHz. The performance of motor parameters 
such as stator phase currents, torque, and speed 
are analyzed in Figures 11–16.

Here, the motor drive is fed with 400 volts sup-
ply with the help of a boost converter and inverter. 
The output voltages of the inverter are shown in 
Figure 10.

7.3 Simulation results of an asynchronous motor 
drive at starting

For the asynchronous motor drive, the maxi-
mum current and the ripple content in the torque 
is reduced in the beginning to reach the early 
steady state. With the proposed MPPT, the maxi-
mum torque, stator phase current, and speed are 
obtained as 12.38 N-m, 3.396 amps, and 1400 
RPM, respectively. It is observed that the ripple 
content in the torque is reduced to 0.22 as com-
pared to the conventional method. Due to this, a 
better speed response is obtained. These results 
are presented in Figures 11–13.

Table 2. Practical PV array output power.

Time (am/pm) Temperature (°C)
Array power 
(Watts)

08.00 30.75 237.51
09.06 33.35 679.07
10.00 38.25 821.76
11.00 39.55 919.32
12.00 40.50 1050.99
12.30 40.68 1157.56
13.30 41.35 1108.88
14.30 40.08 919.49
15.30 38.42 638.32
16.30 37.32 244.77
17.30 37.6 46.32

Figure 7. Matlab-Simulink diagram with the PV array, 
proposed MPPT system, DC-DC converter, inverter, and 
asynchronous motor drive.

Figure 8. I-V & P-V characteristics obtained from PV 
array. Figure 9. PV array experimental set up diagrams.
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7.4 Simulation results of an asynchronous motor 
drive in steady-state condition

The steady-state responses of the stator phase cur-
rents, torque, and speed with the conventional and 
proposed MPPT are observed in Figures 14–16. 
Here, the torque ripple with the proposed MPPT is 
reduced a lot, i.e., it is observed that the torque ripple 
with the conventional and proposed MPPT are 0.35 
and 0.08, respectively. The better speed response is 
obtained with the proposed MPPT controller.

Figure 10. Inverter output voltages.

Figure 11. Stator phase current responses with a con-
ventional and proposed MPPT controller at starting.

Figure 12. Speed responses with a conventional and 
proposed MPPT controller at starting.

Figure 13. Torque responses with a conventional and 
proposed MPPT controller at starting.

Figure 14. Stator phase current responses with a con-
ventional and proposed MPPT controller at steady state.

Figure 15. Torque responses with a conventional and 
proposed MPPT controller at steady state.

Figure 16. Speed responses with a conventional and 
proposed MPPT controller at steady state.

8 CONCLUSION

The PV array model with the Adaptive Neuro 
Fuzzy Inference System (ANFIS) based MPPT 
controller is tested. From this, the performance of 
the asynchronous motor drive is analyzed by com-
paring both conventional and proposed ANFIS 
MPPT controller results. Also, the behavior of the 
proposed ANFIS MPPT is observed with practi-
cal validations during a partially cloudy day. The 
PV system with a DC-DC boost converter and 
space vector modulation based technique inverter 
enhances the system performance by improving 
the power quality even under abnormal weather 
conditions. The ripple contents in the torque and 
stator phase currents are reduced a lot with the 
proposed ANFIS-based MPPT controller. Here, 
the early steady-state response of the motor drive is 
reached along with attaining better speed response. 
Thus, the utilization and efficiency of the system is 
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improved much with the proposed ANFIS-based 
MPPT controller.
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Study of nonlinear phenomena in a free-running current controlled 
Ćuk converter
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ABSTRACT: The nonlinear phenomena have been explored in a free-running current controlled Ćuk 
Converter. At first, the study has been conducted with regulated dc power supply input. As in most of 
the cases, the supply to the converter is from a rectified dc source, our study is then extended to rectified 
dc input and the changes in the nonlinear phenomena have also been explored when the input to the 
converter is a rectified dc source instead of a dc regulated power supply.

1 INTRODUCTION

A detailed exploration of power electronic systems 
deals with the study of nonlinear dynamics. It has 
already been explored in different published lit-
eratures that such power electronic converters are 
prone to nonlinear phenomena like bifurcation, 
chaos, sub-harmonics etc. In (Iu, Lai, & Tse 2000) 
the nonlinear dynamics of Ćuk converter is stud-
ied. It is observed that the system loses stability via 
Hopf bifurcation as stable spiral develops into an 
unstable spiral in the locality of the equilibrium 
point. Further cycle-by-cycle computer simulations 
done, by varying the circuital control parameters, to 
see the system developing into limit cycle as it loses 
stability, and further develops into quasi-periodic 
and chaotic orbits. The occurrence of bifurcation 
and chaotic behaviour in dc-dc autonomous con-
verters is reported first in this paper. In (Tse, lai, 
& Iu 1998) as well, it is shown that the system loses 
its stability via Hopf bifurcation. Observations 
revealed that at small values of k (control param-
eter), the trajectory spirals into a fixed period-1 
orbit, with further increase of k, period-1 becomes 
unstable leading to outward spiralling of trajectory 
and settling into limit cycle. For larger k, a Poin-
caré section indicates quasi periodic orbit and with 
further increase in k chaos is observed. In (Daho, 
Giaonris, Zahawi, Picker, & Banerjee 2008), Filip-
povs method is employed to investigate the stability 
of an autonomous Ćuk converter with hysteresis 
current controller. Here it is seen that the converter 
loses stability via Neimark Bifurcation. Non-linear 
dynamic behaviour in a Zero Average Dynamics 
(ZAD) control is investigated here in (Deivasundari, 
Uma, & Ashita 2013). Moment matching technique 
is implemented to obtain reduced order model, 
for computing ZAD control parameters. Here it is 

shown, even for small change in control parameters, 
the system exhibits period-doubling bifurcation. It 
is also shown that the onset of chaos can be delayed 
by including a time delay component in ZAD con-
trol strategy. In (Fuad, de Koning, & van der Woude 
2004), the authors have usedmulti-frequency aver-
aging as a generalisation of state space averaging 
method to analyse different stability aspects of 
open loop as well as closed loop converter. In (Iu 
& Tse 2000), two Ćuk converters, connected in a 
well-known drive response configuration, operat-
ing under free-running current-mode control is 
considered, in order to study the synchronization 
property of a chaotically operated system. Here it 
is first mathematically shown that the Conditional 
Lyapunov Exponents (CLEs) of the coupled system 
under study are negative, and therefore proven that 
synchronization of such systems are possible. This 
paper for the first time has highlighted the synchro-
nization phenomenon in power electronic convert-
ers. In all the above mentioned papers, dynamics of 
the system is explored, while being fed from regu-
lated dc supply. But in reality, most of the time the 
converters are fed from rectifiers instead of regu-
lated power supply and the input voltage will con-
tain ripple if the input is from a rectifier. So, there 
will be changes in behaviour when the supply is 
from a rectified dc voltage source. Hence this paper 
deals with the modelling of an autonomous current 
controlled Ćuk converter and then making a com-
parative study of dynamic behaviour of the system, 
when fed with either of the supplies.

2 SYSTEM DESCRIPTION

System under study consists of a Ćuk converter 
being operated by a free-running hysteretic current 
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mode control (Figure 1). Turning on and off  of the 
switch is done in a hysteretic fashion, based on the 
values of sum of inductor currents, IsuII m ( )i i(i +i1 2i ii+ii , 
falling below and above a certain preset hysteretic 
band (Figure 2). The governing control equation of 
the hysteresis controller is given by ( ) ( ),g1 2 1=)  
where, i1 and i2 are the inductor currents respec-
tively, υ1 is the output voltage, g(.)  is the control 
function (Tse, lai, & Iu 1998). A simple propor-
tional control takes the form Δ Δ( ) ,1 2 1μ υΔΔ 1  
μ being the gain factor. The following equivalent 
form of the above equation, assuming regulated 
output is given by, ( ) ,k1 2 1=) − μ υ1Δμμ  where k and 
μ are control parameters.

3 SIMULATION RESULTS

The modelling of the system done with the fol-
lowing values of the parameters: E = 30 V, L = 
0.01 H, C = 100 μ F, R = 25 Ω, k = 0.4. Trajectory 
plotting of the same, using output voltage (υ1), 
voltage across input capacitor (υ) and inductor 
current through L1 (iL1) is done for different sets 
of parameter values. When the input is from a dc 
regulated power supply, E = Vdc and if  the input is 
from a rectifier, the input voltage will contain a dc 
component along with a ripple component of the 
voltage, E V V sinmVV+VdcVVVV ( )n t + ,))  where Vm is the 
peak value of the ripple component, n is the order 

of harmonic present in the output of the rectifier, 
ω is the angular frequency of the ac supply, θ is 
the angle between the instant of initial switching 
of the converter and zero crossing of the ripple 
voltage. For our model, it has been assumed that 
the input is fed from a single phase diode rectifier 
with maximum 10% ripple peak of 100 Hz. So n = 2, 
Vm = 0.1 Vdc, ω = 314 rad/s, and θ has been taken 
as zero. Now, analysis of the system behaviour is 
done using both a regulated dc supply and rectifier 
input respectively and changes in the nature of the 
trajectory is marked.

3.1 For k = 1

Keeping all the other controlling and converter 
parameters fixed and varying value of k, system 
trajectories are plotted. With regulated dc sup-
ply, a stable limit cycle is obtained. We see from 
Figures 3(a),(b) that almost steady dc components 
of individual iL1 and iL1 obtained. Proper switching 
is exhibited with Isum remaining within the hyster-
esis band throughout. The same study is done with 
a rectified dc supply shows that an additional rip-
ple content of 10% is there in the input voltage. 
Vdc = 30, Vm = 10% of 30 V, i.e. 3 V, value chosen for 
n = 2, i.e. it is assumed that an additional ripple peak 
of 3 V of 100 Hz is fed from a single phase diode 
rectifier input. The trajectory in Figure 4 shows the 
occurrence of a limit cycle in this case even though 
having a different structural pattern. Reflection of 
switching frequency in the structure, being super-
imposed on the ripple frequency is observed in the 
structure of limit cycle. From Figure 5(a) we see 
ripple content of the input is reflected in the out-
put quantities. Second order harmonic, ripple fre-
quency of 100 Hz superimposed on the waveform, 

Figure 3. Using regulated dc source, k = 1 (a) trajectory 
plotting for k = 1, (b) time plot of Isum, iL1, iL2.

Figure 1. Schematic diagram of Ćuk converter under 
Hystereis controller.

Figure 2. A sample plot of sum of the inductor cur-
rents, i.e, the switch current and the gate pulse of the 
switch.
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which is reflected in the output waveforms, of the 
individual components as well as in the band enve-
lope. The hysteresis band, formed by the upper 
and lower limits respectively is also remaining 
bounded within the envelope consisting of 100 Hz 
frequency. Figure 5(b) is plotted, by enlarging the 
time shows the switching frequency of Isum, along 
with iL1 and iL2 individually respectively. Figure 5(c) 
is used to show one half  cycle (corresponding to 
100 Hz) of the above waveform.

3.2 For k = 4

We see from Figure 6(a) that a limit cycle is 
obtained with dc regulated supply, the structure 
depicting the occurrence of oscillatory current, in 
repetitive manner. Figure 6(b) depicts Isum and the 
individual inductor currents respectively. In (Parui 
& Basak 2014) it is pointed that due to chosen cir-
cuit parameters in a non-autonomous current con-
trolled Ćuk converter, iL1 and iL2 be oscillatory. In 
this case, a current component of high frequency 
(at switching frequency) is superimposed on a sinu-
soidal current component of comparatively lower 
frequency decided by the circuit L and C values. 
Figure 7 shows the path (shown in dotted lines) 
traversed by the oscillatory current (Parui & Basak 
2014). The frequency of this oscillatory current, is 
given by

f Losff c eLL q eq. )CeC q  (1)

Figure 4. Trajectory plotting for k = 1 using rectified 
dc source.

Figure 5. Using rectified dc voltage source for k = 1, 
time plots for (a) Isum, iL1, iL2, (b) Isum, iL1, iL2 using extended 
scale, (c) iL1.

Figure 6. (a) Trajectory plot for k = 4 using regulated 
voltage source, (b) Time plot of Isum, iL1, iL2 for k = 4 (Reg-
ulated dc voltage source).

Figure 7.  Path of LC oscillatory current.
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where, L L LeqL +L1 2LL+LL  (2)

C CeqC C1 2CCC 1 2/CC2CCC ( )C C+C1 2C CC+CC  (3)

The above mentioned oscillatory component 
of current is termed as LC oscillation current. 
In (Wong, Wu, & Tse 2008), a slow scale oscilla-
tion has been reported in Ćuk converter, but no 
quantitative information and reason for the onset 
of such oscillation are available regarding the 
oscillation frequency. As shown in Figure 7, we 
see that with the chosen values for capacitor and 
inductor respectively, an LC oscillatory current is 
generated over here as well in free running current 
controlled Ćuk converter. Isum eventually leaves the 
band envelope in a periodic manner. Theoretically 
frequency of LC oscillatory current should be 
(from (1)) = 160 Hz. Frequency obtained from 
time plot = 166.67 Hz. The calculated frequency 
of the oscillatory current is approximately equal to 
the frequency as obtained from the time plot of the 
individual waveforms.

Figure 8 shows the trajectory with rectified 
dc source as input. Here we see that multiple 
non-overlapping loops with similar structure is 
obtained. Because of the existence of the input 
ripple, there is a disruption in the repetitive occur-
rence of a single structure, giving rise to a complex 
dynamics in the state system. The reason for such 
complexity can be understood from the time plots 
of inductor currents and switch current, Isum.

Figure 9(a) consists of time plot of Isum and the 
individual currents respectively, when a rectified dc 
voltage source is used, for the value of k = 4. Here 
we see that Isum fails to remain within the band for 
a continuous period of time in a similar manner as 
found with dc regulated power supply. But, here 
the input ripple is changing the oscillation fre-
quency which is not same as obtained with math-
ematical expression given in (1). Now oscillation 
frequency is found to be 150 Hz which is neither 
100 Hz, nor 160 Hz. Figure 9(b) shows the blow up 

of the time plot of iL1, for k = 4, using rectified dc 
voltage source. Here we see that the faster switch-
ing dynamics of iL1 is aperiodic and it is riding on 
the LC oscillation of much lower frequency. In a 
non-autonomous system, there is a fixed switch-
ing frequency, so we can refer the occurrence of 
quasi-periodicity or phase locking due to the inter-
action of switching frequency and LC oscillation 
frequency. But here as it is an autonomous system, 
the switching frequency in not fixed. So we can 
not define it as a quasi-periodic orbit, but it is giv-
ing rise to a complex trajectory in the state space 
similar to a quasi-periodic attractor in a non-
autonomous system.

4 CONCLUSION

The nonlinear phenomena have been observed 
with regulated dc input as well as with rectified dc 
input. A stable limit cycle is observed for lower val-
ues of k with regulated dc input. With the input 
from a single phase rectifier, there is a 2nd order 
harmonic component (because of 100 Hz input 
ripple) in the current waveforms as well as in the 
band envelope. Oscillatory behaviour is observed 
for values of k above 4. LC oscillation is been gen-
erated with dc regulated voltage supply, compelling 
the switch current to come out of the hysteresis 
band. Whereas, when rectified DC voltage source 
is been used, the input voltage ripple affects the LC 
oscillation and a third frequency (neither LC oscil-
lation frequency nor 100 Hz ripple) is reflected at 
the output.

Figure 8. Trajectory plot for k = 4 using rectified dc 
voltage source.

Figure 9. Using rectified dc voltage source for k = 4 
(a) Time plot for Isum, iL1, iL2, (b) Time plot for iL1.

:E?titf~5~ ± t:::f?±rl 
'~ ' 
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Study of the power fluctuation of the DC motor in chaotic 
and non-chaotic drive systems

Mriganka Roy, Partha Roy & Samar Bhattacharya
Department of Electrical Engineering, Jadavpur University, Kolkata, India

ABSTRACT: Chaos in a fixed-frequency DC chopper-fed PMDC drive system is identified with vari-
ations of its parameters. The dynamical system is described by the state space representation in the con-
tinuous conduction mode. The system shows different chaotic behaviors at different values of switching 
frequency (fs). The chaotic and non-chaotic region is separated by the boundary, which is obtained at 
error amplifier gain (g) against switching frequency (fs) and a mathematical relationship is built. A special 
observation shows that the power wave fluctuations of the selected PMDC motor become less when the 
system is in chaotic zone. The study is helpful in selecting the range and combination of parameters to 
run the motor as per the requirement.

1 INTRODUCTION

Chaos is often mixed up with disorder or even 
random, but it is disordered and its random-like 
behavior is governed by a rule. Chaos has some 
typical features like nonlinearity determinism, 
dependence on initial conditions, and aperiodicity. 
The study of chaos theory and chaotic systems is 
called chaology. The mathematical definition of 
chaos was introduced by Tien-Yien Li and James 
A. Yorke in 1975. The electrical motor and the 
speed and current transducers of the power con-
verter circuit and control electronics are referred to 
as an electrical drive. Power electronics switches are 
used for both the speed and torque control of elec-
trical motor. The PWM switching action makes 
the entire electrical drive system time-varying and 
nonlinear. Chaos was identified in power electron-
ics in the late 1980s. The occurrence of chaos in a 
simple buck converter by using iterated nonlinear 
mappings was analyzed by Hamill, Deane, and Jef-
feries in 1992, which is considered as the milestone 
of investigations of chaos in power electronics. 
Chaos in electric drive systems was first identified 
in induction drive systems in 1989. In 1997, the 
chaotic behavior in a simple DC drive system was 
reported. It could be conducted in voltage mode-
controlled operation and current mode-controlled 
operation.

In voltage mode control, the nonlinear dynam-
ics and chaotic behavior of  industrial drive sys-
tems have been investigated both numerically 
and analytically (Chen et al. 1997, Chau et al. 
2010, Chakrabarty et al. 2015). It is operated in 
a fixed-frequency continuous conduction mode. 

PWM full-bridge converter system exhibits rich 
period-doubling route to chaos at forward and 
reverse rotating conditions, respectively (Tang 
et al. 2006, Okafor et al. 2010). Chaotic behavior 
and the coexistence of  multiple stable attractors 
were investigated in DC series motor with differ-
ent switching element (Chakrabarty et al. 2013). 
A current mode buck-type DC chopper-fed 
PMDC drive is considered for case study (Chau 
et al. 1997, Basak et al. 2009, Chakrabarty et al. 
2013). A separately excited DC motor drive is 
considered (Chen et al. 2000). The nonlinear 
dynamics of  both voltage mode- and current 
mode-controlled operations has been reported in 
DC drive systems during the continuous conduc-
tion mode of  operation (Dai et al. 2011, Roy et 
al. 2014). In 2000, the research was extended to 
the stabilization of  chaos in DC drive systems by 
using a time delay feedback control.

In this paper, the chaotic behavior in simple 
PMDC drive in continuous conduction mode is 
identified. A 12 V DC chopper-fed PMDC drive 
system is considered in this work without ignoring 
switching effect. The effect of switching frequency 
(fs) on the dynamic behavior of the PMDC motor 
is observed and a mathematical relationship is 
built. It is seen that the power wave fluctuations of 
the DC motor are less when the drive system is in 
chaotic condition.

The rest of this paper is organized as follows. 
In section 2, we describe and present the dynamic 
model of simple PMDC motor drive system. In 
section 3, we show the results with variation of 
switching frequency (fs) and observe the power 
wave fluctuations in chaotic and non-chaotic 
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condition. This paper ends with section 4 present-
ing the conclusion and future scopes of research 
of our works.

2 SYSTEM DESCRIPTION AND DYNAMIC 
MODEL

The schematic diagram and the equivalent circuit 
model of voltage mode-controlled PMDC drive 
system are shown in Fig. 1. The DC drive is oper-
ated by a DC voltage and MOSFET is used as a 
switch in the chopper.

The speed of  the motor ω( )ωω  is sensed by the 
speed sensor and compared with the reference 
speed  ( )refe  at the speed error amplifier gain, 
and the proportional controller signal can be 
expressed as:

V g tc rV gV efg(( ( ) )refttt((( )−  (1)

The ramp generator voltage can be expressed as:

V v
T

tr lV vV u l+vlv ( )v vu lv  (2)

where vu and vl are the upper and lower voltages 
of the ramp signal, respectively, and T is the time 
period. Then, both Vr and Vc are fed to the com-
parator, whose output signal goes to power switch 
(S). The switch S will be in “ON” and the diode D 
is “OFF” until exceeds, otherwise S is in “OFF” 
and the diode is “ON”. Thus, the system is oper-
ated in two stages.
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State 2:  When Vc < Vr. Switch (S) is in ON, hence 
Diode (D) becomes OFF
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where i is armature current, R is armature resist-
ance, L is armature inductance, DC supply volt-
age, back-EMF constant, KT is torque constant, B 
is viscous damping, J is load inertia, and TL is load 
torque. Therefore, the system equation can be writ-
ten in the following sequence of state equations:

X AX B E
•

( )t = ( )t ≥B E1B1AXA ( )t BB for V Vc r≥VV VV  (5)

X A X B E
•

( )t = ( )t <B E2B2A XA ( )t BB for V Vc r<VV VV  (6)

These system equations can be rewritten as:

X A X B EK KA X B
•

( )t = ( )tt B EKB ( )=  (7)

Table 1. Parameter Values of the Motor.

Motor voltage constant KE 0.05 (volts-s/rad)
Motor torque constant KT 0.05 (Nm/amp)
Motor resistance R 0.5 (ohms)
Motor inductance L 1.5 (mH)
Motor inertia J 0.00025 (Nm/rad/s2)
Damping coefficient B 0.0001(Nm/rad/s)
Reference speed ωref 100 rad/s

Figure 1. Block diagram of DC drive.

Figure 2. Simulation model.
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This system equation given by (7) is a time-
varying state equation. Thus, this drive system is a 
second-order non-autonomous dynamical system. 
We simulate this model using Table 1 [8].

3 SIMULATION RESULTS

In this part, we have observed the effect of switching 
frequency (fs) on the dynamic behavior of the PMDC 
motor and the power wave fluctuations of the DC 
motor in chaotic and non-chaotic conditions. MAT-
LAB SIMULINK is used to carry out the study at a 
reference speed of 100 rad/s (Table 1) [8].

The chaotic behavior is identified on the selected 
PMDC motor drive at g = 1.2 and keeping Load 
Torque (TL) = 0.3 Nm and switching frequency (fs) = 
100 Hz. Then, the behavior of that particular 
drives is changed while switching frequency (fs) is 
varied, but gain (g) and Load Torque (TL) are kept 
constant.

It is evident from Figure 3 that when switching 
frequency (fs) is varied, the dynamic behavior the 
DC drive is changed. Chaotic behavior is observed 
in the switching frequency (fs) range of 100 to 200 
Hz (Figure 1). Further variation of switching fre-
quency (fs), that is, from 250 to 350 Hz (Figure 4) 
and 450 Hz (Figure 5H), leads to period dou-
bling. The nominal orbit or Period-1 is observed 
at switching frequencies (fs) of 400 Hz (Figure 5G) 
and 500 Hz (Figure 5I).

The chaotic boundary is calculated for different 
switching frequencies (fs) according to Table 2.

The chaotic and non-chaotic region is separated 
by the boundary in Figure 6.

Figure 6 shows that if  the error amplifier gain 
(g) is y and switching frequency (fs) is x, then they 
are related to each other in a simple relationship 
given below:

Condition-1:
If  y ≥ 4e−14x6 – 6e−11x5 + 4e−08x4 – 2e−05x3 + 

0.0029x2 − 0.2689x + 10.967

Table 2. Occurrence of chaos at different switching 
 frequencies (fs) and error amplifier gain (g).

Switching 
frequency 
(fs)

Error 
amplifier 
gain (g)

Switching 
frequency 
(fs)

Error 
amplifier 
gain (g)

100 Hz 1.2 350 Hz 2.1
150 Hz 1.2 400 Hz 2.8
200 Hz 1.2 450 Hz 3.2
250 Hz 1.5 500 Hz 4.1
300 Hz 1.6

Figure 3. Phase portrait of motor speed and armature 
current at different switching frequencies (fs) (A) fs = 
100 Hz, (B) fs  = 150 Hz, (C) fs = 200 Hz.

Figure 4. Phase portrait of motor speed and armature 
current at different switching frequencies (fs) (D) fs = 
250 Hz, (E) fs = 300 Hz, (F) fs = 350 Hz.

Figure 5. Phase portrait of motor speed and armature 
current at different switching frequencies (fs) (G) fs  = 
400 Hz, (H) fs = 450 Hz, (I) fs = 500 Hz.

Figure 6. Error amplifier gain (g) versus switching fre-
quency (fs) to identify chaotic and non-chaotic regions.
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Figure 7. Standard deviation of power wave in chaotic 
and non-chaotic conditions (fs = 100 Hz and TL = 0.30 Nm).

Figure 8. (A) Chaotic and (B) non-chaotic power 
waveforms.

Figure 9. (A) Chaotic and (B) non-chaotic power 
waveforms.

Figure 10. (A) Chaotic and (B) non-chaotic power 
waveforms.

Figure 11. (A) Non-chaotic and (B) chaotic speed 
waveforms.

Table 3. Average power and standard deviation of 
power wave.

Case Gain (g) Condition
Average 
power (W)

Standard 
deviation

1 1 Non-Chaotic 73.80809 30.73599
1.2 Chaotic 71.55887 29.5689

2 1 Non-Chaotic 73.64423 32.31095
1.2 Chaotic 71.69843 30.15689

3 1 Non-Chaotic 73.56 31.32491
1.2 Chaotic 68.35 29.2568

4 1.2 Non-Chaotic 78.77 28.1131
1.5 Chaotic 72.952 25.9128

Then, the system turns out to be a Chaotic one.
Condition-2:
If  y < 4e−14x6 – 6e−11x5 + 4e−08x4 – 2e−05x3 + 

0.0029x2 − 0.2689x + 10.967
Then, the system becomes non-Chaotic.
Two mathematical tools, average value and 

stadrad deviation, are used to observe the power 

wave fluctuation of the selected PMDC motor at 
chaotic and non-chaotic conditons.

Four different cases studies are conducted at 
different switching frequencies (fs) to observe the 
power wave fluctuations of the PMDC motor at 
Chaotic and Non-Chaotic conditons.

Table 3 shows that the average power and stand-
ard deviation of the power wave become less when 
the system is in Chaotic zone.

r on-Chaotic chaotic Case-3: at switching frequency (fs)=200 Hz 

Error amplifier gain(g) 

Case-1: at switching frequency (is)= 100 Hz 

~ -~, ----~----,~_ ,~2 ----,~_ ,~3 ----~----,~_ , 5~---, _~,6----~,_ 17 
time(ms) 

Case-2: at switching frequency (is) =150Hz 

time(ms) 

-20 .__.~-_.__,___..~.-_...~-_...~-_...~.-_...__...~-_-' 
1.6 1.61 1.62 1.63 1.64 1.65 1.66 1.67 1.68 1.69 1.7 

time{ms) 

Case-4: at switching frequency (fs)=250 Hz 

0~--~----~--~----~--~~--~--~~--~ , 
time(m$) 
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4 CONCLUSION

In this paper, the effect of switching frequency (fs) 
on the dynamic behavior of electrical drive sys-
tems is presented. It is reported that the dynamic 
behavior of the PMDC drives is changed with the 
switching frequency (fs). The chaotic and non-
chaotic region is separated by the boundary 
obtained at error amplifier gain (g) against switch-
ing frequency (fs). A special observation shows 
that the average value and standard deviation of 
the power wave fluctuations become less when 
the system is in chaotic zone. This phenomenon is 
investigated at different switching frequencies (fs) 
to justify the realization. This realization can make 
chaos a worthy phenomenon in a PMDC Motor 
Drives system.
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