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Preface

Computer networks are one of the most important elements of our technical life, i.e.,
the technical means we use every day. A great number of devices around us com-
municate via computer networks and, moreover, all online services we use need to be
connected to a network to operate properly. This applies to professional activities as
well as private ones. Computer networks are part of the field of computer science and
this is one of the most intensively developed branches with a very important impact on
world economy. Research in computer networks has an influence on other branches of
technical science and contributes to the development of completely new areas as well.
Therefore, the domain of computer networks has become one of the most important
fields of research.

The area of computer networks and the entire field of computer science are the
subject of constant change. It is caused by the general development of IT technologies,
by overall technical progress, and by the strong need for innovations in the sphere of
how we communicate with each other, how we work, and how we perform our daily
activities. This results in a very creative and interdisciplinary interaction between
computer science technologies and other technical activities, and leads to perfect
solutions. New methods, together with tools for designing and modeling computer
networks, are regularly extended. Above all, the essential issue is that the scope of
computer network applications is increased thanks to the results of new research and to
new applications. Such solutions were not taken into consideration in the past few
decades. Whereas the requirements of contemporary markets and the creative appli-
cations of existing network facilities stimulate the progress of scientific research, the
extensive use of new solutions leads to numerous problems, both practical and theo-
retical, which need to verified, solved, and improved.
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This book collates the research work of scientists from numerous notable research
centers. The chapters refer to the wide spectrum of important issues regarding the
computer networks and communication domain. It is a collection of topics presented at
the 24th edition of the International Conference on Computer Networks, which was
held in Stonemout Castle, located near Lądek Zdrój, the famous health resort in
southern Poland, during June 20–23, 2017. The conference, organized annually since
1994 by the Institute of Informatics of Silesian University of Technology together with
the Institute of Theoretical and Applied Informatics in Gliwice, is the oldest event of its
kind in Poland. The current edition was the 24th such event, and the international status
of the conference was attained nine years ago, with the tenth international edition
taking place in 2017. Just like previous events in the series, the conference took place
under the auspices of the Polish section of IEEE (technical co-sponsor), and the con-
ference partner was iNEER (International Network for Engineering Education and
Research).

In 2017 the total number of submissions was 80. The presented papers were
accepted after careful reviews made by at least three independent reviewers in a
double-blind way. The acceptance level was below 45%, and thus the proceedings
contains only 35 full papers. The chapters are organized thematically into several areas
in the following tracks:

– Computer Networks
This group of papers is the largest one. General issues of networks architecture,
analyzing, modeling, and programming are covered in 16 papers. Topics on
wireless systems and wireless sensor networks, fault-tolerant algorithms, security
concerns, indoor localization issues, Internet technologies, and redundancy in
industrial networks, among others, are included.

– Teleinformatics and Communications
This section refers the general communications theory and related issues. It contains
five papers related to interesting topics on overflow study in multi-tier cellular
networks, the WebRTC technology, efficient calculation of radiation in wideband
transmission systems, transmission range estimation for vehicular ad hoc net-
working, and usage of convolution algorithms for modeling network systems.

– New Technologies
The chapter of new technologies used in the networking contains four papers which
are connected with brand new areas of computer networks research, usage, and
applications. There are topics on quantum direct communication, construction of
firewall for SDNs and Qutrit Switch for quantum networks, and SLA life cycle
management for cloud computing.

– Queueing Theory
The domain of queueing theory is usually one of the most strongly represented areas
at the Computer Network conference. This year, five papers are included, e.g., a
paper on a performance model for studying distributed Web systems with usage of
queueing Petri nets, a paper on the performance of fractional order PID controller as
an AQM mechanism and the impact of traffic self-similarity on network utilization,
a paper on applying a fluid limit approach methodology to find a sufficient and
necessary stability condition for the Basic Collaboration system with feedback

VI Preface



allowed, a paper on the investigation of the Erlang service system with limited
memory space under control of an AQM mechanism, and a paper on the investi-
gation of queueing systems with demands of random space requirements and
limited buffer space, in which queueing or sojourn time is limited by some constant
value.

– Innovative Applications
The five papers in this section refer to research in the area of innovative applications
of computer networks theory and facilities. There are contributions on innovative
usage of in-vehicle communication, indoor positioning systems based on magnetic
fields, reactive auto scaling models in order to improve sensitivity on load changes
in cloud infrastructure, management of dynamic network models and the opti-
mization criterion in the example distributed system.

Each chapter includes highly stimulating studies that may interest a wide readership.
In conclusion, on behalf of the Program and Organizing Committee of the Computer

Network Conference, we would like to express our gratitude to all authors for sharing
their research results as well for their assistance in developing this volume, which we
believe is a reliable reference in the computer networks domain.

We also want to thank the members of the Technical Program Committee for their
participation in the reviewing process.

If you would like to help us make the conference more attractive and interesting,
please send us your opinions and proposals at cn@polsl.pl.

April 2017 Piotr Gaj
Andrzej Kwiecień
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Abstract. In this paper a mathematical model for predicting traf-
fic in computer networks based on heterogeneous differential equations
describing the oscillatory motion was proposed. It is suggested that the
solution to the equation should be modified on the basis of the sum
of Dirac functions which have different arguments at different points of
time to simulate bursts of network traffic. Based on this model, the soft-
ware implementing network monitoring and forecasting of traffic on the
network on the grounds of mathematical calculations and collected data
was developed. Testing of models based on real network data from LPNU
ACS Department was presented. Also, the simulation results have been
compared with real traffic data. The results are illustrated in the form
of both tables and plots.

Keywords: Dirac functions · Ateb-functions · Traffic modeling · Traffic
monitoring and analysis

1 Introduction

Networks are an integral part of business, education, government and home
communications. A lot of home, business and mobile IP networking are devel-
oping mainly due to the combination of traffic, social networking traffic and
advanced collaboration applications, which is called a visual network. The fore-
casting load intensity of the nodal network equipment allows to provide reliability
of its work condition and rational use of network resources to ensure effective
adaptive management of its equipment. Therefore, it is urgent to develop the
methods of modeling the traffic intensity [1] and decision-making for adaptive
traffic management of computer networks.

Development of a method to predict the intensity of traffic in computer net-
works aims at improving the operation of the components, in particular switches,
routers, and label switches of different types. The program for collecting, process-
ing and forecasting of the global network traffic – Cisco Visual Networking
Index – was taken as the basis for the justification of the research. According to
Cisco forecasts [2], the volume of data traffic by 2020 will increase significantly.
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 3–13, 2017.
DOI: 10.1007/978-3-319-59767-6 1
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2 Improved Mathematical Model of Ateb-Prediction
of Traffic Flows

Let us consider the changing traffic in the network over time, as a nonlinear
oscillating system with one degree of freedom and with small perturbation. In
known work [3] traffic model is one-dimensional, so it is advisable to use a
differential equation of oscillating movement with one degree of freedom for
simulation. Modeling behavior of the network traffic x(t) is generated by an
ordinary differential equation with a small parameter ε in the form

ẍ + α2xn = εf(t, x, ẋ), (1)

where x(t) – is the number of packets in the network at time t; α – a constant
that determines size of the period of traffic oscillation; f(t, x, ẋ) – any analytical
function that is used to simulate small deviations from the main component of
the traffic fluctuations, n – a number that determines the degree of nonlinearity of
the equation that affects the period of the main component of fluctuations. In the
performance of such conditions on α and n : α �= 0, n = 2k1+1

2k2+1 , k1, k2 = 0, 1, 2 . . .
it is proved [4], that the analytical solution of equation (1) is represented by
Ateb-functions. It is known [5], that Ateb-functions are defined as inversion of
the incomplete Beta-function. P. Senyk [5] discovered, that Ateb-functions for
value α > 0 are periodic and for α > 0 – hyperbolic (aperiodic).

In order to construct Ateb-functions let us consider a dependency between ν
and ω that is a function of n and m

ω =
n + 1

2

−1≤ν≤1∫

0

(1 − ν̄)− m
m+1 dν̄ (2)

where n,m are defined by equations

n =
2θ′

1 + 1
2θ′′

1 + 1
,m =

2θ′
2 + 1

2θ′′
2 + 1

, (θ′
1, θ

′′
1 , θ′

2, θ
′′
2 = 0, 1, 2, . . .). (3)

This function is called Ateb-sine function and is denoted as: ν = Sa(n,m, ω).
Ateb-cosine is given similarly.

To solve the Eq. (1) asymptotic method is applied [6]. The first approximation
of the Eq. (1) solution is obtained as [8]:

{
x(t) = ACa(n, 1, t) + εf(t);
ẋ(t) = A

1+n
2 hSa(1, n, t);

(4)

where A and h are certain constants that depend on α and n,
Ca(n, 1, t),Sa(1, n, t) – Ateb-cosine and Ateb-sine accordingly.

For problems of forecasting behavior of the traffic in computer network
or mobile network it is important to choose the type of function f , as these
terms take into account the specific features of particular network. Previously,
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the authors examined a small perturbation in the form of periodic functions
[7]. This approach is appropriate for modeling a network with smooth traffic
changing. In the present work the perturbation as a sum of delta functions was
proposed. For numerical traffic simulation let us consider the functions f(t, x, ẋ)
in more simpler form. We suppose that traffic and changing traffic value do not
affect the small perturbation. This description corresponds to a network with
abrupt changes of traffic. In our previous work analytical method for solving
of the differential Eq. (1) based on Ateb-functions [8] was described in details.
Thus, we construct the perturbation function in following form. Thus, the func-
tion f(t, x, ẋ) was considered and perturbation is shown in the following form:

f(t) =
N∑

i=1

aiδ(ti), (5)

where δ - Dirac function, N is the number of disturbances over the period [0, T ],
ai – amplitude of perturbation, −A ≤ ai ≤ A, A – the maximum amplitude
of perturbation (randomly generated in simulation), fi – perturbation function,
ti – time in which comes off the i-th perturbation, which is generated randomly.
Here T stands for the simulation time. Perturbation function fi – in our case
does not depend on the number of packets x and the speed of packets changing ẋ.

3 Developed Software for Traffic Flows Analysis

Main features of the developed traffic flow analyzer are: capturing samples of
network traffic of a computer network with the ability to record the results
of capturing in a file of a special format *.pcap; the analysis of pre-recorded
network traffic. Processed traffic data are stored in a relational database with a
resolution of 1 s. The software also provides a possibility of calculating optimal
network data routes based on the graph model using the modified Dijkstra’s
algorithm [9,10]. Figure 1 shows the visualization of observations made in the
main window of the application according to the parameter of the total traffic on
the server. In addition, the analyzer of the traffic flow is designed to provide an
automated collection of information from network devices and provide control
of the communication channels. It envisages automation of the collection and
analysis of network characteristics and their display in a convenient format to
the user. The use of the developed computer network software enables:

– to automatically and continuously collect traffic data from devices in a com-
puter network;

– real-time monitoring of the network performance;
– real-time forecasting of network load based on the collected data and math-

ematical modeling. For this purpose the database management system Post-
greSQL [11] is used. There exists an ability to connect to any compatible
database and change connection during the program work. Network moni-
toring in computer network is an important practical task. To this end, we
collect sample data to build a predictive traffic flow to ensure efficient use of
resources of a computer network.
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Fig. 1. Sample traffic flow of a computer network of the Department of ACS, obtained
with the developed software.

Developed network traffic flow analyzer consists of a server side (C, C++,
Haskell) and a client side (C++/Qt). The server side deals with the captur-
ing and storage of data. In turn, the client side conducts data gathering and
processing and displays the results. Computations on client side are conducted
in multithreaded environment in order to prevent user interface blocking. This
software product has been written on programming languages C++ and Haskell
and is licensed under the GNU GPL.

Traffic capturing is implemented in C programming language as a standalone
shared library and uses libpcap/WinPcap library in UNIX/Windows operating
systems. The shared library is then linked to the main program and can be
linked to other applications via the standard C foreign function interface. Traffic
capturing is available as a distinct window (Fig. 2) and enables user to set the
network interface to capture from, capturing time (value −1 indicates infinite
time), number of packets to capture (value −1 indicates infinite number of pack-
ets), possible dump file name to store capturing results and a filter string for
packet filtering.

Traffic forecasting is implemented as a maximization of the sample correlation
coefficient between real traffic and selected Ateb-function. Calculation of Ateb-
function values are time consuming. Since Ateb-functions are periodical, their
values are precomputed on a range of the function period with a step equal to 0.01
and stored as a constant vectors inside the software executable binary file. The
software supports a set of Ateb-funtions with different n,m parameters which
represent typical shapes of Ateb-functions. Linearly interpolated values are used
then in actual computations. The forecast is generated as a Ateb-function with
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Fig. 2. Traffic capturing window of developed software traffic analyzer.

parameters specified during the maximization stage. This forecasting method is
an improvement of method described in [13].

4 Experiments

Based on the theory of Ateb-functions and collected samples of computer network
traffic flow, traffic flow values in the network have been predicted. The advantage
of the proposed method is the use of a single analytical formula to calculate the
values of the traffic.

The effectiveness of the proposed method was confirmed by experimental
studies using a computer network monitoring software. Software testing was
conducted using samples of the traffic flow collected from computer networks at
the Department of Automated Control Systems of the Lviv Polytechnic National
University (ACS LPNU) and at the Institute of Theoretical and Applied Infor-
matics of the Polish Academy of Sciences (Gliwice).

To test the theoretical calculations, it was necessary to conduct experimen-
tal studies of traffic in computer networks. To collect experimental network data
load we used a network of the ACS Department of LPNU (May 2015). Monthly
data traffic (May 2012) of a computer network of the Institute of Theoretical
and Applied Informatics of the Polish Academy of Sciences (ITAI PAS), in coop-
eration with the LPNU was also processed. Data was captured during May 2012
on the online gateways of the Institute of Theoretical and Applied Computer
Science in Gliwice, Poland [12].



8 I. Dronyuk and O. Fedevych

Table 1. Description of parameters to forecast traffic flow in a computer network of
the Department of Automated Control Systems

No Function Interval
(min.)

Prediction
step
(min.)

Monitoring
time (hrs.)

Date Relative dirac
function
amplitude

1 Sa(0.01, 0.1) 60 1 6 07.05.2015 0.10

2 Sa (1,1/3) 60 1 6 06.05.2015 0.33

3 Sa (1/5,1) 60 1 6 08.05.2015 0.23

Traffic ITAI PAS contains the data of about several dozens of office users
(researchers) who work mainly from Monday to Friday from 8 am to 4 pm. May
1–3 is a national holiday in Poland, so the traffic might be less. A break in
the data traffic was recorded on May 22 14:53:32 2014 CET. IP packet size was
limited to 64 bytes, in most cases packet contains all the headers plus a few bytes
of the payload of the transport protocol. Local DNS traffic is made invisible using
pre-implemented specific network settings. IP addresses are not anonymous.

The ACS network contains about 20 working computers of employees which
are loaded on average from 8:30 am to 5:30 pm, about 4 computers which are
loaded before 9:00 pm, and 3 computer labs with 32 workstations, which are
loaded with on average from 8:30 am to 4:00 pm.

Sampling of source data corresponds to the parameter values from Table 1.
The amplitude of Dirac function is considered as a point great number, which
was selected randomly. This table shows three examples of seven available in the
developed software Ateb-sine functions used for forecast generation.

To predict the traffic, Eq. (1) is used, in particular, a first approximation of
solution in the form (4).

On Figs. 3, 4, 5, 6, 7 and 8, the red line corresponds to the real values of
the traffic flow, while the black graphs represent the calculated values of the
predicted traffic flow. These plots represent solutions of Eq. 1. The observations
were carried out continuously from 1 to 30 May 2015 in the computer network at
the Department of Automated Control Systems, but the observation is presented
for the period of 3 days.

Traffic analysis has been carried out to predict the trend of traffic for the
next 3–5 min to optimize the load of network equipment.

The described software has been tested not only on the sample traffic flow
of a computer network of the ACS Department, but also on the traffic samples
in ITAI PAS [12], which were obtained using a network protocol analyzer like
Wireshark, and the developed traffic flow analyzer to ensure the reliability of
the results.

To calculate the reliability of the results of the experiment, the value of the
maximum correlation and the coefficient showing the ratio of standard deviation
to maximum were chosen.
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Fig. 3. Comparison of real traffic sample and its prediction for 07.05.15 with Dirac
function (calculated using (5) with apmlitude A = 0.1), where n = 1, m = 0.01 - Ateb-
sine parameters. (Color figure online)

Fig. 4. Comparison of real traffic sample and its prediction for 07.05.15 without Dirac
function (calculated using (5) with apmlitude A = 0.1), where n = 1, m = 0.01 - Ateb-
sine parameters. (Color figure online)

Coefficient K of the ratio of the maximum to the standard deviation:

K =
smax

s
, (6)

where s =
√

N
N−1σ2 and smax = maxs s.

Comparison of simulation experiment results was carried out according to the
criterion of maximum correlation ρ, k – factor as the ratio of standard deviation
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Fig. 5. Comparison of real traffic sample and its prediction for 06.05.15 with Dirac
function (calculated using (5) with apmlitude A = 0.33), where n = 1, m = 1/3 - Ateb-
sine parameters. (Color figure online)

Fig. 6. Comparison of real traffic sample and its prediction for 06.05.15 without Dirac
function (calculated using (5) with apmlitude A = 0.33), where n = 1, m = 1/3 - Ateb-
sine parameters. (Color figure online)

to maximum. The computed results of the comparison are presented in Tables 2
and 3. Forecast improvement obtained by using of Dirac function is presented
in Table 4.
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Fig. 7. Comparison of real traffic sample and its prediction for 08.05.15 with Dirac
function (calculated using (5) with apmlitude A = 0.23), where n = 1, m = 1/5 - Ateb-
sine parameters. (Color figure online)

Fig. 8. Comparison of real traffic sample and its prediction for 08.05.15 without Dirac
function (calculated using (5) with apmlitude A = 0.23), where n = 1, m = 1/5 - Ateb-
sine parameters. (Color figure online)

There was calculated a dependency between the relative amplitude of the
Dirac function and the correlation value. The dependency is presented in Fig. 9
and it is seen that the uniform distribution of a function (solid line) increases
fluctuation amplitude more rapidly than the normal distribution which causes
the correlation value to decrease.
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Table 2. Comparison of simulation results using Dirac function with real traffic data
of the network traffic of the Department of Automated Control Systems for 1 day.

Date 07.05.2015 06.05.2015 08.05.2015

K 97.0% 74.9% 99.1%

ρ 0.7 0.75 0.67

Table 3. Comparison of simulation results without using Dirac function with real
traffic data of the network traffic of the Department of Automated Control Systems
for 1 day.

Date 07.05.2015 06.05.2015 08.05.2015

K 90.0% 65% 67%

ρ 0.69 0.73 0.64

Table 4. The improvement of prediction using Dirac function.

Date 07.05.2015 06.05.2015 08.05.2015

ΔK 8% 15% 50%

Δρ 1.5% 3% 5%

Fig. 9. The dependency between the relative amplitude of the Dirac function and the
correlation value (Color figure online)

5 Conclusions

The method of analysis and forecasting of traffic flow in a computer network
based on the differential equations of vibrational motion with the right parts of
the equations as Dirac functions is quite effective. Based on the proposed model,



Traffic Flows Ateb-Prediction Method 13

a software was developed for the analysis and forecasting of traffic flow in a
computer network, which is tested on the real data of the network. The criterion
of adequacy selected for the model was maximum correlation. The experiments
were conducted where the deviation of predicted and actual traffic, on average,
was around 25–30%. In general, the software shows the positive results of the
prediction method in the node of computer network. The next stage of the study
is to redistribute the traffic on the basis of predicted overload. This will effectively
reduce the intensity of the load in hub equipment and improve the operations of
computer networks in general.
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Abstract. Nowadays, many IT products are created as distributed solu-
tions that consist of many parts, such as mobile applications, web-based
back-ends, as well as APIs that connect various parts of the system. It is
a crucial task to apply a suitable architecture to provide users of mobile
applications with satisfactory operation, especially when the Internet
connection is necessary to get or send some data. The simulation of net-
work architecture and configuration using a high-level model of the sys-
tem described with dedicated Domain-Specific Language (DSL), enabled
by the Timed Colored Petri Nets (TCPNs) formalism is a beneficial app-
roach that could be applied in real case studies. The already proven
research method has been applied to one of the scenarios regarding the
system offered by TITUTO Sp. z o.o. [Ltd.] company (Rzeszow, Poland).
The first obtained results were not sufficiently precise for detailed analy-
sis of the system. Thus, the case study was used to improve the simulation
method in order to more accurately model data transmissions over the
network. After modifications were implemented in the simulation tool,
significantly better results have been received, as discussed in the paper.

Keywords: Simulation · Petri Nets · Performance · Distributed sys-
tem · API · Mobile application

1 Introduction

While preparing a distributed solution, it is an important task to choose a suit-
able architecture that provides sufficient performance and correctly handles sce-
narios with diverse number of users who get or send some data via the Internet.
For this reason, introducing research methods into the process of choosing an
architecture is a beneficial approach. There are several approaches that could
be used for this purpose. One of possible solutions is modeling network to check
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 14–27, 2017.
DOI: 10.1007/978-3-319-59767-6 2
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whether the given system architecture and configuration could properly handle
the operation by a specified number of users.

As mentioned in the title of this paper, it is based on the real case study. It is
related to one of the products developed by TITUTO Sp. z o.o. [Ltd.]1 (Rzeszow,
Poland). This company offers a set of own IT products dedicated to hotels and
tour operators. One of solutions, which is analyzed in this paper, is the mobile
trip assistant TOURISER2. It uses smartphones and tablets of trip participants
to present a set of information useful during the organized tour. Of course, the
product consists of many parts forming together the distributed system:

– the mobile applications running on smartphones and tablets with Android,
iOS, and Windows operating systems

– web applications, available via web browser, to manage data presented in the
mobile applications, as well as to perform other tasks

– Application Programming Interface (API) to connect various system parts.

The mobile applications are equipped with a set of features, such as presenta-
tion of a trip program. Of course, they should operate also in the off-line mode,
so it is crucial to provide users with a possibility to download all necessary data,
including textual content, as well as a set of photos and audio recordings. Such a
process is further referred as update. It can be performed by many people simul-
taneously, especially when the update process is forced by the tour guide who
informs the group of trip participants to launch the application to get the latest
data for the current trip. What is more, the update process could be performed
from various devices with diverse performance, as well as using the broad range
of speed of the Internet connection, even with a limited availability.

To provide users with satisfactory update times, ensure that the initial archi-
tecture of the system is sufficient, as well as prepare the product in an expandable
way, the company has decided to cooperate with researchers from Department
of Computer and Control Engineering from Rzeszow University of Technology.
At the beginning, the authors of this paper used the already available tools
and research methods. Unfortunately, while performing experiments, it has been
necessary to introduce modifications in order to improve accuracy of a network
model to present results more proper for the real-world scenario.

In this paper, the detailed analysis of results, together with a set of graphs,
is presented. In the second chapter, the initial approach is described. Then,
the doubts regarding received results are discussed. The fourth chapter shows
the problem of parallel data transfers, together with improving the previously
mentioned model, and estimating the improvement. In the following chapter, the
corrected simulator is applied to the case study with a detailed comparison and
explanation of the received results.

1 http://tituto.com.
2 http://touriser.com.

http://tituto.com
http://touriser.com
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2 Initial Approach to Analysis

Different approaches are described in the literature as suitable for analyzing dis-
tributed applications and network impact on performance. It is possible to sim-
ulate computer networks behavior in so-called “network simulator” (e.g. widely
used family of ns-2 and ns-3 [1] open-source simulation tools). Another app-
roach involves creating models of network components in one of the formalisms
dedicated to analyze and solve concurrency problems. Among these formalisms
various classes of Petri nets seem to be the most popular, due to their ability to
model activities of concurrent and distributed systems. For example Fuzzy Petri
Nets may be used as a formal representation of a concurrent control algorithm
[2]. Queueing Petri Nets can be used as a performance prediction tool during
the software engineering process of a distributed component-based system [3]
or for response time analysis of distributed web systems [4]. Timed Coloured
Petri Nets are also used for simulation and performance analysis of distributed
internet systems [5]. Another Petri net class, RTCP-nets are used for model-
ing and analysis of embedded and real-time systems [6]. Analysis of such Petri
net models is possible in strictly formal way [7–9], but also the model can be
simulated to observe behavior of the modeled system [10], and perform statisti-
cal performance analysis. Both ways provide reliable results and can be used to
verify some properties and validate the requirements [11].

In the case considered in this paper, the analysis of application was based
on the method that allows to obtain precise results, as described in [12–14].
The method assumes that a high-level model of application should be created.
The model is then a basis for simulation. It is described with a Domain Specific
Language (DSL) designed especially for this purpose. Reliability of simulation
is ensured by the formalism of Timed Colored Petri Nets (TCPN) [15]. The
concept of connecting a high-level model with TCPN is described in [16] and
also applied in [17].

2.1 DSL Concepts

The DSL allows presenting model of application using concepts of programs that
describe actions performed by processes running on nodes. Each pair of nodes
can be connected through one or more net segments that allow remote commu-
nication. In the model used in this research, there were two programs, namely
describing (1) an API server and (2) mobile clients. There was one instance of
the API server program running in each simulation. The number of processes
that run client programs depended on configuration of specific simulation. Each
process in the simulation run on a separate node.

Network communication between clients and the server was possible through
network segments that modeled server and clients Internet links. Network route
between a client and the server always led through two network segments that
represented (1) the client’s Internet link and (2) the servers Internet link. Thus, it
was possible to model limited bandwidth (1) between the server and the Internet
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(shared between all clients) and (2) that of each client Internet link. The network
links enabled full-duplex communication.

2.2 Processes

The server process served two types of requests, as follows:

1. :config that returned content of the update configuration file. The configura-
tion described all files that should be downloaded during the update.

2. :update with specific file name as its parameter. It returned a given file to
the client.

Each file included in the update configuration had its specific size and, therefore,
required a given network transmission time.

A client process, after it was started, sent the :config request to the server
in order to obtain information about files that should be updated. Thereafter,
it downloaded subsequent files from the received list by sending the :update
requests for each of them. Downloading of each file was accompanied with time-
out. If a timeout occurred, it was considered that the whole update process for
this client failed. There was a startup delay between the moment the client pro-
gram started and the moment it begun its update. It was set to a random value
from a specified range. Consequently, all clients did not start their updates at
the same moment in time. It is consistent with the real world behavior, even if
application update is triggered by a person suggesting this update to a group of
people.

2.3 Gathering Statistics

The model was used to gather performance-related statistics about the applica-
tion. The most important factor was the update time for clients. This was mea-
sured for each client as time difference between the moment the client started
update and the moment the last file from the update was received. Excessive
number of simultaneous updates could result in the number of clients not being
able to complete the process and timeout due to the overloaded server network.
Therefore, the number of timeouts during the update processes was the second
parameter measured during simulations.

The simulations were carried out for three types of clients, characterized by
the following bandwidth of Internet link:

:slow – 512 kbps
:normal – 2 Mbps
:fast – 20 Mbps

In accordance with parameters of an exemplary scenario of the analyzed appli-
cation, each client performed an update process consisting of 308 files of diverse
sizes. Total size of each update was almost 70 MB. Network bandwidth for the
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Table 1. Average update time for a client in different configuration of simulation.

Number of clients of each type Average update time [s]

20× :slow 1145.91 s

20× :normal 293.56 s

40× :fast 195.18 s

40× :fast, 20× :normal, 20× :slow 546.33 s

80× :fast, 20× :normal, 20× :slow 675.23 s

20× :fast, 20× :normal, 20× :slow 551.17 s

API server was set to 100 Mbps. Simulations were performed for different num-
bers of clients of each type, as shown in Table 1, which presents also an average
update time for a client.

For these configurations, no timeouts were observed and all update processes
finished successfully. The results show that for the considered configuration of
resources the application should behave correctly. The update times for :slow
clients were significant, but such a situation was caused by their own slow Inter-
net links and could not be changed. The update times for other groups of clients
were on the limit of acceptance. This was a result of insufficient bandwidth of
the Internet link of the API server. However, the value used in the experiments
was deliberately low to verify behavior of the application in unfavorable con-
ditions. The real application was supposed to work on a server with 1 Gbps
Internet link. It seemed that the application was not threatened by transmission
timeouts, since the first indicators of too slow Internet link of the API server
were significant client update times. The update times would become unaccept-
ably long before insufficient bandwidth of server link could cause transmission
timeouts.

3 Assessing Simulator Accuracy

3.1 Doubts Concerning Results

The analysis of application provided satisfactory results. However, unlike in case
of previous research [12–14], additional consideration was required for this spe-
cific case. The modeled and simulated application performance proved to signif-
icantly depend on the network transmission efficiency. However, the simulator
used a basic network data transmission model. Data sent between two processes
in a single message were treated as a whole and transmission time over a network
was modeled as a delay computed for the whole data package. If a route between
two nodes consisted of more than a single network segment, a data package was
transmitted over another segment only after it had been completely transmitted
over the previous one.

This approach allowed the very efficient simulation with accuracy sufficient
for applications where data processing had important impact on performance.
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Fig. 1. Network utilization rate for multiple clients of each type.

However, applying this simplified model to the application presented in this
paper required consideration of possible inaccuracies. Therefore, more detailed
results of simulation concerning network usage were analyzed.

Figure 1 presents mean rate of network utilization for individual types of
Internet links for clients and for the API server. At the beginning, the server
link was fully loaded since all the clients performed their update processes. After
the :fast clients finished their update processes, the server’s network utilization
decreased, since the :normal and :slow clients’ Internet links did not allow them
to fill the servers network bandwidth. This was an expected behavior. However,
the rate of network utilization of :normal and :slow clients while the :fast ones still
performed updates raised justified doubts. The results of additional simulations
performed for single clients of each type, presented in the Fig. 2, had the same
characteristics: slower clients did not fill bandwidth of their network links despite
the fact that their share of the server’s network bandwidth should be sufficient
for this.

3.2 Comparison with a Real-World Experiment

The results of the basic simulations with individual clients of each type could be
verified by comparison with the real-world experiments. This would be hardly
feasible for the case in which a larger number of clients is considered.

The experiments were performed on three virtual machines running Linux.
Three clients (fast, normal, and slow) were running on the virtual machines and
downloading data from the host. The operating system’s traffic control capabili-
ties configured with the Linux tc program were used to limit bandwidth available
for the transfers. The server’s bandwidth was limited with Token Bucket Filter
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Fig. 2. Network utilization rate for single clients of each type.

(TBF) attached to outgoing network interface. Incoming traffic for each client
was shaped with a TBF attached to Intermediate Functional Block devices –
virtual network interfaces enabling control of ingress network traffic in Linux.
Consequently, each stream of downloaded data was passing two network seg-
ments with different bandwidth: one on server’s network interface (shared by
all clients) and the other on the clients network interface. The bandwidth of the
server network was set to 5 Mbps and bandwidths for the clients were configured
as follows:

– slow – 0.5 Mbps
– normal – 2 Mbps
– fast – 8 Mbps

Consequently, slower clients were not able to fill the bandwidth of server’s net-
work, and the fast client had a faster network link than the server. This is con-
sistent with the configuration of the original simulations with multiple clients if
the total bandwidth available for each type of clients is considered.

As observed during the experiment, average bandwidths used by the clients
in two-minute download processes were as follows:

– slow – 0.47 Mbps
– normal – 1.9 Mbps
– fast – 2.2 Mbps

The results clearly show that in the analyzed configuration the slower clients
almost fully utilized bandwidths of their own network links. This was a significant
difference in comparison with the simulation results.
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4 Improving Precision of the Network Model

4.1 The Problem of Parallel Data Transfers

A more precise estimation of network transmission time could be achieved by
combining existing simulator with a precise model of Transmission Control Pro-
tocol (TCP). It is even feasible to include crucial parts of the real TCP imple-
mentation into the simulator, as shown in [18]. However, such a solution requires
significant effort not only to modify existing simulator, but also – what is even
more important – to obtain reliable information about details of TCP versions
and configurations of particular servers and clients. The second problem seems
to be especially difficult for real-world business applications. For this reason,
another – less precise, but more practical – solution was chosen.

As already mentioned, the network model in the simulator assumed that
a data package (e.g., a file) was transmitted as a whole, generating a proper
delay for delivery of the data package and occupying a network segment for the
whole transmission time. Consequently, the next data transfer was delayed until
the previous one was finished. Thus, in the simulations described above, data
packages designated for slower clients were frequently delayed on the server link
by other transfers, especially the ones sent to the faster clients. Thus, the slower
client’s network links were idle for some periods of time, waiting for data from
the faster link. Therefore, although the server link was significantly faster than
the links of normal and slow clients, the crude network model prevented the
transfers from filling bandwidths of the slower networks.

This situation does not occur in the real-world scenarios, because transmit-
ted data are divided into segments. Thus, even large data transfers do not delay
the others until they are completed. First, the data transfers over one network
overlap. Second, segments already transmitted over one network are passed to
another one and a single data package (e.g. file) can be concurrently transmit-
ted over more than one of subsequent networks on a route. Thus, faster network
links, even if significantly loaded, usually can transfer sufficient number of data
segments to fill bandwidth of the slower ones ensuring as efficient data transmis-
sion as possible.

4.2 Improving the Simplified Model

In order to mitigate the problem without including the complete TCP model in
the simulator, an intermediate solution was devised. In order to ensure a lower
grained and more precise simulation of parallel transmissions, the transmitted
data packages (e.g., files) were divided into a number of fragments. Each fragment
was transmitted separately and the simulator reported data reception only after
all fragments were received. This solution also ensured that a single data package
could be transmitted through more than one network on a route. Thus, with a
larger number of smaller data fragments to transfer, the faster network links
should have been able to fill bandwidth of the slower ones even if the faster links
were busy.
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The solution with data fragmentation was implemented in the simulator as
an additional option. The maximum number of fragments for a data package can
be configured for each simulation. The actual number of fragments for a specific
package is selected according to (1), where M is the maximum number of frag-
ments configured for simulation and s is size of the whole data package in bytes.
The value of 1500 is derived from the Maximum Transmission Unit (MTU) for
the most popular Ethernet protocol. Consequently, the fragments are not smaller
than 1500 B and with value of M simulator may be configured to use more or
less fine grained model.

min(M, �s/1500�) (1)

4.3 Estimation of Achieved Improvement

The results provided by the new version of the simulator were again compared
with the results of the experiment described in Sect. 3.2. The maximum number
of fragments was set to different values in order to find a setting that ensured
the sufficient precision. As presented in Fig. 3, setting the maximum number
of fragments to 5, significantly improved accuracy of results. Figure 4 shows
additional improvement for the maximum number of fragments set to 10, but
in this case the difference is not significant. Similarly, increasing the maximum
number of fragments to 30 did not cause meaningful improvement (Fig. 5).
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Fig. 3. Results of simulations for the maximum number of data fragments set to 5.
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Fig. 4. Results of simulations for the maximum number of data fragments set to 10.
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Fig. 5. Results of simulations for the maximum number of data fragments set to 30.

5 Applying Improved Simulator to the Case Study

The improved simulator was used again to analyze the real case-study appli-
cation in order to check how the more precise simulation affected results. The
simulations were carried out for two values of the maximum number of data
fragments set to 5 and 10. Average update times are summarized in Table 2.
Graphs of the network usage are presented in Figs. 6 and 7.
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Table 2. Average update time for a client for different values of the maximum number
of data fragments.

Number of clients of each type Average update time [s]

No fragmentation 5 fragments 10 fragments

40× :fast, 20× :normal, 20× :slow 546.33 s 542.26 541.05

80× :fast, 20× :normal, 20× :slow 675.23 s 683.10 679.02

20× :fast, 20× :normal, 20× :slow 551.17 s 541.28 540.74
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Fig. 6. Results of simulations for the maximum number of data fragments set to 5.

Comparison of results from Table 2 does not show significant differences in
update times for different configurations of simulator. This is due to the fact,
that in average, shorter update time for :slow and :normal clients is compensated
by longer update times for :fast clients. Therefore, analysis of the less aggregated
results of simulation presented in Figs. 6 and 7 more clearly shows differences in
obtained results.

To illustrate these differences between the initial result of simulation (without
fragmentation, Fig. 1) and the final one (maximum 10 fragments, Fig. 7), such
scenarios are directly compared in Fig. 8. For clarity of the graph, only results
for slow clients are shown.

It is clearly seen that the network utilization rate is higher when fragmen-
tation is considered, especially for the first part, when fast clients were still
downloading the update. Thus, the obtained simulation results more closely cor-
respond to the experiment results described in Sect. 3.2.

For the considered application, the aggregate metrics, i.e., the average client
update time and the number of client timeouts were the required results. These
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Fig. 7. Results of simulations for the maximum number of data fragments set to 10.
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Fig. 8. Comparison of simulation results for slow clients depending on fragmentation.

values were not significantly affected by the basic model of network data trans-
mission, despite of the fact that the application is network-bounded. However,
simulations are frequently used also to observe behavior of a system in a more
detailed way. In such the case, where not only aggregated results are important
and when performance of an application depends mainly on network transmis-
sion time, the more precise network model may be an important improvement
for the simulator.
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6 Summary

Based on the experiments described in the paper, using simulation enabled by
the formalism of Timed Colored Petri Nets (TCPNs) to analyze a high-level
model described with a Domain-Specific Language (DSL) allows to obtain reli-
able results regarding network-related performance of distributed systems. The
aim of the case study presented in this paper was to examine performance of
one of the systems developed and offered by TITUTO Sp. z o.o. [Ltd.] company
(Rzeszow, Poland).

The initial version of the simulation method did not provide satisfactory
results while more detailed analysis of the real-world scenario was performed.
For this reason, the research approach has been adjusted to properly handle
transmission of files over the network, by adding the possibility of dividing them
into fragments. In the paper, a few experiments are described, together with
a detailed analysis of results. At the end, the already checked and described tool
has been enhanced with additional features.
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Abstract. In the paper, the method for determining the diagnostic
structures for effective fault detection within military IoT networks is
proposed. The method is based on partitioning IoT network among dis-
joint clusters and applying comparison approach for diagnosis of mis-
behaving nodes within network clusters. Common communication and
diagnostic structures are determined on the basis of the nodes attain-
ability characteristics and subsequent generation of subset of dendrites.
The procedure for choosing the most effective diagnostic structures is
proposed in the paper. In the procedure for selecting the diagnostic struc-
ture the following measures are used: the global dendrite attainability,
the number of elementary comparison tests and the number of stages
for performing all required tests. Also, influence of diagnostic tests on
the values of performance metrics for some real-time services is investi-
gated. The usefulness of the method has been verified through simulation
experiments prepared and performed in Riverbed Modeler environment.

Keywords: Fault-tolerant system · Fault-diagnosis · WSN · Internet of
Things

1 Introduction

The adaptation of the Internet of Things concept in the military domain (Mil-
itary Internet of Things MIoT) emphasizes on connectivity of military things
(e.g. military vehicles, weapons, materials, sensors, soldier devices, etc.) with-
out any human participation [1–3]. The MIoT should be used in safety critical
real-time applications and have to deal with faults arising out of unreliable hard-
ware, limited energy, connectivity interruption, and harsh or even hostile physi-
cal environment. These reasons force to consider fault tolerance techniques while
designing the MIoT application, in order to achieve of MIoT resilience against
failures. Wireless Sensor Networks (WSNs) are the most significant part of MIoT
and so, WSN’s resilience against failures have to be also considered [4,5].

The MIoT can be seen as a collection of collaborating objects. Each of them is
equipped with a number of sensor nodes (SN) and transmitter-receiver devices,
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 28–43, 2017.
DOI: 10.1007/978-3-319-59767-6 3
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which will be referred to as collecting sensor nodes (CSN). For efficiency and
security reasons it is assumed that WSN will be partitioned among disjoint
groups (clusters) with a limited number of objects on the basis of communication
capabilities. The overall structure of WSN is illustrated in the Fig. 1.

We also assume that interested area of the MIoT comprises of a large number
of self-organized sensor devices. Sensor devices usually consist of a number of
physical sensors gathering environmental data, a microcontroller processing the
data, and a radio interface to communicate with other nodes.

Fig. 1. The overall structure of fault-tolerant WSN for military application [5]

We will focus on a one cluster, which includes a number of objects that are
able to perform similar usable functions (Fig. 2). An example of the object could
be a wire or wireless body area network installed on a soldier body.

Fig. 2. Structure of the sensor nodes cluster [4]

In order to guarantee the quality of service and performance of the IoT
applications, it is essential to detect faults, and to perform something akin to
healing and recovering from events that might cause faults or nodes misbehav-
ior in the network. Some of military applications are used in real-time mode
(or near real-time) and require both very high reliability and high efficiency of
data processing throughout all the network life cycle. Furthermore, assuming
harsh or even hostile physical environment for the system, a number of factors
including self-diagnosing, fault tolerance and reconfiguration should be seriously
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considered in the designing phase. One of the possible ways to achieve fault tol-
erance is to reconfigure the network to a smaller system after the fault has been
diagnosed. The new (i.e. degraded) network continues its work after resources
reassigning and under the condition that it meets a special requirements.

We consider the MIoT network partitioned among different clusters within
each of them some security techniques are implemented according to work [5].
Each cluster of the WSN is an autonomous space of CSN nodes with its own com-
munication structure. Each cluster creates one security domain. In the domain
there is one node, which plays a role of Master (the M node) and stories the
authentication data of all nodes belonging to the domain (Fig. 3). All other
CSNk nodes, which also belong to the security domain, play the role of repli-
cas of Master (the rM nodes). In case of detection of the malfunction of the
M node by diagnostic procedures, the role of the M node can be taken over by
another rM node. In the domain the central node and the recipient of the sensory
data is the Gateway node (the G node) (Fig. 3). Transfer of the sensory data is
cryptographically protected using a common symmetric key, which is securely
distributed using mechanisms implemented insecurity domain.

To establish security during the diagnostic procedure and during the transfer
of sensory data, in the solution was adopted a communication structure, which
enforces authentication of CSNk nodes by the Master node, before these nodes
will be able to start building routing table. It allows to avoid several types of
routing attacks, as for instance routing table overflow attack.

Fig. 3. CSNi node placement within a cluster

Fault tolerance in WSNs has been the subject of active research in the past
few decades. Recently, fault tolerance and management in WSNs have drawn
researches’ attention [5–8]. Some approaches, energy efficient detection schemes
and algorithms for failure detection, faulty sensor identification have been pro-
posed [7,8]. The mutual testing method [9] at the processor level was adopted
among them, in which each processing element (sensor node) is capable of testing
its neighbors [9].

In the paper [4] we proposed some techniques of fault diagnosing. The pur-
pose of these techniques (FTT) is to use available means to detect, identify,
and isolate possible sensor faults, actuator faults, processing elements faults,
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communication links and system faults. In the design of a fault-tolerant system
the fault model should be defined. The great majority of works in the field of
system level diagnosis is devoted to localization of faulty units in processor net-
works. Applying known algorithms of identification of faulty nodes which were
proposed for distributed systems might be difficult within IoT networks due to
limited resources of IoT devices and could consume too much energy in the neces-
sity of performing periodical tests. Our approach is based on detectability notion
and applying td-detectable structures for the IoT network which is divided into
relatively small clusters. This approach allow us periodically confirm reliability
of all tested nodes within a cluster assuming that the number of faulty nodes not
exceed a given value of td. If after applying all tests from the detectable structure
the reliability state of cluster is determined as unfit we might decide to apply
localization procedures or simply to reject part of data from a faulty cluster.

At the sense layer of the MIoT, the components of each node can be
divided into two groups. The first group consists of the nodes with a proces-
sor/microcontroller, storage subsystem and power supply infrastructure. The
second group can include sensors and actuators. However simultaneous occur-
rence of microprocessor’s and sensor faults couldn’t be excluded. Faulty nodes
and its sensors should be diagnosed and isolated from the system. At the net-
work layer of the MIoT we assume communication links faults, communication
nodes (CSN, gateway faults, etc.).

According to approach called MM method [9], the diagnosis is performed by
sending the same input to pairs of processors and comparing their responses.
Based on the collective results of comparisons, one may be able to claim the
faulty/fault-free status of the nodes in the cluster.

We assume, that the diagnosis of a cluster CSN nodes is performed with a
use of the MM∗ method and consists of conjunction of all possible results of
comparison tests for the logical structure G of the cluster. Three nodes take
part in each comparison test: a comparator (ek) and a comparison pair {e′, e′′}.
Comparator orders neighboring node e′ and e′′ the same task and checks whether
the results of the task are identical. We will denote the comparison test by
ψ = (ek; e′, e′′).

Let us denote by E1 and E0, accordingly, the set of faulty as well as fault-
free network nodes, and d

(
ψ,E1

)
- result of the comparison test ψ for the set

of faulty nodes E1. We assume that d
(
ψ, E1

)
= 0 means that the difference

between obtained results from both compared sensor nodes not exceed given
threshold ϑk and d

(
ψ, E1

)
= 1 − in the contrary.

The efficiency of diagnostic procedures will depend both on computational
complexity of determining diagnostic structures and their capability for detect-
ing faulty nodes. The diagnostic tests performed periodically for each MIoT
cluster might adversely affecting on the functioning of MIoT applications. This
applies in particular to real-time applications or operating in a near real-time
mode. A generalized cost of a network traffic with a specified tests scheduling
and workload of a network is usually tested using an experimental methods or
simulation [11].
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The main goal of the paper is to propose the method for determining the
diagnostic structures for effective fault detection within military IoT networks.
The procedure for determining diagnostic structures should be simplified for its
possible implementations in devices with limited computational capability. We
limited our considerations to a given partitioning of MIoT among disjoint clusters
assuming that the clusters have been already determined. The next aim of the
paper is to investigate the impact of diagnostic tests on the values of performance
metrics of some real-time services taking Voice over IP as an example.

We see our contribution as follows: (1) We extend our approach presented
in the work [4,5] for application td-detectable structures within IoT; (2) An
analytical way for determining the effective diagnostic structure under the MM-
model (in terms of minimization of the number of elementary comparison tests
and the number of stages for completing all required test) was elaborated; (3)
We proved by simulation experiments usefulness of the approach for military
IoT applications, and particularly its small influence on some real-time services
was confirmed.

The rest of the paper consists of three sections and a summary. The sec-
ond section provides a basic definitions of notions and properties of diagnostic
structures used in the paper. In the third section the method for determining
diagnostic structures for a logical structure of given network cluster is presented.
The basis of this method constitute analytical construction of possible dendrites
and calculation of some measures proposed for selecting the best diagnostic
structure. The results of simulation studies (implemented in Riverbed Modeler
environment) are described in the Sect. 4. Finally some concluding remarks are
given in the last section.

2 The Basic Definitions and Properties

Definition 1. The structure of a network is described by coherent ordinary
graph G = 〈E,U〉 (E - set of network nodes, U - set of bidirectional data trans-
mission lines).

Let d (e, e′ |G) be the distance between nodes e and e′ in a coherent graph
G, that is the length of the shortest chain (in the graph G) connecting node e
with the node e′.

Definition 2. We say ([10,11]) that the graph
〈
G; Ė

〉
for

∣
∣
∣Ė

∣
∣
∣ ≥ 1 is (m, d |G) -

perfect placement for m ∈ {1, . . . , μ (G)} , d ∈ {1, . . . , D (G)} ,D (G) - diameter
of the graph G if there exists the set Ė of minimum cardinality such that

[
∀e∈{E(G)\Ė}:

∣
∣
∣
{

e′ ∈Ė :d (e, e′ |G) ≤ d
}∣

∣
∣ ≥m

]
∧

[
∀{e∗,e∗∗}⊂Ė :d (e∗,e∗∗ |G) > d

]

∧
[
(μ (e′′ |G) = 1)⇒

(
e′′ /∈Ė

)]
.
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Let r (e,G) = max
e′ ∈E(G) d ((e, e′) |G) be the radius of a node, and D (G) =

max {d ((e′, e′′) |G) : {e′, e′′} ⊂ E (G)} be the diameter of a graph G.
Denote by E(d) (e |G) = {e′ ∈ E (G) : d (e, e′ |G) = d} for d ∈ {1, . . . , D (G)}

and by

ς(e,G) = (ς1(e,G), . . . , ςr(e,G)(e,G)) for ςd(e,G) =
∣
∣
∣E(d)(e |G)

∣
∣
∣ . (1)

Definition 3. Let ϕ (e, G) =
∑

e′ ∈E(G)

d (e, e′ |G) for e ∈ E (G) be the attainability

of the node e in the network G and Φ (G) =
∑

e∈E(G)

ϕ (e, G) be the attainability

of the network G.

Using (1) we have

ϕ (e, G) =
r(e,G)∑

d=1

dςd (e,G). (2)

Example 1. Consider the exemplary network structure presented in the Fig. 4a.
In the Table 1 the radius (A), and attainability using (1) (B) for all nodes of G
are presented.

In Table 1 the nodes e2 and e7 have the highest value of the attainability.
Based on this node’s, the diagnostic structure for G will be determined.

Fig. 4. Exemplary cluster of network (4a) and diagnostic structure of the structure
G (4b)

Definition 4. Let T
〈
E,U

∗〉
be the dendrite i.e. such coherent acyclic partial

graph of G = 〈E,U〉 that:

∃ 〈e′, e′′〉 ∈ U =⇒ 〈e′, e′′〉 ∈ U
∗ ⇐⇒ [(d (ei, e

′)) = d (ei, e
′′) ∧ d (e′, e′′) = 1] .

for r (ei) = min
e∈E(G) r (e).
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Table 1. The r (e|G) (A) , ϕ (e, G) (B) , and Φ (G) for the nodes of the structure G
presented in the Fig. 4a

A B

e ∈ E (G) r (e|G) e ∈ E (G) d (e, e′|G) ϕ (e, G)

1 2 3

e0 2 e0 4 4 0 12

e1 3 e1 4 3 1 13

e2 3 e2 2 3 3 17

e3 3 e3 4 3 1 13

e4 3 e4 2 4 2 16

e5 3 e5 2 4 2 16

e6 3 e6 2 4 2 16

e7 3 e7 2 3 3 17

e8 2 e8 4 4 0 12

Φ (G) 132

Denote by T (e) for e ∈ E (G) the set of all possible dendrites determined for
node e.

Let Φmax (T (e)) = max
t∈T (e)

∑

e∈E(t)

ϕ (e|t) be the value of maximal attainability

for T (e).
The dendrite t is a basis to determine the diagnostic and communication

structures of G. The algorithm for determined the dendrite t is presented in
[11]. The method for determined the optimal diagnostic structure based on the
dendrites determination is presented in Sect. 3.

Property 1. r (e,G) = D (G) = |E(G)|
2 if the structure G is a Hamiltonian cycle.

Property 2. If G′ ⊂ G′′ that {E (G′′) \E (G′)} = e∗, then ∀e∈{E(G′′)\{e∗}} :
ϕ (e,G′′) = ϕ (e,G′) + d (e, e∗|G′′).

Definition 5. A cluster is t − diagnosable if each sensor node can be correctly
identified as fault-free or faulty based on a valid collection of comparison results,
assuming that the number of faulty nodes does not exceed a given bound t.

Definition 6. A cluster is td − detectable if each faulty subset of CSNs nodes
can be correctly indicated, assuming that the number of faulty nodes does not
exceed a given bound td.

According to the work [4] the cluster with a logical structure G is td −
detectable if for any fault situation there exist at least one comparison test Ψ
such that d

(
ψ,E1

)
= 1 provided that the number of faulty nodes does not

exceed td i.e.
∣
∣E1

∣
∣ ≤ td.
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Let ψ be the comparative test, and Ψ (G) be the set on possibility comparative
tests in G, and E (ψ) be the set of nodes involved in comparative test ψ.

Denote by K (ψ) and by P (ψ) respectively comparator node and comparative
pair in ψ.

ψ = (e∗; e′, e′′) for K (ψ) = e∗and P (ψ) = {e′, e′′} .

Definition 7. Let Ψ ′ ⊆ Ψ(G) be the coverage of the set of nodes if and only if
G if ⋃

ψ∈Ψ ′
P (ψ) = E (G) .

Definition 8. The set Ψ ′ ⊂ Ψ(G) is the coverage of the set of nodes if and
only if

∀
e∈E

∃
ψ∈Ψ e ∈ P (ψ) .

Definition 9. The set of comparisons tests Ψ
′ ⊂ Ψ (G) is called a diagnostic

structure of G if it is the coverage of E (G) providing that the network is td −
detectable (td > 0) or t − diagosable (t > 0).

Further we consider only detectable diagnostic structures i.e. structures which
are td − detectable. For representation a diagnostic structure we will use intro-
duced in [4] simplified comparison graph (SCG) as a graph G

(
G;E

∗)
, where

the set of comparators E
∗

will be distinguished with bold nodes, a pair of anti-
symmetric arcs will be represented by the edge, and arcs leading to nodes which
aren’t comparators will be represented by dotted lines. The arc 〈e′, e′′〉, where
e′, e′′ ∈ E

∗
, denotes that the node e′′ (a comparator) is an element of a compa-

rable pair of comparator e′. An example of diagnostic structure representation
in the form of SCG is presented in the Fig. 4b.

3 Determining the Diagnostic Structure

The method of determining the diagnostic structures for a given network cluster
G consists of three stages. In the first stage all possible dendrites T (e) for e ∈
E (G) : ϕ (e) = max

e∈E(G) ϕ (e) are determined. In the second stage, for every
dendrites determined in the first stage, the value of attainability Φ (T (e)) is
calculated. In the third stage, the dendrite t as an effective diagnostic structure
(simplified comparisons graph) is selected on the basis of three measures. The
first measure, for selected diagnostic structure, is the maximal attainability of
ti. The selected structure ti fulfills the condition Φ (ti) = max

ti∈T (e) Φmax (ti) for
i = {1 · · · |T (e)|}. The second measure is a number of comparative tests |Ψ ′ (ti)|,
and the third is a number of stages in which comparative tests can simultaneously
run. The structure presented in the Fig. 4a have two nodes {e2, e7} (marked
respectively in the Figs. 5 and 6 by bold circles) with the maximal value of
attainability. In the Figs. 5 and 6 respectively the possible diagnostic structures
T (e2) and T (e7) are presented. The nodes of K (ψ) are marked as circle.
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In the Table 3 one of possibility sets Ψ ′ of comparative tests of structures,
which are shown in Fig. 5, are presented. Sets Ψ ′ of comparative tests, which can
be simultaneously run, for structures {t1, t2} are divided into three stages Si,
and for structure {t3} are divided into four stages. The stages in the Table 3 are
marked by the colors, which correspond to color of arcs in Fig. 5 (Table 2).

Fig. 5. The possible diagnostic structures T (e2) determined for the node e2 (Color
figure online)

Table 2. Results of determining the attainability for structures presented in the Fig. 5

T (e2) t1 t2 t3

Φ (t) 208 204 172

Table 3. One of possible sets of comparative tests for the structures shown in Fig. 5

Si/Ψ ′ Ψ ′ (t1) Ψ ′ (t2) Ψ ′ (t3)

S1

(0; 3, 5) (1; 3, 6) (0; 3, 5)
(1; 6, 8) (8; 2, 4) (1; 6, 8)

(0; 5, 7)

S2
(8; 1, 4) (8; 1, 4) (8; 1, 4)
(7; 0, 2) (7; 0, 2)

S3 (2; 7, 8) (2; 7, 8) (8; 0, 2)

S4 (2; 7, 8)

In the Table 5 one of possibility sets Ψ ′ of comparative tests of structures
T (e7), which are shown in the Fig. 6, are presented. Sets Ψ ′ for structures {t1, t2}
are divided into four stages, and for structures {t3, t4} are divided into three
stages (Table 4).

3.1 Remarks

Acceleration of selecting the diagnostic structure is the goal of the proposed
method. The method assumes a reduction of the structure’s selection process for



Method for Determining Effective Diagnostic Structures 37

Fig. 6. The possible diagnostic structures determined for the node T (e7)

Table 4. Results of determining the attainability for structures presented in the Fig. 6

T (e2) t1 t2 t3 t4

Φ (t) 172 172 204 208

Table 5. Results of determining the attainability for structures presented in Fig. 6

Si/Ψ ′ Ψ ′ (t1) Ψ ′ (t2) Ψ ′ (t3) Ψ ′ (t4)

S1

(3; 1, 6) (8; 1, 4) (3; 1, 6) (8; 1, 4)
(8; 0, 4) (3; 0, 6) (0; 7, 5) (3; 0, 6)

(8; 2, 4)

S2
(0; 3, 5) (0; 3, 5) (0; 3, 5) (0; 3, 5)

(2; 7, 8) (2; 7, 8)

S3 (7; 0, 2) (7; 0, 2) (7; 0, 2) (7; 0, 2)

S4 (0; 7, 8) (0; 7, 8)

consideration the structures created for the node e ∈ E (G) : ϕ (e) = max
e∈E(G)

ϕ (e). Then T (e) : r (e, t) = r (G) for t ∈ T (e) are determined. Next
t : Φ (t) = max

t∈T (e) Φmax (t) is selected as the diagnostic structure, while the struc-

ture t : Φ (t) = min
t∈T (e) Φmin (t) is selected as the communication structure. The

problem is when the number of nodes, or the number of structures, with maxi-
mum (or minimal for choose the optimal communication structure) attainability
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is greater than one, like in the cases presented in Sect. 3. In that cases an addi-
tional selection criteria (for choose the optimal diagnostic structure), that must
be met by generated structure, must be considered. Minimal number of the com-
parative tests is the first of selection criteria, and the minimal number of the
stages of comparative test performing is the second one. It is assumed that at a
given moment the node may participate in only one comparative test.

4 The Results of Simulation Studies

Procedure for determining the best set of diagnostic tests in the wireless network,
specified in the Sect. 3, has been verified through simulation tests. The aim of
the simulation studies was to confirm the correctness of the theoretical consider-
ations, arguments, and evaluation of influence of diagnostic tests on functioning
of the motionless wireless sensor network (WSN). We assumed that the tests
affect the performance of the selected network service, and simulation study will
indicate the test of the “smallest” impact on that service. The simulation exper-
iment confirmed the accuracy of selecting the optimal diagnostic test, which was
indicated by the analytical calculations.

During the experiment it was assumed that wireless nodes communicate using
the VoIP (Voice over IP service). During the exchange of voice data, the proce-
dure of node’s testing was performed, according to the selected schedule tests
Si/Ψ ′, as defined in the Tables 3 and 5.

4.1 WSN Model and Simulation Scenarios

Communications structure of wireless sensor network, corresponding to graph G
(Fig. 4) is shown in the Fig. 7.

Fig. 7. WSN communication structure
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Flows between nodes illustrate, which nodes are in direct Wi-Fi range of
its neighbors. For example, node e2 is in the range of node e7 and node e8,
and because of the excessive distance from other nodes remains beyond their
immediate range (which has been proven experimentally).

Simulation studies have been prepared and implemented in Riverbed Modeler
environment. In simulation scenarios, models of wireless workstations available
in Riverbed Modeler, working according to the 802.11 g standard, have been
used. All workstations use OLSR (Optimized Link State Routing Protocol).

A single scenario, showing the structure for which the test Ψ ′ (t1) is carried
out, is shown in the Fig. 8.

Each simulation scenario corresponds to the one of diagnostic structures
shown in the Fig. 5 (diagnostic structures for the node e2) and in the Fig. 6
(diagnostic structures for the node e7).

Flows (shown in the Fig. 8) illustrate partial tests of Ψ ′ (t1), carried out
according to schedule from Table 3. For example, partial test (0; 3, 5) corresponds
to two unidirectional flows (the force and the response sequence) between nodes
e0 and e3 and between e0 and e5 (node e0 is the comparator). Unidirectional
flow model is very simple, as shown in Fig. 9. Two seconds after the start of the
sending the force sequence, tested node starts sending identical sequence, which
is treated as a response to the force.

Fig. 8. Single simulation scenario corresponding to Ψ ′ (t1)

4.2 The Results of Simulation Experiment

Some interesting results, confirming the correctness of the procedure for deter-
mining the optimal diagnostic structure, are shown in the Figs. 10, 11, 12 and 13.
The dotted lines corresponds to the results obtained for the t1 (e2), which is,
according to the procedure, the most effective test procedure.

For each simulation scenario, to assess the impact of test procedure on the
functioning of the VoIP network, two characteristics were determined: a Voice
End-to-End Delay (EE Del), and a Voice Delay Variation (VDV).
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Fig. 9. Model of unidirectional flow

A. Voice End-to-End Delay (EE Del). End-to-end delay is average delay in
seconds for all network nodes communicating each other under VoIP. The lowest
value of EE Del is desired.

Results obtained during the simulation are presented in the Figs. 10 and 11.
The Fig. 10 shows the average values of EE Del.

Fig. 10. Average End-to-End Delay

B. Voice Delay Variation (VDV). Voice Delay Variation is average variance
in seconds (for all voice workstations) among end to end delays for voice packets.
It is measured from the time packet is created to the time it is received. The
lowest value of VDV is the best. The results are presented in the Figs. 12 and 13.

The results of evaluation of EE Del and VDV are presented in the Table 6.
The results confirm that t1 (e2) has the least impact on the functioning of the
specific network with a VoIP service.

Table 6. Summary of simulation results

Test t1 (e2) t2 (e2) t3 (e2) t1 (e7) t2 (e7) t3 (e7) t4 (e7)

Average EE Del(s) 0,148353 0,232728 0,238334 0,308361 0,205328 0,19681 0,215851

Average VDV (s) 0,015298 0,083317 0,073897 0,105536 0,053993 0,035568 0,059377
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Fig. 11. End-to-End Delay for VoIP transmission

Fig. 12. Average Voice Delay Variation

Fig. 13. Voice Delay Variation for VoIP transmission
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5 Summary

In this paper the method for determining the diagnostic structures for effective
fault detection within Military IoT networks is proposed. The proposed method
is useful in military applications, where the replacement of the failed component
is not possible. The structure of the network cannot be renewed (is in the process
of a softly degradation). Simulation studies confirmed that the solutions for
network diagnostics, based on the adoption of system-level comparison methods
proposed in the paper, have a good efficiency with a minimal influence on some
MIoT services such as VoIP. The proposed approach has low computational
complexity and could be applied in relatively small cluster’s devices with limited
resources. The goal of the work to find simple analytical method for a MIoT
cluster diagnostic structure determining based on the properties of its logical
structure was achieved.

References

1. Zheng, D.E., Carter, W.A.: Leveraging the Internet of Things for a more efficient
and effective military. A Report of the CSIS Strategic Technologies Program (2015)

2. Suri, N., et al.: Analyzing the applicability of Internet of Things to the battlefield
environment. In: Proceedings of ICMCIS Conference, Brussel (2016)

3. Yishi, L., Fei, J., Hui, Y.: Study on application modes of military Internet of Things
(MIOT). In: Proceedings of 2012 IEEE International Conference on Computer
Science and Automation Engineering (CSAE), vol. 3, pp. 25–27 (2012)

4. Chudzikiewicz, J., Furtak, J., Zielinski, Z.: Fault-tolerant techniques for the Inter-
net of Military Things. In: Proceedings of 2nd IEEE World Forum on Internet of
Things WF-IoT15 (2015)

5. Chudzikiewicz, J., Furtak, J., Zielinski, Z.: Integrating some security and fault
tolerant techniques for military applications of Internet of Things. In: Proceedings
of 3rd IEEE World Forum on Internet of Things WF-IoT16 (2016)

6. Koushanfar, F., Potkonjak, M., Sangiovanni-Vincentelli, M.A.: Fault-tolerance in
sensor networks. In: Mahgoub, I., Ilyas, M. (eds.) Handbook of Sensor Networks.
CRC Press, Boca Raton (2004). Section VIII, no. 36

7. Jiang, P.: A new method for node fault detection in wireless sensor networks.
Sensors 9, 1282–1294 (2012)

8. Chen, J., Kher, S., Somani, A.: Distributed fault detection of wireless sensor net-
works. In: DIWANS 2006 Proceedings of the 2006 Workshop on Dependability
Issues in Wireless Ad Hoc Networks and Sensor Networks, pp. 65–72 (2006)

9. Maeng, J., Malek, M.: A comparison connection assignment for self-diagnosis of
multiprocessor systems. In: Digest International Symposium Fault Tolerant Com-
puting, pp. 173–175 (1981)
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Abstract. This paper proposes a new joint power control and resource
allocation algorithm in cognitive LTE femtocell networks. The presented
algorithm minimizes the transmit power of each femtocell, while satisfy-
ing a maximum number of users with QoS requirements. The optimiza-
tion problem is multi-objective NP-hard. Hence, in the paper a joint
channel assignment and power control allocation scheme is proposed,
solving the problem so formulated. Especially, a Gale-Shapley method is
involved in this scheme to address the co-tier femtocell interference issue.
In order to find a pareto optimal solution, a weighted sum is used. The
performance of this method is evaluated by simulation.

1 Introduction

Cognitive radio (CR) systems are proposed to allow opportunistic use of unuti-
lized licensed resources by sensing spectrum [12]. The sensed information is used
by unlicensed users (secondary users, SUs) to take so-called spectrum holes with-
out producing significant interference to licensed users (primary users, PUs).

Recent studies indicate that more than 60% of mobile traffic is generated
indoors [11]. In order to improve coverage, cellular networks have integrated
by use Femtocell Access Points (FAPs) [1]. They act as ordinary base stations
(BSs) in wireless cellular systems. FAPs are small-coverage, inexpensive, low
powered base stations deployed for indoors. They are connected to the wireline
infrastructure. Thus, FAPs receive data from mobile stations (MSs) in their
building and transfer to the network through the wireline connections. When
MSs are outdoors, the wireless connections can be made with the macro base
station (MBS).

Merging cognitive radio network in two-tier cellular networks integrated by
FAPs can permit the successful and cost-effective deployment of cognitive femto-
cells. These cognitive radio femtocell networks have been studied in many papers.
Among others, the dynamic spectrum sharing problem in cognitive radio fem-
tocell networks with the application of decomposition theories was presented
by J. Xiang et al. [16,17]. Power control and subcarrier allocation for OFDMA
based underlay cognitive radio network was studied by N. K. Gupta et al. [6].
The interference study for cognitive LTE-femtocell has been carried out by
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DOI: 10.1007/978-3-319-59767-6 4
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Z. Zhao et al. [18]. The interference study for cognitive LTE-femtocell has been
carried out by Z. Zhao et al. [18]. In turn a cost-effective approach in the
cognitive femtocell networks based on the 4 G architecture has proposed by
Y.-Y. Li et al. [9].

The main objective of the study is to introduce a new model of resource
allocation in cognitive femtocell systems that use the LTE technology. The inno-
vation consists in the use of the “effective capacity” calculation method known
in the literature on the subject and applied in the study to propose an optimiza-
tion problem for this type of systems that include two types of users: fixed and
mobile ones. The original approach to identifying a suboptimal solution of the
problem consists in the use of the Gale-Shapley algorithm to achieve a stable
matching of power control.

The rest of paper is organized as follows. In Sect. 2 the system model is
presented. Section 3 provides the formulation of the optimization problem. In
Sect. 4 the use of the Gale-Shapley algorithm to solve the problem of joint power
control and resource allocation in cognitive LTE-femtocell networks is presented.
Section 5 gives the simulation results to show that the proposed method achieves
comparable efficiency to classical methods. Section 6 concludes the paper.

2 System Model

It is assumed that a cognitive femtocell system consists of a macrocell and mul-
tiple femtocells, as shown in Fig. 1. The system also includes a Primary Base
Station (PBS), which is here TV transmitter, and a Secondary Base Station
(SBS) (here Macrocell Base Station, MBS). MBS is communicating with the
femtocell access points (FAPs). Femtocell users treated as SUs share the same

Fig. 1. Basic architecture of cognitive femtocell network.
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spectrum with primary users (PUs), which are here TV system users. There is
no interactions between femtocells. To avoid severe co-channel interference or
occupation of femtocells by the same channels, it is here assumed they are sep-
arated at least for safety distance. Despite this the aggregate interference from
multiple femtocells to a certain PU must sometimes be taken into account due
to the large number of femtocells using the same channel.

The following model can describe the channel power gain of the subcarrier k
of the i-th femtocell, namely

Hk,i = Xk,j · 10−PL/10 (1)

where Xk,j is the effect of the fading and can be assumed to be Rayleigh distrib-
uted random variables with mean equal to one. PL is the path loss component
that can be calculated by use the model given by P. Kysti [8]:

PLLOS(dB) = 18.7 log(d) + 46.8 + 20 log(fc/5) (2)

PLNLOS(dB) = 20 log(d) + 46.4 + 20 log(fc/5) + LW (3)

where d denotes the distance in meters between the femtocell access point, fc

is the carrier frequency (GHz), LW gives the wall penetration loss (dB) with
LW = 5nW for the light walls and LW = 12nw for heavy walls where nw is the
number of walls between BS and MS.

The interference in the LTE-femtocell network introduced by the k-th subcar-
rier of the i-th femtocell to the PU, Iki, is the integration of the power spectrum
density of the k-th subcarrier of the i-th femtocell accross the PU band, B.
Therefore, it is given by

Iki =
∫ dki+

B
2

dki−B
2

GkiΦki(f)df = PkiΩki (4)

where Gki is the channel power gain between the k-th subcarrier of the i-th
femtocell and the PU receiver. dki is the spectral distance between the k-th
subcarrier of the femtocell and the PU band. Φki is the power spectrum density
of the k-th subcarrier of the i-th femtocell.

Now to try to describe the dependence introduced by the interference in
the cognitive LTE-femtocell network. It is assumed that the available channels
are assigned to the femtocells based on the distance. Then the power budgets
of different femtocell access points is decreased by the underlying interference.
Such dependencies can be described as follows.

If femtocells are very close to each other, the spatial correlation of the neigh-
bouring femtocell clusters, γ, can be defined as follows

γ =
r

D
(5)

where r defines the radius of femtocell cluster which depends on the safety dis-
tance, and D denotes the distance between two clusters. To ensure the interfer-
ence among the femtocells in the macrocell, the constraint concerning the spatial
correlation of femtocells should be satisfied, namely
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γ ≤ γ0 (6)

where γ0 = R
2R+d0

and R denotes the radius of the macrocell, d0 is the safety
distance. If R is defined as half of the safety distance d0, then γ0 = 1/4.

2.1 Effective Capacity of the Femtocell Fulfilling the QoS
Requirements

The impact of time-varying fading channel is evident in the inaccessibility of
deterministic QoS guarantees. A practical solution is to provide statistical QoS
guarantees. Therefore, the effective bandwidth concept [2,3] can be used to define
the probability that the packet delay violates the delay requirement, namely

Pr{Delay > dmax} ≈ e−θδdmax (7)

where dmax is the delay requirements, δ is the constant jointly determined by
arrival and service processes, θ is a positive constant referred to QoS requirement.

A duality of effective bandwidth is effective capacity which defines the max-
imum constant arrival rate that can be supported by the system subject to a
given θ [14]

Ecap(θ)
�
= −−Λc(−θ)

θ
= − lim

t→∞
1
θt

log(E[e−θS[t]]) (8)

where S[t] =
∑t

j=1 R[j] is the partial sum of the discrete-time stationary and
ergodic service process given by R[j], j = 1, 2, . . . and

Λc(θ) = lim
t→∞

1
t

log(E[eθS[t]]) (9)

By applying the results given by Sh.-Y. Lien et al. [10] and D. Wu et al. [14],
the effective capacity of the i-th femtocell SU is given by

Ei,l
cap = −1

θ
log(e−nθ) (10)

where n is the identical number of bits carrying l resource blocks.

3 Optimization Problem of QoS-Based Power Control
and Resource Allocation in Cognitive LTE Femtocell
Networks

In the following, the above problem can be formulated mathematically. The
downlink power allocation problem in the cognitive LTE-femtocell relies on inter-
ference minimization, which still guarantees the communication. So, the objec-
tive is to minimize the aggregate cross-tier interference from multiple femtocells
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to the total requirements and transmission constraints with the QoS require-
ments. Thus, the optimization problem for the cognitive LTE-femtocell consist-
ing of N femtocells, with the M users in each femtocell and L mobile users
that do not belong to femtocells, while K is the total number of subcarriers in
femtocells, can be formulated as follows:

min
Pkji

N∑
i=1

M∑
j=1

K∑
k=1

ρkjiPkjiΩkji (11)

min
Pkl

L∑
l=1

K∑
k=1

μklPklΩkl (12)

subject to
ρkji ∈ {0, 1} for ∀k, j, i

M∑
j=1

ρkji ≤ 1 for ∀k, ∀i ∈ {1, 2, . . . , N}

μkl ∈ {0, 1}, for ∀k, l

L∑
l=1

μkl ≤ 1, for ∀k

M∑
j=1

K∑
k=1

ρkjiCkji ≥ Ecapi
∀i ∈ {1, 2, . . . , N}

L∑
l=1

K∑
k=1

μklCkl ≥ Ecapl
∀l ∈ {1, 2, . . . , L}

M∑
j=1

K∑
k=1

ρkjiPkji +
L∑

l=1

K∑
k=1

μklPkl ≤ Ptoti for ∀i ∈ {1, 2, . . . , N}

Pkji ≥ 0 for ∀k ∈ {1, 2, . . . ,K}, ∀j, l

Pkl ≥ 0 for ∀k ∈ {1, 2, . . . ,K}, ∀l

where ρkji and μkl are the subcarrier indexes. If the subcarrier k-th is allocated
to the j-th SU belonging to the i-th femtocell, ρkji = 1, otherwise ρkji = 0. Sim-
ilarly, if the k-th subcarrier is allocated to the l-th mobile SU which does not
belong to femtocells, μkl = 1, otherwise μkl = 0. Pkji denotes the transmission
power in the k-th subcarrier from the i-th FAP to the j-th SU. Ωkji indicates
the the interference factor of the j-th SU in the i-th femtocell in the k-th sub-
carrier and Ωkl denotes the interference factor of the l-th mobile SU which does
not belong to the femtocells in the k-th subcarrier. Ckji denotes the capacity
of the j-th SU of the i-th femtocell in the k-th subcarrier and Ckl indicates
the capacity of the l-th mobile user in the k-th subcarrier. Ecapi

denotes the
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effective capacity requirement of the i-th femtocell and Ecapl
gives the effective

capacity requirement of the l-th mobile SU which does not belong to femtocells,
respectively. Ptoti denotes the total power budget of the i-th femtocell.

This is a multi-objective integer non-linear programming problem. However,
it is assumed that each FAP knows only its own constraints and not those of
other FAPs. Therefore, here a solution of this problem is provided using the Gale-
Shapley algorithm assuming that each FAP can satisfy the QoS requirements of
its own users.

4 An Algorithm to Solve the Problem of QoS-Based
Power Control and Resource Allocation in Cognitive
LTE-Femtocell Networks

This section introduces an algorithm to solve the problem of QoS-based power
control and resource allocation in a cognitive LTE-femtocell network. The solu-
tion given is sub-optimal and uses the mapping from the elements of one set to
the elements of the other called stable matching. As a solution, the Gale-Shapley
algorithm introduced by D. Gale and L. S. Shapley [4] is used here.

The assumption here is in accordance with the specified dependencies given
by Jang et al. [7] that the subcarriers can obtain the maximum transmission rate
in downlink if the subcarriers are assigned to the SU with the best channel gain
on the subcarrier. To take of this, first is estimated the number of subcarriers
required for the j-th SU, namely

Nj =
rSU

log2(1 + fkTk

N0
)
, j ∈ {1, 2, . . . ,M + L} (13)

where rSU is the transmission bit rate of the SU, T k is the average transmission
power of PU allocated to subcarrier k, e.g. T k = Tk

K , and K is the number of
subcarriers. If the number of subcarriers allocated to the j-th SU satisfied the
subcarrier requirement Nj , the subcarriers assignment for it will stop. If the
subcarrier requirement is met for every SU, the rest of subcarriers are allocated
according to the necessity.

The channel gain on the k-th subcarrier, hk is determined as follows:

hk =
M+L∑
j=1

akjhkj , k ∈ {1, 2, . . . ,K} (14)

where akj ∈ {0, 1}, ∀k, j, and denotes the subcarrier allocation indicator, i.e.
akj = 1 only if the k-th subcarrier is allocated to the j-th SU.

According to the Shannon capacity formula the transmission rate of the k-th
subcarrier is given by

Rk = log2(1 +
pk | hk |2

N2
0

) (15)
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Table 1. Simulation parameters

Parameter description Value

System bandwidth 10 MHz

Subcarrier bandwidth 15 KHz

Channel bandwidth 150 KHz

No. of subcarriers per Resource Block 12

No. of RBs 100

Modulation 64 QAM

Target BER 10−6

Penetration loss outer wall 20 dB

Penetration loss of inner wall 5 dB

where N0 is the total noise power. Thus, the admissible transmission power Pi

for the i-th FAP can be expressed by

Pi =
(2Rk − 1)N2

0

| hk |2 , i ∈ {1, 2, . . . , N} (16)

where N is total number of FAPs.
Based on the analysis presented above, the proposed algorithm combining

both stable matching method and heuristic to solve the QoS-based power control
and resource allocation in cognitive LTE-femtocell network is as follows:

Step 1. Using Eq. (13) determine the number of subcarriers Nj to be initially
assigned to each SU;

Step 2. Assign the subcarriers to each SU in a way that guarantees rough
proportionality;

Step 3. Assign the achievable rate of SU, rSU , for each SU to maximize the
effective capacity while enforcing the proportionality;

Step 4. Using the Gale-Shapley algorithm make a match the power Pi for each
FAP subject to the total power constraint Ptot.

5 Simulation Results

It is assumed that the simulation scenario consists one macrocell with one Pri-
mary Base Station, one Secondary Base Station, three femtocells with FAPs and
randomly distributed SUs. The SINR threshold for PBS is set at 0.8, while the
SINR threshold for FAPs is set at 0.3. Is assumed that the SUs are at the indoors
and the outdoors of the femtocells. The simulation results are listed in Table 1.

According to the 3GPP-LTE standard the length of the cycle prefix is 4.69µs
and the symbol length is equal to 66.7µs. Each subcarrier can carry maxi-
mally 15 Ksps (kilo-symbols per second). Assumed here modulation type, namely
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Fig. 2. Achieved data rate of SU versus the distance from their FAP.

Fig. 3. Average throughput of system versus variable number of FAPs for constant
number of SUs equal to 30.
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Fig. 4. Spectrum efficiency of the FAP can be treated here as the average spectrum
efficiency of the subcarriers allocated to the SU.

64 QAM, represents 6 bits per symbol. Thus, the bandwidth is equal to 10 MHz
and provides a symbol rate of 9 Msps or 54 Mbps.

In the simulation implemented in the Matlab language the effectiveness of
the proposed method was studied in comparison with the waterfilling (WF)
algorithm [5,13]. Figure 2 shows the achieved data rate of SU with respect to
the distance from their serving FAP. It seems that with increasing distance from
the FAP data rates decrease. It is evident that the Gale-Shapley algorithm gives
slightly smaller value flow rates than is the case in the waterfilling algorithm.

Figure 3 shows the average throughput of studied cognitive LTE system ver-
sus variable number of FAPs for constant number of SUs. The total interference
is varied from 1.5 - 3.5 W. As can be seen from the graphs in Fig. 3, the average
throughput decreases with the increase in the total interference of the system.

Figure 4 shows the spectral efficiencies of the PUs described by CDF (cumu-
lative distribution function). The spectrum efficiency of the FAP can be treated
here as the average spectrum efficiency of the subcarriers allocated to the SU. It
can be seen from the graphs in Fig. 4 that a dense femtocell LTE network with
high value FAPs number ensures higher average throughput for the same value
of CDF.

6 Conclusion

This paper focused on the problem of joint power control with QoS require-
ments and resource allocation in cognitive LTE-femtocell networks. The aim
was to minimize the transmit power of each femtocell, while satisfying a maxi-
mum number of high-priority secondary users and servicing best-effort secondary



QoS-Based Power Control and Resource Allocation 53

users as well as possible. An algorithm based on the Gale-Shapley approach has
been employed as a practical solution of this problem. The simulation results
have shown that the presented solution of joint power control with QoS require-
ments and resource allocation considerably improves the number of high-priority
secondary users in the network and provides the throughput satisfaction rate,
as well as the spectrum spatial reuse.
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Abstract. The growing number of mobile devices and the popularity of
Internet of Things (IoT) applications have caused an increase of local-
area location-aware protocols and applications. Localization has become
a popular topic in the literature and many localization algorithms in wire-
less sensor networks (WSN) have been proposed. However, the most of
them are vulnerable to common wireless attacks. In this article, we intro-
duce the secure localization protocol based on a RSSI-mapping, which
uses symmetric cryptography. The security attributes of the protocol
have been proved using the Scyther tool. We present the experimental
results that demonstrate the ability to estimate sensor’s location in the
environment, where other networks are available. The results show, that
the introduction of security mechanisms to localization protocols may sig-
nificantly increase the execution time and exceed strict time restrictions
in some real-time applications. Nevertheless, the existence of insecure
protocol in hostile environment is unacceptable. To achieve a better effi-
ciency, we suggest to use the hardware encryption provided in CC2420
radio chip.

Keywords: Localization ·WSN · RSSI ·Map-based algorithms · Local-
ization algorithms · Security · Cryptography · Symmetric cryptography

1 Introduction

The topic of local-area localization, which assumes that GPS-based localization
cannot be used, is well studied in the literature. The majority of localization
process applications use routing algorithms with self-organizing nodes, mostly
based on Received Signal Strength Indication (RSSI). There exist some practical
implementations of this approach, such as position determination of nodes in
construction sites [1] or inside a building [2,3].

Researchers have published a great number of new methods and improve-
ments, which, contrary to the existing algorithms, are characterized by a wide
range of possible approaches to deal with this problem. The most popular method
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 55–69, 2017.
DOI: 10.1007/978-3-319-59767-6 5



56 J. Pyda et al.

of nodes positioning is the RSSI technique, because of its simplicity and low cost.
The above advantages come from the fact, that most radios support measuring
RSS. However, the downside of this method is the low accuracy, caused by the
waves being reflected by the nearby objects or inferred. This leads to the radio
frequency noise [4]. Furthermore, in a real world, the antenna radiation pattern is
neither a circular nor a spherical shape and the path loss model is non-linear due
to the environmental noises. This problem can be solved by including antenna
patterns into localization algorithm [5] but it is impossible to exclude environ-
mental noises completely.

One of the simplest approaches to deal with this problem, is to create a
RSSI map, which is later used to localize sensor, using the k-nearest neighbour
algorithm. Such an idea has been presented in [6]. By following the approach of
map-based localization, we confirm the results of the proposed localization pro-
tocol on the test local-area, and propose a secure localization protocol. Finally,
we compare the efficiency of both secure and insecure protocols. In the secure
version of the protocol, we ensure the following characetristics: confidentiality,
integrity and authentication.

The contribution of this paper is the introduction of the secure version of the
RSSI map-based localization protocol for wireless sensor networks, and efficiency
comparison of secure and insecure protocols. It can be further enumerated as
follows.

(1) We create mapping and localization algorithms in WSN, based on work
presented in [6]. In contrast to the insecure protocol, where all the messages
are send in a plaintext, we propose a secure version of this protocol. We do
not include the description of how the new node joins the network, because
we simply assume that this process is explained in [7].

(2) We formally verify proposed protocol with the use of the Scyther tool [8],
which provides automatic verification of security attributes. Our secure pro-
tocol provides integrity, confidentiality and authentication (which are not
provided by the insecure protocol, thus being vulnerable to many attacks).
All the secure protocols were implemented with software implementation of
the AES-CTR symmetric encryption and should work on all motes running
the TinyOS system.

(3) We test our implementation on IRIS motes equipped with RF230 radio with-
out the hardware support for encryption. Next, we compare the results of
both secure and insecure protocol. We tested the protocol in a room 5 m long
and 5 m wide, where we checked the accuracy of nodes localization.

The article is structured as follows: in Sect. 3 we describe the mapping
(Sect. 3.1) and localization (Sect. 3.2) protocols. Then, in Sect. 3.3 we present
the results of security verification of protocols. Further, we describe our exper-
iment on IRIS nodes and compare mapping and localization protocols of both
insecure and secure versions in Sect. 4, and finally we sum up with Sect. 5.
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2 Related Work

Localization algorithms are crucial in Wireless Sensor Networks because in many
cases the location of measured data is essential for further analysis (especially
in dynamic networks). One can divide the proposed approaches into two groups:
the range-free and range-based algorithms. Range-free algorithms use informa-
tion about the topology and connectivity, while the range-based algorithms use
range measurement techniques for localization. Many algorithms are hybrid and
combine both range-free and range-based approaches.

In the article [9], the authors have tested and compared range-based
approaches, such as Angle Of Arrival (AOA), Time of Arrival (TOA) and RSSI
based. The results show that AOA outperforms both RSSI and TOA techniques.
However, Angle Of Arrival approach requires directional antennas, which drasti-
cally increase the implementation cost, whereas one of the main goals in WSN is
to reduce it. Therefore, in this article, we decided to analyse the RSSI approach.

Range-based algorithms examine received signal strength indicator (RSSI)
to estimate the distance between nodes using techniques like trilateration, tri-
angulation or statistical inference [10]. Unfortunately, the RSSI-based ranging is
not accurate in many cases, due to the unpredictable radio propagation behavior
[11]. There exists algorithms, that are characterized with higher accuracy. For
instance, the region-based localization (RBL) algorithm based on trilateration
(such as the Ring Overlapping), which uses the Comparison of Received Sig-
nal Strength Indicator (ROCRSSI) [1,2]. Futhermore, algorithms derived from
this approach, such as the Weight Monte Carlo Localization (WMCL) [4] based
on statistical inference and range-based Monte Carlo boxed (RMCB) [4]. How-
ever, the disadvantage of these solutions is greater complexity compared to the
map-based approaches.

RBL algorithms use measurements to determine distances between anchors
and the localized node. Within this process, one can distinguish two phases.
In the first phase (RSSI propagation) anchors broadcast specific number of
beacon messages and sample received signal strength indicator. In the second
phase (location estimation) node uses information from the first phase, in order
to calculate its own location. In the article [4], the authors compare range-
free Weight Monte Carlo Localization (WMCL) and range-based Monte Carlo
boxed (RMCB) localization algorithms, which are similar to ROCRSSI app-
roach. RMCB gives better results in localization in terms of lower error and its
variance.

In order to get a better accuracy, one needs more computing power. How-
ever, wireless sensor networks are limited by low-power hardware (for instance
the sensor nodes). There exist approaches that use demanding algorithms such
as Kalman filter to improve results of signal-to-noise ratio (SNR) methods. Using
SNR gives better results but its cost and complexity is even higher than the cost
of previously mentioned approaches. Effective-SNR estimation [12] uses multiple
Kalman filter for non-linear input of received signal strength indicator (RSSI),
noise indicator (NOI) and link quality indicator (LQI) to calculate received sig-
nal strenght (in dBm) and environmental noise. These values are the input to
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first Kalman filter, which returns SNR estimation result. Authors make it more
precise using the second Kalman filter with SNR and signal quality degrada-
tion (SQD) as input and Effective-SNR estimation as the result. The root mean
square (RMS) and standard deviation of the result is lower than in classic SNR
approach.

In the literature, there are few works about localization algorithms using
mapping techniques and their experimental results in WSN. The main problem
of these approaches is highly time and storage consuming process of mapping of
each small area, which we will describe later.

There are several existing indoor RSSI map-based localization systems, such
as Microsoft’s RADAR [13], RSSI Localization in buildings [1], Ekahau real-time
location system (RTLS) [14] or LANDMARC [15] (which is the RFID based sys-
tem). RADAR is the oldest approach of mapping the RSSI-based localization
with an accuracy of 2–3 m, however, RTLS and RFID based LANDMARC give
greater precision, equal to about 2 m (and less). Previous systems work on algo-
rithms such as ROSSI (RTLS) or typical map-based approaches like RADAR. In
[10], the authors analysed and compared different map-based algorithms, some of
which are Maximum Likelihood algorithm (ML) (which is RSSI map based app-
roach with Min-Max algorithm), Multilateration and ROCRSSI. They proved,
that the ML algorithm is more accurate and yields better performance than the
others when the number of anchor nodes is relatively high. The only drawback
of this method, is that we need to map the area in which we want perform
localization, which sometimes can be quite laborious.

None of the articles presented above addresses the problem of secure localiza-
tion in WSN. Attacks and proposals for securing location algorithms have been
described in the following publications: [16,17]. To the best of the authors’ knowl-
edge, there are no proposals for securing strictly RSSI map-based approaches.

3 RSSI Protocol

In this section, we present both secure and insecure mapping and localization
protocols. We assume, that all the anchor nodes are stationary in all of the
following experiments.

Full localization process consists of two phases. The first one is the mapping
phase, in which the protocol collects samples from each area to be localized. It
is presented on Fig. 1. The set up for the experiment was placed in students hall
in our department, where few obstacles and radio communication (such as the
Wi-Fi 2.4 GHz) are available. The goal of this phase is to estimate the location
map for each area, which uses the k-nearest neighbour match algorithm. The
map consist of characteristics of each field to be localized later. In the second
localization phase, the real-time samples are received from mobile node and
compared with the characteristics from the first phase, in order to find the best
matching field.
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Fig. 1. The mapping phase.

3.1 The RSSI Mapping

In the mapping phase, we designed a protocol to gain RSSI from packets sent
by the mobile node (denoted as M on Fig. 1) through anchors (denoted as A) to
base station (denoted as B). In order to minimize the probability of collisions
and make the data flow faster (since the algorithm needs a lot of packets to
calculate characteristic of the field being mapped), we used packets with empty
payloads. In the insecure version of the protocol, we do not use any cryptographic
primitives, because we want to provide the fastest flow of packets within the
network.

In our protocols, we use the HMAC function, random nonces and software
AES-CTR symmetric encryption. In the insecure version, we do not use any
securing mechanism. We assume, that such a protocol would be used in a safe
environment, invulnerable to attacks.

To describe the proposed protocol in a formalized way, we use the notation
presented in Table 1.

Below, the data flow diagram of insecure mapping protocol is presented:
Protocol shown on Fig. 2 is useful for quick mapping because of the fast

response from Anchors. It needs about 5 or 6 s to receive and analyse 100 packets
from one field. However, this protocol is vulnerable to many attacks on WSNs,
and therefore is unacceptable to implement it in an existing production system
in hostile environment. For this reason, we have designed and implemented the
secure protocol, which is slower but ensures security attributes.

Below, on Fig. 3, we present the secure version of this protocol, using AES-
CTR encryption, HMAC function and random nonce.

In this protocol, we secure the internal system (communication between the
Anchor and Base, which is more critical than communication between the Anchor
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Table 1. Utilized notation.

K, KM - symmetric keys

IDM - mobile node id

IDA - anchor node id

N - nonce

RSSIAV G - average RSSI value

AKC - acknowledgement message

{M1,M2} - tuple containing two messages

{M1,M2}K - symmetric encryption of tuple using key K

HM(M,K) - HMAC function of message M and key K

EoT = {IDM , IDA}
ResM = {IDM , IDA, RSSIAV G}
SecResM = {ResM,HM(ResM,K))

Fig. 2. The flow of the insecure mapping protocol.

and Mobile) from external attacks. We assume, that administrator inspects the
mapping phase, and therefore we do not encrypt communication between Mobile
node and Anchors. Key K used in communication between the Anchors and Base
station can be established in many ways. In the introduced approach we use
predefined, pre-installed keys. Another possible option is to use the TinyECC
library in order to exchange keys.

We present Algorithms (1, 2 and 3), that were used in the protocol.

3.2 The RSSI Localization

In this section, we present both insecure and secure protocols for the sec-
ond phase, namely the localization phase. Their construction is similar to the
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Fig. 3. The flow of the secure mapping protocol.

Algorithm 1. The algorithm of gathering anchors messages used by the BaseS-
tation within the mapping phase.
1: AES.init()
2:
3: nonce = random();
4: plainText = [mobileId, nonce];
5: cipherText = AES.encrypt(plainText);
6:
7: send(〈 master AnchorId or broadcast 〉, cipherText);

Algorithm 2. Algorithm used by Mobile node
1: testMsg = getMessageFromAnchor();
2: while !isEndOfTestMsg(testMsg) do
3: testMsg.nonce++;
4: send(broadcast, testMsg);
5: end while

Algorithm 3. The algorithm used by the BaseStation, when the BaseStation
gets the response from anchors
1: response = getMessageFromAnchor();
2: responsePlainText = AES.decrypt(response);
3: if responsePlainText.storedNounce == nounce + 100 && responsePlain-

Text.storedMobileId == mobileId then
4: plainText = (response.source,
5: response.storedNonce +1);
6: cipher = AES.encrypt(plainText);
7: sendToAnchor(response.source, cipher);
8: end if
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mapping algorithm apart from the messages sent from mobile node to the anchor.
In this case, the anchors send queries more often to localize the Mobile node. This
operation can be performed in a real-time. In the secure version, it is impossible
to achieve the same performance results because of the encryption and other
security mechanisms used.

One of the goals of this analysis, is to make this protocol work on every mote.
Hence, it is more difficult to achieve short execution time because some radios
are not equipped with hardware encryption (which is supported by, for instance,
the CC2420 radio but not by the RF230 radio).

In order to develop the flow diagrams of the localization protocol, we utilize
the notation presented in Table 1. In the insecure protocol, we put emphasis on
the highest possible speed and therefore we do not add any security mechanisms.
Insecure protocol is characterized by the longer life on battery power and fast
node localization. This protocol can be used in safe environments. Its flow is
presented on Fig. 4.

Fig. 4. The data flow in the insecure localization.

This data flow allows to collect information about one mobile sensor in a few
milliseconds and send it to the base station, where it is analysed and saved in
the system. The problem is that we can interrupt and tamper communication in
every step using replay attacks or other injection of messages. Such situation is
unacceptable in hostile environments because the attacker can join our network
and conduct lots of different attacks. The protocol needs to be equipped with
security mechanisms in order to use this protocol in hostile environment. Below,
the data flow diagram of secure localization protocol is presented (Fig. 5).

In this protocol, we have two keys: the first one, to encrypt communi-
cation between the Base and Anchors (K), and the second one, to encrypt
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Fig. 5. The data flow in secure localization.

communication between the Anchors and Mobile (KM ). This solution forbids
to communicate directly between Mobile and Base. Keys should be established
when the mobile node joins our network, or simply pre-deployed in nodes.

In secure protocol mobile sensor has to encrypt messages, which degrades its
lifetime [18] at the cost of security. The execution times extend as well, because
every encryption and decryption operation, using software AES-CTR implemen-
tation, takes about 100 milliseconds for every 16 B data block. Therefore, the
execution time of one full session takes about 1 s. Depending on the requirements,
it can be enough in most cases, however it is too long for real-time applications
with strict time restrictions.

3.3 Security Analysis

Insecure mapping and location protocol is exposed to a great number of attacks,
some of which are: man in the middle, replay attack, wormhole attack, sybil
attack or spoofing attack. In fact, a potential attacker is able to modify all
packages or perform a classical denial of service attack (DDoS) [19] and block
the whole network traffic. We are not able to defend our network against DoS
attack but it is possible to defend the network against other attacks, by using
cryptography inside the communication protocol.

To verify our protocol, we used the Scyther, which is automated security
verification tool [8]. It provides its own modelling language, communication sim-
ulation and security functions, such as hash functions or symmetric/asymmetric
cryptography.
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We designed model corresponding to our protocol and tested it in Scyther,
which confirmed our assumptions about security. We did not not find any possible
attacks on our protocol (assuming that our keys were not compromised). We
realize, that an automated tool is not able to test all the possible attacks which
can be performed on WSN. Therefore, we present our analysis of the protocol
and the services which have been provided.

(1) Confidentiality is provided with the symmetric encryption of packet’s pay-
load before sending. That is why the key must be stored by the Trust Center
and must be securely established between nodes. We must assure that only
authorized nodes are able to read the data from packet. Using symmetric
cryptography, when every key is established, can secure us from spoofing
attacks in the network.

(2) Integrity is assured by the keyed-Hash Message Authentication Code from
the TinyECC Library. Only authorized nodes can generate the same HMAC
because they know the secret key. HMAC prevents from the payload change
attack, which can cause the system crash or errors (for instance, change RSS
values).

(3) Authentication is also assured by the HMAC function. Keys for HMAC can
be established using the Elliptic Curve Diffie-Hellman (ECDH) protocol,
which is provided by the TinyECC Library [20]. However it may significantly
slow the protocol because of time needed to generate points on elliptic curve.
Authentication makes the protocol resistant to attacks such as the Sybil
attack.

(4) Reliability is provided by sending ACK and resending messages if it is
needed. We implemented time-outs and ACK messages. If the node does
not receive any answer within a given time, we resend the packet.

(5) Freshness is provided by random nonces, in order to avoid attacks, such as
replay attacks or flooding network with packets with random nonces (which
is easy to detect).

In our case, the number of anchors is set at the beginning but in the dynamic
ad-hoc networks adding new anchors should be verified by the additional authen-
tication system.

In the case of physical attacks (destroying or stealing nodes), the only defence
is the physical defence. ACK message has been added to prevent the retention
of the entire system due to jamming. As the consequence, due to the the higher
packet loss and retransmission, the time delivery of messages may be higher.
Nevertheless, the message should be delivered to the recipient. Attacks on routing
protocols depend on implementation of this protocol. In our case, the network of
anchors is static and the routing protocol is simple and assures the exact security
attributes enumerated above.
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4 Experiment

4.1 Mapping

In order to conduct the experiment, we prepared a test environment, shown
on Fig. 1 and described in detail previously. It is worth mentioning, that the
test environment was exposed to the 2.4 GHz radio communication (due to the
deployment of the Wi-Fi network), which affects the results of localization.

In our test we used the IRIS Memsic sensors with built-in RF230 radio, which,
in the comparison to the popular CC2420 radio, does not have the hardware
support for encryption (which is characterized by the shorter execution time,
like presented in [21]). All tests were made using secure protocols. We created a
map of the area and collected 500 samples from each place.
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Fig. 6. Mapping results for anchor 1 and 2.
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(b) Mapping for Anchor4

Fig. 7. Mapping results for anchor 3 and 4.

The results of our measurements for anchors 1–4 are shown on Figs. 6a, b,
7a and b, respectively. Anchor 1 is lower left on Fig. 1, anchor 2 is lower right,
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Table 2. The comparison of times in mapping.

Packet no. Insecure Secure

100 6032,71 ms 7113,11ms

200 10301,14 ms 12255,65ms

500 25846,78 ms 26372,83ms

anchor 3 is upper right and anchor 4 is upper left. By examining the results, we
confirmed that there is no place on the map where the RSSI results of 4 anchors
would be the same and that the signal propagates non-linearly, most likely due
to the signal noise caused by Wi-Fi.

4.2 Localization

We performed two localization tests. In the first one, we localized the sensor
every 1 m on the path presented on Fig. 8a. Black crosses represent the places,
where sensor was placed during localization, the grid represents the map, while
grey crosses are places, which were returned by the localization algorithm. We
used the map built in Sect. 4.1. In this test, we used 5 packets from the mobile
node (5 RSSI values) in order to locate the node.

Table 3. The comparison of times in localization.

Packet no. Insecure Secure

1 109,97 ms 1578,78ms

10 614,63 ms 15319,02ms

50 3014,35 ms 71729,1ms

In the second test, we placed the mobile node on the straight path presented
on Fig. 8b every 1 m. In both tests, we received the accuracy of approximately
1–2 m.

In Tables 2 and 3, we present time results for the mapping and localization
stages, respectively. One can see that the cost of security in the case of local-
ization is high (approximately 15–20 times longer). It comes from the fact, that
the security mechanisms were software-based, which makes it more flexible but
less time efficient.

The accuracy of localization is average due to the wireless networks available
within the environment but it is more accurate than the one of the approaches
without mapping. It is planned to conduct an experiment in target areas without
any other wireless communication.
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Fig. 8. Paths localized during tests.

5 Conclusion

In this paper we designed, implemented and tested our approach of the map-
based localization using the RSSI and compared it with the results given in
[6]. We created an encrypted version of this approach and presented protocols of
this solution. Finally, we conducted an experiment using the introduced protocol
and the application designed for collecting the mapping results and localizing
the nodes.

One can conclude, that localization protocols are commonly used, but they
should be as well secured, since there exist a lot of attacks on Wireless Sensor
Networks deployed in hostile environments. The secure localization should be
used in critical systems such us power systems [22] or IoT architecture. However,
to the best of authors’ knowledge, there are no attempts to secure the map-based
localization solutions using the RSSI.

We conducted the security analysis of our protocol using the Scyther tool,
in order to check if it assures desired security attributes. The analysis indicated,
that there are no attacks possible in the scope of our protocol. The experiment
proved, that the secure version of the protocol can be slow because of encryption
and other security mechanisms used.

In our analysis, we used the software encryption over the hardware encryp-
tion. The disadvantage of this solution is longer execution time, which exceed
significantly the time difference between insecure and secure versions of our pro-
tocol. To achieve a better performance, one can use different radios, such as
CC2420, which supports faster, hardware encryption. However, the advantage
of using software encryption, is the possibility of applying the new concept of
software-defined security, which allows us to gain the ability of changing the
existing configuration of network security, during the application execution.
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Abstract. The paper presents the evaluation of the GQP algorithm in
AMI networks using real map based network topologies (low, medium
and high density of buildings). The algorithm was compared to the ref-
erence algorithms: CB, SBA and DP. It was shown that the GQP algo-
rithm presents the good scalability, relatively optimal number of selected
forwarders and by introducing the redundancy factor, good fault toler-
ance. An improvement to GQP algorithm to add a redundancy factor is
proposed, what allows to execute fault tolerant broadcast transmission.

Keywords: AMI networks · Wireless networks · Broadcast · IoT

1 Introduction

Advanced Metering Infrastructure (AMI) is a popular architecture for auto-
mated, two-way communication between smart utility meters and an utility com-
pany. The AMI networks usually consist of thousands of relatively simple meter-
ing devices, creating a complex, multihop network. There is a need to develop
methods for the management of such networks, as well as a need of development
of reliable communication method. The unicast transmission is usually directed
to the central node. Communication in opposite direction, from central node to
meters, is often using the multicast or broadcast transmission. The AMI net-
works are heterogeneous, and may have different specific. The topology may be
static or dynamic, multihop or direct. The number and location of nodes also
may vary. The connection can be wireless or wired.

In this work we concentrate on an specific AMI network use case, with meters
communicating by wireless interfaces. Meters are located within the buildings
and they have a power supply (we don’t focus on energy efficiency). Changes in
placement of sensor nodes are rare and done under control of a network operator,
so there is no need of automatic reconfiguration of network topology. There are
no limitations of battery power, but it is the necessity of reliable communication
and possibly optimal usage of network resources (bandwidth). We assume that
a designated control node is distinguished, which typically has the access to a
backhaul interface and forwards the traffic to and from the Internet to the AMI
network.
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 70–80, 2017.
DOI: 10.1007/978-3-319-59767-6 6
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In presented evaluation we focus on broadcast solution for the low-dynamic,
wireless, multihop network of meters with the designated central point. The
physical connectivity is wireless, what implies limited range of communication
and non-zero probability of transmission errors. The network has low dynamics,
which means that the number of nodes, their positions and physical connectivity
may change over time, although changes in nodes are relatively rare and done
under control of network operator. The reconfiguration of network topology is
possible but costly.

The multihop network requires the selection which nodes shall forward mes-
sages, forwarding packets coming from other nodes. Such node is referenced as
a forwarder in the following part of the paper. The remaining nodes act as the
communication endpoint.

This work is in part based on [9], which compares the selected set of possible
broadcast solution and proposes the own solution, the Global Queue Pruning
algorithm (GQP) in the random topologies of nodes. In practical AMI deploy-
ments the network topology is based on the physical locations of buildings, in
which meters are installed. In this article we compare the set of reference methods
to the GQP solution, based on the selected, map-based topologies of residential
buildings. We also propose improvement to the algorithm to achieve better fault
tolerance. The presented evaluations are based on simplifying assumption that
the distance between nodes determines whenever they may be connected. The
location of nodes and, in consequence, the connectivity, is now better correlated
with the physical topology of buildings than random distribution, however the
realistic radio signal propagation model is planned as a future work.

2 Related Work and Problem Formulation

The topology of physical connections in AMI network may be expressed as a
graph. A connection is an edge of the graph. To create the logical structure for
broadcast communication we have to create a spanning tree of logical connection
with central node as a root. A node in the tree with degree higher than one act
as a forwarder node. A forwarder may only forward a packet once (to avoid
infinite loops) and all nodes shall receive the packet in no-failure conditions (the
topology of connections don’t change during the transmission and there are no
transmission errors or node fails).

The RPL protocol [12] is a popular, general solution for IP level routing for
wireless multihop networks. However RPL it not designed to solve the problem of
broadcast, in particular does not specify dedicated method for performing data
broadcasting [2]. The RPL broadcast results in many overlapping transmission,
particularly problematic for larger networks, adequate to dense urban area where
the overlap of nodes’ range is high.

The straightforward solution for broadcast is flooding [11], in which every
node retransmitts once every packet. The advantage of flooding is simplicity and
reliability. The algorithm is simple to implement and guarantees 100% coverage,
but has disqualifying disadvantages: can be costly in terms of wasted bandwidth
and can impose a large number of redundant transmissions.
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Various approaches have been proposed to solve the broadcast storm [10].
Some method are designed to reduce the redundant broadcast. The solution is
to limit the broadcasting nodes only to limited set of forwarding nodes. The
selection of forwarders can be dynamic or static [5] and, as a consequence, glob-
ally or locally. In the static approach a global algorithm determines the status
(forwarder/non forwarder) of each node. In the dynamic approach the status
is decided “on-the-fly” based on local node information, and the state can be
different for every transmitted message. Some methods Counter Based select
forward node based on probability, which cannot guarantee the reachability of
the broadcast.

The assumption of AMI network structure being static also can be discussed,
as node failures and changing propagation conditions (for example due to exter-
nal interference) will result in structure changes.

The selection of nodes that will forward messages is a challenging task.
Assuming that the vertexes are not weighted, the optimal solution is the Con-
nected Dominant Set with the central node as a root. But it was proved [3] that
the optimal selection of CDS is a NP hard problem, even if the network topology
is known and in case of complex AMI networks cannot be used.

Two basic approaches are possible: local (only local, n hops neighbourhood
is known) and global (the global information about topology is known). In the
previous work [9] we have selected a set of basic, reference solutions: counter
based (CB) [4] and two neighbour knowledge methods: scalable broadcast algo-
rithm (SBA) [1] and dominant pruning (DP) [6]. We also proposed own solution,
Global queue pruning, based on the global approach.

Counter Based (CB) is the probabilistic method example. Is executed locally
on every node in the network. It has two parameters: TRAD and C. When new
packet is received, time T = (0..TRAD] is drawn. Within T the packet counter c
is incremented when duplicates of the packet are received. Then, if c < C, the
packet is retransmitted. If C = ∞ (practically “large enough”) the algorithm
works as flooding. The CB algorithm does not guarantee the 100% cover.

Scalable Broadcast Algorithm (SBA) also works locally and assumes that
the 1-hop neighbour is known. When new broadcast packet is received, a period
T = (0..TRAD] is drawn. Packet headers contain list of sender’s neighbours.
Within time T node analyses incoming packets. After T , if there are still nodes
in the range that not received packets, the node forward a packet. 100% cover is
guaranteed and the algorithm exhibit good scalability properties as the network
size increases.

Dominant Pruning (DP) method utilises 2-hop neighbourhood information
to reduce redundant transmissions. A forwarder selects the set of next forwarders
among its 1 hop neighbours, to achieve the full cover of all nodes within 2-hop
range. Then all designated forwarders repeat that step. The optimal solution is
a NP-complete problem (N ! combinations to check), but the amount of nodes
to analyse is usually relatively small. 100% network coverage is guaranteed.
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3 The Global Queue Pruning Method

The new method was presented in details in [9]. The designation of forwarders
is global (done e.g. by a server or central node) and is based on a queue of
potential forwarders. Global approach was assumed as it was expected to have
significantly more efficient topology at the expense of the communication cost
in the initialisation phase.

In the initial phase every node sends to the known, central node the list
of its 1hop neighbours. The central node represents the gateway to the network
operator, having the connection to the servers. The more complex system can be
assumed, in which the large network is divided by segments, and each segment
can be managed by one gateway. From the network point of view the location of
central point can be random, although the system administrator can potentially
influence on that selection, to obtain e.g. better performance or better logical
topology.

The algorithm is performed on the central node. The algorithm selects which
nodes should act as forwarders. It takes list of neighbour per each node as input.
The algorithm operates on a ordered list of nodes, which will be later on called
queue. The algorithm uses also a pointer p which points to the current node.
Nodes in front (before p) are designated as forwarders, and the remaining nodes
are nodes, that are covered by another forwarders and can be considered as
potential forwarders. The pointer p indicates the last selected forwarder. The
algorithm starts by adding the central node to the queue as the first forwarder
and setting p = 1 to point to this node.

The algorithm iterates until all nodes are added to the queue. At each step
of the algorithm all the 1-hop neighbour nodes of the selected node are inserted
into the queue, as it is shown on Fig. 1. Each node is inserted into a position
that assures keeping the queue ordered by the weight. The weight is calculated
as the function of cover and rank. The different methods of weight calculation
are discussed in Sect. 4.3, but in general form it can be represented as:

weight = f(cover, rank), (1)

where cover is the number of neighbours and the rank means the distance (num-
ber of hops) from the central node.

A node with highest weight value is designated as the new selected forwarder.
Each selection of a forwarder influences on the nodes in the queue. The queue is

Fig. 1. Selection of forwarders from the global queue
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rearranged. The weight function changes by reducing nodes’ coverage according
to the number of neighbours covered by the already selected forwarder (Fig. 1).
The numbers on the figure represents the current weight, and each node can be
inserted into the queue only once. The selected forwarder adds its neighbours
(that are still unconnected e.g. by another forwarder) to the queue, and the
operation is repeated. Each node has a flag to indicate whether it is covered by
already designated forwarders or not. The algorithm step is repeated until all
nodes are covered. The algorithm ends when all nodes were added to the queue,
and than the set of forwarders is designated (nodes from the beginning of the
queue up to node pointed by the pointer).

The algorithm is based on the concept of DP algorithm, but it utilises the
global approach with the global queue of nodes. It also uses the weight function
to designate the forwarder that influences e.g. to the length of paths.

In the evaluation presented in [9] we have compared the GQP to CD, SBA
and DP algorithms. In current evaluation the MAGANET, a dedicated topol-
ogy generator and analyzer [7] is used. The generator creates a random network
topology based on square are on the map1. Subsequent nodes are located ran-
domly within buildings and within the range of existing nodes to guarantee
the connectivity between nodes). Parameters are: area size, number of nodes,
minimum distance and radio range. According to selected algorithm the logi-
cal topology (spanning tree) is created. Finally, the broadcast communication is
simulated to obtain a results for a single broadcast communication.

In the broadcast phase, it is possible for a node to receive duplicates when
it was in the range of two or more forwarders. The number of duplicates was
also evaluated. We also evaluated the cost of algorithm as the communication
overhead to create the spanning tree.

In previous research the evaluation was conducted for random topologies
only. They were significantly different than topologies of typical AMI networks,
which depend on the size and density of buildings, because the meters that are
network nodes in AMI networks are located within buildings, as it was shown in
[8]. These differences can have a considerable impact on choosing the network
protocols (in particular broadcast protocols). We decided to compare mentioned
above algorithms but using the reliable map-based topologies. In this article we
focus on topologies based on buildings location in different representative map
areas.

The GQP algoritm can be the subject of improvements to increase the fault
tolerance. It is important because the global approach produces the spanning
tree with lower number of forwarders than in case of other algorithms. It makes
the topology sensitive to the link or communication errors. To cope with that
problem we propose the redundancy factor K.

In the original GQP algoritm every node held a flag, which was set when
the node was covered by forwarder. We propose to use a counter k instead of
the flag. If a node is covered by a forwarder, the k value is incremented (until
k >= K). The node is treated as covered if at least K forwarders are in range

1 Downloaded from http://www.openstreetmap.org.

http://www.openstreetmap.org
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Fig. 2. New forwarders created with redundancy factor K = 2 to increase the fault
tolerance

(in case if it is possible, because some nodes have just physical connectivity to
number of forwarders that is less than K). Thus K is an algorithm parameter,
chosen by network designer. If he or she would choose K = 1, the algorithm will
work in a way equivalent to the original method without the redundancy factor
(Fig. 2).

4 Performance Evaluation

In this work we focus on the evaluation of GQP algorithm in map-based topolo-
gies, using the generator described in [7]. We distinguish three types of topology:
medium density town area, the residential area and the downtown area.

The assumed parameters were as follows: nodes count n = 3000, average num-
ber of neighbours for each node a = 40, 45, 50, 55. Minimum distance between
nodes was 1 m.

The radio link range was adjusted automatically, according to the average
number of neighbours. In case of a gap between buildings longer than calcu-
lated radio range the “long link” was created that reflects the additional cable
(or equivalent, eg. microwave radio line) connection between distance nodes. In
the real AMI systems, when it is impossible to connect nodes in distant loca-
tions, they have to be connected using some long distance technology (cable,
directional antennas etc.). MAGANET simulator is able to generate “long link”
when necessary. For the sake of simplification the free space radio signal propa-
gation model is used and the decision whenever two nodes can communicate is
based on the threshold on their distance. The central point is chosen randomly
among all network nodes.

To evaluate the fault tolerance we simulated the certain probability of link
failure and evaluated the scenario with K = 1, 2, 3. The following results present
the average value for 20 simulations for each point on the graphs.

4.1 Number of Forwarders

The higher the number of forwarder is, the longer paths are created. The highest
number of forwarders was created using the DP method, as it is shown on Fig. 3.
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Fig. 3. The number of forwarders in the medium density (a), residential (b) and high
density (c) areas

The lowest number was created using GQP with K = 1. The GQP with K = 3
had similar number of forwarders as the SBA and CB, but K = 3 means the
better fault tolerance (as it is shown later in the article).

4.2 Broadcast Overhead

The broadcast overhead is defined as the redundant communication. It is
assumed that each node must receive a message at least once. The overhead
is calculated as the total sum of received messages beyond one. The results on
Fig. 4 are expressed in %, where 100% is the case when there is no overhead
(only 3000 messages were received, one per each node). The smallest overhead
was observed in case of GQP with K = 1. The biggest is connected to DP
local case. The interesting remark that in case of GQP the overhead is stable,
independent from the average number of neighbours.

4.3 Influence of the Weight Formula

In this section we evaluate the influence of different formulas of weight calcula-
tion on the performance of the algorithm. The weight formula influences on the
selection of forwarders. The simplest formula is:

weight = cover (2)

In that case the forwarder is selected according to best cover, what is depen-
dent on the number of neighbours. This simplest formula was used in the previous
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Fig. 4. The broadcast overhead in the medium density (a), residential (b) and high
density (c) areas

Fig. 5. Results of different weight functions calculations
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calculations. The different approach takes into consideration the path length to
the central point (rank):

weight = cover/rank (3)

In such a case the forwarder with smaller cover but closer to the central point
is preferred. This leads to the shorter paths. Better performance can be achieved
for more clustered, lower density networks (as the large residential area). The
influence of different weight function was is presented on Fig. 5.

5 Fault Tolerance

The introduction of the redundancy factor K created the additional forwarders
to assure the redundant paths, possible if a node is in the range of two different
nodes. The influence of K factor was evaluated by introducing the link error
probability in the simulation phase. We assumed that in when a message is
transmitted there is a probability p = 0.1, 0.05, 0.02 that the message is not
received properly. The results are presented on Fig. 6.

By increasing the K factor the percent of delivery fails is decreased. The
influence is significant. The broadcast communication assumes that a message is
delivered to each node. Due to the link errors the successful scenario may use the
unicast delivery after the broadcast phase to all remaining nodes. The larger K
factor minimizes that unicast communication, while in case of K = 1 the fault
tolerance is worse than in the reference algorithms (Fig. 7).

The CB also presents moderate fault tolerance (but still no guarantee of con-
necting all nodes to the spanning tree) and the SBA and DP has good tolerance
but at the expense of greater number of forwarders.

Fig. 6. The influence of the K factor on the delivery fails
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Fig. 7. The comparison of fault tolerance of GQP K = 1 (a), GQP K = 3 (b) and the
reference algorithms (c-e).

6 Conclusions

The article presents the evaluation of the GQP algorithm (introduced in [9])
in comparison to set of reference algorithms. We used the map based network
topologies that are more practical scenarios than in previous evaluations that
used the random node distribution, as the real AMI networks usually depends on
the topology of buildings. We assumed the semi-static topology, which does not
change long enough to create the static designation of forwarder. In practice it
is costly to obtain the complete knowledge of the network topology, however the
AMI networks are very static, as the nodes don’t move. We can assume that the
central node has a partial network knowledge, based e.g. on the configuration.
In the proposed GQP algorithm after the forwarders are selected, the algorithm
decission can be used inspite of the interferences and temporal unavailability of
nodes, thanks to the redundancy factor.

We considered the two simple cases of the weight function and proposed
the improvement to the algorithm to increase the fault tolerance. It was shown
that the GQP algorithm presents the good scalability, relatively optimal number
of selected forwarders and by introducing the redundancy factor, good fault
tolerance. It is also possible to adjust the GQP parameters and weight function
to the specific of a certain case of AMI network.
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Abstract. In this study, performances of classification algorithms N-
Nearest Neighbors (N3) and Binned Nearest Neighbor (BNN) are ana-
lyzed in terms of indoor localizations. Fingerprint method which is based
on Received Signal Strength Indication (RSSI) is taken into considera-
tion. RSSI is a measurement of the power present in a received radio
signal from transmitter. In this method, the RSSI information is cap-
tured at the reference points and recorded for creating a signal map.
The obtained signal map is knows as fingerprint signal map and in the
second stage of algorithm is creating a positioning model to detect indi-
vidual’s position with the help of fingerprint signal map. In this work;
N-Nearest Neighbors (N3) and Binned Nearest Neighbors (BNN) algo-
rithms are used to create an indoor positioning model. For this purpose;
two different signal maps are used to test the algorithms. UJIIndoorLoc
includes multi-building and multi floor signal information while different
from this RFKON includes a single-building single floor signal informa-
tion. N-Nearest Neighbors (N3) and Binned Nearest Neighbors (BNN)
algorithms are presented comparatively with respect to success of finding
user position.

Keywords: N3 and BNN algorithms · Indoor localization · RSSI · Fin-
gerprint · Accuracy

1 Introduction

With a common infrastructure such as the Internet, different applications have
became available anywhere at any time. It is possible to obtain the instant status
information of the person or objects with the positioning systems, Positioning
systems are divided into two basic groups, indoor and outdoor. Outdoor satellite-
based positioning systems achieve high success by processing more than one
satellite information with triangulation. For this, some information is needed
like the arrival angle of signals, arrival time of signals and so on. Also, the
signals must be within line-of-sight.
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 81–90, 2017.
DOI: 10.1007/978-3-319-59767-6 7
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Many countries try to implement their own GPS applications. GLONASS
[1], Galileo [2], Beidou [3] and IRNSS (NAVIC) [4] can be given as examples for
developed applications. Although recommended indoor GPS [5] systems are real-
ized for indoors, it is a disadvantage that the devices used are costly. The search
for a high performance, low cost solution continues. There is no standard for any
positioning systems. Offered solutions locate people inside a building using radio
waves, Bluetooth and infrared signals, magnetic fields, acoustic signals or other
sensory information. Indoor positioning is divided into two categories, active and
passive. In active positioning, it is the direct transmission of information in posi-
tioning by means of a device carried by the users. RFID, Bluetooth, Infrared,
ultra-wideband, IEEE 802.11 WLAN are examples of these. In passive systems
they do not transfer information directly with any device they carry on them.
Differential Air, Computer vision, Device-free Passive systems can be given as
examples of passive systems [6]. Fingerprint, is a localization method based on
obtaining signal map of place by power of signal of IEEE 802.WLAN. This tech-
nique is applied just other sensor data like magnetic field, RFID, Bluetooth.

The fingerprint consists two step that are called online and offline stage
as shown on Fig. 1. Offline phase consists the radio map construction process.
Although the offline phase takes a lot of time and effort, it provides high suc-
cess rate and low cost implementation. Reference points are selected inside the
building and Received Signal Strength (RSS) are measured from Wireless Access
Points (WAP) with the help of a mobile device. Also Detailed information about

Fig. 1. Fingerprint algorithm stages
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reference point as building id, floor id, space name...etc are recorded. RSS mea-
surements can easily affected from noise (objects, people, wheatear.. etc.) to
obtain high accuracy in the noisy wireless channel, different mobile devices are
used to capture RSS. The signal map is used to generate a positioning model
at second stage. The model can be grouped by mathematical formulas. Geome-
try based methods like triangulation. This method facilitates validation of data
through cross verification from two or more sources. Probability based math-
ematical approaches can be used like Bayesian inference techniques. Machine
learning algorithms especially classification methods [7–10], neural network [11–
13], deep learning [14–16]...etc can be used to create high performed positioning
model.

This study is aimed at finding position of a person in indoors by using finger-
print method. At positioning stage, N3 and BNN algorithms based on nearest
neighbor approach are applied. Success and error distance of algorithms are
tested on two different databases are presented.

2 Use of Wireless Signal Maps

Two different signal maps are used to test the algorithms. The first one is named
RFKON and second one is named UJIIndoorLoc. The constructions from which
both signal maps are obtained are shown in Fig. 2.

Fig. 2. Red, Green and Blue refers to the building of UJI Riu Sec Campus (top). KIOS
Research Center floor plan (down) (Color figure online)

The Area was broken into 1.2× 1.2 m grid squares and Received Signal Map
Strength (RSS) from available Wireless Access Points (WAP) was measured at
the center of each grid square to get RFKON [17]. Four different mobile devices
are used to capture RSS and the number of reference points appearing in the
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Table 1. Data samples in RFKON

ID Time Device ID x y Floor Battery MAC1 MAC2 ... MACN

1 01.07.2015 09:10 1 1.2 1.2 1 100 −97 −65 ... 100

2 02.07.2015 09:10 2 1.2 1.2 1 100 −95 −64 ... 100

3 03.07.2015 09:10 3 1.2 1.2 1 100 100 −70 ... 100

4 04.07.2015 09:10 4 1.2 1.2 1 100 100 100 ... 100

Table 2. UJIIndoorLoc signal map attribute information.

Attribute Information

Attribute 001 (WAP001) Intensity value for WAP001. Negative integer values
from −104 to 0 and +100. Positive value 100 used if
WAP001 was not detected

... ...

Attribute 520 (WAP520) Intensity value for WAP520. Negative integer values
from −104 to 0 and +100. Positive Vvalue 100 used
if WAP520 was not detected

Attribute 521 (Longitude) Longitude. Negative real values from
−7695.9387549299299000 to −7299.786516730871000

Attribute 522 (Latitude)) Latitude. Positive real values from
4864745.7450159714 to 4865017.3646842018

Attribute 523 (Floor) Altitude in floors inside the building. Integer values
from 0 to 4

Attribute 524 (BuildingID) ID to identify the building. Measures were taken in
three different buildings. Categorical integer values
from 0 to 2

Attribute 525 (SpaceID) Internal ID number to identify the Space (office,
corridor, classroom) where the capture was taken.
Categorical integer values

Attribute 526 (RelPosition) Relative position with respect to the Space (1 -
Inside, 2 - Outside in Front of the door). Categorical
integer values

Attribute 527 (UserID) User identifier (see below). Categorical integer values

Attribute 528 (PhoneID) Android device identifier (see below). Categorical
integer values

Attribute 529 (Timestamp) UNIX Time when the capture was taken. Integer
value

database is 54. Each recorded measurements attributes and sample values are
given at Table 1. 100 dbm means that there is no WAP information at related
reference point.

Second signal map is UJIIndoorLoc [18] which is the biggest multi-building
and multi-floor database in the literature and first publicly available database
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that could be used to make comparisons among different methods shown. Totally
520 WAP data were recorded by more than 20 users using 25 different models
of mobile devices. BuildingID is used to identify buildings which could be 3
different value. FloorID is used to identify floors of building. SpaceID is used to
identify the particular space (offices, labs, etc.) where the capture was taken. All
attribute information is listed at Table 2.

3 Algorithms

In this section, the structure of the N Nearest Neighbor (N3), Binned Neigh-
bor Neighbors (BNN) algorithms [19] and the comparison parameters used to
measure the success of the algorithms are presented.

3.1 N Nearest Neighbors (N3)

N3 algorithm is based on nearest neighbours which is take into account all neigh-
bours except k-nearest neighbours. When a test sample is classified, all neigh-
bours are sorted from most similar to the least similar with this a similarity
rank vector is acquired. A weight matrix is Wig calculated to classify the test
sample. Wig is defined as the ith object’s g th class weight and calculated on the
Formula 1.

Wig =
1
n̂g

.

(n−1)∑

j=1,j �=i

sij

rα
ij

.δj δj =

{
1 if Cj = g ∧ sij

rα
ij

> ε

0 otherwise
(1)

n̂g is the number of neigbors that contribute to the class weight and calculated
with the Formula 2. rij is a similarity rank and modulated by α which is a real-
values parameter to be optimized in the range [0.1, 2.5]. ci is the class of the jth
object. ε (e.g., 10−7) is a threshold parameter to define Dirac delta (δi).

n̂g =
∑

j

δj (2)

Sij is the similarity between ith and jth object and calculated from their
distances with Formula 3. dij is a distance measure between ith object and jth
object.

Sij =
1

1 + dij
(3)

Finally, the calculated Wig matrix is normalized with Formula 4.

Ẃig =
Wig∑
g Wig

(4)

All objects class definition is making with Ẃig values. These values can be
interpreted as fuzzy measures. Maximum Ẃig value defines ith object class which
is predefined at wireless signal map.
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Fig. 3. The flow chart of the BNN algorithm

3.2 Binned Nearest Neighbors (BNN)

The BNN algorithm works similarly to the KNN algorithm. The test data are
classified according to their nearest k neighbors. The BNN algorithm differs
from the KNN algorithm in that it is the selection of neighbors used in classi-
fication. While k closest neigbors are selected in KNN algorithm, All neighbors
are distributed into predefined similarity intervals (bins) and distributes into
these intervals in BNN algorithm. Then, the first non-empty bin are chosen as
the nearest neighbors in order to being used for prediction. The Prediction is
taken as majority vote [19]. The flow diagram of the BNN algorithm is given in
Fig. 3.

3.3 Comparison Parameters

Classification algorithm’s performance are compared with different metrics. It
affected by number of instances that are correctly classified, number of instances
that are incorrectly classified, total number of instances, etc. The metrics which
are used to compare performance of different classification algorithms are listed
at Table 3.

Table 3. Algorithms comparison parameters

Name Formula Definition

Accuracy TP
n

TP is the number of true predicted samples, n is the
number of test instances

Error type 1
∑n

i Di

n
Di is ith class distance between predicted class and real
class, n is the number of test samples

Error type 2
∑n

i Di

FP
Di is ith class distance between predicted class and real
class. FP is the false predicted instance
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4 Implementation and Results

In this study two different fingerprint map is used to test the BNN and N3 algo-
rithms. The UJIndoorLoc dataset contains 21048 measurements (samples) taken
from 520 KEN (attributes). However, 3329 measurements were used. The mea-
surements used were re-labeled according to BuildingID, FloorID, and SpaceID,
and 174 classes were distributed. RFKON data has 54 reference points recorded
with coordinates values and 26 WAP measurements as listed at Table 4.

Table 4. Description of fingerprint signal map

Name Number of sample Number of variable Number of class Multi building Multi floor

RFKON 18480 26 54 No No

UJIIndoorLoc 33290 520 174 Yes Yes

In machine learning algorithms; amount of data must be used in train-
ing process and amount of data must be used for to test accuracy of model.
For this, 80% of data is separated for training, while 20% is for test is used both
of fingerprint maps. For RFKON database, 14.784 records are used for training
and 3696 records is used for test. This operation is repeated for 100 times so the
average accuracy value is calculated. The optimal alpha value for N3 and BNN
is determined 0.75. These values gave the highest accuracy according to the test
results. Euclidean is used as the distance metric.

Table 5. Test results of BNN and N3 algorithms

Algorithm Error type 1 Error type 2 Accuracy

RFKON BNN 0.3373 2.3949 85.9053

N3 0.4031 2.3975 83.1872

UJIIndoorLoc BNN 4.3420 20.6632 78.8905

N3 2.546 14.2402 82.1514

Error distance shows the indicates how much error the position of a person
is made. Error distance is a measurement may change related to reference point
frequency. If frequent intervals of reference points are determined within the
building, error distance will be reduced. Error distance of both signal maps is
shown in Table 3. Obtained lower error types for RFKON could be a small grid
squares as 1.2 × 1.2 m when measurements are taken at inside building.
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Fig. 4. Test results

5 Conclusion

In this study, two different indoor positioning models were created with finger-
print method. For this; N3 and BNN algorithms were used to define user/objects
position and tested with the two different signal maps. RFKON is a data set
based on signal strengths consisting of a single building and a single floor. Con-
versely, the UJIIndoorLoc data set consisting of multi-floor and multi-building
signal map has been preferred. Effect of adding different features (building and
floor information) to the N3 and BNN algorithms have been examined. When
the test results are examined, it is seen that the performance of the algorithms
changes according to the signal map. For UJIIndoorLoc, N3 algorithm has higher
accuracy than BNN algorithm as shown Table 5. Besides, error distance is lower.
N3 algorithm could not show the same performance on RFKON dataset as shown
Fig. 4. In single floor data, BNN has high performance and low error distance.
Lower accuracy can be obtained at multi floor signal maps than one floor signal
map. Floor information affect RSSI captures.

The measurement number of fingerprinting signal data, capturing method,
the number of the floor and building of location effects the accomplishment of
positioning. The results of these algorithms do not sufficient for localization. For
obtaining a more accurate localization system, new classification algorithms and
hybrid approaches are required. For this purpose, different sensor data may be
included to the system. Measured RSS values when floor information is consid-
ered can lead to errors and reduce accuracy.

Acknowledgements. This work is also a part of the PhD thesis titled “Design of an
Efficient User Localization System for Next Generation Wireless Networks” at Istanbul
University, Institute of Physical Sciences.
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Abstract. Many organizations and research working groups, includ-
ing among others IEEE, ITU, ETSI and IMO are currently working
towards improvements in communication of different types of vehicles
(cars, trains, planes and vessels) and upgrading utilities and services
offered to their crews and passengers travelling all over the world. The
paper deals with selected aspects of the TCP protocol connectivity in
maritime wireless networks. The authors show results of measurements
performed in a real-world maritime environment consisting of on- and off-
shore devices and transmission systems, partly located on vessels. Based
on the collected measurements, the authors provide statistical analysis,
including connectivity periods and connectivity gaps observed as a result
of vessels motions. The obtained statistical results were used, in turn, in
a simulation test-bed to verify efficiency of TCP connections, assuming
the use of Reno algorithm, together with F-RTO enhancement (Forward
RTO-Recovery), Cubic algorithm, and further adjustments proposed by
the authors. The results show significant increase of the average through-
put (up to 3 times) and decrease of the average download time (up to
53%), as compared to the pure Reno TCP solution. The proposed modi-
fications seem to be especially important and attractive for highly unre-
liable wireless links - expected to be very common in a maritime envi-
ronment.

Keywords: Maritime communications · TCP · Connectivity gaps · e-
navigation services

1 Introduction

The need for effective and reliable communication between heterogeneous net-
working equipment installed on different kinds of vessels and on- and off-shore
fixed network elements is becoming more and more important. The lack of reli-
able maritime solutions, offering high throughput and available to a wide audi-
ence (including crews and passengers travelling all over the world) for a relatively
low price is one of the main barriers in effective implementation of e-navigation.
The e-navigation services, defined by IMO (International Maritime Organiza-
tion), should ensure: “harmonized collection, integration, exchange, presentation
c© Springer International Publishing AG 2017
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and analysis of marine information on board and ashore by electronic means to
enhance berth to berth navigation and related services for safety and security at
sea and protection of the marine environment” [1]. The concept of e-navigation
includes, for example, integration of a multitude of navigational systems and
aids that currently have to be separately monitored by a bridge crew, as well
as, making increased use of inter-ship data exchange for purposes of safety and
efficiency of maritime travel. Unfortunately there are no commonly accessible
maritime communication systems, fulfilling all needs requested by e-navigation
services - there is no affordable Internet access at the sea.

It does not mean the lack of systems designed and used for maritime commu-
nications. Nowadays, several of wireless technologies are considered to be used in
maritime communications. Some of them offer very long distance links but with
a very limited throughput and reliability [2]. This group of terrestrial solutions
operates with HF and VHF bands. On the other hand, there is a set of solutions
offering higher bandwidth but at the price of relatively short communication
ranges. The preliminary investigations show, however, that standardized solu-
tions like LTE, WiMAX, as well as some vendor-specific products like RADWIN
Fiber-in-Motion or Kongsberg Maritime Broadband Radio can be considered
for maritime wireless links. Additionally, popular high-orbit satellite systems
can be employed, with their advantage of global coverage, and limitation of a
relatively low data rates (single Mb/s) and very high transmission delay values
(RTT apps. 0.5 s). However, in both low-orbit (like IRIDIUM) and high-orbit
(e.g., INMARSAT or VSATs) satellite systems, it is necessary to cover relatively
high costs of both installation and maintenance.

Each of the mentioned above transmission techniques is or can possibly be
used for different maritime purposes, however separately. Integration of these
diverse terrestrial technologies in a heterogeneous system is one of the main
objectives of the netBaltic project [3], launched in order to meet the increasing
needs for wider and faster deployment of e-navigation services and to alleviate
the mentioned above issues.

The aim of the netBaltic project is to define and implement in a maritime
environment - a fully heterogeneous self-organizing broadband mesh network
consisting of moving vessels employing a set of wireless technologies integrated
by an intelligent interface selection module and equipped with effective switching
mechanisms, efficient routing protocol providing optimum transmission para-
meters for an existing network topology - all independently of the transmis-
sion technique being used. netBaltic will provide mechanisms for economically
viable, wideband network connectivity over sea areas, as an alternative to costly
satellite-based solutions. Much of research is focused on solutions located in
higher layers of TCP/IP architecture. The designed mechanisms create an archi-
tecture integrating different wireless broad-band technologies. The system uti-
lizes a concept of dynamical division of its operational region into three areas,
presented in Fig. 1, where different principles of network organization and dif-
ferent communication mechanisms are employed.
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Fig. 1. Communication areas of the netBaltic system

The first one (area A), spread out along a coast, defines mobility management
mechanisms for handling vessels’ movements, to provide uninterrupted connec-
tions across a set of different wireless technologies. The one-hop communication
in this area employs popular wireless technologies (such as WiMAX, LTE, Wi-Fi)
or technologies dedicated to maritime usage (e.g. RADWIN Fiber-in-Motion).
Advanced mobility management mechanisms are used to provide uninterrupted
communication at the network layer with IPv6 protocol.

In the case of the second area (area B), nodes form a heterogeneous, self-
organizing mesh network, capable of providing connectivity in both ship-to-ship
and ship-to-shore scenarios. Additional information from the AIS system (Auto-
matic Identification System) is utilized to provide an increased efficiency and
reliability of the proposed solution, by giving the system an ability to predict
ongoing changes in mesh network structure [4].

The last one (area C) is dedicated to nodes located far away from the rest of
vessels, and as a result, being able to establish connections only very occasionally.
The group of mechanisms needed in this area utilizes concepts of a dedicated,
delay-tolerant network system [5].

Using the communications mechanisms described above, important data e.g.
weather forecasts will be delivered to vessels. In practice Transmission Con-
trol Protocol (TCP) is used to provide reliable data segments dissemination in
existing applications (e.g. NaviWeather developed by NavSim Technology [6]).
In zones A and B we assume possibility of establishing TCP sessions. However
due to different factors influencing propagation conditions at the sea (e.g., sea
waving, motion of vessels, etc.) we have to accept the assumption that the link
quality will be limited and the link synchronization can be broken quite often,
thus causing communication gaps, seriously influencing TCP connection and its
basic configuration parameters. In the paper we focus our attention on one of
possible solutions of the above problem, quite essential, however for each TCP
connection, realized under bad propagation conditions.

The main contributions of the paper are:
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– Evaluation of connectivity gaps at the data-link layer of a wireless technique
dedicated for maritime communications.

– Evaluation of TCP (common TCP Reno, F-RTO and TCP Cubic) data dis-
semination in a maritime environment.

– Proposal of TCP adjustment suitable for maritime communications and its
comparable verification with above-mentioned solutions.

The rest of the paper is organized as follows. In Sect. 2 related works are
discussed. Section 3 includes results of wireless link performance evaluations in
real-world measurements (Subsect. 3.1) and details of our simulation environ-
ment used for evaluations of connectivity gaps impact on TCP connections effi-
ciency (Subsect. 3.2). The proposition of TCP adjustments increasing transmis-
sion efficiency in a maritime environment is presented in Sect. 4. The paper is
summarized with conclusions in Sect. 5.

2 Related Works

Maritime wireless communication systems represent a group of networks rela-
tively close to the MANET solutions. However, the specifics of the maritime
environment cause a number of differences, as compared to terrestrial networks.
It is know that vessels experience two types of motions: displacement motions
(including heaving, swaying or drifting and surging) and angular motions (yaw-
ing, pitching and rolling) due to fluctuation of sea waves. Horizontal and vertical
movements, when considering wireless communications, influence connectivity
between wireless terminals located on ships or base stations (see Fig. 2).

Due to changes of the angle between transmitting and receiving antennas,
and as a result, changes in the signal power at the receiver, communication can
be influenced by periodic connectivity gaps. This issue is more important for
wide-band communication systems using higher frequencies and working with
antennas offering narrowed beams. This problem is studied in [7,8]. In the sim-
ulations results shown there, variations of received power as great as 10 dB
are observed for two dipole antennas (maximum gain of 2.1 dBi) located on the
moving vessels.

Performance evaluations of wireless links implementing different communica-
tion standards (e.g. WiMAX, LTE, Wi-Fi) have been presented in [9,10]. These
evaluations include values of signal level parameters (e.g. RSSI, SNR) and some
data transmission parameters measurements (e.g. bandwidth) for stable con-
nections. These works do not include verification of maritime communication
efficiency in unstable environment. Such verification is presented in our paper.

The problem of TCP usage in a wireless system has been examined by the
number of researchers during the last several years [11]. The results of this work
bring us the group of solutions commonly named wireless TCP. Some of them
[12–14] implement a mechanism in which connections are split at a base sta-
tion where data buffering can be used. These solutions result in separated TCP
flows and offer higher throughput for a sender, but they also break the end-to-end
TCP architecture. Solutions in another group assume a tight integration between
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Fig. 2. Waving impacts on antenna characteristics

TCP mechanisms and the data-link layer mechanisms - they are so-called TCP-
aware data-link layer mechanisms. In case of [15], mechanisms of the data-link
layer are able to cache TCP segments, monitor ACK, drop duplicated ACK and
retransmit data segment on duplicated ACK. In [16] authors propose a feed-
back generated by the data-link layer to the transport layer, where the decision
classifying the reason of losses is made. If losses are result of a congestion, an
appropriate congestion algorithm is used, otherwise it is assumed to be a result
of poor wireless conditions. There are also solutions [17,18], in which data-link
layer mechanisms (e.g. schedulers) are designed to prioritize TCP traffic [18] or
allocate resources based on TCP flows parameters [17].

Most of these mechanisms are verified under conditions including losses and
burst losses of data packets. However, the problem of connectivity gaps and its
impact on the transmission efficiency is not investigated.

Aforementioned modifications of TCP protocol are, in general, designed for
wireless networks. They address problems of packet losses and burst packet losses
but are not suitable for periodic connectivity gaps being observed in maritime
conditions. During a connectivity gap, there is no possibility to receive acknowl-
edgments from a remote host. Thus, if Retransmission Timer (RTO) calculated
for this connection, is shorter than a currently observed connectivity gap, the
retransmission occurs. The number of retransmissions during the connectivity
gap depends on the current value of RTO. The algorithm of TCP’s Retrans-
mission Timer computation is defined in RFC 6298 [19]. It uses two variables:
sRTT (smoothed round-trip time, sometimes called short round-trip time) and
RTTvar referring to round-trip time variation. Until the current value of RTT
is calculated, RTO at the sender side is set to 1 second. With the first value of
RTT measured, the host has to use the following equations to calculate its RTO:

sRTT = newRTT (1)

RTTV AR =
newRTT

2
(2)

RTO = sRTT + max(G,K ∗ RTTvar) (3)
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where K = 4, and G refers to clock granularity in seconds.
Each subsequent measurement of new RTT value (newRTT ) performed in

accordance with Karn’s algorithm (as it is stated in [19]) must result in RTO
update in following manner:

RTTvar = (1 − β) ∗ RTTvar + β ∗ |sRTT − newRTT | (4)

sRTT = (1 − α) ∗ sRTT + α ∗ newRTT (5)

where α = 0.125 and β = 0.25, following assumptions from [19]. Finally the
current value of RTO should be calculated in accordance with (3).

As RTO values highly depend on RTT values, an incorrect RTT estima-
tion due to e.g. periodic connectivity gaps leads to spurious RTO calculations.
As a solution for this problem in [20,21], Forward RTO-Recovery (F-RTO) is
proposed. It is a variant of Limited Transmit algorithm applied to RTO recov-
ery. What is important, the mechanism relays on standard TCP header and
does not require neither usage of TCP options fields nor additional bits in the
header. In [21] authors investigate TCP communication efficiency under a few
different scenarios resulting in RTO expiration: sudden delay in a network, lost
retransmission, burst losses and packet reordering. The F-RTO configuration
is available in nowadays Unix-based operating systems. The F-RTO algorithm
has not been yet verified in periodically interrupted connectivity scenarios. Such
evaluation is presented in this paper.

3 Problem of TCP Efficiency in Maritime
Communications

3.1 Evaluation of Wireless Links in a Maritime Environment

In order to inspect the impact of vessels motions on performance of wireless
communications some measurements in a real-world environment have been con-
ducted in the netBaltic project. As a wireless technique the RADWIN Fiber-in-
Motion system being a part of Laboratory of Mobile Wireless Technologies at
Gdansk University of Technology [22] has been selected. RADWIN Fiber-in-
Motion installations are successfully used in maritime communications systems
over the world e.g. by cost-guards or search and rescue groups.

Due to the fact that small vessels are more sensitive to waving, in the mea-
surement campaign a nine-meter yacht was used. The base station of our wire-
less system was located close to the Baltic Sea shore (on Sobieszewo Island -
see Fig. 3) on the tower at the height of 45 m. Mobile terminals were mounted
on the vessel’s bow. The experiment purposes verification of two types of termi-
nals used with directional (HMS1 - High capacity Mobile Subscriber unit 1) and
omni-directional antennas (HMS2 - High capacity Mobile Subscriber unit 2).
The details of the vessel node’s architecture are depicted in Fig. 4. The onshore
node is very similar, however there is no a GPS receiver connected to the main
node and RADWIN terminals are replaced with a RADWIN base station.
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Fig. 3. Vessel’s route during measurements

Dedicated measurement stations have been implemented to monitor signal
parameters of wireless links (e.g. RSSI), as well as, connectivity at the network
layer between terminals. For this purpose uplink and downlink UDP streams
have been generated between nodes. All traffic on both terminals has been cap-
tured and stored in pcap files (Packet CAPture files, providing a high level inter-
face to packet capture systems). Resulting datasets make it possible to analyze
connection gap periods both at the wireless data-link layer and at the network
layer. In Fig. 5, results of an example RSSI measurement for both antennas
used in the campaign are presented. The values in range between −80 dBm and
−60 dBm refer to acceptable connections conditions. The value of −120 dBm was
reported by the terminal when the connection has been lost.

Fig. 4. Test-bed architecture of a vessel node

Collected data shows that regardless of the antenna setting used in tests,
connection interruptions at the wireless link layer follow similar distributions.
As RADWIN Fiber-in-Motion uses time slots assignments for end-users trans-
missions, its terminals have to be synchronized with RADWIN base station.
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Similar solutions are used in standardized systems like LTE or WiMAX. Syn-
chronization of the RADWIN terminal in the maritime environment took about
4.5–5 s. Shorter connectivity gaps were practically not observed. The average
connectivity gap was 9.3 s long or 11.3 s long, respectively for HMS1 and HMS2.
Whereas, the average connectivity time was 8.9 s for HMS1 and 3.4 s for HMS2.

Verification of the probability density function estimation is presented in
Fig. 6. In the same plot, empirical cumulative distribution functions of connec-
tivity periods and connectivity gaps for measured data (solid lines), as well as
random samples (dashed lines) generated in accordance with estimated proba-
bility density functions using KDE method (see Fig. 6b) are presented.

Fig. 5. Example results of RSSI measurement and client terminals used in experiments

Having probability density functions estimated based on data measured in
real-world experiments, it was possible to evaluate and set up initial parameters
for maritime communications in a simulation environment described further in
this section.

3.2 Evaluation in the Simulation Environment

To verify the impact of periodic connectivity gaps in wireless links on TCP
communication in a greater scale a dedicated simulation environment has been
prepared. As this research is a part of the netBaltic project, implemented models
are consistent with the netBaltic’s node architecture. The netBaltic node has
been modeled as a set of virtual machines (grey boxes in Fig. 7) with one referring
to the main netBaltic node, and others acting as external CPEs (Customer-
Premises Equipment). The test-bed with two netBaltic nodes is presented in
Fig. 7. Each physical interface in the main node is connected to two modules
proposed in the netBaltic node’s architecture - Link Quality Evaluation Module
(LQE module) and Mobility Management Module (MM module).
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(a) (b)

Fig. 6. Statistical analyzes of connectivity in the maritime environment: (a) Estima-
tion of probability density function; (b) Empirical cumulative distribution function
for measurement data (solid lines) and data generated based on estimated probability
density function (dashed lines)

LQE module is responsible for collecting data from each wireless technique
interface available in the node, and using it to comparably evaluate available
connections resulting in calculation of a metric value, designated as Link Qual-
ity Indicator (LQI). Link parameters (LP) describing signals (e.g. RSSI, RSRP)
allow to estimate an accurate data-transmission rate. They are strictly related
to considered wireless connections, thus for each wireless technique, separate
mechanisms of data gathering (e.g. SNMP, AT commends) must be used. Link
parameters of the data-link layer - connectivity gaps periods, connectivity peri-
ods do not depend on particular wireless technique. They can be measured by
means of link-up and link-down SNMP traps mechanisms. The results presented
in the further part of the paper will be used by LQE module to obtain a metric
describing a high-level throughput of TCP connections to estimate LQI metric
and choose the best link for ongoing connections.

Fig. 7. Simulation test-bed architecture
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Mobility Management module implements a dedicated scheme extending the
Proxy Mobile IPv6 procedures [23]. In the proposed solution, all physical inter-
faces can be used to perform a data-link layer handover independently. As con-
sequence, the interface providing better link quality (higher LQI value), can be
used by the network layer in mobility management procedures to maintain the
connectivity with corresponding nodes. To verify the impact of vessel’s motions
on TCP connections, and owing to the fact that time between topology changes
due to vessels’ movements in longer than duration of evaluated TCP connec-
tions, static topology with point-to-point connections (between a vessel and an
on-shore base station) has been evaluated in described experiments. Thus, in
this case mechanisms of Mobility Management module are not needed and were
not used - the module is presented for the sake of completeness of the netBalitc
node’s architecture.

Temporary connection losses between two nodes were emulated by means of
a dedicated script build on top of ip (it is a collection of utilities for controlling
TCP/IP networking and traffic control in Linux) and tc (it is the user-space
utility program used to configure the Linux kernel packet scheduler) tools, peri-
odically blocking and unblocking links between connected CPEs. The values of
link bandwidth between CPEs have been reduced to 4 Mbps at a hyper-visor
level. In our experiments for a throughput evaluation the iperf tool was used.
For each pair of up-time (a connectivity period) and down-time (a connectivity
gap period), twenty connections lasting 60 s each were conducted. Based on these
results the average throughput presented in Fig. 8 for up-time and down time in
the range of 6 s to 15 s has been calculated.

Fig. 8. The average throughput of standard TCP connections

As F-RTO in evaluated scenarios offers communication with lower values of
the average throughput (see Fig. 9) the standard TCP Reno is used as a reference
scenario further in the paper.

4 TCP Parameters Adjustment Suitable for Maritime
Communications

A detail inspection of periodic connectivity gaps impact on TCP perfor-
mance allows to conclude that with standard values of TCP parameters the
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Fig. 9. The average throughput of TCP connections with F-RTO

communication efficiency is very poor. Due to this, it was decided to modify the
standard TCP implementation and adjust some TCP parameters to reduce time
between subsequent re-transmissions. In order to do that, the dedicated patch
for Linux kernel has been adopted to the current 4.9 CentOS kernel [24]. It gives
ability to change the default value of TCP RTO MAX variable. TCP RTO MAX
variable is the upper boundary of RTO values calculated in accordance with the
procedure described in Sect. 2. The default value of this parameter is 120 s.

As a consequence of a shorter time between retries of subsequent segments
retransmissions the maximum number of allowed retransmissions has to be
increased. This parameter can be adjusted by means of TCP RETRIES2 vari-
able in Linux kernels and its default value is 15. It might be simply estimated
that time needed to recognized that the current connection is broken is no longer
than TCP RETRIES2 * TCP RTO MAX (for default values, it is 1800 s).

To increase the efficiency of TCP communication in a maritime environment,
TCP parameters have been adjusted. In the simulation experiments, the value of
TCP RTO MAX has been changed and set up to 1 s. Authors are aware that such
proposition breaks the rules defined in [19]. Although, as it is discussed further,
this solution does not break ability to communicate with hosts implementing
the standard TCP configuration. It is evident that with such configuration the
ability to react properly on network congestion is limited, however with wireless
systems using a strict resource allocation mechanisms (like RADWIN Fiber-in-
Motion) and especially, in area C of the netBaltic system, proposed solution
will be beneficial. To keep constant time needed to recognize that the current
connection is broken, the value of TCP RETRIES2 was changed to 1800. Tools
used in evaluation procedures do not support a TCP connection reestablish-
ing during a communication session, thus an appropriate setting of the above
mentioned parameters is important. In consequence, presented results include
values describing parameters of once established connections (in practice TCP
connection timeouts were not observed).

The results referring to the average throughput for adjusted TCP connections
are depicted in Fig. 10. It can be seen that the proposed adjustment brings
significant increases in TCP connections throughput, especially for scenarios
with relatively low values of up-time and high values of down-time. For up-time
equal to 6 s and down-time about 9 s, the average throughput offered by the
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Fig. 10. The average throughput of adjusted TCP connections

Fig. 11. Gain of the average throughput of the proposed solution over standard TCP
connections

proposed adjustment is more than 3 times greater than the average throughput
of standard TCP connections (with standard parameters) (see Fig. 11).

Reno is one of the first (and still popular) congestion control algorithms
proposed for TCP. As such, it can be treated as a reference solution. However, in
order to evaluate more recent mechanisms, additionally the Cubic algorithm was
selected for comparison. The results of the average uplink throughput gain for
several up/down time interval pairs have been presented in Table 1. In a maritime
evaluation the throughput degradation is mainly a result of connectivity gaps
thus the obtained gains are comparable for both evaluated congestion algorithms.
However, the impact of connectivity gaps on a congestion window’s size for
different congestion algorithms is a topic of further research.

To verify the increase of TCP connections efficiency in a practical use-
case scenario, the second set of tests has been conducted. In this case, times
required to download files with sizes of 2 MB and 10 MB containing updates for
e-navigation maps were measured. A file exchange has been performed by means
of scp command (which copies files between hosts on a network via a secured SSH
connection). Durations of connectivity gaps and connectivity periods have been
generated randomly with the distribution estimated by means of KDE method
based on real-world measurements (see Fig. 6). The results of these tests are
presented in Table 2. The values in the table are the average values with 95%
confidence intervals calculated based on 40 different connections.

As it can be seen, the proposed TCP enhancement results in a reduction of
the average download time. The average value is reduced up to 53% for small files
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Table 1. Cubic evaluation - gain of the average uplink throughput

Up/Down time [s] TCP cubic adj. TCP cubic Gain

10/15 1.39 2.24 1.61

6/9 0.62 1.66 2.67

6/6 1.18 2.06 1.75

6/15 0.76 1.23 1.63

15/6 3.04 3.37 1.11

15/15 1.74 2.32 1.33

Table 2. Download times for evaluated scenarios

Scenario TCP adj. TCP adj. TCP - TCP TCP - adj. TCP

10MB file 62.79± 25.75 s 44.83± 6.84 s 46.74± 9.98 s 48.58± 9.35 s

2MB file 19.47± 7.63 s 9.03± 2.59 s 10.89 ±4.17 s 10.82± 2.97 s

TCP column – standard sender and receiver.
adj. TCP column – both sender and receiver adjusted.
adj. TCP – TCP column – adjusted sender and standard receiver.
TCP– adj. TCP column – standard sender and adjusted receiver.

(2 MB) and up to 28% for files with size of 10 MB (as compared to the standards
TCP Reno). It is also visible that there is no requirement for implementation of
the proposed solution in both communicating nodes. The possibility of a coop-
eration between the standard and the described in this paper TCP configuration
is not broken.

5 Conclusions

In the paper selected problems of TCP communication efficiency in a maritime
environment are discussed. The authors present evaluations of connectivity gaps
impact on data dissemination in communication between on-shore base stations
and vessels. Based on real measurements they built a simulation environment -
using results of these measurements to set up number of initial parameters.
The simulation test-bed was in turn used for examining the usefulness of the
standard TCP Reno protocol, together with its F-RTO enhancement and more
recent TCP Cubic in maritime conditions. Both of them turned out to be non-
acceptable in a context of maritime environment and e-navigation services. In
order to improve the TCP performance under specific maritime conditions the
authors proposed adjustments of TCP protocol configuration parameters leading
to significant increase of the average throughput for TCP connections (more than
3 times), and to reduction of the average time needed to download a file with
an e-navigation maps update up to 53% in comparison with the standard Reno
TCP version. In the future work, the authors will propose a solution adopting a
current TCP RTO MAX value to observed durations of connectivity gaps.
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Abstract. The paper presents path loss model for a WSN in an open
space on the basis of measurements. The measurements were performed
in different weather conditions i.e. temperature and humidity in agri-
cultural area. Theoretical path loss models are always flawed because of
their exponential relationship. This causes an increase in error during
the localization process. Thus, the determination of the path loss expo-
nent constant based on measurement results become so important. The
study focused on designation of the path loss model for different weather
conditions. The influence of the temperature and the humidity on the
RSSI distribution was analysed.

Keywords: Path loss model · RSSI · ZigBee · Weather conditions

1 Introduction

Wireless sensor networks (WSNs) are used in a wide range of real-life systems.
Widely spread sensors in WSNs can cover both indoor and outdoor environments
[1,2]. The design and implementation of WSN require same form of an assessment
of sensors position or the relative distances among the network nodes [3]. In most
solutions the path loss models have been used to predict the attenuation and
distortion of the radio frequency [4]. Localisation and deployment of the nodes
are becoming even more complex in the case of different area types (i.e. urban,
forest, agriculture area) and environment conditions (rain, snow etc.). One of the
promising approaches in solution of this issue is the use of the Received Signal
Strength (RSS). Recently the wireless sensor nodes communication modules have
implemented built-in feature able to provide an estimation of RSS by means of
the dependable RSS Indicator (RSSI). Nowadays it can be observed, that many
test and commercial solutions are based on the processing of RSSI indicator
values [5–7].

A path loss versatile theoretical model for predicting the feasible node con-
nectivity for WSNs was developed in [8]. The authors verified the model by
comparing the results with the measurements carried out by other researchers
c© Springer International Publishing AG 2017
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in outdoor open areas. In this model authors considered among others the effects
of frequency of operation and terrain electrical and geometrical properties on the
connectivity.

Signal propagation between wireless sensor nodes deployed in a concrete sur-
face environments and adequate path loss model was presented in [4]. This has
been accomplished by in-field measurements of radio waves propagation and on
the basis of the results an empirical path loss model was elaborated. The authors
also made the measurements for long grass and sparse tree environments. The
path loss exponent was equal to 2.55 for long grass, 3.21 for concrete surface and
3.34 for sparse tree.

Similar approach of developing an empirical path loss models for WSN in
grassy environments was described in [9]. The authors use XBee Digi modules
for measurements. Proposed by the authors models were compared with the
theoretical one to demonstrate their inaccuracy. The results of that research show
values obtained form theoretical models differs from measurements by 12%–42%.

The methods of measuring path loss exponent in various environments have
been studied in [10]. The focus has been put on the allocation and arrangement
of transmitters and receivers. Based on the experimental results the authors
propose properly arrange WSN nodes which provides better estimation of the
path loss exponent.

Our contribution, presented in the article consists of the analysis of the path
loss exponent value in path loss model based on the RSSI distribution measure-
ments made in different weather conditions. On the basis of measurement results
it can be seen that humidity has a big impact on the path loss exponent value.
The remainder of the paper is organised as follows: Sect. 2 describes the hard-
ware configuration of the WSN measurement test stand and scenarios. Section 3
describes the experiments and models elaboration. Conclusions and some further
research ideas are presented in Sect. 4.

2 WSN Measurement Test Stand

The proposed system for measurements of RSSI values between WSN ZigBee
nodes consists of the following main elements:

– radio XBee XB24-Z7WIT-004 modules from Digi, which are XBee 2mW
Series 2 wire antenna modules [12],

– programming platform, the Arduino Uno board [13] used for data collection,
acts as node together with XBee module,

– temperature and humidity sensor DHT22, which measures the temperature
in range −40–80 ◦C and humidity in range 0–100 % [11]

– SD card module and LCD display.

The Arduino Uno board is placed inside the plastic box, as well as other
elements due to the weather protection. The XBee module is fitted on the top
cover (Fig. 1). At the back wall of box the temperature sensor and power supply
(9V DC battery) are fitted (Fig. 2).
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Fig. 1. The architecture of the WSN node

Fig. 2. Completely assembled WSN nodes: router and coordinator

The programming of the Arduino UNO board is performed in open-source
development IDE. Arduino boards uses a simplified C/C++ language for devel-
oping the software necessary for storage and measurement purposes [14].

2.1 Hardware Configuration of Wireless Nodes

In order to establish the wireless connection, two Digi XBee series 2 modules
were used [12]. In both radios the firmware was set to the XB24-ZB family,
which allow to work with ZigBee protocol stack. This wireless modules operate
in the 2.4 GHz band at 250 kbps baud rate. The summary of the XBee modules
parameters is shown in the Table 1.

The personal area network ID in all modules was the same, therefore these
settings allow to form the mesh wireless network. The XBee modules were con-
nected with adequate pins of Arduino UNO boards, i.e.: supply 3.3 V, GND,
XBee DOUT (TX) to pin 2 (Arduino’s Software RX), XBee’s DIN (RX) to pin
3 (Arduino’s Software TX). Arduino platform with ATmega 328 AVR was used
as a main element for programming, as also as sending and collecting data. It also
allows to obtain the RSSI values from XBee modules thanks to the library for
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Table 1. Summary of XBee modules parameters

Model XB24-Z7WIT-004

Standard 802.15.4

Protocol ZigBee

Transmission speed 250 kbps

Inner range up to 40m

Outer range up to 120m

Frequency 2.4 GHz

Receiver sensitivity 92 dBm

Communication interface UART

Configuration methods API, AT

Output power 2 mW

Antenna Omnidirectional wire antenna

Module operating temperature −40 ◦C to +85 ◦C

Power consumption 40 mA

Supplying voltage 3.3 V

communicating with XBee radios in API mode. For the measurement purposes
each WSN node was programmed by dedicated software with the functionalities:

– sending packets and receiving acknowledgements,
– delays measurement,
– measurement of packet loss,
– RSSI measurement,
– measurement of temperature and humidity,
– display the measured values,
– record measurements on the SD card in a txt file.

2.2 Measurement Scenarios

The experiment relied on checking the influence of the weather conditions on the
attenuation between two nodes of wireless sensor network. Measurements were
conducted in the LOS conditions in the open agricultural area. For collecting
the RSSI freqency distribution the devices were placed at a distance of 25 m and
a height of 47 cm.

The first measurement was carried out in winter, in January 2016, at below
zero temperatures (Fig. 3). During the test the following conditions prevailed:

– average temperature: −5.8 ◦C,
– average humidity: 70.4%.

The next measurement was made during the high humidity at the end of
winter. Prevailing conditions:
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Fig. 3. Measurements at below zero temperatures

Fig. 4. Measurements during summer

– average temperature 1.5 ◦C,
– average humidity: 86.3%.

The third measurement was made during the summer time in July 2016 (Fig. 4).
At that time weather conditions were very good:

– average temperature 29.3 ◦C,
– average humidity: 34.1%.

The last fourth measurement was made during the winter in January 2017. At
that time the humidity had the lowest value:

– average temperature −7.7 ◦C,
– average humidity: 28.5%.

The analysis of the measurements was performed based on 100 samples for
each scenario during the LOS tests. There were no packet’s losses all through
measurements. The average values of selected parameters are summarized in the
Table 2.
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Table 2. Results of measurements, average values

Scenario Temperature ◦C Humidity % RSSI dBm Delay ms Packet loss %

1 −5.8 70.4 −83.8 33.3 0

2 1.5 84.2 −84.2 29.4 0

3 29,3 34.1 −76.4 32.1 0

4 −7.7 28.5 −66.6 31.3 0

3 Path Loss Model in Different Weather Conditions

A common methodology for the study of radio wave propagation and path loss
modelling is an empirical research. The presented research follows this method-
ology. Measurements described in above scenarios were conducted to investigate
outdoor path loss characteristics. Based on the results, the authors propose the
model of path loss in different weather conditions for WSN ZigBee nodes. Firstly
the variations of the RSSI values were studied, due to the fact that they can fluc-
tuate even in steady state conditions.

Fig. 5. Frequency distribution of RSSI: (a) below zero temperature (scenario 1), (b)
high humidity (scenario 2)

The histograms of frequency distribution, for tests performed in winter sea-
son, are shown in Fig. 5. Standard deviation for results collected in scenario 1
shown in Fig. 5a was equal to 2.11 dBm and minimum and maximum values of
RSSI were equal to −88 dBm and −76 dBm respectively. For that scenario the
mean value of RSSI was equal to −83.8 dBm. For results collected in scenario 2
the histogram is shown in Fig. 5b. Standard deviation was equal to 0.74 dBm and
minimum and maximum values of RSSI were equal to −87 dBm and −72 dBm
respectively. The mean value was equal to −84.2 dBm.
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Fig. 6. Frequency distribution of RSSI: (a) high temperature in summer time
(scenario 3), (b) lowest humidity in winter (scenario 4)

For low humidity and high temperature (scenario 3) the histogram of fre-
quency distribution is shown in Fig. 6a. Standard deviation for results collected in
this scenario was equal to 0.53 dBm and minimum and maximum values of RSSI
were equal to −78 dBm and −75 dBm respectively, while the mean value was
equal to −76.41 dBm. The lowest value of humidity was in scenario 4 (Fig. 6b).
Mean value of RSSI was equal to −66.56 dBm, while the minimum and maximum
values were equal to −82 dBm and −60 dBm respectively. Standard deviation
collected in this measurements was equal to 4.33 dBm. Taking into account the
RSSI frequency distribution shown in Figs. 5 and 6 the normal distribution of
RSSI values were assumed.

In a free space the power of received signal is determined by the Friis’s law
(1) and depends on the distance [15].

Pr(d) = Pt · Gt · Gr

(
λ

4π · d
)2

(1)

where: Pr(d) is the signal power, Pt is the transmitted signal power, Gt is the
gain of the transmitter antenna, Gr is the gain of the receiver antenna, λ is the
wave length, d is the distance.

In various environments, the signal strength is attenuated in different ways.
In such cases the most commonly used outdoor path loss model is the classical
log-distance model (2). In this model the attenuation factor, called a path loss
exponent n is used. The attenuation factor is environmental depended variable
in contrast to the square in Eq. (1) [4,9,16].

Pr(d) = Pr(d0) − 10 · n · log10
(

d

d0

)
(2)

where: Pr(d0) is the received signal power at the reference distance d0, n is the
path loss exponent. If there are obstacles on the line of sight or the signal is
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going by multiple paths then expression (2) becomes (3) [9,16]:

Pr(d) = Pr(d0) − 10 · n · log10
(

d

d0

)
+ Xγ (3)

where: Xγ is the normal (or Gaussian) random variable which represents the
effect of shadowing phenomenon.

In further analysis the authors took into account the model corresponding to
the open free space in the conditions of LOS (Eq. (2)). Basing on the measure-
ment results from scenario 3 the mean of the RSSI values and standard deviation
at each position were calculated and presented in Fig. 7.

Fig. 7. Results of scenario 3: (a) standard deviation, (b) mean values of RSSI

Fig. 8. Calculated RSSI versus distance for different values of path loss exponent n,
measurement results from scenario 3

The variations of the signal values are not high, what is shown in Fig. 7a. It
can be noticed that variations increase with the distance, however the maximum
value is still low and equal to 1.06 dBm. The mean values of the RSSI versus
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the distance showed, that the signal decreases according to the logarithmic func-
tion (Fig. 7b). The next step was to determine path loss exponent based on the
reference value of the signal obtained at the distance d0 = 1 m and other mea-
surements (Fig. 8). The value of n was determined in the three different ways.
The first way was the calculation of exponent with the use of Scilab computa-
tion package and approximation of measurement points. Value obtained in that
way was equal to n = 2.389. The second approach was the calculation of the
mean value of n for distance range 5–100 m. The value thus obtained was equal
to n = 2.445 due to the higher value for 5 m (n = 2.82). The last step was the
calculation of the mean value of exponent for the distance range 25–100 m. The
obtained path loss exponent was equal to n = 2.35.

The results of calculations were presented in Fig. 8. It might seem that the
differences between n values are small, however if we consider the localization
purposes using RSSI parameter, than it can be noticed that for chosen RSSI value
differences in distance determining can vary from few meters to tens of meters.
For the scenario 4 the path loss model (log normal approximation method) and
measurement results were presented in Fig. 9. It can be noticed that path loss
model follows the log-distance relationship however the exponent value is smaller
and much closer to that one which is observed in closed area LOS conditions
[17]. This can be explained due to the specific weather conditions. During the
measurements, for several days prevailed freezing temperatures (below −6), and
there was no snow. This had an impact on the humidity, which at that time
was low. In addition, the snow that fell earlier became powder snow, which
increased its reflectivity. To compare different path loss models additionally the
two-ray ground reflection model was build. The model takes into account the
impact of the reflected from the ground radio wave. According to the [18–21]
path loss in this model can be defined as expression (4). In this model the: δd

is additional reflected path Eq. (5), d is the distance between transmitter and
receiver, ht, hr are heights on which the transmitter and receiver are mounted,

Fig. 9. RSSI measurement results from scenario 4 and calculated path loss models
versus distance
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Γ is Fresnel reflection coefficient for the vertical polarized signal Eq. (6), θ is the
angle between the ground and reflected path, εr is ground relative permittivity
and λ is wave length.

Pd(d) = Pr(d0) − 10 · log10
∣∣∣∣∣
1
d

+ Γ · ej2π
δd
λ

d + δd

∣∣∣∣∣ (4)

δd =
√

(ht + hr)2 + d2 −
√

(ht − hr)2 + d2 (5)

Γ =
sin(θ) − √

εr − cos(θ)2

sin(θ) +
√

εr − cos(θ)2
(6)

The results of both models log normal and two-ray ground reflection were
compared and shown in Fig. 9. It can be noticed that at the beginning distance
(up to 10 m) both models behave almost the same. After this signal in two-ray
ground model fades faster than in the log normal one. Taking into consideration
measurement results in open space and LOS conditions, it looks like the log
normal path loss model is better fitted in that case.

Fig. 10. RSSI distribution at the distance of 25 m in scenarios 1–4: (a) temperature
dependence, (b) humidity dependence

To analyse the influence of the temperature and humidity on the distribution
of RSSI values was worked out and shown in Fig. 10. The results were presented
for measurements, for which the distance between devices was equal to 25 m and
different weather conditions described in scenarios 1–4. It can be noticed that
for increasing temperature (Fig. 10a) the values of RSSI have smaller dispersion
(scenario 3 versus others). More clearly one can see the effect of humidity on the
distribution of RSSI (Fig. 10b). When humidity decreases the signal propagation
is better and RSSI value increases - scenario 3 and 4 versus scenario 1 and 2.
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4 Conclusions and Future Work

The article presents the path loss model for different weather conditions, which
was elaborated on the basis of measurement results. The measurements were
made using Digi XBee S2 radio modules and RSSI values were recorded in a
different weather conditions, described in scenarios 1–4, the same agricultural
area, and different distance between devices. The compact design of the WSN
nodes as well as recording capabilities were achieved with the use of Arduino
programming platform.

In all experiment scenarios the path loss model follow the log-distance rule.
It looks that in described measurement conditions log-normal model is better
fitted comparing to the two-ray ground reflection one. Moreover it can be noticed
that path loss exponent value is changing according to the weather conditions.
It looks like the impact of the temperature is not such big as humidity, because
the values of RSSI can significantly vary even in similar temperatures (scenario
1, 2, 4 in Fig. 10a). When the humidity increases values of RSSI decreases, which
has a direct impact on the path loss exponent. With the growth of humidity the
n factor also increases (from 1.48 in scenario 4 to 4.6 in scenario 2).

In the future work the authors plan to extend measurements for non line
of sight (NLOS) propagation in open agricultural area during different weather
conditions. Proper path loss model is very important for localization purposes
and it is used in such application as tracking or ranging.
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Abstract. New Internet threats emerge on daily basis and honeypots
have become widely used for capturing them in order to investigate their
activities. The paper focuses on a detailed analysis of the behavior of var-
ious attacks agains 7 Linux–based honeypots. The attacks were analyzed
according to the threat type, session duration, AS, country and RIR of
the attack origin. Clusters of similar objects were formed accordingly
and certain typical attack patterns for potential detection automation
as well as some aspects of threat dissemination were identified.

Keywords: Honeypot medium–interaction · Internet threat ·Malware ·
Trojan · AS · RIR · Country of origin · Session duration · Threat detec-
tion · Threat dissemination · IPv4

1 Motivation of the Study and Related Works

Recent publications on honeypots [1,2] describe a detailed procedure of attacks
against systems with emulated Linux shell. Existing research included mainly
used passwords and login names and command executed by attackers. Only
few older works applied clustering to data obtained from honeypots. While [3]
presents rather outdated conclusions, the newer [4] focuses on finding similarities
in sandbox–executed malware. Clustering analysis is applied here, however, it is
limited only to malware outputs. Other aspects of honeypot applications have
also been studied recently from the point of legal issues [5] or malware behavior
monitoring [6] as well as security techniques related to honeypots [7–9]. However,
proper up-to-date analysis of attacker behavior is still missing. Therefore, this
paper focuses to finding similar characteristics of countries and/or autonomous
systems where individual attacks came from. This is different from [10] where
similar approach is applied to finding similarities in numbers of connections, suc-
cesful logins etc. while specific threats as categorial data similarities are analyzed
here. This paper broadens our perspective by focusing to the analysis of attack-
ers; specific activities or behavior. The main emphasis was given to attacked
systems seemingly being real but, in fact, were honeypot–emulated. The paper
also focuses on the similarity of countries, regional internet registries (RIR) and
autonomous systems (ASes) according to the incidence of specific threats as
c© Springer International Publishing AG 2017
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detected during the research period. The primary goal of the study was to learn
details about behavior of attackers in infected systems. Another goal was to find
what threats are disseminated in specific geographic territories and/or ASes. In
fact, this study broadens the perspective of [10] with primarily numeric analysis
to the real behavioral analysis. The study results will serve as a base for auto-
mated recognition of malicious activities coming from the Internet of any other
networked nodes (including e.g. infected LAN node).

2 Introduction to Honeypots and Honeynets

A honeypot represents a system “whose value lies in being probed, attacked,
or compromised” [11]. Consequently, the attacker’s activity can be analyzed
in detail so that the information can be applied in later constructing or tun-
ing protecting systems (e.g. firewalls, IDS and/or IPS). A honeypot allows to
obtain an efficient overview about currently spreading threats and possible new
threats as well. Server honeypots represent a passive operating software offer-
ing a certain service on a specific transport–layer port (e.g. SSH on 22). Server
honeypots are the most frequently used and they were used for our research,
too. There is another classification criterion consisting in the level of interac-
tion (i.e., roughly speaking, the level of similarity between the honeypot and the
real operating system). Usually, low–interaction, medium–interaction, and high–
interaction honeypots are distinguished. In this research, a medium–interaction
honeypot emulating a Linux SSH shell on port 22 was used. Nevertheless, because
a medium level of interaction is applied, any more sophisticated attacker easily
and quickly recognizes that not all outputs correspond to a real system. There-
fore, such a honeypot is suitable mainly to analyze the behavior of botnets and
script–kiddies.

Multiple honeypots connected into different networks form logical networks
called honeynets in order to obtain more relevant results by combining data from
all the honeypots. The research honeynet used for this study has been collecting
logs into a central site with MySQL database for further processing and analysis.

3 Specification and Topology of Research Honeynet

The honeynet composed of multiple Kippo [Kippo], honeypots with minor mod-
ifications.

The version developed by CZ-NIC1, an organization operating CSIRT.CZ2,
was used. Kippo is a well-known medium–interaction server honeypot emulating
Linux system by cloning the directory structure of a real system. In our case,
Linux Debian 8 clone was used.

Kippo operates certain system utilities like netstat and records executed
commands, downloaded files (via wget or SFTP), used login names, passwords,

1 Available at https://github.com/CZ-NIC/kippo.
2 https://csirt.cz.

https://github.com/CZ-NIC/kippo
https://csirt.cz
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clients etc. The aim of the study was to obtain the data on attackers’ behavior as
detailed as possible. Bearing this aim in mind, the sensors (honeypots) have been
deployed into various networks of several types. The honeynet logical topology
is shown in Fig. 1. Measurements were done in the period from February 2015
till February 2016.

Whilst sensors HP1 and HP2 were connected to academic networks – in the
Czech academic network CESNET and the Slovak academic network SANET,
sensor HP3 was deployed on a virtual private server (VPS) by a Czech provider
offering also “adult services”. Sensor HP4 was deployed on a server of the
provider of common VPS services. Sensor HP5 was connected to a Czech ISP
network and HP5-B was in the same network but the dynamic port 2222 was
used here for providing the SSH service instead of the well-known one (22) as
used in all other sensors. HP6 was deployed in the Slovak ISP network with an IP
address assigned dynamically (while all other sensor have static IP addresses).

Fig. 1. Logical topology of the research honeynet

4 Observed Session Duration and Related Anomalies

At a glance, session duration seems uninteresting but a detailed analysis of older
and present results showed that certain sessions persisted even more than one
day (24 h). In practice, it means that the attacker – usually bot or a script–kiddy
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but even a more advanced human user cannot be foreclosed – connected to the
honeypot system and the connection that was established was not terminated
properly after the attacker activity was completed, either due to a technical
issue, or a negligence, or even no activity was done. The diagram in Fig. 2 shows
the average session duration on each sensor (excluding very long sessions). After
a detailed investigation of a significant portion of long sessions, a decision has
been made to exclude sessions longer than one hour from the calculation of the
average session duration. The analysis of long session showed that there was
not even a single session where the real duration of attacker activity (entering
inputs) was longer than one hour. As an example, a session that persisted for
several days was selected; it contained the following commands only:

id;id;help;help;?;?;/bin/sh;/bin/sh

Despite the fact that the session persisted for more than 24 h, all the above
commands were entered within the first minute after establishing the connec-
tion. After the attacker activity ended, they did not terminate the connection,
however. Therefore, only sessions shorter than 1 h has been taken into account
for the average calculation in Figs. 2 and 3. Just to show how big the influence
was to average calculation, the averages calculated from all sessions are shown
in Table 1, which can be compared to data in Fig. 3.

Fig. 2. Average session duration per activity type and per sensor

Also a comparison between average session duration without any subsequent
attacker activity (see Fig. 2 “without INP.” indication), and the average dura-
tion of session with any input after login was detected (see Fig. 2 “with INP.”
columns). In addition, the diagram shows the average duration of sessions with
file download (“download” columns), and sessions where a file or script was run
(“scripts” columns). The last case analyzed in this context was the average dura-
tion of sessions where such commands were used that are related to a human
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activity (“human” indication). When commands specific to human interaction
occurred, the session duration usually did not exceed 1 min, with the exception
of HP2 sensor. However, a more detailed analysis showed that this was due to
a minor technical issue in termination connections from script–kiddies so the
above conclusion can be generalized.

Most sessions with any subsequent activity after login (e.g. command execu-
tion) exist for approx. 2 min as one can observe in Fig. 2. This duration results
from an execution of a predefined sequence of commands entered almost imme-
diately after login. Sessions with no input – that means that they can terminate
even on entering an invalid login (this does not happen in our honeynet where
all login data are considered to be valid) – usually exist for less than a minute.
Sessions with a file download took approx. 30 s with an exception of HP5 and
HP6 sensors where such a duration is longer. When an attacker executes a file
(“scripts”) during the session, its duration is varied heavily ranging from several
seconds till approx. 5 min.

Fig. 3. Average session duration per SSH client (in seconds)

The session duration according to SSH client used was analyzed, too. The
diagram in Fig. 3 shows this relation. Ten most frequently used SSH clients
for the research period are shown. As one can see that some attackers using
PUTTY client (see “SSH-2.0-PUTTY” in the diagram), which could indicate a
“human” activity (because of PUTTY inconvenience for automated attacks), do
not spend more than approx. 20 s in a honeypot. When various derivatives of
LibSSH library was used (presumably by a bot), the command sequence is done
usually within 30 s. The recorded data confirm the already mentioned prevalence
of automated attacks that are done quickly and in an analogous manner and
occur repeatedly.

5 Disseminated Malicious Activities

A malicious activity in the context of this study means a sequence of com-
mands that was executed during a session when an attacker was performing
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Table 1. Selected average SSH session duration per SSH client

Client name Session duration

SSH-2.0-libssh2 1.6.0 90.2

SSH-2.0-libssh-0.5.2 2253.9

SSH-2.0-PUTTY 103.7

SSH-2.0-libssh-0.11 3.7

SSH-2.0-libssh2 1.4.3 4673.5

their activities. As a starting point for the analysis, a number of identical com-
mand sequences entered by an arbitrary attacker during their session should be
determined. A 100% match of activity is required here – this serves as an indi-
cation of a machine-made attack. The condition for incorporating the sequence
into the research was minimum 2 occurrences of the sequence. In such a case, it
is highly unlikely that any “human activities” are analyzed because it is unlikely
that different human users can enter the same commend sequence multiple times
in a completely identical way. Altogether, 1,805 input sequences repeated two or
more times was recorded.

The most frequently occurring input sequence was the following command
sequence executed in total 1,424 times. It occurred at 5 out of 7 sensors in the
honeynet and was distributed by 153 unique IP addresses from various countries.

uname;uname;free -m;free -m;ps x;ps x

This sequence seems interesting due to the following reasons. First, each
command was entered twice. This could indicate an attacking software error
(either originated by its design or its initiation), but it could be author’s inten-
tion (to ensure its execution) or to verify the output data. In addition, the used
commands are rather uncommon: uname command is used without arguments
resulting in single–word output indication system type (e.g. Linux) and other
details about the system (e.g. core version) are not shown. The request for avail-
able RAM size and ps x command displaying only running processes with TTY
follow. The average duration of sessions with this sequence was approx. 18 s.
For this sequence, the 2 SSH clients were used, namely SSH-2.0-libssh2 1.4.1
and SSH-2.0-libssh2 1.6.0. The sequence was occurring throughout the period of
research so a conclusion could be drawn that the attacker likely wanted to gather
specific information before a real executive attack begins; such an attack would
be performed in the next phase after a new connection. Such an attack can be
classified among so-called ‘reconnaissance attacks’. This seems to be an attempt
to identify that the target is Kippo honeypot3). The attacker then decides only
if the output is analyzed to be in accordance with expectations.

3 Details about Kippo detection using the ps x command see in https://github.com/
desaster/kippo/issues/39.

https://github.com/desaster/kippo/issues/39
https://github.com/desaster/kippo/issues/39
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The following second most frequently used sequence was used 1,289 times
against our honeynet. However, this sequence does not require any sophisticated
analysis because of its simplicity:

echo -n test;echo -n test

This sequence was distributed by 1,261 unique IP addresses with the average
session duration of 7 s. The likely purpose of this seemingly reasonless sequence
can be explained easily as follows. Kippo honeypot had suffered a certain defect
causing that the fact of emulation was indicated by an incorrect response to the
above command.4 This example implies that even many administrators and/or
designers of unsophisticated bots can implement simple mechanisms to detect
honeypots (it means they are up-to-date in IT security field).

The third most frequently used sequence used in 920 sessions (3 sensors, 21
unique IP addresses) was a sequence that is rather typical representative of most
bot behavior. The sequence consisted of the following commands:

cd /tmp; wget -q http://173.242.117.*/Sharky/gb.sh
sh gb.sh;rm -rf gb.sh

A noteworthy aspect of the individual commands was that each of the com-
mands was entered within a single second that can hardly be done by any human.
The downloaded file gb.sh contains another command sequence using the shell
to download and execute another file. The average duration of such a session was
approx. 14.5 s. The sequence had strictly confined timeframe: it occurred solely
from Sept till Nov. 2015. Almost all remaining inputs corresponded to the above
procedure – downloading a file, its execution and deletion, frequently combined
with steps to deactivate security tools (e.g. iptables), changing file attributes to
allow its execution etc.

However, another approach than individual (manual) analysis was necessary
to analyze thousands of input types. At present, due to the existing infrastruc-
ture, the detection of specific threats using an antivirus service inside the Virus-
Total5 seemed as the most promising approach. Subsequently, such data was the
basis for clustering analysis whose results are described below.

6 Analysis Based on Dissemination of Specific Threats

The analysis according to individual threat or malware dissemination can
be utilized in practice efficiently both in research and primarily by national
CSIRT6 teams as well as CSIRT teams with constituency7 for a specific single
autonomous system. Thus, they can get an awareness on distributors of specific

4 Possibilities of Kippo detection – see https://github.com/desaster/kippo/issues/190.
5 VirusTotal service – see http://virustotal.com/.
6 CSIRT = Computer Security Incident Response Team.
7 Constituency means a part of the Internet where the CSIRT operates as an authority.

https://github.com/desaster/kippo/issues/190
http://virustotal.com/
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malware types in the scope of their authority with subsequent making necessary
precautions (frequently just advising the affected ISPs).

Because most sessions captured in the research honeynet involved a file down-
load, subsequently analyzed via submission to VirusTotal, the resulting thou-
sands of records from the honeynet can be analyzed by clustering so that to
find similarities among various objects in the data. Four n-tuples were used as
input of the clustering algorithms. The first one, called “Sensors”, represents
whether a specific malware has been detected by a sensor or not. Thus, the
first attribute is the sensor’s name, with every subsequent attribute being a 1
or 0, representing detection, or lack thereof, respectively, of a specific malware
by the given sensor. The second one, called “Countries”, points out which mal-
ware originated in a specific country. The first attribute is the country’s name,
while all the other attributes are 1 or 0 representing whether or not has each
malware originated in the given country. Third n-tuple called “ASN’s”, and the
fourth one, “RIR’s”, are analogous to the second one, representing the existence
or lack thereof of a specific malware originated in the specific ASN or RIR. This
approach can distinguish differences among various objects (by assigning them
into different clusters). It should be noted that downloaded files were compared
according to SHA1 hash8. Before clustering analysis started, the selection of a
suitable antivirus had to be decided. The sole requirement was the best possible
detection and classification of a downloaded code specimen – threat in Linux
environment. Based on our research among available antivirus engines in Virus-
Total service, Avast antivirus was chosen due to its best performance in the
number of identified malware specimens. Clustering was done using data from
all sensors except HP4 (here the analysis could not be done due to a technical
issue. The quantities according clustering was done were the classified down-
loaded malware, more specifically their names as identified by Avast. They are
categorial (nominal, not ordinal) so the clustering method selection taken this
fact into account. If a specimen was detected as a malware just based on a heuris-
tic rule, it was identified as unknown. On the other hand, if the downloaded file
was not detected as a threat, the source was not considered to be a malware
source. Objects to classify were either honeypots – sensors, or source ASes iden-
tified with their ASN, or RIRs, or source countries. Therefore, not only trends
in distributing AS but also trends in distributing threats from a specific country
or global trends etc. can be analyzed.

6.1 Clustering Analysis of Captured Threats

Clustering Algorithms. The occurrence of specific malware at a specific sen-
sor or distribution from a specific AS, country or RIR has just two possible
values: either it happened (True/1) or not (False/0). Moreover, asymmetric app-
roach was chosen because the significance of both values is not the same – the
occurrence (value 1) is much more significant for assigning the object into a clus-
ter/category. This decision is essential because it allows to determine the way

8 Only files with identical SHA1 hash were considered identical.
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how to measure the similarity between objects. According to [12], Jaccard simi-
larity index was chosen for a hierarchic approach resulting in dendrograms [13]
while ROCK [14] and Proximus [15] algorithms were chosen for a non-hierarchic
approach. The clustering was implemented using R statistical language9.

Binary Clustering Based on Captured Malware per Sensor. Results of
hierarchic clustering are shown in a dendrogram in Fig. 4. In the dendrogram, a
single cluster (involving HP1 and HP3) was formed at the dissimilarity level 0.3
so HP1 and HP3 are considered to be the most similar from the point of view
of detected malware. With the dissimilarity level increasing, other sensors join
the first cluster, no new cluster was formed. The last cluster to join, HP5, was
considered the most different from others in the honeynet. For a comparison,
non-hierarchic algorithms were applied, too. The expected number of clusters
had to be set a-priori so 4 clusters were estimated (for academic, VSP, ISP,
and HP5-B with dynamic port, respectively). All parameters were left on their
defaults. ROCK algorithm resulted in the same sensor clustering as the above
hierarchic dendrogram that means that HP3, HP1 and HP2 were assigned to the
same cluster while the remaining sensors were left alone in their clusters. Also
Proximus algorithm produced the same clusters.

Fig. 4. Clusters of sensors formed using Jaccard index and single–linkage approach

To visualize the similarity between individual sensors regarding specific
threat dissemination, the Multiple Correspondence Analysis (MCA) technique
[16] was applied. MCA is similar to Principal Components Analysis (PCA) [17]
technique routinely applied to numerical (ordinal) quantities. The diagram in
Fig. 5 shows the sensor clustering using 2 new (artificial) variables generated so
that they explain almost 68% of the original variability. Sensors HP5 and HP5-B
seem much closer and much more similar here comparing to results from ROCK
and Proximus. It is noteworthy that the influence of multiple quantities (specific
threat) is neglected here. The neglected minor quantities (threats) could have
an impact on final sensor clustering but due to the fact that almost 70% of
original information was preserved after MCA application, the difference is not
considered significant.
9 Details are available at http://r-project.org.

http://r-project.org
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Fig. 5. Sensor clusters based on MAC technique with 2 artificial variables covering the
majority of variability of original variables

Binary Clustering of Captured Malware per AS. The similarity between
autonomous systems regarding the malware distributed from them is important,
too. Based on such data, one can observe whether specific threats are dissemi-
nated from a limited range of ASes only etc. Avast antivirus was used for threat
classification again. The dendrogram was made using Jaccard index, too, and
the single–linkage technique was applied. Due to the high number of ASes, it
was necessary make the dendrogram more readable as it is shown in Fig. 6. Here
one can observe that ASes formed several smaller clusters that later joined in a
single cluster (except certain exceptions like AS4134 and AS3462 forming sepa-
rate cluster, as well as ASes 46844, 4812 and 4837 that made a separate cluster,
too, but joined later with the above cluster and formed a large cluster at the
same dissimilarity level as the “large cluster” of remaining ASes. A bit later,
another cluster of AS: 35908 and 54600 joined while AS134764 and AS31400 are
characterized as completely different.

On the contrary, Proximus algorithm classified the ASes among 21 clusters
in a highly similar way as the dendrogram in Fig. 6. Among notable differences,
one can see that AS8560, AS20857, and AS31400 formed separate clusters while
they joined in the dendrogram at a high dissimilarity level. The ROCK algo-
rithm classified ASes into 10 clusters. In the case of low–population clusters,
ROCK algorithm usually agreed with Proximus (e.g. for AS 2527, 59491, 59743).
However, multiple ASes that were clustered in small clusters (usually having 3
ASes) by ROCK were left alone by Proximus. It happened vice versa in certain
cases, too. When the clustering results were analyzed in detail, it seemed obvious
that ASes standing separate in their clusters used to disseminate just a single
threat or a small number thereof. For instance, AS31400 standing alone in the
dendrogram (in the right) disseminated the threat ELF:HideProcB. Similarly,
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Fig. 6. Dendrogram of ASes. Colors assigned to AS are random, for better visibility

AS134764 joins the big cluster at the very end (an the highest dissimilarity level)
because this was the only AS not distributing any malware.

Binary Clustering of Captured Malware per RIR. When source RIRs
were considered as objects for clustering, the resulting dendrogram looks as
shown in Fig. 7. Again, the Jaccard index was applied here. Here one can see
that LACNIC and “unknown”10 are the most similar. On the other hand, APNIC
differs completely from remaining RIRs while RIPENCC and ARIN formed a
cluster but the dissimilarity level is quite high (around 0.5) that means that
threats disseminated by them are quite different. Even Proximus result fully
confirms those conclusions.

10 The unknown category includes ASes with no RIR data available. Usually this is
the case for private ASes. Details can be found in IETF RFC 6996 – Autonomous
System (AS) Reservation for Private Use available at https://tools.ietf.org/html/
rfc6996.

https://tools.ietf.org/html/rfc6996
https://tools.ietf.org/html/rfc6996
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Fig. 7. Dendrogram of RIR clusters using Jaccard index and single–linkage

Quite expectedly, the least threats were disseminated by “unknown” ASes.
This is given primarily by the fact that their share on total traffic in the hon-
eynet was rather marginal. Also LACNIC RIR disseminated quite small number
of threats – like Trojan Tsunami, Trojan Gafgyt, Trojan Perl:Shellbot O and
Dropper BV:Powbot B. As well as other RIRs, also LACNIC ASes distributed
“unknown” threats (i.e. heuristic–only detected malware). On the other hand,
ARIN RIR distributed almost all detected threats with minor exceptions (Tro-
jan Xorddos, Trojan ELF:YangjiC, and ELF:HideProcB tool). RIR APNIC was
specific by the fact that also threats distributed uniquely from their ASes were
detected in the honeynet, namely Trojan ELF:YangjiC and Trojan Xorddos.
This means that these threats were distributed solely from Far East and Aus-
tralia. Other unusual combinations could also be found, e.g. there were threats
disseminated only from APNIC and ARIN ASes like ELF:ChinazN Trojan.

Binary Clustering of Captured Malware per Countries. The dendrogram
in Fig. 8 as well as the ROCK clusters show that the most populous cluster
(top frame – red) distinguished at the dissimilarity level of approx. 0.3 contains
various countries ranging from Brazil through France, Canada, Lithuania to
Russia and others. Also communication identified as “unknown” originating from
private ASes belongs here. Another large cluster was formed from attackers
from Portugal, Korea, Poland, Japan, Turkey and others, at the dissimilarity
level of approx. 0.5 (see the second frame from the top with green border). The
following cluster of the USA and Panama (2 yellow frames) was formed but the
dissimilarity level is quite high here so that the ROCK algorithm classifies each
of the countries in a different cluster. The last cluster of China and Taiwan (blue
frame) shows quite an acceptable dissimilarity level less than 0.5. Despite this,
ROCK classifies them again in separate clusters. Nevertheless, the dendrogram
and clusters resulting from ROCK algorithm provide enough information so that
the analyst could concentrate on detailed investigation into threats distributed
by countries in a specific cluster.

When clustering is analyzed in details, ROCK algorithm seems to classify
China and Taiwan properly into separate clusters because they distributed only
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Fig. 8. Dendrogram of countries clustered using Jaccard index and single–linkage
(Color figure online)

3 common threats. What is notable, China as a sole country distributed the
threat called ELF:YangjiC Trojan, and together with USA, only those 2 countries
disseminated the threat ELF:ChinazN. This malware was developed in China
and its primary intention is to be incorporated into a botnet for DDoS attacks.
Its infection is done either via wget download, or drive-by download11 After being
infected into a system, the malware connects to its control server that is advised
about the data on the infected system (e.g. uname output) and remains ready
to obtain instructions for DDoS attack performing. According to sources from
MalwareMustDie12, this malware targets primarily (or even exclusively) against
the IT infrastructure in the U.S. Our measurements confirmed that except China
(likely country of origin) and U.S. as a target country, is not disseminated by any
system in the world. This example demonstrates what findings can be discovered
from indices extracted from properly applied cluster analysis.

The most populous cluster (red line in the dendrogram) joined primarily
countries where attackers distributing Tsunami Trojan came from. This threat
has been prevailing for a very long time – this is a backdoor active in various ver-
sions since 2002. This Trojan listens to commands from a remote control server
via an IRC channel. Its primary usage is, again, to incorporate the victim into
DDoS attacks. The Trojan uses several simple commands, e.g. to choose among
the DDoS attack type (e.g. TCP/UDP flooding). Since 2011, there has also been

11 Details can be found in https://securingtomorrow.mcafee.com/consumer/family-
safety/drive-by-download/.

12 http://blog.malwaremustdie.org/2016/10/mmd-0060-2016-linuxudpfker-and-
chinaz.html.

https://securingtomorrow.mcafee.com/consumer/family-safety/drive-by-download/
https://securingtomorrow.mcafee.com/consumer/family-safety/drive-by-download/
http://blog.malwaremustdie.org/2016/10/mmd-0060-2016-linuxudpfker-and-chinaz.html
http://blog.malwaremustdie.org/2016/10/mmd-0060-2016-linuxudpfker-and-chinaz.html
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a Mac OSX version. In addition, various countries in this cluster distributed var-
ious other malware with no remarkable trend. The second most populous cluster
(indicated by the green line in the dendrogram) was characteristic primarily by
Gafgyt Trojan (also known as Mirai) dissemination. This Trojan does not attack
solely against Linux servers and workstations but also against routers and devices
that can be classified as IoT (Internet of Things) like IP cameras or other devices
based on a Linux firmware. Its primary aim is similar to the above described
one. Tsunami, i.e. incorporating the victims into a botnet for performing DDoS
attacks. Its dissemination uses password attacks, either frequently used combi-
nations, or dictionary attacks, and/or brute–force attacks. It infected more than
a million devices13 and maintains a network of bots counting approx. 120,000
of active stations (computers). While individual countries in this cluster also
disseminated other threats, there is no indisputable trend among them again.
Just to confirm the proper assignment into the cluster, it can be seen that the
countries here disseminated the same malware or did not differ much in them. In
addition, ROCK algorithm identified that Ukraine and Italy disseminated solely
Tsunami Trojan while Palestine and Turkey only threats identified as unknown.
Nevertheless, despite the fact that certain RIRs or ASes seem to be sources of
significant part of malware for the period of research, it is highly likely that the
situation is not permanent. Therefore it is vital for any network administrator
to monitor threats and their sources continuously.

7 Conclusions

The research results presented above indicate that attackers utilizing botnets
prepare tools that repeat the same activity with a limited or missing feedback
towards its success or failure. Nevertheless, even such a seemingly extremely
simple code includes elementary detection mechanism for discovering honey-
pots. This means that attackers observe events in the security field actively and
prepare countermeasures. Vice versa, this forces honeypot designers to propose
various modifications continuously. The presented analysis of attack provides
an enormous space for subsequent specific threat dissemination in specific AS
or countries – i.e. from the global view as well as in mutual interactions. A
proper setup of clustering to find similarities between specific countries and AS
and its application to various data can indicate prevailing trends for specific
areas efficiently. This is useful both for research and for CSIRT teams, too. For
instance, a CSIRT can identify IP addresses that disseminate similar threats and
apply preventive measures subsequently. In addition, they can monitor number
of clients distributing similar malware using the presented method (e.g. to find
that just small group of IP addresses was infected with a specific infiltration
and other is spread massively. Similarly, potential identification of a method-
ology for efficient automation of multiple clustering algorithm outputs seems

13 According to Softpedia, see http://news.softpedia.com/news/mirai-ddos-trojan-is-
the-next-big-threat-for-iot-devices-and-linux-servers-507964.shtml.

http://news.softpedia.com/news/mirai-ddos-trojan-is-the-next-big-threat-for-iot-devices-and-linux-servers-507964.shtml
http://news.softpedia.com/news/mirai-ddos-trojan-is-the-next-big-threat-for-iot-devices-and-linux-servers-507964.shtml
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beneficial because finding such relationships usually requires empirical analyst
knowledge, thus eliminating the human labor need.
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Abstract. In the paper, we present enhancements of the encryption
method for secure data transmission used in Secure Data Exchange
method (SDEx) [1–3]. Potential weaknesses and possible attacks have
been previously described in [4]. The new version of the encryption
method is immune to indicated in [4] vulnerabilities connected with
the potential knowledge of the part of the original message and uneven
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also Davies-Meyer scheme in order to enhance immunity to meet-in-the-
middle attacks.
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1 Introduction

The concern about the data security is still growing. The applications we use
still lack basic security or they use deprecated solutions. In previous works [1–
3] authors presented a mobile secure method of data exchange Secure Data
Exchange (SDEx). The cryptographic algorithm implemented in SDEx method
used for data transmission is based on hash functions. The method is easily
scalable and allows to use any new hash functions. The cryptanalysis of the
algorithm was published in [4], where the author pointed some weaknesses of the
algorithm. In this paper we present how to enhance the original cryptographic
algorithm used in SDEx method.

A secure hash function is a collision-resistant, one-way function. Collision
resistance means that it should be impossible to find two different messages/set
of bits that will produce the same hash value in both cases [5]. One way means
it is extremely difficult to reproduce the input from the calculated hash value,
or to find another input that will produce the same hash value. Hash functions
are also used to determine whether or not data has been changed.

Hash functions are often used with digital signature algorithms and processes
that provide a security service, including:
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– keyed-hash message authentication code (HMAC) [6],
– digital signatures [5],
– key derivation functions (KDFs) [7],
– random number generators (RNGs) [8].

There are several families of hash function algorithms e.g. Message Digest
(MD) or Secure Hash Algorithm (SHA). Some of them like MD5 are vulnerable
to collision search attacks [5,9,10]. There are theoretical weaknesses of SHA-1
but no collision (or near-collision) has been found yet [11–13]. However, to avoid
these problems, it is suggested that new applications should use later members
of the SHA family, such as SHA-2, SHA-3, or implement techniques such as
randomized hashing that do not require collision resistance.

Therefore, the authors in the paper propose a new enhancement to crypto-
graphic algorithm, based on Davies-Mayers schema (DM). Davies-Mayers schema
is pointed in [14] as one of 12 the best collision resistant algorithms/methods.
This DM enhancement will make the Secure Data Exchange (SDEx) method
[1–3] more collision resistant e.g. immune to meet-in-the-middle type attacks.

The paper is organized into five sections. In Sect. 2 the description of data
encryption algorithm used in SDEx method [1–3] is given. Section 3 shows crypt-
analysis of the basic version of the encryption algorithm that use hash func-
tions. Statistical cryptanalysis attack is also discussed. In the next Section a
new strengthening method as well as its cryptanalysis are given. Conclusions
are drawn in Sect. 5.

2 Data Encryption Method Used in SDEx

The algorithm of encryption used in SDEx method [1–3] is based on hash func-
tions. In a standard application, hash functions are used to check integrity of
data. These functions take as an input any length string of bits and return the
result of a fixed size called a hash or a message digest. The length of hash usually
is in the range of 128 to 512 bits, while the whole message can contain thousands
or even millions of bits.

All hash functions are constructed iterative and divide the input data into a
sequence of fixed size blocks M1, . . . , Mt (Fig. 1). Message blocks are sequentially
processed using a hash function to the intermediate state of constant size. The
process starts with the predetermined value h0, while successive states h1,. . . ,
ht are defined as ht = hash(ht−1;Mt). The ht - result of the last iteration of the
process - is the searched message digest.

The hash function used in SDEx encryption method (Fig. 2) performs a role
of dynamic pseudorandom string of bits generator.

The common symbols used on diagrams 2, 3, 4 and 5 and Eqs. (1)–(15) are:

– M1, M2, . . . Mi - plaintext blocks,
– C1, C2, . . . Ci - ciphertext blocks,
– IV - initialization vector (session key),
– h1, h2, . . . hk - particular iterations of hash computation,
– HIV - hash from the initialization vector,
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Fig. 1. Message digest counting for any length string of bits.

Fig. 2. Encryption for even number of blocks.

– HU - hash from user password,
– ⊕ - XOR operation.

In order to make communication more secure we should use encryption keys
instead of passwords. Hence, in the paper “password” and “encryption key” are
used as synonyms.

Corresponding decryption process is presented in the Fig. 3.

Fig. 3. Decryption for even number of blocks.
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The next figures (Figs. 4 and 5) show the encryption and decryption for an
odd number of blocks of the explicit message Mi.

Fig. 4. Encryption for odd number of blocks.

Fig. 5. Decryption for odd number of blocks.

Generated blocks of pseudorandom string of bits are XORed with plaintext
blocks. The results of that operation are ciphertext Ci blocks. The encryption
method is described in details in [1,15,16].

The encryption algorithm (Figs. 2, 3, 4 and 5) can be also defined in algebraic
operations as follows:

C1 = M1 ⊕ HIV (where ⊕ - XOR operation), (1)
C2 = M2 ⊕ HU ⊕ HIV , (2)

C2k+1 = M2k+1 ⊕ hk (where k ≥ 1, for odd blocks), (3)
C2k+2 = M2k ⊕ HU ⊕ hk (where k ≥ 1, for even blocks), (4)

h1 = hash(h0;M1 ++M2) ++ string concatenation operator, (5)
hk = hash(hk−1;M2k−1 ++M2k) (where k ≥ 2), (6)

where hash(h;M) is a hash value, i.e. the result of the function hash that takes
a parameter h. The parameter h represents an initialization vector of a hash
function and input M is a message [10].
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And the appropriate decryption algorithm is defined as follows:

M1 = C1 ⊕ HIV , (7)
M2 = C2 ⊕ HU ⊕ HIV , (8)

M2k+1 = C2k+1 ⊕ hk (where k ≥ 1, for odd blocks), (9)
M2k+2 = C2k ⊕ HU ⊕ hk (where k ≥ 1, for even blocks). (10)

As we can see from Eqs. (3) and (4) the method allows to encrypt messages
with any number of blocks. If the length of the last block of the message is
shorter then block size, than thanks to the XOR operation the ciphertext is
complemented. The overall size of ciphertext is always a multiplicity of the block
size.

3 Cryptanalysis of the Basic Version of the Encryption
Algorithm

The presented cryptanalysis is a recollection of analysis presented in [4]. The
proposed algorithm [1] is vulnerable to two types of cryptographic attacks: known
plaintext attack and uneven bits distribution. Taking into account Eqs. (1) and
(2) we can show that:

C1 ⊕ C2 = M1 ⊕ HIV ⊕ M2 ⊕ HIV ⊕ Hu = M1 ⊕ M2 ⊕ Hu, (11)

C3 ⊕ C4 = M2 ⊕ h1 ⊕ M3 ⊕ h1 ⊕ Hu = M3 ⊕ M4 ⊕ Hu. (12)

We can observe that using XOR operations on two neighboring blocks the
result depends only on the message blocks and a password:

C2k+1 ⊕ C2k+2 = M2k+1 ⊕ M2k+2 ⊕ Hu, where k ≥ 1. (13)

The same password is used for all communication of a user and so the analysis
of the expressions C2k+1 ⊕ C2k+2 allows an attacker to gather some knowledge
about the user password Hu. This also means that all future communication
with the same password is no longer secure.

3.1 Plain Text Type Attack

If an attacker knows first two blocks of original message M1, M2 he can derive
the user password Hu, using Eqs. (11) and (12) we obtain:

HIV = C1 ⊕ M1, (14)

Hu = C2 ⊕ M2 ⊕ HIV . (15)

In case of hash functions SHA-256 and SHA-512 the size of blocks M1, M2 is
accordingly 256 and 512 bits long. The knowledge about only this two first blocks
allows an attacker to decrypt the rest of the message. It has to be stressed that
most of the known file types have standard header blocks that do not depend
on their content.
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3.2 Statistical Cryptanalysis Attack

An attacker can count any number of XOR operations of neighboring blocks
C1 ⊕ C2, C3 ⊕ C4 etc. Then the intruder obtains XORs of appropriate message
blocks with Hu. If on some position in a block we have 0 bit, then it is highly
probable that there is also 0 on the appropriate position of password Hu. The
intruder has to search for blocks where a distribution of 0 and 1 is highly uneven,
then it is possible do recreate some parts of the user’s password (see details in [4]).

As we can see in both of presented attack methods the basic vulnerabilities
are connected with the fact that the result of C2k+1 ⊕ C2k+2 depends only on
message blocks and a password Hu in Eq. (13). This can lead to the discovery of
the whole password or a part of it.

4 Enhanced Secure Data Exchange (SDEx) Method

The security level of hash functions has been estimated at half of the gener-
ated hash length because of the possibility of collision. To avoid this type of
attack, we can modify the previously described method of calculating the mes-
sage digest to hinder the reversal of the various stages of calculation. One of the
possibilities is to use Davies-Meyer schema (Fig. 6) which allows hash function
collision resistance [17]. In [14] the analysis of 64 possible modifications of black
box ciphers with use of Davies-Meyer type schemas from [17] is presented. As
the result, authors identified a group of 12 good solutions (called in the paper
H1, . . . , H12) which are regarded to be the most collision-resistant from all 64
schemes. The “security bound is identical for all of these 12 schemes” in rela-
tion to collision-resistance. In order to improve our encryption method we have
chosen Davies-Meyer scheme marked in the article as H5, because:

– it is one of 12 good solutions pointed in [14],
– it is the most proven and audited scheme,
– it is faster; it has only one XOR operation (most of schemes have two XOR

operations).

Fig. 6. Davies-Meyer schema.
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4.1 Description of the Enhanced SDEx Method

The common symbols used on diagrams 7 and 8 and Eqs. (16)–(28):

– M1, M2, . . . , Mi - plaintext blocks,
– H0 = HIV ++ h0 .

In order to make an encryption algorithm resistant to the attack described
in Sect. 3 we change the method into a new one. The new enhanced schemes for
encryption and decryption methods are shown in Figs. 7 and 8. As it is shown on
that diagrams there are additional XOR operations needed to obtain C1 and C4.
This time the equations that describe encryption operations take the following
form:

C1 = M1 ⊕ HIV ⊕ HIV ++ h0 , (16)
C2 = M2 ⊕ HU ⊕ HIV , (17)

C2k+1 = M2k+1 ⊕ hk ⊕ hk−1 (where k ≥ 1), (18)
C2k+2 = M2k ⊕ HU ⊕ hk (where k ≥ 1), (19)

h1 = hash(HIV ++ h0 ;M1 ++ M2), (20)
h2 = hash((h1 ⊕ HIV ++ h0);M3 ++M4), (21)
hk = hash((hk−1 ⊕ hk−2);M2k−1 ++M2k) (where k ≥ 3). (22)

Hence, the new decryption algorithm is defined as follows:

M1 = C1 ⊕ HIV ⊕ HIV ++ h0 , (23)
M2 = C2 ⊕ (HU ⊕ HIV ), (24)

M2k+1 = C2k+1 ⊕ hk ⊕ hk−1 (where k ≥ 1), (25)
M2k+2 = C2k ⊕ HU ⊕ hk (where k ≥ 1). (26)

The element HIV ++ h0 in Eqs. (16) and (23) is just a hash from the string
created as a concatenation of IV and h0. The enhanced encryption/decryption
methods are presented of Figs. 7 and 8.

Fig. 7. Strengthened encryption method.
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Fig. 8. Strengthened decryption method.

4.2 Cryptanalysis of the Enhanced Version of SDEx Method

In order to prove that the strengthened version is immune to attacks described
in Sect. 3 we should analyze the expressions for C1 ⊕ C2 and C2k+1 ⊕ C2k+2:

C1 ⊕ C2 = M1 ⊕ HIV ⊕ HIV ++ h0 ⊕ M2 ⊕ HU ⊕ HIV

= M1 ⊕ M2 ⊕ HIV ++ h0 ⊕ HU . (27)

C2k+1 ⊕ C2k+2 = M2k+1 ⊕ hk ⊕ hk−1 ⊕ M2k ⊕ HU ⊕ hk

= M2k+1 ⊕ M2k ⊕ hk−1 ⊕ HU . (28)

As we can see the expression C2k+1 ⊕ C2k+2 depends not only on the pass-
word Hu but also on hk−1. The randomness of the sequence hk−1 implies that
any knowledge over hk−1 ⊕ HU cannot lead to any useful information on Hu.
That means that whatever knowledge an attacker has on message blocks M2k+1,
M2k+2 or cipher blocks C2k+1, C2k+2 no information can be gained on the pass-
word Hu. Moreover the usage of Davies-Mayer scheme guaranteed that this
sequence hk−1 is a better pseudorandom sequence than in the original version of
the encryption algorithm [14]. Additionally, it should be stressed that in [14] the
DM type schemas where applied to black box blocksciphers. In our paper, DM is
applied only to the hash function in order to increase randomness of its results.
What is more important, except the DM-schema in cryptographic algorithm, we
use additional XOR operator with message i.e. C3 = M3 + (h1 ⊕ h(IV ++ h0)).
As a result, it is very similar to the H4 scheme (in [14]) that belongs to the
group of 4 schemas with the best second-preimage resistance [14].

5 Conclusions

The main security vulnerabilities of the mobile applications are connected with
often usage of that mobile applications in the non-secure environment e.g. airport
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or city hotspots. This is the main reason to research and develop more secure
cryptographic algorithm used in (SDEx) method (see [1–3]).

In the paper, we describe the hash functions and their use in secure encryption
algorithm. The families of hash functions are often implemented in applications.
However, some of the hash functions e.g. MD5 and SHA1, show vulnerabilities
and it is recommended not to use them. Some authors e.g. [9–13] present that
the encryption algorithms that use hash functions show the potential weaknesses
to possible collision attacks, like meet-in-the-middle one.

In the paper, we present enhancements of the encryption method for secure
data transmission used in (SDEx) method. Potential weaknesses and possible
attacks have been previously described in [4]. The new version of the encryption
method is immune to indicated in [4] vulnerabilities connected with the potential
knowledge of the part of the original message and uneven distribution of bits
in the message blocks (Sect. 4.2). In the new solution, we use also Davies-Meyer
scheme in order to enhance immunity to meet-in-the-middle attacks. We discuss
statistical cryptanalysis of the attack and the collision resistance of the new
encryption SDEx method.

In the mobile applications of Secure Data Exchange method we propose to
use the enhanced version of cryptographic method.
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Abstract. For many years the detection of malware and preparation of
the ways of preventing them have been treated as two distinct issues.
Malware monitoring should provide information on how to detect the
presence of malware and attempts to infect the system. The protecting
systems using this information should identify and stop malware opera-
tion. This paradigm led to current solutions, where protecting systems
focus on detection of incoming threats and do not pay attention on the
presence of not previously detected malware in the system. Malware
authors have developed various methods of circumventing the defense
lines of protecting systems, what results in a growing stream of informa-
tion of systems security breaches. This indicates the need for additional
line of defense, focused on detection of the malware, which penetrated
defenses of the system. The paper presents the concept of such additional
defense line, discusses the sources of necessary informations, method for
detection of unknown malware and possible method of blocking malware
operation.

Keywords: Malware detection · System self-defense · Monitoring of
outbound communication · Blocking malware operation

1 Introduction

Malware monitoring and system protection are generally treated as two sep-
arated tasks. Threats monitoring is generally aimed on inspection of mal-
ware’s distribution channels, acquiring of malware code and patterns of infection
attempts, often simulating vulnerabilities in the operation of the various system
services running on standard and non-standard system ports. In order to achieve
its goal, the monitoring system must be infected by malicious software to obtain
evidence on its operation and for the development of its signature but rarely can
monitor its operation in the longer term.

Protection systems attempt to block malware propagation and system infec-
tion, based on its descriptions of malware properties. Most protecting systems
c© Springer International Publishing AG 2017
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checks the programs before they are executed, rarely paying attention to their
continued operation in the system. When the behavior of the program file does
not quite corresponds to patterns of “bad” program actions (patterns do not
match), the program is considered harmless and remains active in the system.

Most of malware protection systems is not interested in a long monitoring the
operation of programs that do not fit the patterns of malware activity and have
not been caught by the traps systems. These programs may demonstrate mali-
cious activity deviating slightly from the schemes, on which is based operation
of protecting systems or they can significantly delay its start of activity.

As a result the detection of the fact that system was infected takes place with
great delay, often by some chance. Some monitoring systems (eg. Honeypots)
may longer analyze program operation after its start and classify it accordingly
as a threat, but alone they are not able to stop its operation nor to remove it
from the system.

Such situation indicate the need to develop a supporting protection systems
based on different principle of operation. Since contemporary malware is able to
pass through security systems, the main task of this additional line of defense
should be monitoring of the system operation to detect signs of suspicious or
malicious activity of running programs, blocking their operations and signaling
their presence in the system.

This additional line of defense should operate continuously and consist of
two parts: a detecting section, identifying suspicious running processes and the
executive section, controlling the activity of suspicious system processes and
implementing self-defense against detected active threats.

Proposed detection process merges the functionality of host-ids systems
(detection of changes in the list of running processes) and network-node ids (mon-
itoring of outgoing network communication and detecting of processes responsi-
ble for it). To minimize the errors in interpretation of the list of running processes
it is assumed the use of the list of processes of installed applications as the “white
list”.

Discussed system retains features of malware monitoring system – it records
information about the place and manner of operation of a suspicious process
and attempts to stop its further action, while the full removal of infection leaves
other tools and intervention of user or system administrator. In authors intention
the proposed solution should supplement the operation of security systems and
prevent the possibility of prolonged exposure on undetected malware.

The description of proposed solution is organized as follows: Sect. 2 discusses
methods of malware presence detection used in monitoring systems, details of
proposed method of system’s self-defense against operation of malware are pre-
sented in Sect. 3, Sect. 4 discusses chosen method of stopping the operation of
selected processes in the system and its tests with malware samples. Section 5
discusses the remains in the system after stopping operation of malware with
conclusions closing the paper as Sect. 6.
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2 Methods of Malware Detection

Most methods described in the literature for the detection of malware operation
is intended for support of anti-virus systems and proposes methods to gener-
ate signatures that identify specific types of of malware based on code analysis,
analysis of program actions (behavioral) and mixed (heuristics), adjusting mal-
ware detection criteria to the observed symptoms of their action. For detection
of malware operation are used different methods of collecting malware perfor-
mance statistics and various algorithms their classification eg. machine learning,
neural networks. Due to the volumes of data processed and the goals of the algo-
rithms generally they are not suitable for direct monitoring the safety status of
the system.

Another approach to malware detection represent system traps (honeypots)
[4]. To better reveal details of malware operation, whole users activity were elim-
inated of the system. The traps are waiting for the infection of emerging malware
programs, record their actions during infection, and often record their behavior
after infection to determine the types and purposes of their communication with
the environment.

They were created and still are created various types of honeypots to monitor
different types of communication channels and access to services in the system.
As server side honeypots was created dionaea [15] (to capture windows malware),
Kippo - to capture attacks on ssh, glastopf, honeyweb [16] - for monitoring
attacks on web service. Client side honeypots are looking for malware infected
servers, pretending to be a Web browser like HoneyC, Thug, PhoneyC [6]. Also
are created a trap systems dedicated to other services [5].

Detection of the fact of system infection allows to identify responsible
process(es) in the system. Detection methods range from the searches of changes
in the file system (file integrity monitoring eg. tripware, afick [20]) or changes in
the system registry (comparison of snapshots eg. regshot [18]), by recording the
program operation in the system (logs of the service, recording low-level oper-
ation eg. process monitor [19], capturebat [14]) to audit of the system network
communication (eg. argus [13], tdilog [7]).

Most of the solutions intended for detecting malware is dedicated for spe-
cialized protection systems (IDS and IPS), and not for computer users. Not all
threats activity monitoring solutions [10] are suitable for continuous operation,
due to the amount of generated data (eg. process monitor) or lack of access to
data during monitoring.

3 Concept of System Self-defense

The concept of self-defense (self-protection) systems was presented in the lit-
erature as proposals for solutions modeled on the human immune system [1],
introducing a mechanism for identifying as self and non-self software system
components. The basis of the proposals were the introduction of various forms
of classification of system elements on self (safe) and non-self (at least suspected)
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which detection started some corrective actions [2]. The concept were generally
discussed on systems management level, with correcting actions based on sys-
tems topology reconfiguration.

One of presented implementation of the concept was related to experimental
multi-agent cluster system technology [3]. Self-management cluster system uses
knowledge of software component architecture to reconfigure application as a
form of active counter-measure to observed events in distributed application
operation.

The concept of self-defense mechanisms presented in this work concerns an
solution for a single user system. It comes down to the use of malware monitoring
methods for the identification of new, unknown or suspicious processes running
on the system and then to fast stopping their actions. Mechanisms for self-defense
should ensure the prompt reaction to the appearance of an unknown threats and
protection of system resources against malware, on the other hand the effective
detection of hidden threats.

Informations about suspicious processes may be derived from various ana-
lyzing method, monitoring data from different time ranges. To confirm them is
planned process for correlating data from various sources, to verify the legality
of operation of previously unknown processes, to get proofs that they are not
malware (Fig. 1).

Fig. 1. General concept of system self-defense

To implement the fast detection of threat related processes it is planned the
use of the direct monitoring of changes in the list of system processes, eg. by
comparing the lists of active system processes in successive time slots. Detection
of actuation of new process starts checking of its legality (a comparison with the
list of processes that may be started by installed applications - test of the type
of white list). Such method of controlling list of running processes should be
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especially effective in case of embedded systems with fixed list of active applica-
tion like [9,12]. Long-term verification of the behavior of the running processes
will be based on the analysis of system outgoing network communication using
communication profiles of installed application, identifying suspicious processes
running on the system.

Detection of malware process should activate the mechanism of stopping its
operation, to deter the damage that the operation of such a process may cause
and should indicate the presence of such process the user of the system.

3.1 Detection of Suspicious System Processes

Detection of processes related to the operation of hidden malware corresponds to
the identification of processes responsible for suspicious outgoing network com-
munication of the system. The usage of network activity profiles [11] of installed
applications allows for elimination of transmissions initiated by individual appli-
cation and system programs. Remaining transmissions, not matching the profiles
of installed applications, that often generate a lot of connection errors can be
attributed to the operating in the system malware programs.

Construction of network activity profiles based on a statistical analysis of
network communication takes some time so detection of the presence of malware
needs some time of its activity. Such possibility of malware detection is based
on the use of locally operating network communication monitoring programs,
that have access to necessary information about active processes, like tdilog or
ndislog.

A quicker path of detection of appearing suspicious processes is to analyze the
changes in the amount of running processes in the system. Monitoring changes
of the list of running system processes, comparing the lists in the next time
windows allows for detection of newly started processes. Verification of them
with lists of processes started by active system applications (whitelisting) allows
to detect unknown processes, possible malware.

3.2 Execution of Self-defense Action

Identified malware process should be stopped as soon as possible using eg. the
kill process operation. Because modern malware often have embedded their own
mechanisms of self-defense [8], that control the presence of their processes in
the system and restarting the missing process in the event of its removal, more
effective method seems to be the suspension of the operation of such a process,
which should not start its defensive action.

Suspension of the process operation disables its further activities (conducting
of possible destructive action) and allows to signal the user of the event, leaving
him also the final solution of the problem.

4 Tests of Self-defense Executive Actions

Generally concept of self-defense looks quite simple – system stop the operation
of every suspicious process and inform user/system administrator about the
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event. Earlier tests with captured malware samples on virtual machines shows
that having identified malware responsible process it is not difficult to stop its
operation using proper tools (at least looking on its network activity).

In case of “typical” malware there are no time constraints - the system was
infected, we want to identify intruder and stop it activity to prevent further losses
(eg. leaks of proprietary information). In recent years, increasingly appears the
type of malicious software that aggressively encrypts documents, files, system,
or even a part of the hard disk trying to extort ransom on the system’s user for
their recovery. This behavior changes the rules - the timing of self-defense action
is becoming increasingly important the same as the effectiveness of its action.
Suspension of selected process should reliably stop malware action to protect as
much as possible from user resources.

To check the efficiency of proposed method of stopping the activity of mali-
cious programs has been prepared a simplified version of self-defense algorithm
as the s-def.bat script. The script uses a few simple text tools [19,21] and consist
from few steps. It starts by generating a current list of running system processes,
compares this list with the initial list of started processes (of clean system) and
identifies new started processes. To focus our tests on possibilities of stopping
malware action, newly launched processes were treated as suspicious ones (there
are no checking whether the new processes are on the list of allowed processes or
not). Then the script calls simple program, which in loop attempts to suspend
each of suspicious processes.

Pseudocode of self-defense script s-def.bat main steps

@echo off
:loop
get_process_list > new_list;
get_new_processes init_list new_list > plist;
REM verify_process_list plist; // now empty
get_PID_list plist > pid_list;
ps_suspend pid_list;
sleep 80;
goto loop;

4.1 The Test Environment

Test environment have been prepared on a system running Centos 6 with Xen.
For testing were prepared virtual machines (VM) running Windows 7 system
configured as a honeypot to monitor malware behavior. On Windows system
were installed sample user applications like ms word, pdf reader, web browser
and monitoring tools like process monitor, process manager, capturebat, regshot
which were started before malware runs and were included on initial list (init list)
of running processes. For visualizing VM network communication on Centos
system were started etherape monitor [17].

Tests were conducted according to a fixed pattern. Before each test on
VM was started monitoring tools (procexplorer, capturebat, procmonitor) and
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was recorded actual initial processes list with current PID numbers, then was
launched s-def.bat script. Next selected sample of malware was launched and
was observed the results of its operations.

On process explorer screen were visible start of the original malware program
and often also run by him his child programs. The first tests were carried out on
registered by the dionaea honeypot malware samples, identified by AV program
as a trojan pepex.F, worms allaple, peobot.

The results were as expected, malware started processes were stopped (sus-
pended) on first run of s-def script and later there was no malware activity.
Stopping of malware activity does not mean, of course, removal of the effects of
his prior operation. A more detailed analysis of recorded activities of malware
detected its copies stored in different system folders and various registry changes,
providing malware start after system reboot.

For further testing was used examples of ransomware programs, malware
modifying files and documents on the infected system. The aim of the test was
to check whether launched periodically every tens of seconds script can stop
such malware and further damage done in the system. The Table 1 presents data
about tested malware samples.

Table 1. Malware samples tested

MD5 Hash Malware Type

31d0b80cf2b20e024c2176541a594a7b Kryptik Trojan horse

506cf4d78b44bc51b0ebd474b69dd611 Pepex.F Trojan worm

7de33a523906522533cc65793f01ab3e Allaple Network worm

83befa17d31d68aadad93ef202c2a96b Peobot Worm

b06d9dd17c69ed2ae75d9e40b2631b42 Locky Ransomware

2773e3dc59472296cb0024ba7715a64e Jigsaw Ransomware

108756f41d114eb93e136ba2feb838d0 Satana Ransomware

0d1cb79feeb13d9ff4afcbc86e7b4a6a Cerber Ransomware

46bfd4f1d581d7c0121d2b19a005d3df Tesla crypt Ransomware

6152709e741c4d5a5d793d35817b4c3d Radaman Ransomware

a92f13f3a1b3b39833d3cc336301b713 Petya Ransomware

For tests were used programs called satana, tesla crypt, jigsaw, Locky, cerber,
Petya and others quite randomly selected from the GitHub [22] repository.

The course of the tests was twofold - some samples for the launch required
“support” from the user - system windows open dialogue box and asking user if
he has run a program of the given name (often almost random). After clicking
on yes, system run the process with the given name, which often run another
process (already without asking), then turn off itself (eg. tesla crypt) or as the
version of the file invoice.doc opened in a word processor completely unreadable
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file and suggested “enable macros”. Most programs start after clicking on the
sample file name supplemented with the .exe extension, and appeared on the list
of processes visible in process manager, often running the subsequent processes
with different names. These visible processes are practically always stopped by
the script.

5 The Remains of Malware Operation

Virtually all ransomware programs were interested mainly in documents files
(with extensions .txt, .doc, .pdf and the like) and those files attempted to
encrypt or overwrite. Practically they did not try to modify any executable
files. Of course, ransomware behaved also as a normal malware and to ensure
own start after a system reboot, they wrote down their copies in different
parts of the system, often using the names of legitimate system processes (eg.
as c:/Users/user/AppData/Local/Temp/svchost.exe) and made modification of
registry entries.

Changes made by various ransomware in the system before his stopping were
different. The names of documents were changed in various ways on completely
random, replaced part of the file name by fixed prefix or appended to the file
name constant extension. Practically in every folder ransomware left his business
card – information about the amount of ransom and payment method.

The amount of the changes depend on the time, which malware had for its
activities. For modification of the documents, the program takes after safeguard-
ing his start in the registry and after any other preparatory operations. At the
period of approx. 60 seconds of the script operation it gave a different amount
of changed files. eg. cerber encrypted 28 small files, giving them random names
and standard a5a0 extension, jigsaw encrypt 3 files, storing them under original
names with added .fun extension.

In one case malware (satana) acted like a boot sector virus, overwrited with
its own code MBR and system loader (together almost 4 kB), and does not
care about the registry, so had more time for system modifications. It stores his
manifest message in about 580 folders during 51 second of its activity.

6 Conclusions

Possible results of self-defense actions depends on the amount of time in which
identified as suspicious process is allowed to continue its operation. In experiment
case this window was up to 60–80 s between checks, and in one case (Petya
ransomware) it was too long.

Malware initiated system restart and started encryption process as the boot
time file system errors correction process making the system unusable, in other
cases it was enough time to stop damaging effects.

In normal mode of operation the monitoring of system processes should
be event driven and should start investigation after every start of new system
process. In general, the concept of suspension of suspicious processes as a method
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of securing the system works, allows more time for thoroughly checking and also
allows for fast retraction in case of a wrong decision.
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Abstract. Thanks to its ability to face unknown attacks, anomaly-
based intrusion detection is a key research topic in network security.
In this paper anomalies are addressed from an Information theory per-
spective: in a nutshell, it is assumed that attacks determine a signifi-
cant change in the distribution of relevant traffic descriptors and this
change is measured in terms of Shannon entropy. In more detail, the
traffic is first aggregated by means of random data structures (namely
three-dimensional reversible sketches) and then the entropy associated to
different traffic descriptors (for sake of brevity, we focus on the numbers
of flows and bytes) is computed by using two alternative constructions of
the corresponding empirical distributions, one based on the flows desti-
nation address and the other on their volume. The experimental results
obtained over the MAWILab dataset validate the system and demon-
strate the relevance of the way in which the histogram is built.

Keywords: Network security · Anomaly detection · Information
theory · Entropy

1 Introduction

Network security and Information Theory are relevant research topics in the
frameworks of applied statistics and networking. Although the latter was orig-
inally related to compact representations of data and error correcting codes,
its basic ideas are easily applied to cryptography: for instance, the notion of
entropy allows us to provide a mathematical definition of perfect secrecy. In this
paper we point out the applicability of Information Theory in the framework of
anomaly-based intrusion detection.

It is well-known that the universal use of the Internet has determined the
continuous development of more and more sophisticated network attacks. Such
attacks, at least in the initial phase (namely, until the corresponding “rules” are
identified and the users have properly updated their software tools), cannot be
detected by traditional signature-based Intrusion Detection Systems (IDSs). As
new attacks might be extremely dangerous, the capability of capturing unknown
c© Springer International Publishing AG 2017
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attacks is the key motivation for research in the field of anomaly-based IDSs.
The underlying rationale is quite simple and intuitive: the normal behavior of
the network traffic is defined (starting from statistics collected from attack-free
network data) and significant deviations from it are tagged as attacks.

Nevertheless, the design of efficient IDSs is an open research issue for two
main reasons, which will be addressed in the paper: the identification of suitable
traffic descriptors and the measure of the deviation from the normal behavior.
In more detail, we consider two different traffic descriptors, number of flows and
number of bytes, for random node aggregates. Note that, in order to guarantee
the applicability of anomaly-based techniques to backbone traffic, some kind of
aggregation is needed to ensure scalability; our focus on random aggregation
via sketches is well-justified in the literature (see, for instance, [1]) since it out-
performs standard deterministic approaches based on the network prefix and
input/output routers.

An Information theoretic approach is employed to deal with the second issue.
For each bucket of the sketch (i.e., for each random aggregate) a histogram is
built during each time-bin and its distance from the histogram corresponding
to the normal behavior for the same bucket is used to detect anomalies, accord-
ing to a threshold-based voting mechanism. The level of similarity between the
histograms can be measured with a simple geometric approach, based on the
traditional Euclidean distance between the corresponding points in the multi-
dimensional space. In this work, we assume that an attack determines a change
in the information content of the corresponding (normalized) histogram and use
(Shannon) entropy as the related measure. As highlighted in the next section,
the use of Shannon entropy (as well as the related Kullback-Leibler and Jensen-
Shannon divergences) is not completely new in this framework, but previous
works do not investigate in detail the way in which the histograms are built. The
main contribution of this paper consists in comparing two different constructions
of the histograms, one based on the distribution of the relevant parameter (as
mentioned above, number of flows or number of bytes) and the other focusing
on the destination address of the flow (the relevant parameter in this case is just
the increment for the corresponding bin of the histogram).

The ability of the different traffic descriptors and histogram definitions in cap-
turing anomalies (note that the structure of our IDS is flexible and other traffic
descriptors, histogram definitions and distances could be used) is evaluated in
terms of the Receiver Operating Characteristic (ROC) curve for the well-known
MAWILab traffic traces, taking into account the different labels that describe
the attacks in the original dataset.

The remainder of this paper is organized as follows: Sect. 2 discusses related
work, while Sect. 3 provides an overview of the theoretical background. Then,
Sect. 4 describes the architecture of the proposed system. The dataset used
for testing and validating our proposal is sketched in Sect. 5 and in Sect. 6 we
describe the experimental results. Finally, in Sect. 7 we conclude the paper with
some final remarks.



156 C. Callegari et al.

2 Related Work

The idea to use some entropy measurements in anomaly detection is not new,
but a deep analysis of the impact of the different ways of computing entropy
over a given dataset has not been presented yet.

For instance, entropy has been applied in [2] to detect fast Internet worms
taking into account the entropy contents (more precisely, the Kolmogorov com-
plexity) of traffic parameters, such as IP addresses, and in [3] to detect anom-
alies in the network traffic running over TCP. In both works an upper bound of
Shannon entropy has been estimated through the use of different state-of-the-art
compressors. Some more recent works include [4–6], where entropy-based meth-
ods have been applied to specific domains like cloud computing, android devices,
and vehicular networks.

A different approach has been considered in [7], where Shannon entropy was
used to “summarize” the distribution of specific traffic features to detect unusual
traffic patterns. In [8] several information theoretic measures (including Shan-
non entropy, conditional entropy and Kullback-Leibler divergence) have been
considered and their specific use is discussed defining a general formal frame-
work for intrusion detection. Moreover, some recent works (see [9] and references
therein) take into account also alternative entropy definitions, such as Tsallis and
Rényi entropies, and their applicability to anomaly detection. It is also worth
mentioning that some general weaknesses of entropy-based approaches are high-
lighted in [10], where “optimal camouflage” strategies are described. In our case,
the combined effect of random aggregation and different kinds of entropy adds
robustness to the method.

Finally, regarding sketches, even if they cannot be considered as a detection
method, they have been used as a building block of several IDSs (e.g., [11]).
Indeed, the use of sketches corresponds to a random aggregation that “efficiently”
reduces the dimension of the data (wrt other deterministic aggregations, such as
according to input/output routers [1]).

To the best of our knowledge, this paper is the first attempt to deeply inves-
tigate two alternative constructions of the empirical distributions of the traffic
features (namely, one based on the flow destination address and the other one
on its volume) and to study their impact on the system performance.

3 Theoretical Background

This section provides an overview of the theoretical background, focusing on
sketches and Shannon entropy, so as to allow the reader to easily understand the
rest of the paper.

3.1 Reversible Sketches

A sketch is a probabilistic data structure (a two-dimensional array) that can
be used to summarise a data stream, by exploiting the properties of the hash
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functions [12]. Sketches differ in how they update hash buckets and use hashed
data to derive estimates.

In more detail, a sketch is a two-dimensional D × W array TD×W , where
each row d (d = 0, · · · ,D − 1) is associated to a given hash function hd. These
functions give an output in the interval (0, · · · ,W − 1) and these outputs are
associated to the columns of the array. As an example, the element T [d][w] is
associated to the output value w of the hash function hd.

When a new item arrives, the following update procedure is carried out for
all the different hash functions:

T [d][hd(it)] ← T [d][hd(it)] + ct (1)

where it denotes the key (e.g., in our case the list of destination IP addresses)
and ct the corresponding weight (e.g., the number of bytes or flows received by
that IP address).

Given the use of the hash functions, such data structures are not reversible,
which makes impossible to identify the IP addresses responsible of an anomaly,
after the detection. To overcome such a limitation, in our system we have used
an improved version of the sketch, that is the reversible sketch [13].

3.2 Entropy Definition

In this section we recall the Shannon entropy definition; taking into account the
nature of traffic data under test, we will focus on discrete distributions with a
finite number L of elements.

Roughly speaking, the entropy of a random variable (RV) X (or its distri-
bution), often called Shannon entropy [14], is a measure of the uncertainty (or
variability) associated with the RV.

In more detail, let P =
{
p1, p2, . . . , pL

}
be the probability distribution of the

discrete RV X.
Then its Shannon entropy is defined as follows:

H(X) = E
[− log2 P (X)

]
= −

L∑

l=1

pl log2 pl (2)

where E denotes the expectation operator, and is measured in bits (or shan-
non). Note that a change in the base of the logarithm just corresponds to a
multiplication by a constant and a change in the unit of measure (nat for the
natural logarithm and hartley (or ban) for the base 10 logarithm). In particu-
lar, when the natural algorithm is considered, (2) coincides with the well-known
Boltzman-Gibbs entropy in statistical mechanics. According to the definition (2),
Shannon entropy can be interpreted as the expectation of a particular function,
known in the literature as self–information, which weights each pl according to
its logarithm.

It is well-known that 0 ≤ H(X) ≤ log2 L, where the infimum corresponds to
the degenerate distribution (i.e., pl = δk−l for some integer k with 1 ≤ k ≤ L)
and the supremum is attained in case of uniform distribution (i.e., pl = 1/L ∀l).
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4 System Architecture

In this section we describe the architecture of the proposed system, pointing out
the functionalities of each system block.

First of all the input data are processed by a module responsible of reading
the network traffic (e.g., pcap [15] or NetFlow traces [16]) and of parsing them
(e.g., by using the Flow-Tools [17], in case of NetFlow data). In more detail this
first module will output a distinct file for each considered time-bin (let us assume
we have N distinct time-bins), each file containing a list of keys it observed in
the time-bin and the associated weights ct.

After the data have been correctly formatted, they are passed as input to the
module responsible for the construction of the reversible sketch tables [13]. In
our system, such sketch tables will contain a histogram of size L in each bucket.

Indeed, given that we need to compute the entropy associated to a given
traffic aggregate, maintaining a simple counter in each bucket of the sketch is
not enough. Hence, instead of having a “standard” two-dimensional array, in
our system we have implemented a three-dimensional data structure T [d][w][l],
in which the third dimension is used to store histograms.

Formally, for each new data, the update procedure of the sketch is either
described by

Method 1: T [d][h1
d(it)][h

2
d(it)] ← T [d][h1

d(it)][h
2
d(it)] + ct (3)

or by
Method 2: T [d][h1

d(it)][h
2
d(ct)] ← T [d][h1

d(it)][h
2
d(ct)] + 1 (4)

depending on the chosen definition of the empirical distribution of the traffic
features, either based on the flow destination address it (Method 1) or on the
feature ct volume (Method 2).

Note that in our implementation, both the hashing schemes H1 and H2

include D distinct four-universal hash functions [18], which give output in the
interval [0;W −1] and [0;L−1], respectively. This results in sketches ∈ ND×W×L,
where D, W , and L can be varied (in the experimental tests they have been set
to D = 16, W = 512, as justified in [19], and L = 96).

At this point, given that we have N distinct time-bins, we have obtained
N distinct sketches T t

D×W×L, where t ∈ [1, N ] identifies the time-bin under
analysis.

It is important to highlight that, apart from the effectiveness of performing
a random aggregation, with respect to “classical” aggregation techniques, the
use of sketches also has another advantage. Indeed, as described in [10], entropy
does not always allow to discriminate two (also very different) histograms (as
an example, think of two scrambled versions of the same histogram). Hence, an
attacker could realize a “mimicry” attack, in which the resulting histogram, yet
very different from the reference one, leads to the same (or very similar) entropy
value. In our case, given that the hashing scheme used to construct the sketch
introduces some randomness (and it is in general unknown), such an attack is
unfeasible.
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Once the sketches have been constructed, they are passed in input to the
block that is responsible for the actual anomaly detection phase, where two dis-
tinct sketches are considered: the reference sketch T ref, which is the last observed
non anomalous sketch, and the current sketch T t.

At this point, for each bucket of the current sketch T t[d][w][·] the system
computes the entropy associated to the stored histogram and then the difference
between such a value and the entropy associated to the same bucket in the
reference sketch. Then, such a value is compared with a threshold to decide if
there is an anomaly or not.

For each time-bin, the output of this phase is a binary matrix (A ∈ ND×W )
that contains a “1” if the corresponding sketch bucket is considered anomalous
at that time-bin , “0” otherwise.

Note that, given the nature of the sketches, each traffic flow is part of several
random aggregates (namely D aggregates), corresponding to the D different
hash functions. This means that, in practice, any flow will be checked D times
to verify if it presents any anomaly (this is done because an anomalous flow
could be masked in a given traffic aggregate, while being detectable in another
one).

Due to this fact, a voting algorithm is applied to the matrix A. The algorithm
simply verifies if at least H rows of A contain at least one bucket set to “1” (H is
a tunable parameter and it has been set H = D

2 +1). If so, the system reveals an
anomaly, otherwise the matrix A is discarded and the reference sketch is updated.
In case an anomaly is revealed, the responsible IP addresses are identified (by
using the reversible sketch functionalities).

5 MAWILab Dataset

Our system has been extensively tested and evaluated using the traffic traces of
the project MAWILab [20]. Taking into account the MAWI labels, we consider as
“false positives” the flows that are not labeled as “anomalous” or “suspicious” in
the MAWI archive, but that are anomalous according to the tested IDS. Instead,
regarding the “false negative” definition, as discussed in [19], it depends on the
actual interpretation of the MAWILab labels, and can be defined in several ways:

– “all”: the number of unrevealed flows labeled as “anomalous”;
– “fn 2/3/4 detector”: the number of unrevealed flows labeled as “anomalous”

and detected at least by two/three/four of the four detectors used in MAWI
classification;

– “fn attack”: the number of unrevealed flows labeled as “anomalous” belonging
to the “attack” category (known attacks);

– “fn attack special”: the number of unrevealed flows labeled as “anomalous”
belonging to the “attack” category or the “special” category (attacks involv-
ing well-known ports);

– “fn unknown”: the number of unrevealed flows labeled as “anomalous” belong-
ing to the “unknown” category (unknown anomalous activities);
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– “fn unknown 4 detector”: the number of unrevealed flows labeled as “anom-
alous” belonging to the “unknown” category and detected by all the four
detectors used in MAWI classification.

Given these definitions, in the following we discuss the results achieved by our
system when taking into consideration, as traffic descriptors, either the number
of flows with the same destination IP address or the quantity of traffic received
by each IP address expressed in bytes.

6 Performance Evaluation

Before actually discussing the system performance, we have carried out several
experimental tests to evaluate the effects of using different traffic descriptors and
different definitions of histograms.

Figures 1 and 2 represent the scatter plots of entropy computed over the same
traffic aggregates, when taking into consideration flows and bytes for Method
1 and 2, respectively. In more detail, we consider one row of the sketch and
each point represents one bucket for the chosen time-bin: indeed, its coordinates
are given by the values of the entropy associated to the histogram of the first
descriptor (x axis) and second one (y axis).
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Fig. 1. Scatter plot: Method 1 – Byte vs. Flow

The basic idea is that two variables that are strongly related to each other
should present a regular behavior in the scatter plot. In particular, if the scatter
plot presents a linear pattern, the use of the variables should take to the same
system performance.
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Fig. 2. Scatter plot: Method 2 – Byte vs. Flow

As it can be clearly seen from the figures, the scatter plots show that the cou-
ples of variables do not have a clear relationship. This result indicates, as will be
confirmed by performance evaluation tests, that the different traffic descriptors
can lead to quite different results. Moreover, the different “shape” of the two
scatter plots also indicates that the use of different histogram definitions should
take to different performance.

The subsequent figures show the actual performance, in terms of detection
probability PD and false alarm probability PFA, of our system.

First of all, in Fig. 3 we present the performance achieved applying Method
1 to flows, when varying the interpretation of the MAWILab labels, as discussed
in Sect. 5. The plots clearly show that the system performance are strongly
influenced by the different interpretation of the labels, going from unacceptable
(e.g., “fn attack”) to very good (e.g., “fn unknown 4 detector”). This variability,
already known in the literature [19], can be justified by the very little number
of flows belonging to some categories (e.g., “fn attack”) compared with the total
number of anomalies. In any case, the lack of effectiveness in detecting known
attacks is not a major concern for the applicability of the anomaly detection
systems. Indeed, anomaly-based IDSs are typically used in conjunction with
misuse-based systems, which are effective in revealing known attacks, but are
unable to find the unknown ones (for which the signatures are not present yet!).
The latter are instead well detected by the proposed algorithms.

Then, Fig. 4 presents the results obtained when applying Method 2 to flows.
Apart from the previous considerations about the relationship between the per-
formance and the MAWILab labels, which are still valid, it is very interesting
to observe that the use of Method 2 (corresponding to the histogram based on
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Fig. 4. ROC curve: Method 2 (Flow)

the volume feature) takes to better performance (indeed fixing PFA = 20%, PD

increases from about 78% to about 85%).
An analogous analysis is reported in Figs. 5 and 6, where we show the perfor-

mance achieved over bytes when applying Method 1 and 2, respectively. In this
case the differences in the performance offered by the two methods are even more
evident: indeed, while Method 1 leads to unacceptable performance, Method 2
is able to offer almost optimal results.

All the results are summarized in Table 1, where, for sake of completeness,
we report the values of the AuC (Area-under-the-Curve), for all the discussed
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Table 1. AuC values

Method AuC

– All fn 2 fn 3 fn 4 Attack Attack sp. Unknown Unknown 4

Flow – Method 1 0.61949 0.621851 0.627007 0.699259 0.362535 0.418059 0.693165 0.768803

Flow – Method 2 0.697516 0.700294 0.705378 0.781268 0.404348 0.510531 0.765937 0.842355

Byte – Method 1 0.455644 0.455011 0.453766 0.436463 0.515499 0.496697 0.440622 0.421189

Byte – Method 2 0.749288 0.751888 0.758025 0.835591 0.4803 0.557955 0.819242 0.90413
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methods and for all of the different MAWILab labels. From the table we can
easily conclude that the best performance (over the “fn unknown 4” label), are
obtained by Method 2 using byte as traffic descriptor.

7 Conclusions

In this paper we have presented an information-theoretic approach to anomaly
detection, considering two different traffic descriptors and two alternative con-
structions of the corresponding empirical distributions, one based on the traffic
destination address and the other one on its volume. In more detail, after random
aggregations via sketches, the Shannon entropy is employed as a “compact char-
acterization” of the distribution for the current time-bin and then a threshold-
based voting mechanism is used to detect anomalies, i.e. attacks. Indeed, it
is well-known that random aggregation and entropy are powerful tools in the
framework of intrusion detection, but little attention has been paid to possible
ways in which the underlying empirical distribution (for which the entropy is
calculated) can be constructed.

The extensive evaluation phase, carried over the MAWILab traffic traces, has
demonstrated that the use of different traffic descriptors and histogram defini-
tions may have a significant impact on the system performance. In more detail,
the experimental results suggest that the system offers almost optimal perfor-
mance, when using histograms based on the feature volume applied to bytes,
with PD = 93% and PFA = 17%.
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Abstract. A new information technology for botnets detection based
on the analysis of the botnets’ behaviour in the corporate area network
is proposed. Botnets detection is performing combining two ways: using
network-level and host-level analysis. One approach makes it possible to
analyze the behaviour of the software in the host, which may indicate
the possible presence of bot directly in the host and identify malicious
software, and another one involves monitoring and analyzing the DNS-
traffic, which allows making conclusion about network hosts’ infections
with bot of the botnet. Based on this information technology an effec-
tive botnets detection tool BotGRABBER was constructed. It is able to
detect bots, that use such evasion techniques as cycling of IP mapping,
“domain flux”, “fast flux”, DNS-tunneling. Usage of the developed sys-
tem makes it possible to detect infected hosts by bots of the botnets with
high efficiency.

Keywords: Bot · Botnet · Botnet detection · DNS-traffic · Botnet
behaviour · Botnet’s evasion techniques · Malicious software · Artificial
immune systems · Detectors · Positive selection algorithm · Approximate
string matching algorithm

1 Introduction

Nowadays the botnets are the reason of such cybercrimes as DDoS attacks,
banking fraud and cyber-espionage. Such criminal activities cause significant
damage for economy. Botmasters employ various techniques to develop, control,
maintain and conceal its complex C&C infrastructures. The main problems of the
botnets detection is that they use P2P techniques [1], evasion techniques such as
cycling of IP mapping, “domain flux”, “fast flux”, DNS-tunneling which increase
the resilience against take-down actions. In order to manage and control the
infected hosts the vast majority of botnets use DNS. In addition, some botnets
use the encryption techniques for the communication payload in order to prevent
its detection [2].
c© Springer International Publishing AG 2017
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2 Related Works

Research community pays close attention to the problem of the botnets detection
and there are a great number of approaches devoted to its solving.

One of the way to explore the botnets’ behaviour is the usage of the hon-
eynets. The paper [3] is devoted to an analysis of a one-year-long period of
operation of a honeynet composed of 6 Dionaea honeypots emulating Windows
services. The analysis focused on the frequency of attacks according to the loca-
tion of individual honeypots (sensors) as well as to the geographical location
of attackers. From the statistical processing of the results, it was demonstrated
that the most frequently attacking malware was well-known Conficker worm.
Moreover, attacking OS were studied with the conclusion that Windows is the
most frequent OS. Regarding the geographical location of the attackers, several
non-western countries and autonomous systems were indicated as being the most
frequent origin of the attacks.

The paper [4] presents recent results in honeynet made of Dionaea, Kippo
(emulating Linux services) and Glastopf (emulating website services) honeypots.
The most important result consists in the fact that the differentiation among
honeypots according to their IP address is relatively rough (usually two cate-
gories, i.e. academic and commercial networks, are usually distinguished, but the
type of services in commercial sites is taken into account, too).

Mentioned approaches are focused on the botnets behaviour investigation,
but are not able to block them botnets’ malicious activities.

Approach [5] is based on two components: (1) passive monitoring of com-
munication characteristics and (2) DNS registration behaviour analysis. DNS
registration analysis allows detecting the preparatory actions of deployment of
the C&C infrastructure and the bots. Therefore, it allows botnets early detection
and consequently facilitates proactive botnets mitigation. Moreover, as many end
users are unable to detect and clean infected machines, this approach tackles the
botnet phenomenon without requiring any end user involvement, by incorporat-
ing ISPs (Internet Service Providers) and domain name registrars. In addition,
this will enable the discovery of similar behaviour of different connected systems,
which allows detection in cases where bots are registered under domains that
are not willing to cooperate. The main disadvantage of such approach is that it
is infeasible without the provider support.

In [6] a scalable approach, which is not dependent on the volume of DNS-
traffic was proposed. It is able to detecting malicious behaviour within large
volumes of DNS-traffic. It leverages a signal processing technique, power spec-
tral density (PSD) analysis, to discover the major frequencies resulting from
the periodic DNS queries of botnets. The PSD analysis allows detecting sophis-
ticated botnets regardless of their evasive techniques, sporadic behaviour, and
even normal users’ traffic. The method allows dealing with large-scale DNS data
by only utilizing the timing information of query generation regardless of the
number of queries and domains. Finally, the approach discovers groups of hosts
which show similar patterns of malicious behaviour.
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Main disadvantages of such approach are: relying on the similar periodic
query patterns, it is suited for large networks, is not able to detect botnets that
use DNS-tunneling.

The domain names in the DNS-queries can be randomly or algorithmically
generated and their alphanumeric distribution is significantly different from legit-
imate ones. In [7] a negative reputation system that considers the history of
both suspicious group activities and suspicious failures in DNS-traffic to detect
domain-flux botnets was developed. The main goal is to automatically assign a
high negative reputation score to each host that is involved in these suspicious
domain activities. To identify randomly or algorithmically generated domain
names, three measures, namely the Jensen-Shannon divergence, Spearman’s rank
correlation coefficient, and Levenshtein distance was used. But the proposed app-
roach is only intended to be used for detection domain-flux evasion technique.

The common problem of the mentioned and other known approaches is that
they are not able to solve not zero-day problem concerning botnets detection.

3 Previous Work

In [8] a new DNS-based technique for botnets detection in the corporate area
networks was presented. Technique includes two ways for botnet detection: the
passive and active DNS monitoring. It made it possible to identify the botnets,
which use such evasion techniques as cycling of IP mapping, “domain flux”, “fast
flux”, DNS-tunneling [9–18]. Such system, named BotGRABBER, was based on
a cluster analysis of the features obtained from the payload of DNS-messages,
which indicated the usage of the evasion techniques by botnets. The result of
clustering was a degree of membership of the feature vectors to one of four
clusters, where the membership of feature vector to cluster indicated the queries
executing using the evasion techniques [8].

For the purpose of the amendment of possible uncertainty of clustering results,
technique involves the additional features obtained by active DNS probing.

The main disadvantages of the proposed approach is that the active DNS
probing may be “visible” to botmaster. Also, the involvement of cluster analysis
in many cases has limited opportunities to describe the behaviours of the bots
which use evasion techniques. This causes impossibility of the botnets detection
as behaviour could be referred to “malicious” and “normal” clusters at the same
time. Also, the technique could detect hosts that are infected with botnets, but
is not able to directly localize the malicious software in the infected host.

4 Information Technology for Botnets Detection Based
on the Botnet Behaviour in the Corporate Area
Network

In this article, a new information technology for botnets detection based on the
analysis of the botnets’ behaviour in the corporate area network is presented.



Information Technology for Botnets Detection 169

The technology is designed to eliminate the disadvantages of the approach
described above and to extend the capabilities of the botnets detection system
BotGRABBER.

For this purpose, we propose perform botnets detection by combining two
ways: using network-level and host-level analysis. They have to improve and
refine the results of each other. On the one hand, the approach makes it possible
to analyse the behaviour of the software in the host, which may indicate the
possible presence of bot directly in the host and identify malicious software.
On the other hand, it involves monitoring and analysing the DNS-traffic, which
allows making conclusion about network hosts’ infections with bot of the botnet.
Thus, new information technology for botnets detection is able to increase the
botnets’ detection efficiency in the corporate area networks.

Two stages operate in parallel in such way:

1. If the suspicious software is detected in the host of the corporate area network,
then it is blocked. After that, the approach provides the querying of the
results of the network-level analysis about the suspicious DNS-requests from
potentially infected host and from other hosts of the network for further
analysis.

2. If suspicious DNS-requests are detected by the means of the network-level
analysis, the list of the infected hosts in the network is produced. Then, with
the knowledge of the suspicious behaviour of the software in the infected host
we can localize bot and then block it.

Developed information technology includes two techniques for botnets detec-
tion. Let us consider each of them.

4.1 Botnets Detection Technique Based on the Bots Behaviour
Analysis in the Host

In order to detect the suspicious software with the features of the botnets’ bots,
a new technique based on its behaviour in the host was developed. It includes
such steps:

1. construction the set of bots’ behaviours at the different stages of its life-cycle
as the patterns (presented as the bit strings);

2. system calls monitoring for the host’s software;
3. presentation of the monitored software behaviour as a bit string;
4. comparison the constructed bit string concerning to software’s behaviour with

the set of bit strings concerning to the botnets’ behaviours’ patterns at dif-
ferent stages of bots life-cycle;

5. block software functioning estimated as malicious;
6. querying about the results obtained by the means of the network-level analysis

about the suspicious DNS-requests from potentially infected host and from
other hosts of the network for further analysis.
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Behavioural Model of the Bot. In order to detect the bots of the botnets
in the hosts we have to explore its features and to built its behavioural model.
Developed behavioural model takes into account the features of bot and formal-
izes its functioning process in the host during the life-cycle, which includes five
stages: (1) infection; (2) initial registration or connection to C&C-server; (3)
performance of the malicious activity; (4) maintenance; (5) termination of bot’s
functioning. The scheme of the bot’s life-cycle is presented on the Fig. 1.

Fig. 1. The scheme of the bots’ life-cycle

Thus, behavioural model of the bot we can present as a tuple:

M = 〈B,Ψ, L, F, Y, P, Z〉, (1)

where B = {bpj}NB
j=1 - the set of the network protocols, used for botnet’s control,

NB - number of the network protocols, p ∈ P, P = {1..65535} - the set of the
ports, used for botnet’s control; Ψ = {ψj}4j=1 - the set of the botnets detection
evasion techniques based on DNS; L = {lj}5j=1 - the set of the life-cycle stages
of the bot (l1 - infection; l2 - initial registration or connection; l3 - malicious
activity performance; l4 - maintenance; l5 - bot’s termination of its functioning);
Z = {zj}NZ

j=1 - the set of the bots, which belong to botnet, NZ - number of
the bots; F = {fj}NF

j=1 - the set of the bots’ functions, corresponding to the
life-cycle stage of the bot, NF - number of the bots’ functions; f1 - function
of the host infection l1 =⇒ Y

f1−→ {hinf | hinf ∈ H}, where Y - the set of the
destruction actions of the bot, H - the set of the hosts of the network, hinf -
host, infected by the bot; f2 - the function of the joining of the infected host
to the botnet l2 =⇒ Y × {hinf | hinf ∈ H} f2−→ Z ′; f3 - function of the updated

version the bot of the botnet l3 =⇒ z × Y
f3−→ z′; f4 - function of the command
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execution for destructive activity l4 =⇒ Z × {p | p ∈ P} f4−→ Y , where P - the set
of the botmaster’ commands which can be performed by bots of the botnet; f5 -
function of the termination of the bots functioning l5 =⇒ Z \ {z | z ∈ Z} f5−→ Z ′.

With the knowledge of the behaviour and main features of the botnets’ bots,
we can construct the set of bots’ behaviours at the different stages of its life-
cycle DB = {Φlj}, j = 1, 5. Let us present the known behaviour pattern and a
monitored software’s behaviour as bit strings Φ = y1y2...yn and T = t1t2...tm
respectively, where yi ∈ Y, ti ∈ Y . Let us denote the boolean function of the
string matching Ω(Φ, T ) between the known behaviour pattern and behaviour
of the observed software which indicates matching or mismatching.

Comparison of the constructed bit string concerning to software’s behaviour
with the set of bit strings concerning to the botnets’ behaviours’ patterns. On
the next stage we monitor software’s behaviour in the host and present it as the
bit string and compare it with known bots’ ones (patterns).

All groups of behaviours are presented as patterns (namely as bit strings).
Thus, the task of identification of the suspicious behaviour of some software is to
find the string match of the observed behaviour with the string presented in our
base of the botnets’ behaviours. In order to solve this problem the approximate
string matching algorithm was used. It deals with the k differences problem
solving. If we are given two strings, the sequence T = t1t2...tm and the pattern
Φ = y1y2...yn in some alphabet Σ, and an integer k, the algorithm enables finding
all substrings Φ′ of T with the edit distance at most k from Φ. The edit distance
intends the minimum number operations for editing (the differences) which are
required for converting Φ′ to Φ. An editing operation means either an insertion,
a deletion or a change of a character. The k mismatches problem is a special
case with the change as the only editing operation [19]. The preprocessing of the
pattern needs time O(mn). Table 1 demonstrates the experimental results of the
approximate string matching for different values of length R and parameter k.
Thus, when we have k = 0, that means an exact match, there is no solution.
However, when the value k = 2, k = 3, the number of solutions is sufficiently
low. Increasing of k leads to growing of solutions number, while the search time
for matches is also increasing. The experiments proved that the task of the
suspicious behaviour detection is possible while parameter k = 4.

Presenting Ω(Φli , T ) as the fact of identification of the suspicious behaviour
of some software which is similar to some stage of bots life cycle li, the procedure
of the monitoring can be presented as an Algorithm1.

4.2 DNS-Based Technique for Botnets Detection Using the
Artificial Immune System

For the purpose of the botnets detection in the network a new DNS-based tech-
nique, which is based on the usage of the artificial immune systems (AIS), was
developed. It is aimed for anomaly detection in the DNS-traffic. The technique
involves such steps:
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if ((Ω(Φl1 , T ) and Ω(Φl2 , T )) or Ω(Φl2 , T ) is true) then
mark software as suspicious, querying the results of the network −
level analysis about anomaly in the DNS − traffic

and possible infection of the host;
if (the results of the network − level analysis indicates, that
the host is infected) then

block the software
end

end
if (Ω(Φl3 , T ) or Ω(Φl4 , T ) is true) then

block the software
end

Algorithm 1. Functioning of the botnets detection technique based on the
bots behaviour analysis in the host at the stage of monitoring

Table 1. The experimental results of the approximate string matching for different
values of length R and parameter k

Alphabet Σ Length of
sequence R

k-difference
parameter

Number of
found strings

Φ1 430 35 0 0

430 35 2 0

430 35 3 0

430 35 4 1

430 35 5 2

Φ2 430 78 0 0

430 78 2 0

430 78 3 1

430 78 4 3

430 78 5 8

Φ3 430 93 0 0

430 93 2 1

430 93 3 4

430 93 4 17

430 93 5 24

1. construction of the set of patterns for bots’ behaviours in the DNS-traffic
(presented as the bit strings);

2. gathering incoming DNS-traffic of the network;
3. analysis the fields of TTL (time to live period) of the incoming DNS-message

about certain domain name;
4. building a feature vector on the base of the extracted features from the incom-

ing DNS-messages about certain domain name;
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5. anomaly detection in the DNS-traffic based on the usage of the artificial
immune systems;

6. having the list of the infected hosts in the network, perform host-level analysis
of the software in the infected host, localize and then block it.

Let us consider the steps of the technique in details.
Construction of the set of patterns for bots’ behaviours in the DNS-traffic.

In order to detect DNS-tunneling, such features, obtained from the payload of
DNS-messages, are analysed [15–18]:

1. lN - a length of the requested domain name, lN ∈ [75, 255];
2. nU - a number of the unique characters in the domain name, nU ∈ (27, 37];
3. eN - entropy of the domain name, eN ≥ fEb32, where fEbn - a dependence

function of the DNS-message field entropy of its length, n - base of coding [16];
4. fUR - usage uncommon record types of the DNS, that are not commonly used

by a typical client (e.g. TXT, are most often used for tunneling (excluding
mail servers), KEY or NULL);

5. eR - an entropy of the DNS-records, which are contained in the DNS-messages
(CNAME, TXT, NS, MX, KEY, NULL etc.), eR ≥ fEb64, eR ≥ fEb256;

6. lP - a maximum size of the DNS-messages, lP > 300.

In order to detect evasion techniques such as fast-flux service network,
“domain flux” and cycling of IP mappings, the following features are used [9–14]:

1. nIP - a number of IP addresses concerned with the domain name, nIP ∈
(5,∞);

2. sIP - an average distance between the IP addresses concerned with the domain
name, sIP ∈ (65535,∞);

3. nA - a number of A-records corresponding to the domain name in the incoming
DNS-message, nA ∈ (5,∞);

4. sA - an average distance between the IP addresses in the set of A-records
corresponding to the domain name in the incoming DNS-message, sA ∈
(65535,∞);

5. nUA - a number of unique IP addresses in the sets of A-records corresponding
to the domain name in the DNS-messages, nUA ∈ (8,∞);

6. sUA - an average distance between unique IP addresses in the sets of A-records
corresponding to the domain name in the DNS-messages, sUA ∈ (65535,∞);

7. nD - a number of domain names that share IP address corresponding to the
domain name, nD ∈ [8,∞];

8. tmod, tmed, taver - a value of the TTL-period, mode tmod ∈ [0, 900], median
tmed ∈ [0, 900], average value taver ∈ [0, 900];

9. fS - a sign of the success of the DNS-request.

Also, the technique deals with two features: the group flush of the local DNS-
cache ff [20] and synchronous DNS-requests by hosts of the network fq [8,20].
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Thus, we are able to present the pattern, which describe the bots’ behaviour,
as the set of the bit strings:

pi =

〈 lN1 ...lNa
nUa+1 ...nUa+b−1 eNa+b

...eNc
tmodc+1 ...tmodc+d−1

tmedc+d
...tmede

tavere+1 ...tavere+f−1 nAe+f
...nAg

nIPg+1 ...nIPg+h−1

sIPg+h
...sIPi

sAi+1 ...sAi+j−1 nUAi+j
...nUAk

sUAk+1 ...sUAk+l−1

nDk+l
...nDm

fURm+1 ...fURm+n−1 eRm+n
...eRo

lPo+1 ...lPo+l−1

fSo+p
...fSq

fqq+1 ...fqq+r−1 ffq+r
...ffs

〉
,

(2)
where a..s - the index numbers of the bits in the coded sequence of the pattern.

Gathering incoming DNS-traffic of the network. The incoming DNS-traffic
is gathered by the set of network sniffers connected to the switch with port
mirroring.

NOTE. In order to reject the legitimate DNS-requests and to reveal known
malicious domain names technique operates with the “white” and “black” lists
of the domain names.

Analysis the fields of TTL of the incoming DNS-messages about certain
domain name. Based on the values of the TTL fields such incoming DNS-
messages are processed: each first captured DNS-message about certain domain
name within the TTL-period DNS; each repeated DNS-message received by host
within the TTL-period, when the source of message is non-local DNS-server, and
TTL-period referred to this message differs from the rest of TTL-period within
which this message have received.

In the monitor stage of technique the feature vectors on the base of the
extracted features from the incoming DNS-messages about certain domain name
are to be built. It has the same form as pattern (2).

Anomaly detection in the DNS-traffic. In the network-level analysis, the bot-
nets detection is carried out with the usage of the artificial immune systems
apparatus [21]. It operates with the concept of “self-nonself” and enables the
invaders patterns detection (abnormal DNS-traffic, which indicates the presence
of botnets in the corporate area network).

In order to perform the “self-nonself” distinction, the concept of positive
selection was employed [22]. The anomaly detection involves the following stages:
building invader pattern, generation of detectors, monitoring and anomaly recog-
nition.

The invaders patterns correspond to the behaviour of botnets in the DNS-
traffic (abnormal DNS-traffic) and are based on the knowledge about the features
of the botnets’ DNS-traffic.

The value of each feature in pattern were normalized according to the scatter
in the data. Normalized data was divided into intervals d = (max − min)/
(2m − 2), where m defines the number of binary numbers used to encode. Each
pattern was encoded in binary form according to the interval n, to which the
features value belongs to n ∈ [1; 2m − 2). If the value of the feature is out of the
interval [min;max], it was encoded as m by “0” and “1” respectively.

Using the positive selection algorithm a set of detectors D, which have high
affinity with the invader patterns were generated.
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The aim of the recognition stage is to identify high affinity of the detector
with the input data. It indicates the anomaly detection, hence the presence of
botnets in the network.

In order to determine the value of the affinity the r-contiguous bits matching
rule was used. Two strings of length l are said to match under this rule if they
exactly match in at least r contiguous bit positions [23]. The string matching
with detector regarded as the detection of the anomaly behaviour in the DNS-
traffic.

NOTE. Feature vectors are normalized and coded the same way as patterns.
In order to reach high probability of the anomaly detection for the generated

set of patterns Ns, the optimal values of the detectors number Nr and parameter
r were explored. Table 2 and Fig. 2 show that a significantly higher probability
of anomaly detection Pf can be reached with a value of r = 32, but in this case
it is necessary to generate a large number of detectors.

So, the usage of the AIS apparatus enables the anomaly detection of the
DNS-traffic with high efficiency.

In total the scheme of the information technology functioning is presented in
Fig. 3.

Table 2. Probability of the anomaly detection with different values of the parameters
for the positive selection algorithm

m l Ns ∗ 1000 Nr ∗ 100 Parameter, r Probability of

anomaly detection, Pf , %

2 64 10 10 8 0,88

2 64 16 14,15

2 64 32 33,51

2 64 50 8 0,98

2 64 16 29,87

2 64 32 85,77

2 64 100 8 1,02

2 64 16 54,25

2 64 32 99,3

2 64 100 100 8 2,01

2 64 16 15,3

2 64 32 25,6

2 64 500 8 2,55

2 64 16 23,36

2 64 32 72,88

2 64 1000 8 2,9

2 64 16 75,36

2 64 32 99,8
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Fig. 2. Dependence of the anomaly detection probability Pf on the value r and the
number of detectors Nr

Fig. 3. The scheme of the information technology functioning

5 Experiments

In order to determine the efficiency of the proposed information technology for
botnets detection based on the botnet behaviour in the corporate area network
(improved BotGRABBER system), a series of experiments were held. As a base
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for the investigational study, the campus network of Khmelnitsky National Uni-
versity (Ukraine) was deployed.

A malicious software that emulated bots’ behaviour in the DNS-traffic, was
developed. Created software had the features of the botnets’ bots with cen-
tralized architecture. Emulated bots’ behaviour involved four types of scenarios
which performed evasions techniques actions. Each experiment performed one
scenario.

In order to simulate cycling of IP mappings for malicious domains the set of
domain names were registered and were used in the capacity of C&C-server of the
botnets. The domain name was periodically associated with IP address from the
set of distributed IP addresses. Thus, botnets C&C-server had the opportunity
to change the location periodically. In order to connect to the C&C-server the
bots initiated DNS-requests about C&C-server domain name after each DNS
TTL-period expiration or after the hosts’ restart.

In order to simulate the “domain flux” evasion technique the list of domain
names was generated. Such generation was performed by using the domain gen-
eration algorithms (DGA). Then the part of generated domain names were ran-
domly selected and registered. One of the registered domain name was periodi-
cally associated with one IP address of the host that had the ability to perform
the botnets C&C-servers’ activities. Thus, the C&C-server was able to migrate
periodically to the new domain names from the list and to change the locations
periodically.

In order to connect with the C&C-server, the bots used DGA to generate
the list of domain names and then sent the DNS-requests about those domain
names, until they received a successful DNS-response with the IP address from
C&C-server.

Also in order to imitate “domain flux” evasion technique, the domain names
were generated using the certain words combinations of dictionary.

In order to simulate the fast-flux service network one host was used as the bot-
net C&C-server. Also, the set of domain names were registered, which were used
as domain names of the C&C-server. For the C&C-server evasion, the network
of proxy servers were used. C&C-server was hidden by the frontend “fast-flux”
proxy network nodes, which served the “flux-agents” and were able to redirect
bots’ equests and data to and from backend C&C-server. “Flux-agents” used dis-
tributed IP addresses. Within the specified DNS TTL-period, the domain name
was associated with a new subset of IP addresses from the set of “flux-agents”
IP addresses. Using the round robin DNS algorithm, this subset was cyclically
changed. Thus, when bot tried to connect to the C&C-server, it was actually
connected to a “flux-agents”.

In order to simulate the DNS-tunneling evasion technique the “fake” DNS-
server was used. It was registered as an authoritative name server for a particular
DNS zone. Using local or other DNS-server bots were able to perform DNS-
requests about domain names in this zone. In the fields of the DNS-requests
bots encrypted the information for C&C-server. According to the domain name
resolution process, bots’ DNS-requests were redirected to “fake” authoritative
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name server. In turn, bots received the commands from the “fake” authoritative
name server. Such commands were coded in the fields of the DNS-answers. In
order to transmit the encrypted information different encryption techniques and
different types of DNS-records were used.

Each bot performed 600 DNS-requests during its functioning.
Generated software had the ability to perform different kinds of scenarios of

the botnets functioning corresponding to its life-cycle stages. Thus, each exper-
iment involved various ways of host infection (downloading from website, down-
loading from the mailbox, copying from flash drive). The initial connection to
C&C-servers used different system ports. Also, each bot performed different
malicious activities. All of them supported the maintenance function. After 24 h
of its functioning bot deleted itself.

Having a great amount of ways to construct malicious activity, 36 experi-
ments were held (9 experiments for 4 types of evasion techniques).

NOTE. All experiments were held within the campus network and were not
able to cause any damage to hosts and network stable work.

The central aim of the experiments was to find out the pros and cons of the
developed technology. In order to investigate the efficiency of proposed IT we
held four type of experiments. We were interested in results produced by old
BotGRABBER [8]; by botnets detection technique based on the bots behaviour
analysis in the host (host-level analysis), described in the Sect. 4.1; by DNS-based
technique for botnets detection using the artificial immune system (network-level
analysis), described in the Sect. 4.2; by new BotGRABBER which combined both
host- and network-level analysis.

Table 3 demonstrates four types of results of experiments mentioned above.
As we can see, old BotGRABBER system in general demonstrated good and even
better results in comparison with the botnets detection technique based on the
host-level analysis. However, old BotGRABBER demonstrated worse results for
“domain flux” botnets’ detection. If we take a look at host-level botnets detec-

Table 3. Experimental results of the botnets detection: true positives (TP) and false
positives (FP)

Name of

evasion

technique

Detection by old

BotGRABBER [8]

Detection by new

BotGRABBER

(only host-level

analysis)

Detection by new

BotGRABBER

(only network-level

analysis)

Detection by new

BotGRABBER

(host- & network-

level analysis

TP, % FP, % TP, % FP, % TP, % FP, % TP, % FP, %

Cycling of

IP mapping

99 2 91 3 99 1 99 1

“domain

flux”

89 6 77 6 90 6 96 6

“fast flux” 97 4 84 5 95 3 99 4

DNS-

tunneling

94 4 80 5 90 4 96 4

Total 94,75 4 83 4,75 93,5 3 97,5 3,75
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tion results, used separate, we can see that they are quite low. Finally, usage of
the BotGRABBER system, which includes both host- and network-level analy-
sis demonstrated greater detection results in comparison with old one. Thus,
the results of information technology for botnets detection based on the bot-
net behaviour in the corporate area network (implemented as a BotGRABBER
system) demonstrated high efficiency (up to 97%). In addition there was an
interesting fact concerning to developed information technology. As it includes
two parallel techniques, the question was: what kind of level alarmed about bot-
net presence in the network during the experiments first? After 20 experiments,
we found out that host-level analysis alarmed first 7 times, and network-level
analysis - 13 times.

It worth mentioning, that “old” and “new” BotGRABBER systems showed
similar false positives values and it was about 3–5%.

6 Conclusions

In this article, the new information technology for botnets detection based on the
analysis of the botnets’ behaviour in the corporate area network is presented.
Botnets detection is performing combining two ways: using network-level and
host-level analysis. One approach makes it possible to analyze the behaviour of
the software in the host, which may indicate the possible presence of bot directly
in the host and identify malicious software, and another one involves monitoring
and analyzing the DNS-traffic, which allows making conclusion about network
hosts’ infections with bot of the botnet.

Based on this information technology an effective botnets detection tool Bot-
GRABBER was improved. It is able to detect bots that use such evasion tech-
niques as cycling of IP mapping, “domain flux”, “fast flux”, DNS-tunneling.

Usage of the developed system makes it possible to detect infected hosts by
bots of the botnets and to localize the malicious software in the infected host with
high efficiency up to 97% and demonstrates low false positives at about 3–5%.
The feature of the proposed approach is that the botnet detection is “invisible”
to botmaster.

7 Future Work

Developed information technology has many advantages, but some its results
ought to be improved. Thus, the future work should involve new approaches
such as artificial intelligence which could eliminate present problems.
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Abstract. Redundancy is the main method for achieving high reliability
level in networked control systems NCSs. It is often applied in network
interfaces in order to maintain operability of communication subsystems
even when faults occur. In most cases, redundant communication buses
realize exactly the same functionality as the initial non-redundant bus.
That makes the system more reliable but the additional throughput of
the redundant buses is not exploited even if the system condition would
allow it. The idea of taking advantage of that throughput had made
the authors to work on multi-network interface node which on the other
hand maintain the high reliability of the communication subsystem, and
on the other, makes it possible to manage the additional communication
resources more efficiently, and therefore increases some parameters of the
communication network.

Keywords: Communication · Efficiency · Network · Networked Control
Systems · NCS · Real-time · Redundancy · Temporal characteristic ·
Throughput

1 Introduction

Computer systems implemented in industry operate during the actual time that
the industrial process occurs. Proper operation of these systems depends not
only on the right result of computation but also on the time when the result
is generated. Only with these two conditions satisfied, the system is applicable.
There are two the most important factors that determine the usability of a given
system: the temporal characteristics mentioned above and the reliability. The
first is obtained by the usage of real-time components. As we consider Networked
Control Systems NCSs, it applies also to communication protocols that have to
be deterministic in the time domain [1,2]. The second feature is usually achieved
by using redundancy of the most critical elements of the system [3].
c© Springer International Publishing AG 2017
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Redundancy may be applied to any element of a given NCS – programmable
electronic devices PES, such as programmable logic controllers PLC or com-
munication interfaces i.e. buses and communication modules. Multiplication of
system elements is done to maintain operability of the system in spite of fail-
ures of the redundant elements. When the reliability of communication systems
is concerned, additional buses are introduced to the NCS. Their role is often
to duplicate the operation of the initial non-redundant communication bus [4].
In other words, using redundant devices and redundant network connections
there is an additional throughput introduced to the communication subsystem.
However, it is used only to multiply the exact set of communication tasks and
data exchanges that would be defined in the same system without redundancy.
For example, in a system with double communication bus redundancy, the same
communication process is usually executed on both buses. In that solution, it is
feasible to maintain the requested data flow in spite of a fault of one of the buses.

The parallel transmission of the same information via two or more indepen-
dent communication links may guarantee required reliability of the system, but
it is not the best solution from the point of view of communication efficiency.
In fault-free conditions, the additional throughput delivered by the redundant
bus could be used for implementing of some extra functionality or improving the
communication system efficiency. This observation made the authors to develop
a multi-network interface node MuNetIN capable of maintaining high level of
communication bus reliability together with higher network efficiency, while still
maintaining requirements of a real-time system.

2 Related Works

Industrial real-time system is one where the correctness of the system depends
not only on the logical results, but also on the time at which the results are pro-
duced. In hard real-time systems, results must be produced within an intended
timing constraint, otherwise, the results will lose their usability [4–7]. Reliability
and availability of the communication in this case are the essential issues [8]. It
is worth to mention that application of redundancy leads to additional financial
costs, but it also decrease the temporal characteristics of the real-time system [9].

To allow automation networks to support simultaneously different protocols,
IEC working group produced the IEC 62439 [10] standard suite that defines
redundancy methods applicable to industrial networks with different topologies
and recovery times. One of solutions is dual bus with only one bus active at a
time. In the case of communication failure, the systems switches to the redun-
dant network. It is used in ‘Media Redundancy Protocol’ MRP of IEC 62439-2
[10,11]. In contrast to this hot-standby switchover redundancy, the ‘High avail-
ability Seamless Redundancy’ HSR and ‘Parallel Redundancy Protocol’ PRP of
IEC 62439-3 [12,13] are active redundancy approaches that work without recon-
figuration timeouts when a single failure in one of its two redundant network
structures occurs [14,15]. PRP is the redundancy in the network solution in
which nodes use both networks simultaneously. This offers zero disruption time,
making PRP suited for all hard real-time applications [16].
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In case of HSR redundancy there are some trials to increase the traffic per-
formance by eliminating duplicated frames in the network [17,18]. However, the
presented solution not only reduces the number of messages that are being sent,
but also provides means for sending some more user data than it is possible in
a system without media redundancy.

There are also some works where authors present and analyze the dynamic
message transmission scheduling which is based on message priority and not on
the basis of the condition and link bandwidth [19,20]. However, the solution
presented in this paper for communication network that supports management
of multi-interfaced communication links, especially in industrial networks is a
different approach and is also worth considering. It is an improved solution
comparing the previously realized works presented in [21,22].

3 Motivation - Application Example

During some practical applications, the authors encountered a problem with
frequent data acquisition in a networked control system. Among other devices,
there was a separately excited generator monitored by a PLC together with a
SCADA station. After unsuccessful excitation of the generator, the maintenance
team of the generator had the need to analyze the changes of the analogue inputs
(AI) of the PLC, so that they would be able to figure out what was the source
of the faulty operation of the generator. The states of the AIs were expected
to be acquired and archived on the SCADA station with as great frequency as
possible for later analysis. The possible AIs sampling frequency was determined
first of all by the automata cycle of the PLC which was about 10ms. That gave
100 samples of every analogue input every second. However, sending data with
such a frequency to the SCADA station by the present communication link was
not possible. Therefore, there was an idea of recording the state of the AIs from
the last second in the internal memory of the PLC in order to send the data
to the SCADA station less frequently grouped in greater data sets (every set
with a series of AIs states from one second). Unfortunately, taking into con-
sideration the number of AIs, which was couple of dozens, the throughput of
the communication link was not great enough. The solution would be to utilize
the redundant communication bus between the PLC and SCADA station more
efficiently. That would allow acquisition of the AIs with greater frequency when-
ever the communication subsystem operates properly, i.e. none of the redundant
components were faulty. What is important, faults occurring during generator
excitation where unrelated to faults in the communication subsystem. This expe-
rience was a motivation to do some research on this problem. The results are
described in the following sections.

4 Multi-network Interface Node

As already mentioned, the origins of multi-network interface node MuNetIN are
systems with communication bus redundancy, where the network controllers are
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connected to two or more independent buses realizing quite the same function-
ality. The MuNetIN node is equipped with three networks, but the management
of those connections is different than it would be in a redundant system. The
communication process on redundant system is usually managed independently
and the set of communication tasks is the same on every redundant bus. Mean-
while, in the presented solution there is one manager common for all buses and
the communication process on every bus may vary.

4.1 General Idea

Three MuNetIN buses have the same physical layer with Master-Slave protocol.
The MuNetIN node is the Master node. The Slave subscribers may be connected
to one, two or all three buses. The slaves addressing is unique for every slave
and common on every bus. For example, when slave S1 is connected to buses
A and B with an addr (the same for both buses) then the address addr is also
considered occupied on the third C bus (Fig. 1).

Fig. 1. Communication buses in multiple network interface node MuNetIN

In systems with redundancy, communication with every Slave would be exe-
cuted to use every available network connection. For the above example, com-
munication with slave S1 would be done on both A and B buses consuming twice
the throughput necessary to send all user data. The MuNetIN on the other hand,
would realize the data exchange only on all buses the given subscriber is con-
nected to, but only in parts so the payload is distributed. That should increase
the efficiency of the communication system.

Greater communication efficiency allows implementation of additional fea-
tures to the system, such as additional data exchanges that are not critical to
the operation of the whole industrial computer system, but useful from the point
of view of maintenance or supervising activities. That requires to divide of the
network data exchanges into two groups – one with exchanges critical to the sys-
tem operation and the other with non-critical exchanges. The exchanges from
the latter group would be executed only in fault-free circumstances, taking into
consideration the current temporal parameters of the communication system, so
that the real-time constraints are satisfied. The membership in these groups is
based on data exchanges priorities defined by the system developer.
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4.2 Triple Network Interface Communication System

In Master-Slave networks, the communication is based on request-response
queries. The Master station, according to previously prepared list of queries,
sends requests to the Slaves. The queries may be of several types with general
functionality of two kinds – read or write queries.

In typical applications, all queries are exchanged on one communication bus
and the Master station only determines which query should be send at a given
time. The MuNetIN node has triple communication interfaces TNICS, so it also
has to decide which interface the query should be sent through. Therefore, it
requires one common data exchange scheduler which would control the commu-
nication process. In the MuNetIN node, a single Master station is implemented
for all buses with the controls algorithms extended for the usage of multiple
network connections. Moreover, the MuNetIN node has to include precise infor-
mation about the availability of every Slave subscriber on every network.

Having information about Slaves availability, it is possible to transmit the
queries on multiple communication interfaces. To realize the master function-
ality, a program module was implemented to service to multiple interfaces –
Queries Distributor QD (see Fig. 2). The QD module checks the busy status of
the network interfaces. When an interface is not occupied, then the QD asks the
Queries Scheduler QS for a query to be realized on that interface. The QS may
choose either periodic or aperiodic query to be realized. It may be either critical
or not critical (optional), too. Then the distributor passes over the received query
definition to a Query Handler QH. The QD at this point sets the bus status to
busy and the QH sends it through the network. The busy status is cleared by
the QH after realization of the query.

4.3 Query Scheduler

The queries in Master-Slave communication networks have two transmission
rules – periodic and aperiodic. For every periodical query it is defined how often

Fig. 2. Query distribution
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it should be realized (e.g. every 100 ms). According to that parameter, the master
creates a schedule of the queries transmission. Realization of all the queries from
the schedule (some of the queries possibly more than once) is called the network
communication cycle NC.

In Master-Slave networks, the aperiodic queries are usually sent immedi-
ately (out of the order of the scheduled periodical queries) or after realization
of all periodic queries in the network cycle. When there is a necessity of sending
more than one aperiodic query, the queries are sequenced in FIFO order. The
maximum number of aperiodic queries in one NC is limited hence the real-time
constraints defined for the communication network are satisfied.

The Master station that operates on one communication interface, may real-
ize the queries based on a static schedule created once on the system startup.
Having three independent interfaces it is no longer possible. The scheduling have
to be performed dynamically taking into consideration the current status of all
interfaces.

In the MuNetIN node, the query scheduler QS, on the Queries Distributor
QD requests, selects from the list an appropriate query in two steps. Firstly, it
excludes from the list all the queries that cannot be realized on the bus given
by the QD. Secondly, it chooses from the result list the query with the shortest
deadline which is calculated basing on the defined periodicity and the subtraction
of the current time and the timestamp of the last successful realization of the
given exchange. The aperiodic queries are passed over to the QD for realization
when it would not jeopardize the periodic exchanges but no later than after
realization of all queries from the schedule.

5 Formal Description of Distribution Algorithm

5.1 Periodic Tasks

Let BD (bus/device) denote a matrix which defines connections between buses
and devices. Assuming there is n devices and m buses we are considering the
matrix

BD =

⎡
⎢⎣
bd1,1 · · · bd1,n

...
. . .

...
bdm,1 · · · bdm,n

⎤
⎥⎦ ,

where

bdi,j =
{

1 if device j is connected to bus i,
0 otherwise.

Let matrix DT (device/task) similarly define devices served in particular
communication tasks. Assuming there is n devices and r tasks, the matrix DT
is as follows:

DT =

⎡
⎢⎣
dt1,1 · · · dt1,r

...
. . .

...
dtn,1 · · · dtn,r

⎤
⎥⎦ ,
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where

dti,j =
{

1 if device i is involved in task j,
0 otherwise.

We are considering communication tasks related to exactly one device, thus
every column of matrix DT contains exactly one 1, i.e.:

{∀j=1...r ∃i dti,j = 1
∀j=1...r dtx,j = dty,j = 1 ⇒ x = y

Matrix BT (bus/task) is a matrix product BT = BD · DT defining tasks
which may be served on particular buses.

BD · DT = BT =

⎡
⎢⎣
bt1,1 · · · bt1,r

...
. . .

...
btm,1 · · · btm,r

⎤
⎥⎦ ,

where

bti,j =
{

1 if task j may be served on bus i,
0 otherwise.

Additionally, each from r tasks has preset periodicity, i.e. maximal time
between serving successive task. Let P be a vector defining periodicity of the
tasks. P =

[
p1 · · · pr

]
, where: pi denotes periodicity of task i.

Communication tasks are served by system described in Sect. 4.3, where
Queries Distributor chooses successive task to serve. Distributor is called peri-
odically, for every bus, as soon as the bus becomes idle. Selection of the next
task is based on periodicity in order to choose the task which may be handled
on a given bus, and whose time period left to obey the declared periodicity of
that task is minimal. Therefore, additional information about time left to dead-
lines is necessary. Let T be a vector defining time left for serving each task.
T =

[
t1 · · · tr

]
, where ti denotes maximal time, in which task i may be served

to obey periodicity defined in P .
Matrices BD,DT,BT, P are constant, T is variable changed by Distributor.

Initially T = P . According to passing time T decreases. Choosing task j to serve
involves changing tj to initial value tj = pj , defined by periodicity of task j.

Naturally, considering the system with defined time for serving single com-
munication task tsingle, identical for each task, it is possible to simplify the model
to handle discrete time, where time flow is modeled by decreasing each element
of T by tsingle, after sending tasks in each bus.

Choosing the task to serve on bus i, Distributor is looking for a minimum
value in these elements of T , where corresponding elements in vector BTi,1..r are
1, i.e. among the tasks which may be served on a given bus. Additionally, tasks,
which are just being served on another bus, should be omitted. In order to decide
if the query related to the task i has been just sent or not, such information will
be stored in vector Q =

[
q1 · · · qr

]
, where:

qi =
{

1 if task i is just served,
0 otherwise.
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Hence, Distributor for given i should choose such j, that:

tj = min
j∈{1..r}

{tj : bti,j = 1 ∧ qj = 0}.

5.2 Aperiodic Transactions

Aperiodic query may be sent if such transaction will not jeopardize timely real-
ization of periodic tasks. The main problem is to define such condition. Let
pMAX = max

P
pi be maximal periodicity defined in P . We are considering a sys-

tem with the following constraints:

– n devices, m buses, and r periodic tasks,
– a pool of aperiodic queries, without time constraints,
– constant time for serving single communication task tsingle, identical for each

query.

In such conditions communication will be performed in time slots, defined by
tsingle. Let S define number of available slots during pMAX time, for all buses:

S =
pMAX ∗ m

tsingle
.

Each task i during pMAX time is handled approximately pMAX
pi

times. Thus,
to handle all periodic tasks in given periodicity constraints, during pMAX time

on average
r∑

i=1

pMAX

pi
slots are needed.

Let cf be a coefficient, calculated in every cycle, similarly as above, but
basing on ti instead of pi. Such coefficient might be understood as a number of
slots needed for all periodic tasks, if periodicity of each task was equal to its
actual time to deadline. According to passing time, such coefficient for each task
increases until the task is served, then it returns to its initial value.

cf =
r∑

i=1

{ pMAX
ti

if ti is not zero,
pMAX otherwise.

In the cycles where cf < S −m, i.e. dedicating m slots for aperiodic queries
(each query being served in one slot) does not expose deadlines for periodic
transactions to risk, successive aperiodic queries from the pool will be handled
on each bus.

6 Algorithm Realization Example

Let us assume that connections between devices and buses are defined in the
following matrix:
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BD =

⎡
⎣

1 1 0 1
0 1 1 1
1 1 1 0

⎤
⎦

According to Sect. 5, each column of the matrix defines connection of a par-
ticular device to buses. Slave 1 is connected to buses A and C, slave 2 to all
three buses, slave 3 to B and C, whereas slave 4 is connected to buses A and B.

DT matrix defining devices involved in particular tasks, is as follows:

DT =

⎡
⎢⎢⎣

1 1 0 0 0 0 0 0
0 0 0 1 0 1 1 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 1

⎤
⎥⎥⎦

Each column defines the device serving given task. The first task is served
by slave 1, the second also by slave 1, the third by slave 3, the fourth by slave
2, etc.

BT matrix is calculated as matrix product of BD and DT .

BT =

⎡
⎣

1 1 0 1 1 1 1 1
0 0 1 1 1 1 1 1
1 1 1 1 0 1 1 0

⎤
⎦

Each column defines buses, where given communication task may be served.
The first and second tasks may be served on buses A or C, the third on B or C,
the fourth on all buses, etc.

Periodicity vector for the tasks is as follows:

P =
[
50 50 50 100 100 150 150 300

]

Tasks 1–3 have to be served at least every 50 time units, 4 and 5 at least
every 100 time units, tasks 6 and 7 at least every 150 time units, and 8 at least
every 300 time units.

Time for serving a single communication task equals tsingle = 10. The number
of slots calculated according to Sect. 5.2 equals S = 90. Resulting list of queries
is shown in Table 1. For brevity, each aperiodic query has been denoted as Q+,
however such value should be understood as one of the queries from the pool of
aperiodic queries defined in Sect. 5.2, but not necessarily the same query each
time.

The initial value of time to deadline for each task equals its periodicity (col-
umn 1 in Table 1). Coefficient cf calculated for these values equals 29.0. It is
shown in the cf row in Table 1 and in Fig. 3 in the first graph from the bottom.
The value of 27 is less than S − m = 87 (the cf = 87 is marked with dotted
line in the bottom graph), so in the first cycle aperiodic queries Q+ are handled
on each bus. The moments when queries Q+ may be sent are marked by gray
rectangles with dots in the graph. No periodic queries have been sent, thus time
to deadline for each task decreases by 10 (tsingle) each, as shown in column 2 of
Table 1 and in graphs Q1–Q8 depicting the change of deadlines of each query in
time.
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Table 1. List of queries

Time to

deadline

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Q1 50 40 30 20 10 50 40 30 20 10 50 50 40 30 20

Q2 50 40 30 20 10 50 40 30 20 10 50 40 30 20 10

Q3 50 40 30 20 10 50 40 30 20 10 50 40 30 20 10

Q4 100 90 80 70 60 50 40 30 20 10 0 100 90 80 70

Q5 100 90 80 70 60 50 40 30 20 10 0 100 90 80 70

Q6 150 140 130 120 110 100 90 80 70 60 50 40 30 20 10

Q7 150 140 130 120 110 100 90 80 70 60 50 40 30 20 10

Q8 300 290 280 270 260 250 240 230 220 210 200 190 180 170 160

cf 29.0 34.5 43.2 59.7 106.6 37.2 45.4 58.8 84.9 161.4 631.5 43.6 55.8 79.3 145.4

Query Bus A Q+ Q+ Q+ Q+ Q1 Q+ Q+ Q+ Q+ Q1 Q4 Q+ Q+ Q+ Q2

Bus B Q+ Q+ Q+ Q+ Q3 Q+ Q+ Q+ Q+ Q3 Q5 Q+ Q+ Q+ Q3

Bus C Q+ Q+ Q+ Q+ Q2 Q+ Q+ Q+ Q+ Q2 Q1 Q+ Q+ Q+ Q6

Fig. 3. Deadlines and queries realization

In the second cycle cf equals 34.5 which is still less than S − m. Therefore,
aperiodic exchanges are sent again. Similarly, in the cycles 3rd and 4th. In the
5th cycle (column 5) the value of the cf is greater than S − m and aperiodic
exchanges with minimal time to deadline are chosen, namely Q1, Q3, and Q2
respectively for buses A, B, and C. The fact of sending the queries on buses
is depicted in the bottom part of Fig. 3 (by table with grayed cells). Time to
deadline for these queries is reset to the initial value (50), time to deadline for
other queries Q4–Q8 decreases by 10 (column 6). In the 6th cycle cf equals
37.2, so again aperiodic queries are handled, and time to deadline for each task
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decreases by 10. Periodic queries are sent again in the 10th and 11th cycle as the
cf is higher than S−m. After that again aperiodic queries are sent 3 more times.

For brevity, only 15 cycles have been shown, however numerous cycles and
different examples have been analyzed during the algorithm development.

7 Conclusions and Future Work

The main idea presented in the paper is the concept of an algorithm for queries
distribution to be implemented in multi network interface node MuNetIN which
is dedicated to network control systems NCS. The goal is to take advantage of
redundant communication interfaces with real-time communication protocols.
The algorithm should allow both, increased reliability and greater communica-
tion network efficiency.

The performed simulation tests show that the algorithm is able to sched-
ule periodic exchanges so that they are realized with at least the periodicity
defined for each query. Moreover, it is possible to make room for realization of
aperiodic exchanges. Nevertheless, the presented solution needs further develop-
ment. At this point, the periodic exchanges and aperiodic exchanges are always
“grouped” and being realized in “bursts” (e.g. couple of Q+ exchanges on all
buses). Besides, in the presented example the exchange Q1 was always realized
on the bus A. It would be better to realize it also on every other bus, to which
the slave associated with that exchange is connected to. That would allow some
diagnostics of the state of the network connections.

What is the strong point of the algorithm, the choice of queries for realization
in the proposed algorithm is dynamic. As a result, the Master node is capable of
adjusting to change network topology. Importantly, the cause of the change could
be planned (moving a system node from one network to another) or unplanned
(failures affecting the accessibility of the system nodes). Any changes in the
topology will be automatically serviced by the query distributor so that the
communication link is maintained using the available resources in most efficient
way.
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9. Kwiecień, A., Stój, J.: The cost of redundancy in distributed real-time systems in
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22. Kwiecień, A., Kwiecień, B., Maćkowski, M.: A failure influence on parameters of
real-time system with two buses. Computer Networks. Communications in Com-
puter and Information Science, vol. 608. Springer International Publishing, Cham
(2016)



Software Defined Home Network
for Distribution of the SVC Video
Based on the DASH Principles

Slawomir Przylucki1(B), Artur Sierszen2, and Dariusz Czerwinski1

1 Lublin University of Technology, 38A Nadbystrzycka Street, 20-618 Lublin, Poland
spg@spg51.net, d.czerwinski@pollub.pl

2 Lodz University of Technology, 116 Zeromskiego Street, 90-924 Lodz, Poland
artur.sierszen@p.lodz.pl

http://www.pollub.pl

http://www.p.lodz.pl

Abstract. With the spread of Dynamic Adaptive Streaming over HTTP
(DASH) systems, appeared the problem related to the resources manage-
ment in end-users’ networks. The article proposes a new solution for the
distribution of Scalable Video Coding (SVC) video streams in home net-
works. It relies on a Software Defined Network (SDN) controller, which
based on the parameters of transmitted SVC video and the usage status
of network resources allows for dynamic traffic shaping. At the same time,
it was assumed that the proposed solution is compatible with Server and
Network Assisted DASH (SAND) standard and its implementation is
possible without the use of additional, dedicated hardware. The article
presents the analysis of influence of proposed SDN on the improvement
of the SVC video quality received by DASH clients in a typical home net-
work. Test results confirm the superiority of the proposed system over
the conventional solutions.

Keywords: Home network · Software Defined Network (SDN) · Scal-
able Video Coding (SVC) · Dynamic Adaptive Streaming over HTTP
(DASH) · Server and Network Assisted DASH (SAND) · Docker
containers

1 Introduction

Nowadays, the importance of multimedia transmissions for the entire market of
Internet services, is no longer subject to discussion. The undoubted success of ser-
vices based on the transmission of video is not only due to the rapid development of
network infrastructure, bothwithin the Internet backbone andaccess networks.An
important role in their wide acceptance also played the development of techniques
for efficient video encoding, new methods for video streaming and scalable content
distribution. In thearticle, special attention is paid to two techniques:HTTPAdap-
tive Streaming (HAS) [1] and Scalable Video Coding (SVC) [2].
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Despite the obvious advantages of the HAS approach [3], there are still issues
that need attention in the implementation of video streaming services. The most
important challenges can certainly include issues related to ensuring the fairness
allocation of available bandwidth to individual video streams [4].

Most of the current proposals to guarantee fair allocation of resources were
focused on systems implemented in distribution networks or networks of local
Internet providers [5]. Much less attention was paid to home networks or net-
works in general, which are attached to the end-user of DASH services. Such an
approach does not seem to be justified in the context of the rapid increase in the
number of individual users of video streaming services. Unfortunately, in home
networks, dedicated hardware and complex algorithms for monitoring and traffic
shaping, could not be easily applied [6]. A promising basis for such solutions is
the idea of Software Defined Network (SDN) [7]. So far, two basic restrictions
significantly affect the popularity of the solutions of this type. The first was the
limited availability of network devices supporting the protocol OpenFlow. The
second reason was related to the complex process of installation and configura-
tion of SDN controllers. Currently, the first cause becoming less important due
to the availability of efficient, home networking equipment. In turn, the second
limitation can be effectively eliminated using the lightweight virtualization. In
this context, particularly promising seems to be the idea of microservices and
especially the containerization techniques based on Docker containers [8].

The remainder of the paper is organised as follows. Related works are pre-
sented in Sect. 2. Section 3 contains the description of the proposed SDHN solu-
tion for video stream distribution in a home network. The test scenario and
performance evaluation are presented in Sect. 4. Finally, a brief conclusion is
made in Sect. 5.

2 Background and Related Works

The fundamental principle of the HAS systems is based on the distribution of
an audio-video content that is stored on HTTP servers in the form of multi-
ple representations. These representations are associated with different video
encoding parameters and thus require a different amount of available bandwidth
along the transmission path. Depending on the utilization of network resources
between the server and client and also considering the parameters of the receiv-
ing devices, it becomes possible to choose the best representation and thus to
adapt to changing network conditions. The effectiveness of these solutions has led
standardization organizations to try to develop a uniform standard for systems
HAS. As a result, in 2012, ISO/IEC published the standard: Dynamic Adap-
tive Streaming over HTTP (DASH) [1]. In the case of DASH, the progressive
download of a video representation was replaced by the so-called segment app-
roach. This solution is based on segmentation of each representation into chunks
containing the video fragments of the fixed length. A description of segmented
data structure, stored on the server DASH, is contained in a dedicated Media
Presentation Description files (MPD). DASH clients, based on the information
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contained in these files, can switch between different representations (chunks)
during the video playback. The DASH adaptation algorithm, described in the
standard, unfortunately does not contain mechanisms related to the reducing
the impact of the mutual influence of the individual video streams. Each DASH
client realizes the process of adaptation in isolation from the others, competing
with the other receivers. In other words, DASH client are trying, in very selfish
way, to secure the best quality of the received video. This leads to decreasing
the values of Quality of Experience (QoE). This degradation is observed at all
receivers in a given network segment [9]. Recently these issues were reflected in
the new standard developed by ISO/IEC, which was called Server and network
assisted DASH (SAND) [10].

The introduction of multi-layer coding simplifies the preparation, storage
and video distribution in DASH systems [11]. The idea of SVC is to use the
hierarchical structure of the video stream, which allows receivers to select only
the portion of the video data while maintaining accuracy and continuity of the
decoding process. This feature has been obtained by defining within the struc-
ture of a video stream, the following types of layers: the base layer and the
enhanced layers [12]. The base layer is always necessary for decoding of a video.
It provides video playback with minimal values of the parameters (resolution,
image smoothness, image quality). The enhanced layers allow for completion of
data from the base layer and thereby to obtain better video quality. An impor-
tant advantage of the SVC-DASH systems is that the video content is encoded
only once. SVC-DASH clients realize the process of adaptation by selection of
the amount of decoded layers from a single representation of video content. This
process is often called as switching the Operation Point (OP) [13,14].

Recent years have brought increased interest in the possibility of using the
SDN principles to the process of adaptation in DASH systems [6,15,16]. In this
context, the most promising areas of the research are the methods for traffic
shaping in general and ensuring a fair distribution of SVC video streams as a
special case [17,18]. Simultaneously, thanks to advances in the field of virtualiza-
tion, it became possible to implement these solutions on the equipment available
for most users of home computer networks [19].

3 Proposed Solution

The proposed solution is designed for typical home networks. Thus, following
assumptions have been made:

– Multiple DASH clients are connected to an external network (typically, the
ISP network) through the gateway. The link between the home gateway and
ISP is the bottleneck.

– The proposed SDHN should be compatible with the principles of SAND. The
SDN controller should work with any network devices supporting the protocol
OpenFlow 1.3 and above.

– The SDHN controller should be installed on any hardware platform, support-
ing Docker environment, version 1.9 and above.
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From the perspective of the DASH clients, the SDHN is a kind of service
responsible for ensuring the best possible parameters of video stream. Thus, the
functionality of the proposed SDNH can be called as QoS as a Service (QaaS).
The structure of the SDNH controller consists of four functional components:

– Network resources module (NRM).
– QoS controller (QoSC).
– Traffic shaping module (TSM).

First two modules are associated with a few fundamental functionalities.
Thus, their structure can be further divided into blocks and databases. The
NRM consists of two functional blocks, respectively: monitoring block and pol-
icy block. The QoSC contains fairness distribution block (FDB) and two data-
bases, respectively: DASH clients database and video stream database. The TSM
is responsible for generating the final rules for each identified video flow. The
parameters required by these rules are provided by QoSC. The TSM module is
typical component of SDN controller and by using the OpenFlow, it controls
the tasks performed by switch (e.g. OpenFlow vSwitch). The structure of SDHN
controller and the internal relationship between its components are presented in
Fig. 1. The elements which use (are compatible with) the SAND principles are
indicated by black backgrounds.

Traffic shapping module (TSM)

gateway/home network

Southbound (OpenFlow) 

Northbound (REST API) 

Network resources module (NRM)

QoS controller (QoSC)

optional GUI/CLI

monitoring block

policy block

DASH clients database

video streams database

Fairness distribution 
block (FDB)

klient DASH

SDHN controller

SAND messages 

Fig. 1. The architecture of the proposed SDHN solution.

3.1 Network Resources Module

The main task associated with this module is gathering information about all
the traffic within a home network. The source of data is gateway and mutual
communication is performed based on the OpenFlow protocol. The monitoring
block, which is a part of this module, is also responsible for classification of
video flow. This task included the identification of new flow and termination of
given video transmission. Considering that target area of application is a home
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network, the identification process base on a destination IP address. The second
block under this module is the policy block. In general case, it includes any policy
associated with DASH service. A common use of this module is to implement
the predefined Service Level Agreement (SLA), resulting from a specific network
operator tariffs. The software implementation of the policy block allows to define
restrictions on whole DASH service or on the individual DASH clients.

3.2 QoS Controller

The QoS controller is the element that has benefited greatly from the SAND
architecture. Two of its elements directly use the Status and Metrics messages
as defined in SAND specification [10]. These messages are exchanged between
DASH clients and QoSC. In the case of proposed solution, the representation of
SAND DANEs are DASH clients database and video streams database. The first
database consists of parameters of all registered clients (set of operating points
such as desired bandwidth and quality) but also their QoS metrics (average
throughput, buffer level, initial playout delay). The second database comprise
of data originated from the MDFs associated to requested video flow (stream
structure, chunk descriptions, OPs parameters). The third component of the
QoSC, fairness distribution block (FDB) uses these databases to calculate fair
provisioning of available bandwidth.

Fairness Distribution Block. The algorithm implemented in the FDB is based
on the utility function (UF) described in our earlier research [14]. Generally, this
utility function is non-linear function which represents the relationship between
video stream bitrate and relative utilization (RU) indicator. The RU indicator
represents the ratio of the number of the OPs that DASH client can (or wishes to)
received to all available OPs for given SVC stream. One of the most important
advantages of the method of creation of the UF is fact that it requires only the
data contained in the MDF file.

Next task of the QoSC is to define the set of stream bitrates that ensures
fairness distribution of available bandwidth across all registered DASH clients.
Other words, the QoSC should find the optimal value of Yoptimal satisfying the
Formula (1).

Yoptimal = max[min
i

(UFi(xi))] Σ(xi) ≤ Blimit (1)

where UFi be a utility function, xi the bitrate for i-th video stream and Blimit
represents the total amount of available bandwidth for all streams.

To solve this optimization problem, the integer-programming algorithm was
used [20]. We discussed this algorithm in our earlier article [14]. The results
are the optimum bitrate values. However, these values do not necessarily corre-
spond to the OPs bitrates defined within SVC stream. For this reason, when it
is necessary, calculated values of bitrate must be changed to the nearest, lower
value of the bitrate associated with the particular OP. Finally, the calculated
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values are sent to the DASH clients as SAND PER Messages (message: Share-
dResourceAssignment) [10]. Summarizing, the QoSC block performs sequentially
the following three tasks:

– reads the data contained in DASH clients and video stream databases, creates
the utility function,

– finds solution to optimization problem (Formula (1)),
– downgrades the optimal bitrates to the bitrate (lower) of the closest OP.

4 Test Scenario, Evaluation and Results

The proposed SDHN solution has been tested against the advantages it brings in
comparison to the standard DASH solutions. Thus, two software solutions were
configured. The first one was consistent with DASH principles. This means that
DASH clients were responsible for the process of dynamic adaptation according
to DASH standard and no traffic shaping algorithms were implemented inside the
home network. This solution, later in the article, is referred to as legacy DASH.
The second one is the implementation of the proposed SDHN and it introduced
two additional elements, the SDN controller (QoSC and TSM modules) and
databases (NRM module), respectively. Both new components were implemented
as Docker containers. This solution is referred as SDHN DASH.

Considering specific features of home networks in context of the video stream-
ing services, we decided to conduct the two, separate tests. The first test (test
A) assumed that a couple of DASH clients were switching on and off (play-
back/pause) during the whole period of test. The second test (test B) was a
representation of continuous video playback of all clients, during the entire test.
These tests correspond to typical scenarios in the home networks with multiple
video receivers.

4.1 The Testbed Configuration

In order to assess the effectiveness of the SDHN solution as well as to compare
it with legacy DASH, we developed a evaluation testbed as shown in Fig. 2.

All the network components were connected to the TP-LINK TL-WR1043ND
home switch. That switch served as a gateway. The software platform for the oper-
ation of the switch was OpenWRT with OpenFlow 1.3 [21]. The bandwidth on
the link between gateway and HTTP server which store SVC videos, was limited
to 18 Mb/s by means of TC (Linux traffic control tool) rules. DASH Server was
implemented based on DASH-JS library [22]. The implementations of SDHN con-
troller was divided into two Docker containers. All of them were installed automat-
ically, from local repository configured on the x86 64-bit, 8 GB RAM PC. All nec-
essary resources (images, dockerfiles, docker-compose files) can be stored on any
local or remote repository (e.g. DockerHub) and installation on Docker-ready sys-
tems requires no user intervention. The testbed includes a few DASH client. The
base for them was the scootplayer [23], the an experimental MPEG-DASH request
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client DASH
1080p

Openflow + OpenWRT

IMQ + TC

limiter
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server DASH
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PC + Docker 
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DASH-JS

TP-LINK switch

720p

360p
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client DASH
1080p
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720p

360p

PC + LXD 

scootplayer remote control
Docker local repository 

QoSC & TSM container

SDHN controller

PC

NRM container

databases

ONOS

Fig. 2. The structure of the testbed.

engine with support for accurate logging. It was modified to support the SAND
messages listed in Sect. 3. The DASH clients were implemented as separate, vir-
tual instances of LXD (Linux Container Deamon) containers. All tests (the clients
activities) were orchestrated by remote control scripts.

The “Elephants Dreams” video sequence (1080 p, 24 f/s) was used for all tests.
The video was encoded using the reference software JSVM (Joint Scalable Video
Model) what resulted in two SVC video files with resolutions 1080 p and 720 p,
respectively. In the encoding process the Profile High was used. The parameters
of the individual layers within the SVC stream were as follows:

– three temporal layers (T0 - 6 f/s, T1 12 f/s and T2 24 f/s),
– four SNR(MGS) layers (initial QP: SNR0 - 42, SNR1 - 42, SNR2 - 32 and

SNR3 - 32).

4.2 Evaluation Metrics

To evaluate SDHN solution, we choose three metrics. Their aim were to reflect
the feature of our video distribution system when multiple SVC-DASH video
flows share the same bottleneck link.

Fairness index. Publications of recent years bring many proposal of metrics for
fairness assessment [17,24]. We decided to base on the wide-used Jains Index [25]
with modification which reflects the structure of SVC video stream. The fairness
index FairI according to Jains approach is expressed by the Formula (2).

FairIa =
∑n

i=1 ai
2

n · ∑n
i=1 ai

2
(2)

Here, n is the number of competing users. The parameter a signifies the
fairness metrics which depends upon the application. In the case of SVC streams,
the metric can be associated with fraction of demand. The DASH adaptation
process causes the change of OP (change of demand). Also, clients have unequal
demands. Thus it is reasonable to measure fairness by closeness of the allocations
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to respective demands. As the result, we propose the following definition of the
fairness metric 3.

ai =
{

OPi

OPmaxi
if OPi < OPmaxi

1 otherwise
(3)

Here, OPmaxi is the number of available (accepted) OPs inside the SVC
stream. In other words, it is the maximum demand of ith DASH client. OPi is
the number of received OP by ith DASH client.

Fluctuation index. Based on our experience [14], the bitrate fluctuations
(switches between video representation) have great influence on the perceived
quality (QoE) of video on clients’ side. The system for distribution of video in
the DASH service should prevent or at least minimize the occurrence of bitrate-
switches. To asses this issue, the Fluctuation Index FlucI has been used. Because
the bitrate-switches (the OPs switches) may occur only between chunks thus the
index is defined by the Formula 4.

FlucI =
n∑

i=1

Fn

Cn
(4)

Here, Fn is the number of switches for SVC video stream n and Cn is a total
number of received chunks.

Link Utilization Index. It is obvious that the limited capacity of outgoing link
should be utilized as good as possible. In order to asses this issue, we used
well-known idea of measure of utilization on a network layer. Thus, the Link
Utilization Index LUI is defined by the Formula 5.

LUI =
∑n

i=1 Bn

Blimit
(5)

Here, Blimit is the bandwidth of the bottleneck and Bn is the summary
bitrate of all SVC video streams.

4.3 Results of SDHN Evaluation

The evaluation carried out included five DASH clients. Two of them were con-
figured for the maximum 1080 p video resolution and others, for the video of
maximum 720 p resolution. Both tests (A and B) were repeated fifty times. In
the case of Test B (SDNH DASH), five schedules of clients’ activities were used
(each repeated ten times). Every single test lasted 150 s (the fifty chunks, each 5 s
long). The example of such schedule and corresponding bitrates of video streams
are presented in Fig. 3.

The schedule on the Fig. 3 defines two strong congestions. First one (between
30th and 90th second) grows slowly while the next one (between 100th and
135th second) is of the burst type. The behaviour of legacy DASH and SDHN
DASH solution is presented in Fig. 4.
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Fig. 3. The example of the schedule of the test B (left) and corresponding bitrates of
the SVC video streams received by five DASH clients (right).

Fig. 4. The utilized bandwidth, the total demand on bandwidth and the bottleneck
capacity for two video distribution systems: legacy DASH (upper) and proposed SDHN
DASH (lower).

In the most of tested cases, the legacy DASH was sensitive to congestions. It
is worth noting that the highest levels of overload (resulting from exaggerated
trials of adaptation) were seen when congestions had been disappearing (between
85th and 100th second). As it was expected, the SDHN DASH system was able to
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calculate near-optimal bitrate values what in combination with playout buffer,
allowed for a significant reduction of fluctuations (number of switching). An
additional effect is much better link utilization. The values of the Fluctuation
Index and Link Utilization Index, for two compared video distribution system
and for all 50 test, are presented in the Table 1.

Table 1. The mean values of the FlucI and LUI indexes.

Scenario – system Indexes

FlucI LUI

Test A – legacy DASH 2.39 0.93

Test A – SDHN DASH 0.16 1.0

Test B – legacy DASH 2.88 0.88

Test B – SDHN DASH 0.89 0.94

In all the tests conducted, the proposed SDHN solution demonstrated supe-
riority over the standard DASH system. Particularly, in the case of continuous
playback, SDHN offers almost perfect solution. Of course, the 100% utilisation
of the link capacity is not always possible due to the parameters associated with
chunks (parameters of the video encoding).

The fairness defined according to the formulas 2 and 3 proved to be better in
the case of proposed solution. The graph of the values of the FairI index value
during test B (the test according to schedule presented in Fig. 3) is shown in
Fig. 5.

Fig. 5. The fairness Index for the test B.

For the standard DASH distribution system (legacy DASH), the appearance
of congestion results in significant fairness degradation. In case of relatively
longer congestions, the fluctuations of FaitI is also observed. These phenomena
are much weaker for proposed SDHN system.

5 Conclusion and Future Work

The combination of the SVC video coding and DASH principles is undoubt-
edly a step towards greater flexibility of video streaming services. However, this
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approach requires the new adaptation methods which are able to provide the
high level of fairness during the process of video distribution. This issue has
been analysed from the providers perspective. The article presented the differ-
ent point of view. We proposed the video distribution system based on DASH
and employing SDN which is dedicated to the typical home network. Through a
combination of previously developed utility function for SVC-DASH and SAND
architecture, we elaborated the software solution which can be implemented in
the relatively simple SDN controller. Therefore, it was possible to orchestrate
and implement the proposed solution by means of Docker containers. Home net-
work users can automatically install our SDHN solution if only have Openflow
compliant switch. No additional, specialized hardware is required beyond the
typical PC. In order to make the proposed solution even more practical, we are
working on a version optimized for single-chip computers and selected, commer-
cial gateways.

The tests carried out have shown the superiority of proposed SDHN solution
in terms of the guarantee fairness distribution of SVC video streams and the use
of available bandwidth on a link to an external network. At the same time, the
SDHN allowed for substantial reduction of bitrate switching, which is important
to maintain high, perceived quality of received video.
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Abstract. In this paper the connectivity is analysed of vehicular ad
hoc networks (VANETs) in arterial roads with signalised intersections.
A method is proposed to derive an estimate of minimum transmission
range (MTR), i.e., a minimum value of the vehicles transmission range
that allows all vehicles in a given road section to be connected via mul-
tihop communication. The introduced method takes into account the
impact of traffic signals coordination on formation of vehicle platoons. It
is applicable for both the under-saturated and the over-saturated traf-
fic conditions. The main contribution in this paper is formulation of a
relationship, which allows the upper bound of MTR to be estimated
for VANETs in unidirectional and bidirectional signalized arterial roads.
The conducted experiments confirm that the derived estimate fits well
with results of simulation experiments.

Keywords: Vehicular ad hoc networks · Connectivity · Minimum
transmission range · Traffic signal control

1 Introduction

Vehicular ad hoc network (VANET) is considered as an important component of
the next generation automotive systems, which enables inter-vehicle communica-
tion for a number of safety, traffic management, and comfort-related applications
[1–4]. Using the communication between vehicles, VANET could provide a safer
and a more convenient driving experience. From the perspective of the VANET
applications development, network connectivity is very important since it might
be difficult to provide reliable services in the case of disconnections. Due to the
dynamically changing topology of VANET, the connectivity has direct influence
on channel contention and vehicle communications [5].

Transmission range is a critical parameter, which significantly affects VANET
connectivity [6]. On the one hand, the connectivity of VANET is expected to be
improved as the transmission range increases [7]. On the other hand, a longer
transmission range in a dense wireless network can lead to a huge amount of
interferences between neighbour nodes and a high network overhead. Thus, the
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 209–220, 2017.
DOI: 10.1007/978-3-319-59767-6 17
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network will suffer from inefficiency due to packet collisions and losses [8]. To
alleviate this issue, the transmission range in VANET should be locally adjusted
to the current traffic situation. So far, several transmission range adjustment
techniques for VANET have been investigated [8,9]. Such techniques require
accurate estimation of a transmission range value, which guarantees connectivity
of all vehicles in a considered area.

In this paper, the minimum transmission range (MTR) is analysed for
VANET in arterial roads with signalised intersections. MTR corresponds to the
minimum common value of the vehicles transmission range, which enables all
vehicles to be connected via multihop communication in a single network clus-
ter. A method is proposed to derive an estimate of the upper bound MTR. The
analytical estimate of the upper bound MTR is verified in a simulation environ-
ment for unidirectional and bidirectional signalized arterial road.

The paper is organized as follows. A short review of the related literature
is provided in Sect. 2. The method of MTR estimation is introduced in Sect. 3.
Simulation experiments and their results are described in Sect. 4. Finally, con-
clusions are given in Sect. 5.

2 Related Works and Contribution

A number of efforts have been already accomplished to investigate the MTR
for VANET in highways. In [10] a cellular automata model of the uninterrupted
highway traffic was considered and an analytical lower-bound for the MTR was
derived. It was shown that a non-homogeneous distribution of vehicles, due to
traffic jams, results in the need for a higher transmission range in comparison
to that required for homogeneous vehicles distribution. Based on the above-
mentioned results, a traffic density estimate was used in [11] to develop an algo-
rithm, which adjusts the transmission range of vehicles dynamically according
to the local traffic conditions on a highway.

The multihop connectivity of one-dimensional VANET, with given either
vehicle locations or traffic densities, was discussed in [12]. A model was proposed,
which can be used as a guideline for determining the required transmission range,
in order to achieve very high network connectivity. However, that approach is
limited to simple traffic scenarios without traffic lights.

Inter-platoon connectivity for a bidirectional highway was analysed in [7].
The authors have assumed that all vehicles drive in platoon-based patterns,
which facilitate better traffic performance as well as information services. Impact
was investigated of the transmission range on expected time of safety message
delivery among platoons. The simulation experiments have shown that the trans-
mission range is a critical parameter, which significantly affects the inter-platoon
communication in VANET.

The highway scenario was also considered in [9] to introduce a transmission
range control algorithm for safety applications. According to that algorithm, the
transmission range was adapted by taking into account vehicle density, VANET
load and packet generation rate of each vehicle. Another scheme, which enables
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dynamic transmission range adjustment, based on both local vehicle density
and distance to destination, was presented in [8]. That study was devoted to
the broadcast-type communication between vehicles equipped with directional
antennas.

A connectivity robustness model was proposed in [13] to assess vehicle-to-
vehicle communication in connected vehicle environments. That model accounts
for the transmission range and multiple other factors affecting the connectivity
in VANETS. The results in [13] confirm that overall robustness of connectivity
increases for higher values of transmission range.

In [14] a cellular automata approach was applied to construct an urban traffic
mobility model. Based on the developed model, characteristics of global traffic
patterns in urban areas were analysed. It was shown that even though the inter-
vehicle spacing of both highway and urban traffic can be approximated by the
exponential distribution, the connectivity pattern of a vehicle is very different
in these two scenarios. The simulation results presented in [14] indicate that the
parameters of traffic control at signalised intersections such as cycle duration,
green split, and coordination of traffic lights have a significant effect on inter-
vehicle spacing distribution and the required transmission range.

A simulation environment was also used in [6] to investigate the MTR for
a road network with signalised intersections. Based on the simulation experi-
ments, it was shown that the signalised intersections cause significant fluctu-
ations of inter-vehicle distance and thus the signal-controlled traffic requires
higher communication ranges to ensure connectivity. The higher communication
range values were needed to connect the vehicles stopped at traffic lights with
those moving freely.

According to the authors’ knowledge, the problem of analytical MTR deter-
mination for arterial streets with signalised intersections has not been studied
so far in the VANET-related literature. The main contribution in this paper is a
relationship formulation, which allows the upper bound of MTR to be estimated
for VANETs in signalised arterial roads.

3 A Method for Minimum Transmission Range
Estimation

In arterial streets with traffic signals, vehicles are grouped into platoons at exits
of the signalised intersections. The vehicle platoons move from one signalized
intersection to the next. A well-coordinated traffic signal system moves platoons
of vehicles so that they arrive during the green phase of the downstream intersec-
tion. In order to evaluate the minimum transmission range, which allows main-
taining connectivity of all vehicles in a signalised arterial road, it is necessary to
consider the distances between the vehicle platoons.

In Fig. 1 the progression of platoons along a signalised artery is illustrated by
means of time-space diagrams. Vehicle trajectories are plotted on the time-space
diagrams as the sloped lines. Stopped vehicles are shown as horizontal lines. The
horizontal bars show indications of the traffic signals at intersections. An example
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of the time-space diagram for unidirectional artery is presented in Fig. 1(a). In
this example the vehicles move northbound (from bottom to top of the diagram).
A time-space diagram of bidirectional artery is presented in Fig. 1(b), where the
dashed lines correspond to the vehicles that moves southbound (top to bottom).

It should be noted that the vehicle trajectories in time-space diagrams (Fig. 1)
are idealized for presentation purposes. The slope of the trajectories in these dia-
grams corresponds to space-mean speed of the vehicles. Vertical distance between
the trajectories represents average space headway between vehicles. Moreover,
for sake of clarity, the examples in Fig. 1 do not include vehicles travelling out-
side platoons. The simplified presentation of time-space diagram, which is based
on the average traffic stream parameters, does not involve loss of generality.
The simulation model, which was used for evaluation of the proposed method
(Sect. 4), involves random variations of vehicle speed, presence of vehicles outside
platoons as well as platoon dispersion.

For the unidirectional artery (Fig. 1(a)), the longest transmission range is
necessary to connect the vehicle platoons, when one platoon approaches the end
of the considered road section (signal 3) and the second platoon enters this road
section (approaches signal 1) Thus, the MTR can be evaluated according to the
following formula:

r = d − w, (1)

where d denotes length of the considered road segment and w is length of the
vehicle platoon.

In case of the bidirectional arterial road (Fig. 1(b)), the longest communica-
tion range is necessary to connect the two vehicle platoons that move in opposite
directions and approach ends of the analysed road section. It means that lengths
of the two platoons (w1 and w2) have to be taken into account when evaluating
the MTR. Thus, Eq. 1 is used for this case with w = w1 + w2.

Fig. 1. Minimum transmission range in signalized arterial: (a) unidirectional traffic,
(b) bidirectional traffic.

Length of a vehicle platoon (w) can be evaluated as follows:

w = (n − 1) · h, (2)
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where n is number of vehicles in the platoon and h is average space headway
between vehicles. The average space headway is equal to the inverse of traffic
density (h = 1/k). When taking into account the fundamental equation of traffic
flow [15], the average space headway can be expressed as:

h = 1/k = v/s, (3)

where k is traffic density, v is space-mean speed of the vehicles, and s is satura-
tion flow rate, i.e. the maximum number of vehicles that can pass through the
intersection during a time unit, when the traffic signal is green. The saturation
flow rate is used in (3) because the platoon is created if a group of vehicles leave
an intersection when the traffic signal turns green. It should be also noted that
in Eq. (1) the length of a single vehicle is ignored (w = 0 if n = 1) for sake of
simplicity. Substituting (3) into (2) yields,

w = max(0, n − 1) · v/s (4)

The platoon is a group of vehicles leaving an intersection when red light ends.
Therefore, the number of vehicles in the platoon (n) can be estimated as a
number of vehicles that have been stopped at an intersection due to the red
signal. Assuming that R is duration of the effective red signal and q is intensity
of incoming traffic, the number of vehicles stopped during time period can be
calculated by employing an analytical approach with fluid approximation, as
depicted in Fig. 2.

Fig. 2. Number of vehicles stopped at an intersection due to red signal (n). (Color
figure online)

Based on the arrival curve and the departure curve presented in Fig. 2, it can
be found that the total number of stopped vehicles, which corresponds to the
number of vehicles in the platoon, can be estimated as follows:

n =
R · q

1 − q/s
(5)
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The above considerations are related to the MTR estimation for under-
saturated traffic conditions, whereby vehicle queues are only created during the
red signal and are dissolved during green signal. In oversaturated traffic condi-
tions, when the intensity of traffic flow (q) exceeds the intersection capacity (c),
vehicle queues fill approaches of the intersection and spill over from one inter-
section to another. In such case, the queues persist and cannot be cleared totally
during green signal.

According to the proposed approach, the MTR for oversaturated traffic is
estimated based on the length of the widest gap between vehicles, which can be
created when vehicles leave queue during green signal. The expected number of
vehicles that pass an intersection during effective green time (G) is G · s. Aver-
age road length occupied by one vehicle in the queue equals 1/kjam, where kjam
denotes maximum vehicle density in traffic jams. Thus, the MTR for oversatu-
rated traffic conditions is estimated as G · s/kjam.

Finally, based on the above considerations, the upper bound of MTR for
VANET in a signalised arterial road of length d is given by

r(q) =

⎧
⎨

⎩

d −
(

R · q
1 − q/s

− 1
)

· v/s, q ≤ c,

G · s/kjam, q > c,
(6)

where c denotes capacity of the signalized intersection and the remaining sym-
bols were defined earlier in this section. The capacity is calculated by using the
following formula:

c = s · G

R + G
. (7)

4 Evaluation in Simulation Environment

The analytical relationships that were derived in the previous section are verified
through simulations of vehicle traffic for both unidirectional and bidirectional
arterial road.

4.1 Simulation Setup

In this study the stochastic cellular automata (CA) model of urban traffic was
used for the traffic simulation [16]. Each traffic lane is represented by a one-
dimensional cellular automaton. The traffic lanes are divided into cells of equal
lengths (7.5 m). An occupied cell in the cellular automaton corresponds to single
vehicle. At each discrete time step (1 s) the state of CA is updated according to
four steps (acceleration, deceleration, velocity randomization, and movement).
These steps are necessary to reproduce the basic features of real urban traffic.
Step 1 represents driver tendency to drive as fast as possible; step 2 involves
reaction to other vehicles and to traffic lights; step 3 introduces non-deterministic
acceleration due to random external factors and the overreaction of drivers while
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slowing down. Finally, in step 4 the vehicles are moved according to the new
velocity calculated in steps 1–3. Steps 1–4 are applied for all vehicles.

According to the definition of step 3, the speed of all vehicles that have a
velocity of at least 1, is reduced by one unit with a probability of p. Parameter
p is referred to as the deceleration probability. It should be noted that without
step 3, the model is deterministic [17]. Detailed definitions of steps 1–4 can be
found in [14].

A schema of the simulated arterial road, with eight signalized intersections,
is shown in Fig. 3. Total length of the arterial road is 7.5 km (1000 cells). The
above-mentioned CA model of the arterial road was implemented in Matlab.
The simulations were performed for two scenarios. Unidirectional traffic was
considered in Scenario 1 and bidirectional traffic was analyzed in Scenario 2.
Simulation data were collected in a section between 4th and 6th intersection
(the shaded area in Fig. 3).

Fig. 3. Simulated arterial road.

Intensity of the traffic flow was determined for the network model by parame-
ters qA and qB (in vehicle per second). At each time step vehicles were randomly
generated with a probability equal to the intensity qA or qB in the entrances of
the road model, as shown in Fig. 3. As a result, binomially distributed traffic
flows were obtained that approximate a Poisson distribution. The simulation
period was 10000 s for each considered combination of the traffic intensities.
The traffic signal control was simulated assuming the green wave coordination
strategy. Detailed parameters of the simulation model are presented in Table 1.

4.2 Experimental Results

Simulation experiments were performed to determine the MTR needed to con-
nect all vehicles in the analysed road section. In general, the MTR is calculated
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Table 1. Parameters of simulation model.

Parameter Value

Total road length 1000 cells

Length of analyzed road section (d) 222 cells

Distance between intersections 111 cells

Effective green time (G) 38 s

Effective red time (R) 38 s

Mean free-flow speed (v) 2.8 cells per second

Maximum speed 3 cells per second

Deceleration probability 0.2

Saturation flow rate (s) 0.54 vehicles per second per lane

Capacity of intersection (c) 0.27 vehicles per second per lane

Maximum vehicle density (kjam) 1 vehicle per cell

by constructing the minimum spanning tree in a graph K(N,E), which rep-
resents the VANET in the considered road section [10]. The vertices N in K
correspond to vehicles and edges E represent communication links. An edge
e = (ni, nj) exists in K if the distance between vehicles i and j is shorter than
or equal to min(ri, rj), where ri, rj denote transmission ranges of vehicles i and
j, respectively. The MTR is the longest edge in the minimum spanning tree. In
a single-lane VANET, the MTR is the widest gap between any two consecutive
vehicles. The MTR was computed at each time-step of the simulation and stored
along with the intensity of traffic flow.

Results of both the simulation experiments and the analytical MTR evalua-
tion for unidirectional traffic (Scenario 1) are compared in Figs. 4, 5 and 6. The

Fig. 4. MTR in unidirectional signalized artery (Scenario 1, qB = 0 veh./s)
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scatter plots present the MTR values that were determined for various traffic
intensities during simulation. The curves in the plots correspond to the upper
bound of MRT, which was estimated by using Eq. (6). These plots show clearly
that the MTR values are concentrated below the derived upper bound for all
analysed intensities of traffic flow.

Fig. 5. MTR in unidirectional signalized artery (Scenario 1, qB = 0.5qA).

Fig. 6. MTR in unidirectional signalized artery (Scenario 1, qA = 0.1 veh./s).

The results in Fig. 4 were obtained assuming that there are no vehicles turn-
ing at intersections from the side roads into the arterial road (qB = 0 veh./s).
In this case, without the traffic inflows from side roads, only free-flow traffic
conditions are observed. Subsequently, the intensity of the traffic entering arte-
rial from side roads was set to half of the traffic intensity on the arterial road,
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i.e., qB = 0.5 · qA (Fig. 5). For qA = 1.8 veh./s such setting led to oversaturated
traffic conditions since the total traffic intensity (qA + qB = 1.5 · qA) exceeds the
capacity of intersections (c = 0.27 veh./s). This causes a significant decrease of
the MTR, as shown in Fig. 5.

The performed MTR analysis has also taken into account different ratios of
the side inflow intensity and the arterial traffic intensity (qB/qA). Figure 6 shows
the MTR values that were obtained for qA = 0.1 veh./s and qB between 0 and
0.1 veh./s. It can be observed in these results that the MTR decreases when
the side inflow intensity increases. The shorter MTR for higher qB intensities
are caused by the vehicles from side roads that join the platoons on the arterial
road and extend their lengths.

Fig. 7. MTR in bidirectional signalized artery (Scenario 2, qA = qB).

The MTR values determined for the bidirectional traffic (Scenario 2) are
shown in Figs. 7 and 8. It should be noted that in this scenario qA and qB
denote intensities of the traffic in arterial road for both directions. The traffic
inflows from side roads are not present. The results in Fig. 7 were obtained for
equal intensities of the traffic in both directions (qA = qB). The MTR values
for different qA and qB intensities are presented in Fig. 8. In general, the results
confirm that the proposed method enables correct upper bound evaluation for
MTR also in case of the bidirectional arterial road.

When comparing the results obtained for Scenario 2 with those of Scenario
1 it can be observed that the MTR values decreases faster with the intensity
for the bidirectional traffic. The reason is that the number of vehicles in the
analysed section of the bidirectional road is higher than in the unidirectional
road and the distances between platoons are shorter, as shown in Fig. 1b.
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Fig. 8. MTR in bidirectional signalized artery (Scenario 2, qB = 0.1 veh./s).

5 Conclusion

Simulation results show that the proposed method allows the upper-bound MTR
to be accurately estimated for VANETs in unidirectional and bidirectional signal-
ized arterials. The derived MTR estimate fits well with the results of simulation
experiments for a wide range of traffic intensities. In case of under-saturated
traffic, the MTR decreases when the traffic flow intensity increases. In compar-
ison to the under-saturated traffic, a significantly lower MTR value is obtained
for the over-saturated traffic conditions. For both the under-saturated and the
over-saturated traffic conditions, the traffic signals timing has a strong impact
on the estimated MTR. When the MTR is considered for under-saturated traffic,
the distance between intersections is an additional important factor, which has
to be taken into account. It was also observed that in case of bidirectional traffic
the VANET connectivity is improved by lowering the MTR requirements.

In practice this method may be used by control nodes at intersections that
are equipped with wireless communication and collect data reported by vehicles
via VANET in order to optimize the traffic signals. Such control nodes could
evaluate the MTR and broadcast this information to the vehicles. The proposed
approach can be combined with advanced data collection strategies [18]. Further
research will be necessary to integrate the method into a dynamic range control
protocol for VANETs. Another interesting topic for the future research is to use
the stochastic geometry model [19] for the MTR analysis.
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Abstract. This article verifies the applicability of the convolution algo-
rithm for modelling multi-service network systems with different call
streams, including non-Poissonian streams. The study includes inves-
tigations of traffic streams that are state-dependent and independent.
The service time is determined by the following distributions: Pareto,
uniform, gamma, normal and exponential. The results of the simulation
experiments are compared with the results of modelling by convolution
algorithm. The results obtained in this study allow limits for the applica-
bility of the convolution algorithm to be determined and identified.

1 Introduction

The works [1,2] propose a convolution algorithm to model full-availability
resources that are systems with state-independent call admission process. In [3–
7], a modification to convolution algorithms for modelling a number of selected
systems with state-dependent call admission process, such as: the full-availability
group with reservation [2], limited-availability group [4], threshold systems [4]
and overflow systems [6] is presented. In all the above mentioned works the appli-
cation of the convolution algorithm is limited to model systems that are offered
mutually independent classes of traffic generated by a finite (Engset traffic, Pas-
cal traffic) or infinite (Erlang traffic) number of traffic sources. A review of the
literature also provides a number of methods in which methods other than con-
volution algorithms are used to model systems with finite and infinite number
traffic sources and different new call admission mechanisms [8]. However, the
issue of a possible application of convolution algorithms to model call streams
other than Poisson call streams has not been addressed as yet.

Hanczewski et al. [7] proposes the model of a queueing system with cFIFO
service discipline and considers an application of a convolution algorithm to
model systems which are offered traffic classes with other than exponential dis-
tributions of time between subsequent events. The model for cFIFO queueing
systems is an approximated model and hence on the basis of the results presented
in [7] it is not possible to unequivocally evaluate the influence of non-Poissonian
call streams on the accuracy of the convolution algorithm.
c© Springer International Publishing AG 2017
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Until now, no analysis of a possibility to model full-availability resources,
the so-called full-availability group), with non-Poissonian classes of offered call
streams has been carried out. This fact has induced the authors to start a fur-
ther investigation into available possibilities to apply a convolution algorithm
to analyse full-availability systems in which call streams are determined on the
basis of one of the following distributions: uniform, normal, gamma, Pareto or
exponential. The objective of the study was then to determine limitations in the
application of these distributions in modelling telecommunications systems by
convolution methods.

This article is structured as follows. Section 2 presents the traffic parameters
that describe the full-availability group, while Sect. 3 provides a description of a
call class with non-Poissonian streams. Then, Sect. 4 discusses the convolution
algorithm for modelling a full-availability group with any call classes. Section 5
presents a simulation method for a determination of occupancy distributions in
single-service systems with non-Poissonian traffic call streams. Section 6 com-
pares the results of analytical calculations with the results of simulation exper-
iments for different (diverse) distributions that describe call streams. Finally,
Sect. 7 is a brief summary chapter that sums up the article.

2 Full-Availability Resources (The Full-Availability
Group)

The basic model of resources with multi-service traffic is the so-called full-
availability group. This group is offered m call classes from the set M that
correspond to the services offered by a telecommunications system under inves-
tigation. In a full-availability group, a call of a given class is always admitted for
service if only the group has unoccupied resources required for this call to be ser-
viced. Each call class is characterised by a different number of resources di that
are needed for a single call to be serviced, which is expressed in AU (Allocation
Units). While constructing multi-service models for telecommunications systems
it is assumed that the AU is the greatest common divisor (or its multiplicity)
of the bit rates of all calls offered to the system [7]. After a determination of a
given value that corresponds to the AU it is also possible to express the capacity
of a full-availability group in AUs.

A full-availability group for a large number of Erlang traffic classes of Erlang
type can be described by the model [9,10]. In the case of many other traffic
classes (Engset, Erlang and Pascal), the so-called BPP traffic (after the names
of call streams in Engset, Erlang and Pascal traffic, i.e. Bernoulli, Poisson and
Pascal traffic streams, respectively), the model [11,12] or the model [13] can be
used. In addition, the convolution algorithm [1,2] can be used to model a multi-
service full-availability group with BPP traffic. The results of studies presented
in [9–12,14–21] are based on an analysis of multi-dimensional Markov processes
that occur in the full-availability system and therefore cannot be used to model
non-Poissonian (i.e., those that are different from BPP) call streams. A possibil-
ity to apply convolution algorithms for modelling multi-service full-availability
groups with non-Poissonian call streams have not been analysed as yet.
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A full-availability group for one traffic class is described by the Erlang model
(for Erlang traffic: Poisson stream, exponential service time) [22], Engset (for
Engset traffic: Bernoulli call stream, exponential service time) [23] or Pascal
(model) (for Pascal: Pascal call stream, exponential service time) [24].

Fig. 1. A diagram of the full-availability group with multi-service traffic

A diagram of the full-availability group is shown in Fig. 1. In line with the
adopted notation, fi(t) is the function of time distribution between subsequent
calls of class i. The parameter xi in function fi(xi, t) indicates the dependence of
a distribution on the number xi of serviced calls of class i. For these distributions
that are dependent on the number of serviced calls, the number of traffic sources
Si is a significant parameter. The parameter μi defines the average service inten-
sity for calls of class i. In traffic engineering issues, particular traffic classes are
characterised by the following parameters: the average traffic intensity Ai and
the average number of AUs demanded by a single call of a given class, denoted in
the article by the symbol di. A Poisson call stream of class i is characterised by
the average call intensity λi, whereas Bernoulli and Pascal streams by the call
intensity γi from one unoccupied source (sources in active state, i.e. in a state
in which a subsequent call can be generated). The dependence between the call
intensity λi and the average value of the intensity of offered Erlang traffic Ai

can be expressed by the following formula:

Ai =
λi

μi
. (1)

In a Bernoulli stream, call arrival intensity decreases along with the number of
serviced calls. The dependence between the number of traffic sources Si, intensity
γi on a source in active state and the average value of the intensity of offered
traffic Ai can be written as follows [25]:
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Ai = (Si − Ai) · γi

μi
. (2)

In a Pascal stream, call arrival intensity increases along with the number of
serviced calls. The dependence between the parameters Si, γi and the average
value of offered traffic Ai can be written with the following Formula [25]:

Ai = (Si + Ai) · γi

μi
. (3)

3 Non-Poissonian Call Streams

Consider now those call classes that are derivatives of Poisson classes in terms
of the independence of call intensity on the occupancy state in the system.
In these classes, a call stream can have any distribution that defines time tint
between subsequent calls. The time tint distribution can be described on the
basis of two parameters: the expected value Ei(tint) and variance Di(tint) of the
time between subsequent calls. The expected value Ei(tint) is the inverse of the
average intensity λi, which makes it possible to write Eq. (1) in the following
form:

Ei(tint) =
1

Aiμi
. (4)

Let us define now the call classes that are derivatives of the Bernoulli class
in terms of the dependence of the call stream on the occupancy state of the
group. In these streams, along with the increase in the number of serviced calls,
time tint between consecutive calls also increases. Further on in the article, these
classes will be called call classes with the state-dependent arrival process (with
descending traffic pattern). Let tact determines the time between a termination
of call service and the arrival of a new call for a single traffic source, i.e. the
time when the source is active. The expected value Ei(tact) determines thus
the average value of active time of the source. The expected time Ei(tact) is
the inverse of the average intensity of the source in active state γi. The time
tact can be described by any (randomly selected) distribution whose parameters
depend on the expected value Ei(tact). As a result, the dependence between the
expected value Ei(tact) and the average traffic intensity of offered traffic Ai can
be expressed, on the basis of (2), as follows [25]:

Ei(tact) =
Si − Ai

Aiμi
. (5)

It is also possible to define in a similar way classes that are state-dependent
with ascending traffic pattern that are derivative classes from Pascal call classes.
The dependence between the average traffic intensity and the expected value
Ei(tact) can be written in this particular case, on the basis of (3), in the following
way:

Ei(tact) =
Si + Ai

Aiμi
. (6)
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Let us consider now the way in which appropriate parameters for selected
distributions used in the investigation into the convolution algorithm are deter-
mined. These distributions make a determination of the time between calls
(state-independent call classes) or the time between a termination of a service
and a subsequent call coming from the same source (state-dependent call classes)
possible. The distribution parameters can be determined on the basis of the
expected value Ei(t∗) and variance Di(t∗), where t∗ = tint for state-independent
streams and t∗ = tact for state-dependent streams.

In the uniform distribution the probability density function is written with
the following formula:

fi(t) =
1

ti,max − ti,min
, (7)

where ti,min denotes the minimum value after which a call of class i arrives,
whereas ti,max is the maximum value. The parameters ti,min and ti,max can be
determined on the basis of the expected value and variance:

ti,min = Ei(t∗) −
√

3 · Di(t∗), (8)

ti,max = Ei(t∗) +
√

3 · Di(t∗). (9)

In the case of the normal distribution, the probability density function is
determined directly on the basis of the expected value and variance for time t∗:

fi(t) =
1

Di(t∗)
√

2π
e

− (t−Ei(t∗))2

2Di(t∗) (10)

In the gamma distribution the density function f(x) is typically written in
the following way:

fi(t) =
tαi−1

βi
αi

e−t/βi

Γ (αi)
, (11)

where αi shape parameter (tail index), while βi is the scale parameter. Those
parameters (αi and βi) can be determined on the basis of the expected value
and variance:

αi =
[Ei(t∗)]2

Di(t∗)
, (12)

βi = Di(t∗)/Ei(t∗). (13)

In the Pareto distribution the density function can be written as follows:

∀
t>βi

fi(t) =
αi · βi

αi

tαi+1
, (14)

where αi shape parameter (tail index), while βi is the scale parameter. Due to
a particular specificity of the distribution, the parameter αi should be greater
than 2. This value of the parameter αi limits variance to finite value. The coef-
ficients αi and xi can be determined on the basis of the following formulas:

αi = 1 +

√

1 +
Di(t∗)

[Ei(t∗)]2
, (15)
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βi =
Ei(t∗)

√
1 + Di(t∗)

[Ei(t∗)]2

1 +
√

1 + Di(t∗)
[Ei(t∗)]2

. (16)

4 Convolution Algorithm

In convolution algorithms the input data that describe the offered call class i

include: the number of demanded resources di and occupancy distribution [P ]{i}
V .

The single element [P (n)]{i}
V of the distribution determines the occupancy prob-

ability (of) n AUs by calls of class i in a system with the capacity V AUs that
services calls of class i only. Figure 2 shows a diagram of a full-availability group
for the convolution algorithm.

Fig. 2. A diagram of a full-availability group used for convolution modelling

In the next step of the convolution algorithm the distributions of single classes
[P ]{i}

V are aggregated to determine the occupancy [P ]MV for a multi-service system
that services the set M of call classes. The distribution [P ]MV for the system to
which all call classes are offered makes a determination of the QoS parameters,
such as the blocking probability or loss probability, possible.

The convolution algorithm can be described by the three following steps:

1. Determination of the single occupancy distributions [P ]{i}
V for each offered

traffic class i,
2. Determination of the aggregated, normalised occupancy distribution [P ]MV ,
3. Determination of the blocking probability Bi.

In the first step, for each class i, the distribution [P ]{i}
V of the occupancy proba-

bility for a given number of AUs by calls of class i in a system with the capacity
V AUs is determined. The distribution [P ]{i}

V can be determined on the basis
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of the probabilities pi(x) that determine the number of calls x serviced in the
single-service system:

[P (n)]{i}
V =

{
pi(x) for x = n/di ∈ N

0 in all other cases.
(17)

The probabilities pi(x) can be determined on the basis of

– single-service models (for BPP traffic),
– simulation experiment,
– measurements in a real system.

In the second step, with an application of the convolution operation, the non-
normalised occupancy distribution of the system [P ]M is determined.

[P ]M = [P ]{1}
V ∗ [P ]{2}

V ∗ . . . ∗ [P ]{m}
V . (18)

The convolution operation [P ]A ∗ [P ]B can be written in the following way:

[P (n)]A∪B =
n∑

l=0

[P (l)]A · [P (n − l)]B , (19)

where A and B are the sets of single or previously aggregated call classes. Then,
the distribution [P ]M is normalised to the distribution [P ]MV .

[P (n)]MV = G · [P (n)]M , (20)

where G is the normalisation constant equal to:

G = 1/
V∑

n=0

[P (n)]M . (21)

In the third step, appropriate system characteristics, e.g. the blocking prob-
ability Bi, can be determined:

Bi =
V∑

n=V −di+1

[P (n)]MV . (22)

5 Occupancy Distributions for Non-Poissonian Call
Streams

For the purpose of this article, the occupancy distributions pi(x) for single,
non-Poissonian call streams have been determined in a simulation [26]. Appro-
priate time distributions between events used in the simulators used in the study
were as follows: uniform distribution (7), normal distribution (10), gamma dis-
tribution (11) and Pareto (distribution) (14). The assumption was that in all
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considered systems the service time had exponential character, while the service
intensity μi for each class i (i ∈ M) was equal to 1 [(time unit)−1].

∀
i∈M

μi = 1. (23)

Another assumption in the investigations discussed in this article was that for
each considered class i (i ∈ M) with non-Poisson distribution the ratio of square
of expected value [Ei(t∗)]2 to variance Di(t∗) was equal to 3.

∀
i∈M

[Ei(t∗)]2

Di(t∗)
= 3. (24)

On the basis of (4)–(6) for required value of traffic intensity of a given class,
the expected value Ei(t∗) can be determined. Then, taking into consideration
the conditions (23) and (24) it is possible to determine all necessary parameters
for new call arrival time distributions. Figure 3 shows the necessary parameters
for the simulation of state-independent traffic streams in relation to the average
intensity of traffic offered to the system. The graphs do not include the value
tmin for the uniform distribution that, consistent with the adopted assumptions,
is always equal to 0. An exemplary occupancy distribution in a system with the
capacity 10 AUs and average intensity of offered traffic equal to 7 Erl. is shown
in Fig. 4. Each of the curves presented in the diagram defines appropriate call
streams in which the time between calls is described by the uniform, normal,
gamma and Pareto distributions.

Fig. 3. The dependence of the para-
meters of call stream distributions
under study on the average intensity of
offered traffic

Fig. 4. Occupancy distribution in a
single-service system with the capac-
ity 10 AUs and average offered traffic
intensity 7 Erl.
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Fig. 5. The dependence of the para-
meters of the studied call stream dis-
tributions on the average intensity of
offered traffic Ai

Fig. 6. The occupancy distribution in a
single-service system with the capacity 10
AUs and average intensity of offered traf-
fic 7 Erl., and the number of sources 20

Figures 5 and 7 show in turn the necessary parameters for a simulation of
state-dependent streams. The assumption is that the number of traffic sources
Si is equal to 20.

Fig. 7. The dependence of the para-
meters of the studied call stream dis-
tributions on the average intensity of
offered traffic Ai

Fig. 8. The occupancy distribution in a
single-service system with the capacity 10
AUs and average intensity of offered traf-
fic 7 Erl., and the number of sources 20
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The exemplary occupancy distributions for the systems with the capacity 10
AUs to which state-dependent streams generated by 20 sources are offered are
shown in Figs. 6 and 8. The presented curves show the occupancy distribution
for a system which is offered traffic with the average intensity of 7 Erl. Each
of the curves presents appropriate call streams in which the activity time of a
source is described by a uniform, normal, gamma and Pareto distributions.

6 A Comparison of the Results of the Simulation
with the Convolution Algorithm

In order to determine the boundary possibilities of a possible application of
convolution algorithms a comparison of the results obtained on the basis of
analytical algorithms with the results of corresponding simulation experiments
was made. The simulator applied for the purpose is described in [27]. For all

Fig. 9. Full-availability group V = 20, d1 = 1, d2 = 2, d3 = 3, A1d1 : A2dd : A3dd =
1 : 1 : 1, state-independent call streams, exponential service time µ1 = µ2 = µ3 = 1
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systems presented in this chapter the group capacity is equal to 20 AUs. The
group was offered 3 call classes that demanded d1 = 1, d2 = 2, d3 = 3 AUs,
respectively. The assumption was that the proportions in the intensity of offered
traffic A1d1 : A2dd : A3dd were equal to 1 : 1 : 1. This means that calls of
all classes occupy on average the same number of resources in the system with
infinite capacity. The total traffic offered to the system was equal to aV :

m∑

i=1

Aidi = aV, (25)

where a is the average traffic offered per one AU.
Figure 9 for a selected number of time distributions tint between subsequent

calls shows the dependence between the blocking probability Bi for all call classes
and offered traffic a that falls on a single AU. On the basis of the presented results

Fig. 10. Full-availability group V = 20, d1 = 1, d2 = 2, d3 = 3, A1d1 : A2dd : A3dd =
1 : 1 : 1 descending state-dependent call streams, exponential service time µ1 = 1,
µ2 = 1, µ3 = 1
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it can be claimed that the convolution algorithm can be successfully applied to
models to which non-Poissonian call streams are offered. Slight variances in the
results obtained in the performed simulation experiment and the results of ana-
lytical calculations follow from the fact that the distributions under investigation
have no sequence property. This means that the probability of a new call arrival
in such streams depends on the moment of arrival of the preceding call and, in
consequence, the convolution algorithm proves to be an accurate method only
for traffic classes with Poisson call streams that have no sequence property.

Figure 10 shows the dependence between the blocking probability Bi and
offered traffic a per a single AU for streams with state-dependent call arrival
process (with descending traffic pattern). A comparison of Figs. 9 and 10 confirms
that for call streams with state-dependent call arrival process in which the call
arrival intensity decreases with the number of serviced calls, the accuracy of

Fig. 11. Full-availability group V = 20, d1 = 1, d2 = 2, d3 = 3, A1d1 : A2dd : A3dd =
1 : 1 : 1 ascending state-dependent call streams, exponential service time µ1 = 1,
µ2 = 1, µ3 = 1
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the convolution algorithm increases. This results from the fact that the sources
of calls are mutually independent, whereas the influence of sequence property
appears “within the source” only. The total stream offered to the system is
generated by a large number of call sources. Each source has its own memory
and a rejection of a call from one source has no influence on the call generation
process in the remaining sources.

Similar conclusions can be drawn for the streams with state-dependent call
admission process in which the intensity of call inflow increases along with the
number of serviced calls. Figure 11 shows the dependence between the blocking
probability Bi and offered traffic a per a single AU.

The presented results confirm high accuracy of the convolution method for
systems with state-dependant call streams.

7 Conclusions

The results of the study presented in the article show that the convolution
algorithm can be successfully used to model systems with non-Poissonian call
streams, including state-dependent and state-independent call streams. The
approximation error is just slight and in extreme instances does not exceed 20%.
This article presents the results for groups with low capacities (V = 20 AUs).
The investigations carried out by the authors show that the approximation error
decreases along with an increase in the capacity of the system. In their future
studies the authors intend to determine the accuracy of the convolution algo-
rithm for a case where the group is offered a mixture of call streams that differ
in their time distributions between calls. The authors also intend to study the
accuracy of the convolution algorithm for service times that are not exponential.
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Abstract. The recent innovations in connecting hardware and smart
encoding schemes make it possible the old copper installations are capa-
ble to support T1/E1 bit rates. It is obvious that old networks des-
tined for POTS, will intensively dissipate energy transmitted by new
wideband services and they should be regarded as a potential source of
electromagnetic hazards. This note reports results of the study towards
developing a computer-aided method for numerical modeling of an elec-
tromagnetic environment in a close vicinity of cables carrying signals
of wideband transmission systems. The proposed method is formulated
in the frequency domain and uses multiconductor transmission line the-
ory for determination of field sources. Subsequently, fullwave approach
is applied to find near electromagnetic field in the vicinity of the cable.

Keywords: Wideband transmission system · Electromagnetic hazards

1 Introduction

Bandwidth “hungry” computing applications, the increasing need for informa-
tion sharing and the explosive growth in higher data transmission rates demand
the greater speed and larger bandwidth from LANs (Local Area Networks) or
local premises telephone installations. One method of improving the information
infrastructure is to install an all-fibre network. However, the all-fibre premises
distribution network has its price: implementing it requires the replacement of
copper cables with fibre and the installation of more expensive active compo-
nents, such as fibre optic interface devices. With recent innovations in the design
of connecting hardware and smart encoding schemes UTP (Unshielded Twisted
Pair) or FTP (Foiled Twisted Pair) cables are now capable of supporting high
bit rates.

DSL (Digital Subscriber Line) refers to several types of advanced modems
that enable fast access at speeds 300 times faster than most analog modems.
Since DSL works on regular telephone lines they are considered a key means of
opening the bottleneck in the “last mile” of the existing telephone infrastruc-
ture, as telephone companies seek cost-effective ways of providing much higher
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 236–244, 2017.
DOI: 10.1007/978-3-319-59767-6 19
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speed to their customers. It is obvious that old premise networks, destined for
the POTS, will intensively dissipate energy for the new modulation schemes and
they might become a source of not negligible electromagnetic radiation. The
above observation leads to the conclusion that new services installed on exist-
ing networks should be treated not only as victims of the external noise, but
also as potential sources of electromagnetic emissions. This, in turn, calls for
the elaboration of the fast, reliable, computer aided method for prognosis of
electromagnetic hazards arising in this new environment.

The proposed method is formulated in the frequency domain and uses mul-
ticonductor transmission line theory for determination of field sources. Subse-
quently, fullwave approach is applied to find near electromagnetic field in the
vicinity of the cable.

2 Numerical Model

Numerical models for the radiation of the cable with the given parameters can be
derived on a basis of computational intensive methods based on a direct Maxwell
equations discretization. However everyday EMC engineering practice requires
maybe less accurate but more efficient methods.

We use multiconductor transmission line theory to determine current distri-
bution along the cable [1,2] and full-wave approach [3] to determine field of a
specified current distribution.

2.1 Calculation of the Current Distribution

For a system of N conductors (plus reference conductor) telegraphers equation
can be written in the matrix form

dV(s)
ds

+ Z′I(s) = 0 (1a)

dI(s)
ds

+ Y′V(s) = 0 (1b)

where V(s) and I(s) are the voltage and current vectors and Z′ and Y′ are
the square N × N matrices describing per unit length line parameters. These
two first order differential equations can be transformed into two second order
equation for the current distribution

d2I(s)
ds2

−R′I(s) = 0 (2)

where R′ = Y′Z′. The solution of this equation has the form

I(s) = Zc
−1S−1

[
E+(s)a−E−(s)b

]
(3)
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where

Zc = S−1

[
1
γi

]
SZ′ (4)

[γi] =

⎡

⎢
⎢
⎣

γ1 0 . . . 0
0 γ2 . . . 0

. . . . . . . . . . . .
0 0 . . . γn

⎤

⎥
⎥
⎦ (5)

E±(s) =

⎡

⎢
⎢
⎣

e∓γ1s 0 . . . 0
0 e∓γ2s . . . 0

. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . e∓γns

⎤

⎥
⎥
⎦ (6)

and matrix S is a diagonalisation matrix of R′, γi is a propagation constant of
the i-th mode and vectors a and b have to be calculated from the boundary
conditions.

2.2 Decomposition on Elementary Dipoles

Due to linearity of Maxwell equations linear extended source (i.e. cable) can be
decomposed into collection of short sections and each section can be treated as
elementary dipole. If the cable section length l holds the condition [3] l < λ/10
(λ is the wavelength) then one can neglect the spatial dependency of the current
on a dipole. We have in this case the staircase approximation of the current
distribution along the cable, and in the net effect the entire structure is replaced
by a set of elementary dipoles.

The resulting field in point P can be determined as a sum of respectively
retarded contributions. The rigorous approach to field calculation in the presence
of a lossy ground requires computation of the so called Sommerfeld integrals [4].
The cost of computation of those integrals is prohibitively large and unacceptable
in most practical implementations. Fortunately, the finite ground conductivity
has in many cases only a small impact on obtained results and it is acceptable
to use approximated method based on perfect soil assumption and method of
electrical images.

2.3 Field of an Elementary Dipole

The elementary dipole is characterized by its directional vector 1l (see Fig. 1),
length l that is small compared to all distances of interest, and current I0. The
solution of Maxwell equations in free space for this source configuration has the
form [5,6]

E = −j
ηI0l

4πk

{[
(kR)2 − (1 + jkR)

]
1l

−
[
(kR)2 − 3 (1 + jkR)

]
(1l·1R)1R

} e−jkR

R3
(7a)
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H =
I0l

4π
(1l×1R) (1 + jkR)

e−jkR

R2
. (7b)

R

Pz

y

x

r

rp

l

Fig. 1. Elementary dipole in a free space

3 Method Validation

Method validation can be performed by comparing its results with predictions
of other methods that implement commonly accepted and verified models or by
the comparison with independently conducted computations based on the same
mathematical model of the reality. In the following sections we present method
validation as a two stage process:

1. comparison with independent multiconductor transmission line analysis code
developed by Excem [8]

2. comparison with MOMIC code implementing rigorous full-wave approach to
scattering and radiation problems [7]

The mentioned above programs were used for verification of current and field
distributions for some canonical examples. All field calculations are performed
with perfect ground assumption. Keys for presented plots have the following
meaning: line code denotes results obtained with the validated program, Excem
code – results from [8], MOM code – results obtained by a rigorous approach
to electromagnetic waves radiation based on solution of an integral equation for
current distribution with method of moments [5,7].

3.1 Comparision with Excem Code

The distribution of sources uniquely determines the electromagnetic field. The
effective, nonbalanced current flowing along the multiconductor cable is the field
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source in our case. The report [8] was chosen as a source of reliable data to
validate current distribution along the cable. We considered four pair UTP cable
with each pair loaded with R0 = 120Ω and one pair forced with voltage V0 = 2 V.
The cable has length L = 10 m and was positioned on height h = 10 cm. The
current distribution along cable for two frequencies is presented in Fig. 2.
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Fig. 2. Effective current distribution along multiconductor line.

3.2 Comparision with Method of Moments

Lets consider transmission line composed by a horizontal conductor over per-
fectly conducting ground (see Fig. 3) and grounded at both ends by loading
impedances. This structure (together with its electrical image) was analysed by
a rigorous approach and with proposed method. The observed quantities were:
current distribution along the line for two fixed frequencies and electric field
produced at point P (L,L/2, 2h).

a

ZL1 ZL2

L y

h

z

x

V

Fig. 3. Transmission line geometry, L = 2 m, h = 1 cm, a = 1 mm, ZL1 = ZL2 = 50 Ω.

It is clearly seen from Fig. 4 that antenna mode gives no contribution to
the current on the line, and in consequence, radiated fields predicted by the
transmission line theory and rigorous approach are the same (see Fig. 5).



An Efficient Method for Calculation of the Radiation 241

0

0.002

0.004

0.006

0.008

0.01

0 0.5 1 1.5 2

|I/
V

0|
 [Ω

-1
]

y [m]

MOM code, f=20 MHz
line code, f=20 MHz

MOM code, f=200 MHz
line code, f=200 MHz

Fig. 4. Current distribution along horizontal conductor

35

40

45

50

55

60

65

70

75

80

85

90

100000 1e+06 1e+07 1e+08

|E
| [

dB
μ 

V
/m

]

f [Hz]

MOM code
line code

Fig. 5. Field at point P (L,L/2, 2h).

4 Parametric Study

A motivation in developing a model is to have the capability to perform para-
metric studies, in which independent model parameters can be varied in order
to gain a global understanding of the phenomenon. We used presented method
to investigate the dependence of the field in the vicinity of the multiconductor
transmission line on the following parameters:

– cable type,
– geometrical configuration of the line,
– line forcing.

4.1 Calculation Setup

The considered line is composed from sections of different length of UTP four
pair cables S278 and S298. Each pair is terminated with the resistance 120Ω.
Two cases of line forcing were considered: first pair forced by a sinusoidal voltage
of amplitude 2 V, or all pairs forced with the voltage same as previously. This
forcing conditions are identified on graphs by keys V1 and V4, respectively.
Geometrical configurations further referenced as I-like and U-like are presented
in Fig. 6. Configurations are parametrized by the cable section length L and the
height h above ground, which is assumed to be ideal. Observation point was
positioned at point P(1 m, L/2, 1 m). The calculations were performed for two
heights and three lengths (Table 1).
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Fig. 6. Analysed geometries

Table 1. Parameters of calculations

Cable Height Geometry Length Forcing

S278 h = 15 cm I-like L = 5m V1

S298 h = 1 m U-like L = 10m V4

L = 15m

4.2 Discussion

The strength of the field at the resonant frequency strongly depends on cable
type but resonant frequency itself does not (see Fig. 7).
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Fig. 7. Amplitudes at resonant frequencies.

The resonant frequencies are determined by geometrical configuration (see
Fig. 8) of the system, and it is not possible to design modulation schemes to pro-
gram them out i.e. make PSD function small at resonant frequencies. However, it
is still possible to design new modulation schemes to avoid resonant frequencies
of potential victims, for instance radio amateur receivers.
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Moreover, field amplitude at resonant frequency do not depend on geomet-
rical cable configuration. The results for two geometries with the same total
length Ltot = 15 m are presented in Fig. 9. This behavior can be explained by a
special choice of the observation point. It is positioned close to the cable, and
far ends of the cable do not give significant contributions to the field because
those contributions vanish as 1/R.
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Fig. 9. Field dependency on geometrical configuration.

5 Conclusion

The proposed method is general and flexible. Virtually, it is capable to analyse
any service supported over any cable, unless reliable cable model and PSD (Power
Spectral Density) function of the transmitted signal are known. The method is
also fast as the computation time grows with square of the number of pairs in
a cable and linearly with the cable length. Moreover, method is able to analyse
not only straight section of the cable, but also handles networks with cable bends.
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Abstract. Last years, videoconferencing systems are rapidly evolving
and they are becoming more and more popular as a real time commu-
nication tool among users. A technology such as VoIP can be used in
conjunction with desktop videoconferencing systems to enable low-cost
face-to-face business meetings without a necessity to travel, especially for
internationally oriented companies that have offices all around the word.
In this paper, we focus on and discuss a videoconferencing platform based
on the WebRTC technology. We analyze an impact on the multiplexing
server’s CPU load and memory requirements for different number of
communicating users while taken into account different HW/SW config-
urations of end-point devices.

Keywords: Real time communication · Videoconferencing systems ·
WebRTC · Measurement

1 Introduction

Historically, a real time communication, has only been available to large compa-
nies who could afforded to pay expensive licensing fees, and/or to buy specific
proprietary depend HW. Since that, videoconferencing systems evolved to a low
cost standard-based technology that is available to the general public. Besides the
audio and video communications, current videoconferencing systems also sup-
port variety of other services, including instant messaging, documents sharing,
screen sharing, video recording, etc. Technological developments in the 2010 s
have further extended the capabilities of videoconferencing systems for use not
only for in the static environment but in the mobile environment as well.

A videoconferencing technology typically employs both audio and video chan-
nels jointly interconnecting two (point-to-point) or several users (multi-point)
located at different sites. The multi-point communication is possible via a unit
called Multipoint Control Unit (MCU) that represents a bridge interconnecting
the communicating users (similarly to the audio conference call). Either all par-
ticipating users can call the MCU, or the MCU can call the involved users itself.
A MCU can be characterized according to the number of simultaneous support-
ing calls, its ability to provide transposing of data rates and protocols, or the
way it is implemented (stand-alone HW devices, vs. embedded unit in a ded-
icated videoconferencing system). Certain videoconferencing platforms employ
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 245–255, 2017.
DOI: 10.1007/978-3-319-59767-6 20
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a standards-based H.323 technique known as “decentralized multi-point” where
each involved end-point device in a multi-point communication exchanges video
and audio directly with other end-point devices without using a MCU.

Videoconferencing systems can be operated in two modes: (a) Voice-
Activated Switch (VAS), or (b) Continuous Presence. In the VAS mode, the
MCU switches end-point devices in such way that it can be seen by the other
end-point devices by the levels of one’s voice. For an example, if there are four
users in a video-conference, the only one that will be displayed is the currently
talking user. In the Continuous Presence mode, all users are displayed at the
same time; the user streams are assembled together by MCU into a single video
stream that is transmitted to all users.

Though, the videoconferencing systems gain increasing popularity, there are
still several issues the systems have to face, among them: complexity (not all
users are technically skill, users prefer a simple interface and usage), interoper-
ability (not all systems can readily be interconnected - there are different stan-
dards, features and qualities), or bandwidth (it is not always possible to have a
high quality connection to support a good quality conferencing communication).

In general, the videoconferencing systems can be classified into the following
three categories:

– Dedicated systems: these systems have all required components packed into a
single platform (console), which contains all necessary interfaces, codecs, and
control unit.

– Desktop systems: they are designed as add-ons (HW boards or SW codecs) to
common PCs and laptops, and they transform them into videoconferencing
platforms. A range of different cameras and microphones, which contains the
necessary codecs and interfaces, can be used.

– WebRTC platforms: they represent videoconferencing solutions that are avail-
able through standard web browsers. Typically, a browser uses the local cam-
era and/or microphone to establish the connection.

Current approaches supporting real time communications are based either
on utilizing a separate application or on employing a specific plug-in (e.g., Flash
plug-in). By using a separate application means leaving the web browser and
launching a dedicated application, i.e. the browser content and the real-time con-
tent are independent. The plug-in solution provides a tighter integration between
the real-time and browser contents. However, plug-ins are proprietary solutions
and they do not work in all environments. Contrary, the WebRTC platforms
include all necessary audio and video components to support the real-time com-
munications directly via web browsers.

The rest of paper is organized as follows. The next section briefly describes
basic features of the WebRTC technology, including related works. A compari-
son of selected real-time communication platforms with WebRTC is provided in
Sect. 3. Impact on the multiplexing server’s CPU load and memory requirements
for different number of communicating end-point devices are analyzed in Sect. 4.
Finally, Sect. 5 concludes the paper.
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2 Web Real-Time Communication

2.1 Basic Features

Web Real-Time Communication, or WebRTC, is a specification plug-in free, real
time communication via a web browser. It provides communication protocols and
defines application programming interfaces allowing two or more users to mutu-
ally communicate in real-time. The WebRTC technology is being standardized by
World Wide Web Consortium (W3C) organization at the application level and by
Internet Engineering Task Force (IETF) organization at the protocol level.

WebRTC is composed of three main elements:

– Web browser: To send and receive audio and video streams directly from a web
browser, the web browser has to be enhanced with capabilities for controlling
the local audio and video elements at the device at which the web browser is
running (e.g., a PC or smartphone).

– Web application: A user is typically asked to download a Java script from a
web server. This script runs locally at the user’s device and interacts with
the web server.

– Web server: The server provides the Java scripts for users and executes the
necessary application logic.

Initially, the WebRTC technology was designed to provide a real time commu-
nication between two users. Later on, it was enhanced with the multi-connection
support. There are 2 approaches how to support the multi-connections: (a) cen-
tralized mode, and (b) fully meshed mode. In the first case, a user agent is in
charge of dialog and mixing of media streams. The assumption here is that only
the host mixes streams and sends them to each end-point device; the host could
be a dedicated server or a standalone device with sufficient computational power.
To join the videoconference call, a new end-point device has to notify the host.
In the centralized mode, the communication fully depends on the host; if a host
leaves the conference, all connections are disconnected. In the second mode, fully
meshed model, end-point devices are interconnected to each other and any end-
point device can invite and leave the call without effecting the other end-points.

The WebRTC technology can be nowadays integrated within a SIP-based
system and thus offering additionally functions [1,2]. A videoconferencing archi-
tecture can include a unit which allows legacy SIP user agents and SIP WebRTC
clients to interoperate. A real-time chatting tool based on HTML5 and WebRTC
can also be proposed; it includes a basic information management module and
a communication module allowing text communication by means of a dedicated
server and voice/video sessions through a point-to-point connection between web
browsers.

2.2 Related Works

The WebRTC technology has received a lot of attention by researchers couple
of last years.
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In [3], a study of WebSockets and WebRTC usage from the point of mobile
device power consumption in LTE networks is provided. Based on realized power
consumption analysis, a couple of recommendations for standardization process
are provided by authors.

Performance of WebRTC’s adaptive video streaming capabilities in an IEEE
802.16e network environment is evaluated in [4].

The applicability of HTML5 and WebRTC technology for a P2P video
streaming is investigated in [5]. The work describes a Bit Torrent P2P video
streaming solution which is used to identify the performance bottlenecks in
WebRTC-based P2P video streaming implementations.

In [6], the WebRTC-based communication performance is evaluated for case
of star and full-mesh network topologies, with focus on the performance of the
congestion control mechanism used with WebRTC.

A feasibility of live video streaming protocols via the WebRTC technology
is investigated in [7]. The experiments illustrate a possibility to implement a
pull-based P2P streaming protocol with WebRTC, at least, for small-scale P2P
networks.

A performance of WebRTC on mobile devices, while taking into account
different type of mobile devices, wireless network connectivity and web browser
configurations, is evaluated in [8].

In [9], authors present a benchmarking tool, call WebRTCBench, which mea-
sures WebRTC peer connection establishment and communication performance.
Authors discuss performance of the WebRTC technology across a range of imple-
mentations and devices.

WebRTC communications over the LTE mobile network simulated by NS-3
tool is investigated in [10]. Several multimedia WebRTC streams between the
two end-point devices are analyzed and empirical CDFs of typical performance
figures including throughput, jitter, and packet loss are derived under different
LTE scenarios.

2.3 Security and Identification

As to the WebRTC security aspects, the WebRTC stack includes Datagram
Transport Layer protocol that is designed to prevent eavesdropping and infor-
mation tampering and to support real-time data encryption and association
management service to Secure Real-time Transport Protocol.

An issue with a traditional desktop SW is whether a user can trust the
application itself [11]. The installation of a new SW or a plug-in can potentially
scrumptiously install a malware or other undesirable SW. Typically, users have
no idea where the SW was created or from whom they are downloading the SW.
Thus, a malicious third party has possibility in repackaging perfectly safe and
trusted SW to include malware, and offering this package on free SW websites.

Advantageously, WebRTC is not a plug-in, nor is there any installation
process for any of its components. The WebRTC platform is simply installed
as part of WebRTC compatible browser (e.g., Chrome or Firefox). Therefore,
there is no risk of installing malware or virus through the use of an appropriate
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WebRTC application. Anyway, WebRTC applications should still be accessed
via a HTTPS website signed by a valid authenticator.

Moreover, the WebRTC technology is done in such way that a user is explic-
itly asked a permission for the camera or microphone to be used. As the permis-
sion can be done on one-time or permanent access base, a WebRTC application
cannot arbitrarily gain access or operate any device. Furthermore, if the micro-
phone or camera is being used, the user interface is required to expressly show
the user that the microphone or camera are being operated.

It is desirable that a user is able to verify the identity of their communicating
partners, i.e. users naturally wants to be certain that they are communicating
with users they believe that they are speaking to, and not to an imposter. The
authentication of peers has to be performed independently from the signaling
server as the signaling server itself cannot be trusted. To do this, web-based
identity providers can be utilized, such as Facebook Connect, BrowserID, OAuth,
etc. The role of these providers is to verify the user identity to other users,
based on the authority of identity provider itself. This allows users to tie their
authentication on other services to their main account on a trusted service.
The implementations of each identity provider may differ due to independent
development by different companies rather than being based on an open-source
standard, but the underlying principle and functions remain the same.

3 Comparison of Videoconferencing Platforms

In this section, we provide a brief comparison of selected real-time communication
platforms and we highlight differences between them and the WebRTC technology.

3.1 Skype

Comparing to WebRTC, Skype is an application. Skype is available for different
platforms and provides video and audio services between two or more users.
Additionally, users may exchange digital documents (images, text, video and
any others), and text and video messages.

3.2 Hangouts

Hangouts is a communication platform, developed by Google, supporting instant
messaging, video, audio, and SMS between two or more users. The service can be
accessed online (Gmail or Google+ websites) using either PCs or mobile phones.
Comparing to the WebRTC technology, Hangout uses a proprietary protocol,
although with WebRTC elements.

3.3 WebEx

WebEx Meeting Center is a part of commercial solution developed by Cisco. It
is a web conferencing platform delivered through the Cisco Collaboration Cloud.
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The stream processing is done in the cloud and the multiplexing of media streams
is not at the charge of end-point device. It uses a proprietary algorithm named
Universal Communication Format that deals with a large range of media.

3.4 Jitsi

Comparing to previously mentioned solutions, Jitsi is a free and open source
multi-platform supporting video, audio, and instant messaging. It is based on
the OSGi framework (Collection of Java Library). Jitsi is not a web-oriented, a
user is asked to download and install specific SW to run it. In terms of functions,
libraries are not as rich as the WebRTC ones but the main abilities are effective.
Similarly to WebEx, the media stream processing could be done at a server
instead of at the end-point device.

The Jitsi videobridge, a videoconferencing solution supporting the WebRTC.
It’s a Selective Forwarding Unit, a centralized server, which is forwarding selected
streams to other participating users in the videoconference call.

3.5 AnyMeeting

AnyMeeting is a web conferencing and webinar services allowing users to host
and to attend web based conferences and meetings and to share their desktop
screens with other users via web browser.

The above mentioned platforms are summarized and compared in Table 1.
The comparison takes into account aspects such as the place of stream multiplex-
ing, set of functions (text chat, screen sharing, etc.), web-browser compatibility,
and multi-connection support.

Table 1. Comparison of videoconferencing platforms.

Skype Hangouts WebEx Jitsi Jitsi
video
bridge

Any
Meeting

WebRTC

Multiplexing Client Server Server Server Client Server Client

Rich. functionalities Middle No Yes Yes No Midle Yes

Requirements App Plugin App App None App None

Multi-call setup Limited Yes Yes Yes Yes Limited Yes

4 Measurements and Results

In this section, we investigate impact on the multiplexing server’s CPU load and
memory requirements for different numbers of used end-point devices; distrib-
uted processing issues are discussed in more details for example in [12,13]. We
set up a testbed that considers 3 PCs with various HW and SW configurations
as indicated in Table 2. The configuration of the server is indicated in the table
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as well. Each participant receives a return video with multiplexed streams of
each participant in one video stream, i.e. the end-point device has to decode one
flow instead of one flow per end-point device. The multiplexing is provided by
Kurento media server [14,15].

Table 2. Parameters of PCs.

PC1 I5 2.5 GHz dual-core, Nvidia 610 M 1GB, 4 GB RAM, Ubuntu 14.04 LTS
(NO 720P)

PC2 I3 1.7 GHz dual-core, Nvidia 820 M 2GB, 4 GB RAM, Win 10 (NO 120P)

PC3 I7 2.5 GHz dual-core, Nvidia GTX970 3 GB, 8 GB RAM, Win 7

Server Intel(R) Xeon(R) CPU 5160 @ 3GHz, 8 GB RAM, Ubuntu 16.04.1 LTS

In total, there have been tested 28 scenarios, which differs in the number of
involved end-point devices, PCs (1, 2, and 3), and display resolution configura-
tion (160× 120, 320× 240, 640× 480, and 1280× 720), see Table 3. Notice that
the configuration id is constructed in such way that the first digit indicates PC
(using Table 2) and the second digit is associated to the display resolution; for
example the configuration 1222, refers to two interconnected end-point devices
(PC1 and PC2) where the display resolution is set to 640× 480. The resolution
of the return video, for mono user configuration is used 800× 600 and for the
other cases 200× 150 video per user is sent back to the end-point device. The
PC1 and PC2 use all the available bandwidth, while the data rate of PC3 is
limited to 600 kB/s.

All measurements are done by using Firefox browser, and the values are given
as an arithmetic average of ten consequent measurements (which is a common
way to evaluate a CPU load).

Figure 1 shows the server’s CPU load for different testing scenarios (please
notice that the server’s CPU has 4vCPU, therefore the load can theoretically
reach up to 4× 100%). As can be observed, the server’s CPU load is the lowest
for the PC3, where the bit rate is the lowest. As expected, the bit rate and there-
fore the video quality has a considerable impact on the server’s CPU load. For
increasing number of involved end-point devices, the server’s CPU load increase
as well (scenarios 102030–132333). From the point of display resolution, the
server’s CPU load strongly depends on the resolution and bit rate, often given
by the HW/SW configuration of involved end-point devices. Figure 1 indicates
that about one CPU per end-point device is needed.

The impact on server’s RAM is illustrated in Fig. 2. As we can expect, the
requirements on the RAM are directly proportional to the increasing number of
communicating end-point devices, more or less no matter what is the HW/SW
configuration of these end-point devices. Whereas, the display resolution has a
negligible impact on the memory requirement.
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Scenarios with one PC are special cases that illustrate the memory and CPU
consumption when no multiplexing is performed, i.e. the scenarios represent the
load needed for decoding and encoding of the video flow.

Table 3. Testing configurations.

Configuration PC Sent resolution Received
resolution by
end-point

Bit rate [kB/s]

10 PC1 160× 120 800× 600 373

11 PC1 320× 240 800× 600 658

12 PC1 640× 480 800× 600 1470

13 PC1 1280× 720 800× 600 1470

20 PC2 160× 120 800× 600 514

21 PC2 320× 240 800× 600 514

22 PC2 640× 480 800× 600 1430

23 PC2 1280× 720 800× 600 2150

30 PC3 160× 120 800× 600 486

31 PC3 320× 240 800× 600 601

32 PC3 640× 480 800× 600 608

33 PC3 1280× 720 800× 600 590

1020 PC1+PC2 160× 120 200× 150 832

1121 PC1+PC2 320× 240 200× 150 1040

1222 PC1+PC2 640× 480 200× 150 2490

1323 PC1+PC2 1280× 720 200× 150 2050

1030 PC1+PC3 160× 120 200× 150 750

1131 PC1+PC3 320× 240 200× 150 1110

1232 PC1+PC3 640× 480 200× 150 1250

1333 PC1+PC3 1280× 720 200× 150 1220

2030 PC2+PC3 160× 120 200× 150 900

2131 PC2+PC3 320× 240 200× 150 1060

2232 PC2+PC3 640× 480 200× 150 1130

2333 PC2+PC3 1280× 720 200× 150 2620

102030 PC1+PC2+PC3 160× 120 200× 150 1220

112131 PC1+PC2+PC3 320× 240 200× 150 1870

122232 PC1+PC2+PC3 640× 480 200× 150 1900

132333 PC1+PC2+PC3 1280× 720 200× 150 2670
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Fig. 1. Server’s CPU load.

Fig. 2. Requirements on the size of server’s RAM.
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5 Conclusion

In this paper, we have discussed basic characteristic of the WebRTC technology,
and compare the technology with some other exiting real-time videoconferenc-
ing systems. Additionally, we have evaluated impact on the multiplexing server’s
CPU load and requirements on RAM for different numbers of end-point devices
running WebRTC sessions. In total, we have tested 28 different configurations.
The obtained measurements illustrate a strong relation between the video reso-
lution and bit rate of the involved end-point devices and the server’s CPU load.
The requirements on server’s RAM are than directly proportional to the number
of involved end-point devices, no matter what is the HW/SW configurations and
considered display resolutions. Obtained results illustrate that the server has to
be dimensioned in such way that about one CPU has to be considered per one
end-point device.

The current scenarios only include PCs. In our next work, we plan to take
into account a more heterogonous environment and to consider as end-points
mobile devices as well.
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Poznań, Poland
{mariusz.glabowski,adam.kaliszan,maciej.stasiak}@put.poznan.pl,

http://nss.et.put.poznan.pl/

Abstract. In the paper, a new analytical model of multi-service com-
munication networks with traffic overflow is elaborated. It is assumed
that both: primary resources and alternative resources, forming networks
with traffic overflow, are distributed, as, e.g. in mobile networks in which
traffic from a group of 4G cells is overflowed to a group of 3G cells. The
paper proposes also a new method for determining parameters of multi-
service traffic that overflows from the distributed primary resources to
the distributed alternative resources, as well as a method for occupancy
distribution calculation and blocking probability calculation in the alter-
native resources servicing overflow traffic. The results of the analytical
calculations are compared with the results of the simulation experiments
of some selected structures of overflow systems with the distributed pri-
mary and alternative resources.

1 Introduction

The very dynamic increase in the volume of data traffic in mobile telecommu-
nications networks (HSPA, LTE, CDMA2000 EV-DO, TDSCDMA and Mobile
WiMax) seems to be posing a real challenge for mobile operators. The operators
of these networks are compelled to introduce mechanisms that would increase
the effectiveness the usage of network resources. One of such mechanisms is opti-
mization of cell loads, that can be obtained, among others, due to a concept of
self-organising (self-optimizing, self-configuring) networks (SON) [1]. The execu-
tion of this concept is possible, i.a., due to the well-known connection handover
mechanism that transfers calls from cells with high load to neighbouring cells.
Such mechanism is usually executed between cells operating within the same
technology only, e.g., GSM.

Over time, the increasing diversity of wireless cellular network technologies
led to the emergence of hierarchical (multi-tier) overlay wireless systems, deploy-
ing different technologies, e.g. 2G (GSM), 3G (UMTS), and 4G (LTE) in the
same area. The availability of different network technologies that co-exist in
the same area allowed mobile network operators to apply the well-known opti-
mization technique, the so-called traffic overflow. Applying the concept of traffic
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 256–268, 2017.
DOI: 10.1007/978-3-319-59767-6 21
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overflow, the mobile operators usually overflow traffic that cannot be serviced in
a group of cells with lower range (e.g., picocells) to a group of cells with higher
range (macrocells) [2–5]. In this case, traffic directed to macrocells (upper tier,
treated as alternative resources) from picocells (lower tier, treated as primary
resources) is the overflow traffic with different characteristics than the traffic
that is directly offered to a network by its users [2,4]. As a consequence, the
literature distinguishes between two types of handover: horizontal – when han-
dover of connections takes place within the same technology – and vertical –
when handover of connections is executed between different technologies (for
example, between 2G and 3G, or WiMAX and WiFi).

The traffic overflow mechanism is known in the literature for about 70 years.
Its first applications were limited to the single-service (single-rate) hierarchical
telecommunications networks with alternate routing [6–15]. Subsequently, this
effective optimization technique was applied to the multi-service (multi-rate)
networks in order to ensure required quality of service parameters for various
traffic classes [16–22], as well as to increase the performance and capability of
networked cloud data centers [23].

In all the models presented in literature the assumption was that each of
primary resources, to which calls are directly offered, can be considered as a single
resource with complete sharing policy and modelled using the so-called full-
availability group model [24,25]. Such an assumption is justified in the case of the
systems without load balancing between neighbouring cells of the same tier [17].
However, the modern load-balancing mechanisms (self-optimization techniques)
treat a group of neighbouring cells, covering a given area, as a single subsystem,
and execute horizontal connection handover (within the same tier/technology)
from cells with high load to neighbouring cells of the group [26]. Consequently,
the area covered by a given group of cells can be treated – from the point of view
of traffic engineering – as a multi-service system in which the service of multi-
rate calls is performed with the use of “separated” (distributed) resources (cells)
that are component parts of a given network and – in consequence – should be
modelled using the so-called limited-availability group model [27,28].

The present article considers for the first time a system in which both primary
resources and alternative resources of multi-service networks with traffic overflow
are composed of a number of separated (distributed) component resources. The
term “separation” means that a call will be serviced only when at least one
of the primary resources (one of a cell of the group of cells at the lower tier,
e.g., picocells) and at least one of the alternative resources (one of a cell of the
group of cells at the upper tier, e.g., macrocells) have the appropriate amount
of resources that is required for the call to be serviced.

The paper is organized as follows. Section 2 presents a description of a multi-
service overflow system with distributed primary and alternative resources. In
Sect. 3, the model of the primary and alternative resources of the multi-service
overflow system is presented. Section 4 presents a comparison of the results of
the analytical calculations with the results of the simulation experiments for
some selected structures of systems with distributed primary and alternative
resources. Section 5 sums up the paper.
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2 Multi-service System with Traffic Overflow

Let us consider a general diagram of an overflow system with distributed primary
and alternative resources. In the system, there are r primary resources. Each of
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Fig. 1. Traffic overflow system with distributed primary and alternative resources

r primary resources are composed of vr component resources. Each component
resource k (0 < k ≤ vr) has the capacity of fk BBUs. The total capacity Vj of
the primary resources No. j, expressed in the so-called basic bandwidth units –
BBUs [29], is then:

Vj = vjfj (1)

The given primary resources can admit a call of a given class for service only
when it can be entirely serviced by BBUs of one of the distributed component
resources. This means that ti,j BBUs that are necessary to service a call of class
i in resource j, cannot be “divided” between different component resources and
must be serviced exclusively by the BBUs that belong to one, randomly selected
component resource. Each of the primary resources j (0 < j ≤ r) is offered a
set of m Erlang traffic streams. The intensity of class i (0 < i ≤ m), offered to
resource j (0 < j ≤ r), is denoted as Ai,j (Fig. 1).

The traffic that cannot be serviced by the primary resources is not rejected
but it is offered to the alternative resources. The alternative resources are com-
posed of v0 components resources. Each component resource of the alternative
resources has the capacity f0. The total capacity V0 of the alternative resources
system:

V0 = v0f0 (2)

As in the case of the primary resources, the alternative resources system can
admit a call of a given class for service only when it can be entirely serviced by
BBUs of one of the distributed component resources.

The alternative resources are offered traffic streams that overflow from the
primary resources. The class i traffic stream offered to the alternative resources,
is characterised by two parameters: the average value Ri,j of the intensity of
traffic of class i (0 < i ≤ m) that overflows from resource j (0 < j ≤ r), and the
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variance σ2
i,j of the intensity of traffic of class i that overflows from resource j of

the primary resources system. The variance of overflow traffic is characterized
by values that exceed the average value of this traffic.

3 Analytical Model of Overflow System with Distributed
Resources

3.1 Analytical Model of Primary Resources

In the paper it is assumed that the primary resources as well as the alterna-
tive resources can be analysed using the model of the limited-availability group
(LAG) [27]. The LAG is composed of a number of separated resources with dif-
ferent capacities. In the case of the LAG, ti,j BBUs, required to set up a class
i connection in primary group j, cannot be “divided” between different com-
ponent resources and must be serviced exclusively by the BBUs that belong to
one, randomly selected component resource. Thus, the LAG is an example of
the so-called state-dependent system in which admission for service of a new call
depends on the structure of the system [30–32].

The occupancy distribution in LAG, modelling the primary resources with
the capacity Vj , can be approximated by the generalised Kaufman-Roberts dis-
tribution [27]:

n[Pn]Vj
=

∑m

i=1
Ai,jti,jξi,j(n − ti,j)[Pn−ti,j ]Vj

(3)

where ξi,j(n) is the so-called conditional transition probability that defines which
part of class i stream offered the primary resources j transfers the service process
between the neighbouring states. The conditional transition probability ξi,j(n)
is determined in a combinatorial way as follows:

ξi,j(n) = 1 − F (Vj − n, v, ti,j − 1)
F (Vj − n, v, f)

(4)

The combinatorial function F (x, s, f) determines the number of arrangements
of x free BBUs in s resources with the capacity of f BBUs each:

F (x, v, f) =
� x
f+1 �∑

u=0

(−1)u

(
v

u

)(
x + v − u(f + 1) − 1

v − 1

)
(5)

Having the occupancy distribution (3), the blocking probability for individual
multi-service traffic classes offered to the primary resources No. j [27] can be
determined:

[Ei,j ]Vj
=

∑Vj

n=0
{1 − ξi,j(n)}[Pn]Vj

(6)
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3.2 Parameters of Overflow Traffic that Overflows from the
Primary Resources

Overflow traffic of class i that overflows from the primary resource j is charac-
terised be the three following parameters: the average value Ri,j , variance σ2

i,j

and the volume of demands ti,j . The average value of this traffic is the part
of the traffic Ai,j that cannot be serviced in primary by resources. Having the
blocking probability [Ei,j ]Vj

(Formula (6)), the average value Ri,j for traffic of
class i that overflows from the resource j will be determined by the following
formula:

Ri,j = Ai,j · [Ei,j ]Vj
(7)

To determine the variance of overflow traffic we use the approximate method
proposed in [17]. According to this method, a decomposition of each of the
primary resources Vj into m fictitious resources with the capacity V ∗

i,j is to
be carried out first. The assumption is that each fictitious group will service
exclusively calls of one class, which provides an opportunity to apply Riordan
formula [7] to determine the variance of traffic of class i that overflows from
the resource j. The capacity of the fictitious resource V ∗

i,j is defined as this part
of the real resource Vj that is not occupied by calls of the remaining classes
(different from the class i) [17]. Eventually, we get:

V ∗
i,j = Vj −

∑m

l=1,l �=i
Yl,jtl,j (8)

where Yl,j is the average value of traffic of class l serviced in the resource j, i.e.,
the average number of calls of class l serviced in the resource j. According to
the definition of traffic intensity, we have:

Yl,j = Al,j(1 − [El,j ]Vj
) (9)

Having the parameters Ai,j , Ri,j and V ∗
i,j we can determine the variance σ2

i,j

for individual call streams that overflow from the primary resource j to the
system of alternative resources, using the Riordan’s formula [7]:

σ2
i,j = Ri,j

⎛

⎝ Ai,j

V ∗
i,j

ti,j
+ 1 − Ai,j + Ri,j

+ 1 − Ri,j

⎞

⎠ (10)

In Formula (10), the quotient V ∗
i,j/ti,j normalizes the system to a single-service

case. The operation of this kind is necessary because Riordan Formulas (7) and
(10) determine the parameters of overflow traffic in single-service systems. At
this point we already have all the parameters that characterize traffic streams
offered to the system of alternative resources and we are in position to determine
their peakedness coefficients:

Zi,j = σ2
i,j/Ri,j (11)
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3.3 Analytical Model of Alternative Resources

In order to model the alternative resources with overflow traffic, we can apply
the same approach as in [21]. In [21], the overflow system with state-independent
non-separated primary resources and with distributed (separated) alternative
resources was considered. To model the state-dependent alternative resources,
in [21] the Hayward approach was applied [33]. As a result, the occupancy dis-
tribution [Pn] and the blocking probability Ei,j for the alternative distributed
resources with the capacity of V0 BBS, can be written as follows [21]:

n[Pn]V0/Z0 =
r∑

j=1

m∑

i=1

Ri,j

Zi,j
ti,jξi,j(n − ti,j)[Pn−ti,j ]V0/Z0 (12)

[Ei,j ]V0/Z0 =
∑V0/Z0

n=0
{1 − ξi,j(n)}[Pn]V0/Z0 (13)

while the the transition probability ξi,j(n) is determined on the basis of Eq. (5),
as follows:

ξi,j(n) = 1 −
F

(
V0
Z0

− n, v0, ti,j − 1
)

F
(

V0
Z0

− n, v0,
f0
Z0

) (14)

The parameter Z0 in Formulas (12)–(14) is the so-called aggregated peaked-
ness factor and is calculated as a weighted average of peakedness factors for
individual traffic classes Zi,j offered to secondary resources. A weight related to
the share of the coefficient Zi,j in the aggregated peakedness coefficient Z0 is
directly proportional to this number of BBUs that is required to service offered
traffic Ri,j :

Z0 =
∑r

j=1

∑m

i=1
Zi,j

Ri,jti,j∑r
u=1

∑m
l=1 Rl,utl,u

(15)

Formulas (12)–(14) make it possible to determine all important characteris-
tics of the overflow system with distribution of alternative resources, i.e., the
occupancy distribution [P ]V0/Z0 (Formula (12)) and the blocking probabilities
[Ei,j ]V0/Z0 (Formula (13)) for particular traffic classes.

4 Numerical Results

The proposed method of modelling the overflow systems with distributed both
primary and alternative resources is an approximate one. In order to evaluate
the accuracy of the proposed method, the results of the analytical calculations
were compared with the results of the simulation experiments for a number of
selected overflow system.

To evaluate the accuracy of the proposed model the results of the analytical
calculations were compared with the data provided by the simulation exper-
iments. For this particular purpose, a dedicated simulator of the considered
networks at the call level was constructed [34]. The approach to modelling of
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multiservice systems with traffic overflow at the call level adopted in this article
makes it possible to use it to determine traffic characteristics, e.g. hierarchical
wireless networks [31]. The results of the simulation are presented in Figs. 2, 3,
4, 5 and 6 in the from of appropriately marked points with 99-percent confidence
interval calculated after the t-Student distribution for the number of ten series.

Fig. 2. Blocking probability in System 1

The parameters of the considered systems were as follows.

Parameters of the analyzed systems No. 1

1. Primary resources
– The number of primary resources r = 3
– Resources 1, 2 and 3 (all primary resources have the same structure):

• f1 = 20 BBUs, v1 = 3, V1 = V2 = V3 = 3 × 20 = 60 BBUs,
• offered traffic: t1,∗ = 1 BBUs, t2,∗ = 2 BBUs, t3,∗ = 4 BBUs,
• proportion of offered traffic: A1,1t1,1 : A2,1t2,1 : A3,1t3,1 = 1 : 1 : 1;

A1,2t1,2 : A2,2t2,2 : A3,2t3,2 = 1 : 1 : 1; A1,3t1,3 : A2,3t2,3 : A3,3t3,3 =
1 : 1 : 1;

2. Secondary resources
– f0 = 20 BBUs, v0 = 6, V0 = 120 BBUs.

Parameters of the analyzed systems No. 2

1. Primary resources
– The number of primary resources r = 3
– Resources 1:

• f1 = 20 BBUs, v1 = 3, V1 = 3 × 20 = 60 BBUs,



Analytical Modelling of Multi-tier Cellular Networks with Traffic Overflow 263

Fig. 3. Blocking probability in System 2

Fig. 4. Blocking probability in System 3
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Fig. 5. Blocking probability in System 4

Fig. 6. Blocking probability in System 5
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• offered traffic: t1,1 = 1 BBUs, t2,1 = 2 BBUs, t3,1 = 4 BBUs,
• proportion of offered traffic: A1,1t1,1 : A2,1t2,1 : A3,1t3,1 = 1 : 1 : 1;

– Resources 2:
• f2 = 30 BBUs, v2 = 2, V2 = 2 × 30 = 60 BBUs,
• offered traffic: t1,2 = 1 BBUs, t2,2 = 2 BBUs, t3,2 = 4 BBUs,
• proportion of offered traffic: A1,2t1,2 : A2,2t2,2 : A3,2t3,2 = 1 : 1 : 1;

– Resources 3:
• f3 = 16 BBUs, v3 = 4, V3 = 4 × 16 = 64 BBUs,
• offered traffic: t1,3 = 1 BBUs, t2,3 = 2 BBUs, t3,3 = 4 BBUs,
• proportion of offered traffic: A1,3t1,3 : A2,3t2,3 : A3,3t3,3 = 1 : 1 : 1;

2. Secondary resources
– f0 = 20 BBUs, v0 = 6, V0 = 120 BBUs.

Parameters of the analyzed systems No. 3

1. Primary resources
– The number of primary resources r = 3
– Resources 1, 2 and 3 (all primary resources have the same structure):

• f1 = 20 BBUs, v1 = 3, V1 = V2 = V3 = 3 × 20 = 60 BBUs,
• offered traffic: t1,∗ = 1 BBUs, t2,∗ = 2 BBUs, t3,∗ = 4 BBUs,
• proportion of offered traffic: A1,1t1,1 : A2,1t2,1 : A3,1t3,1 = 1 : 1 : 1;

A1,2t1,2 : A2,2t2,2 : A3,2t3,2 = 1 : 1 : 1; A1,3t1,3 : A2,3t2,3 : A3,3t3,3 =
1 : 1 : 1;

2. Secondary resources
– f0,1 = 20 BBUs, v0,1 = 3, f0,2 = 30 BBUs, v0,2 = 2, V0 = 3 · 20 + 2 · 30 =

120 BBUs.

Parameters of the analyzed systems No. 4

1. Primary resources
– The number of primary resources r = 3
– Resources 1, 2 and 3 (all primary resources have the same structure):

• f1 = 20 BBUs, v1 = 2, V1 = V2 = V3 = 2 × 20 = 40 BBUs,
• offered traffic: t1,∗ = 1 BBUs, t2,∗ = 3 BBUs, t3,∗ = 8 BBUs,
• proportion of offered traffic: A1,1t1,1 : A2,1t2,1 : A3,1t3,1 = 1 : 1 : 1;

A1,2t1,2 : A2,2t2,2 : A3,2t3,2 = 1 : 1 : 1; A1,3t1,3 : A2,3t2,3 : A3,3t3,3 =
1 : 1 : 1;

2. Secondary resources
– f0 = 30 BBUs, v0 = 4, V0 = 120 BBUs.

Parameters of the analyzed systems No. 5

1. Primary resources
– The number of primary resources r = 3
– Resources 1:

• f1 = 20 BBUs, v1 = 2, V1 = 2 × 20 = 40 BBUs,
• offered traffic: t1,1 = 1 BBUs, t2,1 = 3 BBUs, t3,1 = 8 BBUs,
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• proportion of offered traffic: A1,1t1,1 : A2,1t2,1 : A3,1t3,1 = 1 : 1 : 1;
– Resources 2:

• f2 = 30 BBUs, v2 = 2, V2 = 2 × 30 = 60 BBUs
• offered traffic: t1,2 = 1 BBUs, t2,2 = 3 BBUs, t3,2 = 8 BBUs,
• proportion of offered traffic: A1,2t1,2 : A2,2t2,2 : A3,2t3,2 = 1 : 1 : 1;

– Resources 3:
• f3 = 20 BBUs, v3 = 3, V3 = 3 × 20 = 60 BBUs,
• offered traffic: t1,3 = 1 BBUs, t2,3 = 3 BBUs, t3,3 = 8 BBUs,
• proportion of offered traffic: A1,3t1,3 : A2,3t2,3 : A3,3t3,3 = 1 : 1 : 1;

2. Secondary resources
– f0 = 30 BBUs, v0 = 4, V0 = 120 BBUs.

The analytical and simulation results of the blocking probability in the alter-
native resources of the overflow system with distributed primary resources are
presented in Figs. 2, 3, 4, 5 and 6.

The results of the present study clearly demonstrate that the accuracy of
the method is not dependent on either the number and structure of LAGs that
compose primary groups or LAGs that form secondary groups. In the same
way, a differentiation in demands of individual classes (the parameter t) has no
influence on the accuracy of the proposed method which is comparable with the
accuracy of calculations for a single LAG.

The results of the blocking probability for the traffic classes with the high-
est demands obtained on the basis of the simulation are marginally higher than
the results obtained on the basis of the proposed analytical method. For classes
with the lowest demands, the situation is reversed – the results of the simula-
tion slightly exceed the results of the calculations. This particular dependence
between the results of the analytical modeling and the results of simulation
experiments is, however, convenient from the practical point of view. The same
degree of overestimation applies to and involves those traffic classes that are
characterized by the highest blocking probability and, in consequence have the
highest influence on the operation of a system. Engineering rules for designing
network systems are consistent with the principle of dimensioning that is based
on the “worst case” scenario. Within this context, a slight overestimation of
the QoS parameters for the traffic classes that have the highest impact on the
operation of a system fits well into the principle.

5 Conclusion

The paper proposes a new analytical model of multi-service overflow systems
with distributed primary and alternative resources. The results of analytical
modelling have been compared with the simulation results. The accuracy of the
proposed method is comparable with the accuracy of the classical models elabo-
rated for modelling the overflow systems with fully available primary resources.
The model can be applied for analytical modelling of multi-service multi-tier
cellular network.
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31. Stasiak, M., G�l ↪abowski, M., Wísniewski, A., Zwierzykowski, P.: Modeling and
Dimensioning of Mobile Networks. Wiley, Chichester (2011)

32. G�labowski, M., Hanczewski, S., Stasiak, M., Weissenberg, J.: Modeling Erlang’s
ideal grading with multi-rate BPP traffic. Math. Prob. Eng. 2012, 35 (2012).
Article ID 456910

33. Ershova, E., Ershov, V.: Digital Systems for Information Distribution. Radio and
Communications, Moscow (1983). in Russian

34. G�l ↪abowski, M., Kaliszan, A.: Simulator of full-availability group with bandwidth
reservation and multi-rate Bernoulli-Poisson-Pascal traffic streams. In: Proceedings
of Eurocon 2007, Warszawa, pp. 2271–2277, September 2007. http://dx.doi.org/
10.1109/EURCON.2007.4400605

http://dx.doi.org/10.1109/CSNDSP.2008.4610800
http://dx.doi.org/10.1109/CSNDSP.2008.4610800
http://dx.doi.org/10.1155/2013/852082
http://www.sciencedirect.com/science/article/pii/S1389128616302675
http://www.sciencedirect.com/science/article/pii/S1389128616302675
http://dx.doi.org/10.1155/2015/286490
http://dx.doi.org/10.1007/978-3-540-27824-5_143
http://dx.doi.org/10.1007/978-3-540-27824-5_143
http://dx.doi.org/10.1109/EURCON.2007.4400605
http://dx.doi.org/10.1109/EURCON.2007.4400605


New Technologies



Multi-level Stateful Firewall Mechanism
for Software Defined Networks

Fahad Nife1,2(B) and Zbigniew Kotulski1

1 Faculty of Electronics and Information Technology,
Warsaw University of Technology, Warsaw, Poland

fahadnaim114@gmail.com, zkotulsk@tele.pw.edu.pl
2 Faculty of Science, Al-Muthanna University, Muthanna, Iraq

Abstract. Traditional networks are often quite static, slow to modify,
dedicated for a single service and very difficult to scale, what is typi-
cal for a large number of different network devices (such as switches,
routers, firewalls, and so on), with many complex protocols implemented
or embedded on them. Software Defined Network (SDN) is a new technol-
ogy in communication industry that promises to provide new approach
attempting to overcome this weakness of the current network paradigm.
The SDN provides a highly scalable and centralized control architec-
ture in which the data plane is decoupled from the control plane; this
abstraction gives more flexible, programmable and innovative network
architecture. However, centralization of the control plane and ability of
programming the network are very critical and challenging tasks causing
security problems. In this paper we propose a framework for securing the
SDN by introducing an application as an extension to the controller to
make it able to check every specific flow in the network and to push the
security instructions in real-time down to the network. We also compare
our proposal with other existing SDN-based security solutions.

Keywords: Software Defined Network · Stateful-Packet filtering · Flow
table · OpenFlow protocol

1 Introduction

In computer networking, the emerging network architecture that decouples the
control plane from the data plane, logically centralizes the network intelligence
and state, and abstracts the underlying network infrastructure from the applica-
tions is known as Software Defined Network [1]. SDN is a new framework, where
the control plane of all devices in the network is migrated from the forwarding
plane and consolidated into a software-based device called the controller. This
controller is responsible for making and forwarding decisions for the entire net-
work, while the switches and routers just perform basic packets forwarding. The
controllers have full view of the network and consider the totality of the network
before making any decision. Since SDN relies more on software and, because of
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its network intelligence, SDN is logically centralized [2], it supports rapid inno-
vation and provides new ways and opportunities to enhance and protect the
network.

In this paper we introduce a stateful firewall solution for securing an open
network using SDN technology. This proof of concept proposal aims to build
a reactive Stateful SDN-Based Traffic Filtering framework for SDN networks
by getting the advantages of using the OpenFlow protocol messages, which are
exchanged between the controller and the OpenFlow-enabled switches. It extends
the controller using a software which makes use of some tables used to keep track
of each flow in the network to provide stateful packet filtering. The method relies
on dividing the network into planes to create a multi-plane system of defense
and to make it easy protecting the network from external attacks as well as
from internal malicious users. The network security policy will be centralized in
the controller, where there is the place of making decision regarding how the
switches should handle the packets, while a switch will only enforce this deci-
sion. The controller can at any time reconfigure the security rules and redeploy
them at any device under its control. Thus, we have more efficient, flexible and
centralized point of security management represented by the controller, which
in turn spreads the network security policy dynamically across the distributed
checkpoints.

The rest of this paper is organized as follows. Section 2 describes the theoret-
ical background of SDN, OpenFlow and firewalls. Section 3 presents state of the
art of current SDN security solutions. The overview of the proposed system’s
architecture is specified in Sect. 4. The analysis of the new prototype solution
and its comparison to other known SDN-based firewalls are presented in Sect. 5,
while Sect. 6 concludes the paper with a summary of its content and future
enhancements.

2 Background

To relate our proposal to other existing network solutions and to give the back-
ground of the suggested method along with its functionality and components, we
start from a brief description of the SDN architecture, the OpenFlow protocol
and firewalls.

2.1 SDN Architecture

The OpenFlow-based SDN architecture mainly consists of two planes, see Fig. 1,
the control plane and the data plane [3]. The control plane strives to act as a
network operating system and it is responsible for programming and managing
the data plane. It makes use of the information provided by the data plane and
defines network operation and routing [4]. The other plane, which is the data
plane, comprises the forwarding network elements that are connected to each
other. It is responsible for data forwarding, as well as monitoring the network
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by gathering local information and statistics [5]. For more eligibility and scala-
bility in SDN networks, network services provided by the network applications
are abstracted as a separate plane, which may introduce new network features,
such as security, QoS, load balance, bandwidth management, and so on. Two
interfaces that must be implemented by the control plane are the Northbound
interface (NBI) and the Southbound Interface (SBI). The Northbound Inter-
face presents a programmable API used by the application plane to receive an
abstracted and global view of the network from the controllers and then use
that information to provide an appropriate guidance back to the control plane.
Typically, control software provides its own API to applications as there is no
standardized API today [6]. The Southbound Interface (e.g. OpenFlow) is used
for the communication between the controller and switches. The data plane ele-
ments use the SBI to reveal their capabilities toward the controller (Control
Plane). It is used to provide grammatic control, statistics reporting and events
notifications.

Fig. 1. Software-Defined Network abstraction

2.2 OpenFlow

The most commonly used protocol for the Southbound interface of SDN is the
OpenFlow protocol [7]. It is standardized by the Open Networking Foundation
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(ONF) and it is typically responsible for establishing the communication through
secure control channel between the controller and switches under its control.
An OpenFlow-enable switch is a basic forwarding device that forwards packets
according to its flow table. The flow table contains a set of flow entries (also called
flow rules) each of which consists of headers fields, activity counters, priority,
timeout, actions, cookie and flags, see Fig. 2.

Fig. 2. OpenFlow table

The header fields (Match fields) is 15-tuples packet header to be matched
against the incoming packet’s header. A Priority field is to specify which flow
should be selected in case of more than one flow entry match the incoming packet.
Counters fields are updated only when packets are matched and used to keep
track of each flow, table and port and provide statistics to the Controller. The
action fields contain data, where there is a set of zero or more actions that should
be applied to the matched packets. The possible actions include forwarding the
incoming packet to specific port(s), encapsulating and sending the packet to
the controller, dropping the packet, or checking it with the next flow table or
with specific table in the pipeline. Timeout fields specify the validity of the flow
entry before expiration. The Cookie field is an opaque data value chosen by the
controller. It can be used by the controller to filter the flow entries that affected
by flow statistics, modification and deletion requests. Cookie is not used when
processing packets. Flags fields alter the way flow entries are managed. The flow
tables of the switch are manipulated by the controller, where it can modify the
behavior of the switches with regard to forwarding by inserting, modifying and
removing the switch flow entries.

Every packet received by the switch, the lookup process begin with the first
flow table entries till the last flow table in the pipeline, the process end either
with match and execute the corresponding action for the matched entry or with
miss (no rule match the packet) and execute the default rule which is either send
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the packet to the controller or drop the packet. If matching occurs, the action
field for that entry is applied on that packet, While in case of no matching,
the default rule will applied which may encapsulate the packet (or part of the
packet, it is common the packet header and the number of bytes defaults to 128
if the switch is capable of buffering) with Packet-in message and send it to the
controller. The controller according to its policy rules will take a decision of how
should that switch handle the packet and forward it back to the requested switch.
According to that decision, the switch will apply it on the packet and modify its
flow table by adding new entry to help handling next similar packets [8].

2.3 Firewall

Firewalls are fundamental security mechanisms for any network defense systems.
Firewall is usually placed between an authorized system and external environ-
ments to act as a gateway through which all inbound and outbound network
traffic must pass [9]. It is checkpoint that compares each incoming packet with
its policy rules to decide whether to allow or deny the packet from pass through
it. Each firewall have its policy rules database which define how an firewall should
handle incoming and outgoing network traffic for some specific IP addresses and
range of addresses, protocols, applications, and packet content types based on the
organization’s security policies [10]. Firewalls can be software or hardware-based
and can be categorized according to deferent criteria such as their functional-
ity or the layer (ISO/OSI Reference Model and TCP/IP model) they operate:
the Network, Session, Transport or Application layer. The most common fire-
walls that work on the network and transport layers are Stateless Firewalls and
Stateful Firewalls.

Stateless Firewall. It enforces security policies within a network by employ a
filtering process for incoming and outgoing packets. It is looks at the IP address
of the packet and compare it against predetermined Rule set defined by the
network administrator to decide whether it should be allowed through or not
[11]. Each packet maintained separately, so it does not need to save the state or
any information about the packet to be used for processing the next packet in
the same flow, see Fig. 3.

Stateful Firewall. It attempts to track the state of network connections when
filtering packets. It often makes use of a table called state table to store informa-
tion about each traffic flow passing through. This state table holds entries that
represent all the communication sessions of which the device is aware. Every
entry holds specific information (e.g. source and destination IP addresses, Port
numbers, flags, sequence and acknowledgment numbers) that uniquely identifies
the communication session it represents [12]. For each connection started out
through the stateful device, a state table entry is created. When the inspected
packet matches an existing firewall rule that permits it, the packet is passed and
new entry is added to the state table, see Fig. 4. Then, when traffic returns, the
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Fig. 3. Stateless firewall

packet’s information compared against the state table information to determine
whether it is part of a currently logged communication session. The packet is
allowed to pass only if it is related to a current table entry.

3 Related Works

Several recent efforts in the field of SDN security have been presented in many
previous contexts, such as scanning attack prevention [13], DDoS attack detec-
tion [14], IDS [15], IPS [16], Stateless firewall and Stateful firewall.

FortNox [17] is an extension to the open source NOX controller. The security
policy enforcement kernel implement a novel analysis algorithm to prevent any
of application attempts to insert flow rules that may change flow rules enforced
by security policy. FortNox is a real-time rule conflict detection engine, where
after detecting any conflict, it is either accept or refuse the new rule based
on rule-based authorization. FRESCO [18] introduce security application frame-
work consists of several reusable modular libraries that can be connected together
to build more sophisticated security applications. FRESCO developers can easily
connect the necessary modules including its libraries and assigning values to its
interfaces to produce the required security functions, like firewalls, IDS, or scan
detections. FLOWGUARD [19], represents a comprehensive SDN framework for
facilitate accurate detection and flexible resolution of firewall policy violations
in dynamic OpenFlow networks. FLOWGUARD provide an automatic and real-
time violation resolution mechanism, when the network states are updated or
the configurations are dynamically changed, it detect firewall policy violations
by checks the flow path spaces and compare it against the specified authorized
space in the firewall.
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Fig. 4. Stateful firewall

FleXam [20,21], proposes a sampling method that make the controller able
to access packet-level information that is necessary for different security appli-
cations. With FleXam, the controller can decide which part of the packet (e.g.
only headers or, maybe, only payload) and where they should be sent. More-
over, the packet can be sampled either stochastically based on predetermined
probability or deterministically based on pattern. The authors of [22] propose
a prototype in which the security rules are specified in the flow table in both
controller and switches. The switch acts as simple packet-pusher based on its
flow table and any unknown traffics are sent to the controller for inspection.
The prototype proposed in [23] provides orchestration services for security pol-
icy management, reactive application that processing the state of the connection,
the security are expressed with OpenFlow rules and in the data plane and the
generic algorithm is introduced for processing the Finite State Machine (FSM)
of the TCP protocol. Proactive Security Mechanism has been introduced in [24].
In that work, fuzzy based system was designed to evaluate the threat level of
identified threats. The authors of [25] introduce an SDN-based mitigation system
for ransomware threats. Their solution is based on CryptWall findings and the
two designed SDN1 and SDN2 mitigation ransomware methods, which rely on
utilizing a dynamic blacklist database of up-to-date list of known proxy servers
that used for the purpose of ransomware. Both methods try to break the com-
munication between the victim and the infected C&C server, so no public key
will retrieve and as a result the encryption process will not happen.
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4 System Architecture

4.1 Overview

The diagram presented in Fig. 5 shows that the system’s architecture is compat-
ible with the SDN structure: it consists of three planes distributed into the SDN
planes. The highest plane involves the system functionality, which is executed
by different modules, responsible for maintaining the tables in the other planes
and providing the required security functions to protect the SDN network. The
second firewall plane consists of the set of tables that are built in the control
plane. These tables are used to improves the overall performance by reducing the
lookup process time needed to handle a packet. The most down plane provides
the flow state-aware using tables placed in the OpenFlow-enabled switches and
holds entries used to keep track for each specific flow.

Fig. 5. System architecture overview

The functionality of the firewall application that run on a top of the controller
are executed by 7 modules, which in turn maintain tables in, both, the con-
troller and the OpenFlow-enabled switches. The first module is Main Module.
It is the control unit that play the coordinator and manager roles for other
units. The other module is Event Listener which is triggered by some predefined
events and which responds with an action corresponding to that event. The
State Extractor module is responsible for extracting some information from the
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packet. The SecPol Div module is initiating SecPolTable for each switch joins
to the controller. Each entry in the SecPolTable table represents the security
policy for that switch prepared by the network administrator. The other table
is STable. It is maintained in the switch and used to keep track of each traffic
flow pass through the switch. SecPol Lookup module is responsible for checking
out the SecPolTable for all switches in the whole path for that packet from the
source to the destination if it is inside the network or to the gate way switch if
the final destination is outside the network. Con State module is used to install
new entry in STable of all switches in the path using S PROTOCOLE protocol,
this approach is to avoid additional delays (switch-controller communication)
when the first packet arrives for next switches in the path. The last module is
Mode Selec, which is responsible of switching between the tow control behavior
modes.

Now, before explaining the main components and tables of the proposed
stateful application, let us discuss interactions among OpenFlow switches, con-
trollers and the stateful firewall application. Every time an OpenFlow-enabled
switch receives a packet, it parses the packet’s header, which is matched against
the STable entries before the flow table pipeline for any match. If the match
occurs, the packet will forwarded meaning that the packet is part of previous
flow, otherwise no matching occurs, The matching will be against the flow table
entries to do the action related with matched entry, or if no matching entry, the
packet will encapsulated with Packet-in message and forwarded for the controller
to decide how to handle the packet, see Fig. 6.

Fig. 6. Packet flow in stable enabled open flow switch
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Once the controller receives the Packet-in notification, it identifies the correct
action for the packet according to the security policy stored in the SecPolTable
corresponding for that switch and then using Packet-out messages installs one
or more appropriate entries in the flow table of requesting switch. The event of
the controller sends the Packet-out message that will trigger the Event Listener
object to Call other three functions, State Extractore object, which in turn
extracts some information and attributes that make up the communication ses-
sion (e.g. IP addresses, Port numbers, Sequence and Acknowledgment numbers,
and flags) which can all combined to be used as a fingerprint for an individual
connection. The other object is SecPol Lookup, which is responsible for check-
ing out the SecPolTable for all switches in the whole path for that packet to
be sure it does not violate the security policy of the network, if so, and finally
the Con State module to install entry in STable of corresponding switches using
S PROTOCOLE Add message and all switches in the path, this approach is to
avoid additional delays (switch-controller communication) when the first packet
arrives for next switches in the path.

One more important introduced mechanism done by the SecPol Div, which
for each data plane device join to the controller, this SecPol Div object will ini-
tiate SecPolTable for that new connected switch, this mechanism will improve
the overall performance by reducing time needed by the controller to decide
how should that switch handle the packet if it does not match any entry in
its flow table. When security policy updated by the network administrator, the
SecPol Div will rebuild all the SecPolTable and reinforce and dynamically prop-
agate the security policies for every data plane.

To specify the controller behavior on the flow and STable entries, 2 modes
Norm Mode and Critic Mode are implemented. The Mode Selec module is
responsible of switching between this modes. The Norm Mode is the default
mode in which the Timeout field in the STable is started with 60 s and there is
no limit on the number of entries of STable, once the S PROTOCOLE enabled
switch exposure to onslaught or its Stable nearly to full (exceed the threshold) it
switch will send S PROTOCOLE Critical message to the controller and accord-
ingly the Mode Selec module will implement the Critic Mode in which rather
than start with 60 s as timeout for establishing the flow, it will to be 15 s, and
put limit on the number of entries of the STable per source and destination IP,
per source and destination ports, or even per rule policy to help reducing the
risk of fulling the STable. When the STable entries decreased to some reasonable
size the switch will send S PROTOCOLE Normal message to the controller to
inform the Mode Selec module to implement the Norm Mode.

4.2 STable Table and SecPolTable Table

STable is the table generally implemented as a hash table, which typically resides
in the OpenFlow-enabled Switch RAM and is used to keep track of each valid
connection. STable offers stateful inspection capability by records the state of a
connection based on protocol specific information. Each new connection requires
adding new entry in the STable for the connection. The STable entry includes
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the following information: Protocols, Source IP addresses and Destination IP
addresses, Source port and Destination port, Reversed Source and destination
IP addresses and ports (to represent response traffic), the protocol being used
for the connection, the time specifies the validity of rule before removing it, the
TCP state of the connection (in a case TCP is used), the sequence number,
and the acknowledgment number, see Table 1. The stateful firewall application
maintains this table using Add, Remove, and Clear messages of the designated
protocol called S PROTOCOLE, see Sect. 4.3.

The other table is SecPolTable table. It is simple table consists of rows and
columns initiated by the SecPol Div module for each specific switch join to the
controller and used to holds Security Policy related for that switch. This table
will improve the overall performance by reducing time needed by the controller
to decide how that switch should handle the packet if it is not match any entry in
its flow table. Any change of the network security by the network administrator
will enforce the SecPol Div to rebuild all the SecPolTable tables and dynamically
propagate the security policies for every data plane.

Table 1. Example of STable Table’s entries

Prtcl Src IP Dst IP SrcPrt DstPrt State SeqNo AckNo Timout

TCP 192.168.10.9 172.16.2.23 1054 21 SYN SENT 0 0 93

TCP 172.16.2.23 192.168.10.9 21 1054 ESTABLISHED 1 726 2845

... ....... ....... .. ... ....... .. ... ...

4.3 S PROTOCOLE

It is designated communication protocol between the controller and the
OpenFlow-enabled switch. The protocol S PROTOCOLE defines five mes-
sages. Three of them: S PROTOCOLE Add, S PROTOCOLE Remove and
S PROTOCOLE Clear are to enable state-based connection monitoring and
to help the ConState module to maintain the STable by adding, remov-
ing and clearing the STable entries of the data plane. The two other mes-
sages: S PROTOCOLE Normal and S PROTOCOLE Critical are to help the
Mode Selec restricting the controller behavior. S PROTOCOLE with its mes-
sages is used only by the ConState module and it is not affected by other SDN
Modules and applications. Table 2 shows the direction of the messages flow along
with descriptions of their functionality.

5 Analysis

We now estimate effectiveness of the presented solution, such performance analy-
sis calculated for memory consumption, processing times and throughputs and
vulnerabilities mitigations.
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Table 2. S PROTOCOLE messages

Message name Direction Description

S PROTOCOLE Add Controller to Switch Add new STable entry for the new
traffic

S PROTOCOLE Remove Controller to Switch Delete specific entry from the
STable

S PROTOCOLE Clear Controller to Switch Empty the STable

S PROTOCOLE Normal Switch to Controller Enforce the Mode Selec module to
implement the Norm Mode

S PROTOCOLE Critical Switch to Controller Enforce the Mode Selec module to
implement the Critic Mode

In order to compute memory consumption required by our approach, we
need to focus on the size of STable which run in OpenFlow-enabled switch. As
explained in Sect. 4.2 each STable entry is 26-byte, so for STable with 10000
entries the required amount of memory is 26 MB, while for STable with 100000
entries the required amount of memory is 260 MB, which can be considered a
reasonable amount of memory. The other data structure used are SecPolTable
tables does not require large memory as it divide the rule table into small tables,
one main table for shared rules and other tables for every joined switch.

Optimization in our proposed prototype happens in different places: (1) using
the STable, that will help to increase performance and security by associating
the individual packets with their respective flows, so any match between the
incoming packet with any Stable entry lead to forward the packet to its destina-
tion through the appropriate port(s) without requiring any extra computation
or controller communication overhead; (2) by rule base checking, where in SDN,
every Packet-in arrives some algorithm must be used to check the rules and
decide how to handle the packet. An essayist approach is to scan every rule in
priority order until a match is found or the rule base is exhausted. This linear
search through the rule base is convenient for small rule policies, but it is inef-
ficient for larger policies, particularly when match done with the default rule or
the last rule entry of the policy. So the worst-case, per packet running time (for
each Packet-in from each switch) is O(n), where n is the number of entries in
the rule base.

In contrast, let us calculate it for our proposed solution, for ease of mea-
surement we break up the process into two parts: the first part searches the
rule policy and builds up SecPolTable and the second part is scanning the
SecPolTable policy rules to find the match. Let j be the number of switches
connected to the SDN controller and n the number of policy rules. Building
each SecPolTable table requires scanning through the policy file or just the
remaining of it to determine which entry belongs to it. By doing so, the first
joined switch requires scanning the whole policy file with O(n) processing time,
producing first SecPolTable with, say, n1 entries. Now for the next joined switch,
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Table 3. Comparison of the proposed approach with other SDN security solutions

Publication Problem
approached

Proposed
solution

Behavior Extra
memory

Capabilities
exploited

Performance

Collings, J.
et al. [22]

Dynamic
packet
filtering

Stateful H/W
firewall

Reactive No Centralized
control

High com-
munication
overhead

Zerkane, S.
et al. [23]

DoS attack

mitigation

Stateful/

Stateless

Reactive Yes Centralized

control

High com-

munication

overhead

Suh, M.

et al. [26]

Block
unnecessary
mitigation

Stateless
firewall

Reactive No Centralized
control

High
performance

Pena, J. G.
et al. [27]

Packet
filtering

Stateless
firewall

Proactive Yes Distributed
control

High
performance

Vasudevan,
S. et al.
[28]

Prevent
unauthorized
access

Stateless
firewall

Reactive Yes Distributed
control

-

Jeong C.
et al. [15]

Malicious
traffic
inspection

IDS Proactive Yes Centralized
control

High
performance

Proposed
solution

Dynamic
packet
filtering

Stateful
firewall

Reactive Yes Centralized
control

High
performance

building up the SecPolTable requires only to search the remaining (n−n1) entries
with O(n − n1) processing time. We can observe that each time a new switch
joins the network, the processing time needed to build SecPolTable is decreasing.
Fortunately this process is done only one time for each switch or, additionally,
when the policy file is updated. Now on, each Packet-in arrives (for example
from switch 1) only we need to search the SecPolTable related to that switch
with O(n1) processing time that is lease than O(n), which in result will increase
the overall throughputs.

Regarding the protection level provided by a network security solution, a
simple stateful firewall, which is a good security system to protect the network
still is vulnerable to some attacks like DDoS or DoS. Such attacks adapt at
exploiting the heart of most stateful firewalls STable and try to fall it to capacity
and block new incoming connections. Our suggested prototype uses mechanisms
and implements modes that restrict the timeout for establishing connection and
limits the number of the entries in the STable, which in turn can prevent or at
least mitigate possibilities of such attacks in the network.

To summarize this draft analysis of security functions and performance let us
look at Table 3. We compare the proposed approach with SDN-dedicated secu-
rity solutions known from the literature. It is seen that some of the systems
are only simple packet filtering firewalls while some other additionally provide
dynamic packet checkup. This requires new tables in the controller side which
in turn leads to high communication overhead. To overcome this limitations of
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existing approaches, we make use of a new table in the data plan side that
provides the state-awareness and decreases the switch controller communica-
tion overhead. Another advantage of our approach is application of a multi-level
structure of the firewall with the levels associated with SDN planes, distributed
sensing and modular structure. Such an approach makes it possible easy exten-
sions of the firewall functions and integration with other security systems. For
instance, our firewall is compatible with the ISO/OSI Layer 2 firewall solution
proposed in [29], which consists of two basic elements: Ethernet frames filtering
in Layer 2 and a three-tier reputation system of critical data acquisition and
analysis for the firewall rules configuration. Such a distributed multi-tier repu-
tation system modulus could slightly improve threats identification and enforce
SDN protection.

6 Conclusion

In this paper we introduced a reactive stateful firewall approach for securing
SDN-based networks. Our under construction suggested solution does not enforce
any change to the current SDN paradigm in terms of its design and behavior.
Moreover, it attempts to enhance the security of the programmable network and
simplify security management. This proof-of-concept solution tries to overcome
the limitations of the OpenFlow implementation that relies on a simple “match-
action” paradigm. Such an OpenFlow approach causes lacks of stateful process-
ing function in the SDN data plane, where it makes use of specified tables in the
data plane devices to keep track of TCP connection or pseudo-connection. The
security policy of SDN proposed in our approach is enforced by the firewall appli-
cation that is centralized on the top of the controller, while the data plane device
is considered as a distributed checkpoint. Thus, instead of one firewall placed at
the edge of the network’s boundary and providing a single point of failure, we
can have a plane-like firewall that creates additional boundaries within the net-
work and provides “defense-in-depth”, which is considered as a good solution for
networks with different levels of trust. The behavior of our solution is reactive,
which gives an advantage of keeping the flow tables in the data plane small and
which helps not to fill them with unmatched rules. For the next enhancements,
we strive to improve the expected performance of the proposed prototype. We
will focus on implementing the application with proactive approach to improve
the system’s overall performance by avoiding redundant times caused by com-
munication between the switch and the controller for undefined packets. Also
we plan to deploy the prototype in a real network environment to confirm its
strength against active attackers. As a next step we will integrate the system
with a soft methods-based security tool (a multi-tier trust and reputation sys-
tem) what is a reasonable enhancement of a firewall in widespread and untrusted
networks.
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Abstract. The analyses of the ping-pong communication paradigm
anticipated possibility to undetectably wiretap some variants of quan-
tum direct communication. The only proposed so far instantiation of
attacks of this type is formulated for the qubit based version of the pro-
tocol and it implicitly assumes the existence of losses. The essential fea-
tures of undetectable attack transformations are identified in the study
and the new generic eavesdropping scheme is proposed. The scheme does
not refer to the properties of the vacuum state, so it is fully consistent
with the absence of losses assumption. It is formulated for the space of
any dimension and it can be used to design the family of circuits that
enable undetectable eavesdropping.

Keywords: Ping-Pong protocol · Quantum direct communication

1 Introduction

The ping-pong communication paradigm is frequently used in quantum cryp-
tography to realize the tasks impossible in the classical approach. The most
notable areas of its application are quantum key distribution (QKD) and quan-
tum direct communication (QDC) that aim at secure key agreement and con-
fidential communication without encryption in open communication channels,
respectively. The first applications of this quantum communication technique to
QKD and QDC should be credited to Long et al. [1] and Deng et al. [2]. How-
ever, in these first proposals it was assumed that communicating parties possess
long term quantum memories. Unfortunately, this strong requirement excluded
their practical implementation. The first practically feasible QDC protocol that
exploits the properties of the ping-pong communication paradigm applied to
Einstein-Podolsky-Rosen (EPR) pairs has been proposed by Boström et al. [3,4].
Although the Boström’s QDC protocol, frequently referred as the ping-pong pro-
tocol, is “only” quasi secure in perfect channels [5], it can be used as an engine for
unconditionally secure QKD. The privacy amplification step applied to the data
received from the QDC core protocol can reduce eavesdropper’s knowledge on
the final key to the arbitrary small value provided that his information gain is
less than the mutual information of legitimate parties. Protocols of this type are
referred as deterministic QKD and some of them have been recently experimen-
tally demonstrated [6,7].
c© Springer International Publishing AG 2017
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Due to its conceptual simplicity, the idea of ping-pong communication para-
digm is a subject of the ongoing research – it is adapted to higher dimensional
systems [8–11] and/or modified to enhance capacity via dense coding [12,13].
Recently, Pavičić [14] proposed the attack that demonstrates inability to double
the capacity of the protocol via dense coding. The attack targets only semi-
nal version of the protocol utilizing qubits as information carriers. The custom
control modes that detect the malevolent circuit have been proposed [15,16].
However, it was not known whether the circuit can be generalized to higher
dimensions. In this contribution we propose such generalization.

The paper is organized as follows. In Sect. 2, we introduce notation and sum-
marize the operation of the Pavičić’s attack. Section 3 presents the main con-
tribution. In particular, it is shown that Pavičić’s circuit can be described as
CNOT gate in the state space supplemented with the vacuum state. Then, on
the basis of this observation, the attack is generalized to the qudit based systems.
The impact of the obtained results is summarized in Sect. 4.

2 Analysis

Personification rules are used to simplify the description of the protocol – Alice
and Bob are the names of the legitimate parties while the malevolent eavesdrop-
per is referred as Eve. Communication protocol described below is a ping-pong
paradigm variant analysed in [14]. Compared to the seminal version [3], it differs
only in the encoding operation – the sender uses dense coding instead of phase
flips and the remaining elements of the communication scenario are left intact.

The communication process is started by Bob. He creates EPR pair

|Ψ−〉 = (|0h〉|1t〉 − |1h〉|0t〉) /
√

2. (1)

and sends one of the qubits to Alice. The sent qubit is further referred as the sig-
nal/travel particle. Alice encodes two classic bits μ, ν using unitary transforma-
tion of the form Aμ,ν = X μZν where X = |1〉〈0| + |0〉〈1|, Z = |0〉〈0| − |1〉〈1|
are bit-flip and phase-flip operations, respectively. After encoding, depending on
the values of the information bits, the system state lands in one of the four EPR
pairs

|ΨB〉 = (|0h〉|(1 ⊕ μ)t〉 − (−1)ν |1h〉|(0 ⊕ μ)t〉) /
√

2, (2)

where ⊕ denotes summation modulo 2. Alice sends signal particle back to Bob,
who detects applied transformation by collective measurement of both qubits.

Passive eavesdropping is impossible, but Eve can mount man in the middle
(MITM) attack. As a countermeasure, Alice and Bob have to verify whether Alice
received a genuine qubit. In some randomly selected protocol cycles, instead of
the encoding step, she measures the travel qubit and signals that fact to Bob.
Bob also measures the possessed/home qubit. Now, the legitimate parties are in
position to verify the expected correlation of outcomes, which is preserved only
if they share a genuine entangled state. They can use public classical channel for
this purpose. This way Alice and Bob can convince themselves that the quantum
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channel is not spoofed with a confidence approaching certainty, provided that
they have executed a sufficient number of control cycles.

An incoherent attack is yet another way of active information interception.
The qubit that travels forth and back between legitimate parties is the subject of
some quantum action Q introduced by Eve (Fig. 1). This malevolent activity can
be described as unitary transformation in the space extended with two additional
qubits. Consequently, Eve can implement the most generic attack by using ancilla
system composed of two qubit registers.

Fig. 1. The incoherent attack.

The circuit P from Fig. 2 has been proposed by Pavičić [14] as the quantum
action Q able to detect Alice’s bit-flip actions. It is composed of two Hadamard
gates followed by the controlled polarization beam splitter (CPBS), which is
a generalization of the polarization beam splitter (PBS) concept. The PBS is
a two port gate that swaps horizontally polarized photons |0x〉 (|0y〉) entering
its input to the other port |0y〉 (|0x〉) on output while vertically polarized ones
|1x〉 (|1y〉) retain in their port |1x〉 (|1y〉) i.e.:

PBS|vx〉|0y〉 = |0x〉|vy〉, PBS|vx〉|1y〉 = |vx〉|1y〉, (3a)
PBS|0x〉|vy〉 = |vx〉|0y〉, PBS|1x〉|vy〉 = |1x〉|vy〉, (3b)

where |v〉 denotes the vacuum state. The CPBS behaves as normal PBS if
the control qubit is set to |0t〉. The roles of horizontal and vertical polarization
are exchanged for control qubit set to |1t〉. The circuit P implements the following
actions

Ptxy|0t〉|χ0〉 = |0t〉|aE〉, Ptxy|1t〉|χ0〉 = |1t〉|dE〉, (4a)
Ptxy|0t〉|χ1〉 = |0t〉|dE〉, Ptxy|1t〉|χ1〉 = |1t〉|aE〉, (4b)

where
|χ0〉 = |vx〉|0y〉, |χ1〉 = |0x〉|vy〉

and

|aE〉 = (|0x〉|vy〉 + |vx〉|1y〉) /
√

2, |dE〉 = (|vx〉|0y〉 + |1x〉|vy〉) /
√

2.
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Fig. 2. The P circuit from [14].

Eve’s subsystem is initially decoupled, so without loss of generality it may
be assumed that the system is in the state

|ψinit〉 = |Ψ−〉|χ0〉. (5)

Under attack, the travel qubit, in its way to Alice, is entangled with the ancilla:

|ψhtE〉 = (|0h〉|1t〉|dE〉 − |1h〉|0t〉|aE〉) /
√

2. (6)

It is clear from (6) that attack does not introduce errors nor losses in control
mode and the expected correlation of outcomes is preserved. Let us consider
bit-flip encoding. It transforms the state of the system to

|ψbit〉 = (Ih ⊗ Xt)|ψhtE〉 =
1√
2

(|0h〉|0t〉|dE〉 − |1h〉|1t〉|aE〉) . (7)

In its way back to Bob, the travel qubit is affected by the disentangling trans-
formation P−1. It follows from (4), that

P−1
txy|0t〉|dE〉 = |0t〉|χ1〉, P−1

txy|1t〉|aE〉 = |1t〉|χ1〉.

so the resulting state takes the form

|φbit〉 = P−1
txy|ψbit〉 =

|0h〉|0t〉 − |1h〉|1t〉√
2

⊗ |χ1〉 = |Φ−〉 ⊗ |χ1〉. (8)

Bob’s decoding is limited to the ht space. His part of the system looks like as
if there was no wiretapping device on the line and he indeed correctly detects
Alice’s bit-flip action. Eve’s observations take place in xy space. She observes
that the state |χ0〉 has been flipped to |χ1〉, so she is able to infer the value of
bit μ from her observations. Similar analysis can be conducted for the phase flip
encoding

|φphase〉 = P−1
txy(Ih ⊗ Zt)|ψhtE〉 = −|Ψ+〉 ⊗ |χ0〉, (9)

but this time Eve observes no change in her ancilla and Bob also correctly
decodes phase flip operation. It is clear that P circuit enables detection of bit-
flip operation without (a) disturbing expected correlation in the control mode,
(b) introducing errors in transmission mode. In other words, it permits unde-
tectable protocol wiretap.
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3 Results

The in depth analysis of the P-circuit operation reveals that properties described
by expressions (4) determine the success of the attack: property (4a) provides
entanglement undetectable by the control mode and property (4b) permits
decoupling without disturbing information encoded by Alice. In fact, any map
Q from Fig. 1 that satisfies

Q|0t〉|χE〉 → |0t〉|αE〉, Q|1t〉|χE〉 → |1t〉|δE〉, (10a)
Q|0t〉|φE〉 → |0t〉|δE〉, Q|1t〉|φE〉 → |1t〉|αE〉 (10b)

can be used to attack the protocol, provided that probe states |χE〉, |φE〉 are per-
fectly distinguishable and |αE〉 �= |δE〉 are some ancilla states. The operation of
the protocol under attack is then described by

[
Q−1 (Ih ⊗ It ⊗ IE) Q

]
|Ψ−〉|χE〉 = |Ψ−〉|χE〉, (11a)

[
Q−1 (Ih ⊗ Xt ⊗ IE) Q

]
|Ψ−〉|χE〉 = |Φ−〉|φE〉, (11b)

[
Q−1 (Ih ⊗ Zt ⊗ IE) Q

]
|Ψ−〉|χE〉 = −|Ψ+〉|χE〉, (11c)

[
Q−1 (Ih ⊗ XtZt ⊗ IE) Q

]
|Ψ−〉|χE〉 = −|Φ+〉|φE〉. (11d)

It follows from (11) that the registers used for communication are left untouched
and decoupled but the Eve’s ancilla state is flipped from |χE〉 to |φE〉 when Alice
applies bit-flip operation. In consequence, Eve can successfully decode a half of
the message content as long as the detection states |χE〉, |φE〉 are perfectly distin-
guishable. The map Q that satisfies (10) can be considered as a generalization of
the P-circuit.

The simpler equivalents of the P-circuit can be found on a basis of the intro-
duced generalization. Let us consider map Q of the form

Q|0t〉|0x〉|0y〉 → |0t〉|0x〉|0y〉, Q|1t〉|0x〉|0y〉 → |1t〉|1x〉|0y〉, (12a)
Q|0t〉|1x〉|0y〉 → |0t〉|1x〉|0y〉, Q|1t〉|1x〉|0y〉 → |1t〉|0x〉|0y〉 (12b)

The map Q defined in (12) satisfies (10) in obvious way. But the map from (12)
acts as CNOT gate with travel qubit on its control input and x register as
a target. Such version of Q is also practically feasible as the attacks involving
probes entangled via CNOT operation have been already proposed in QKD
context [17,18]. As a result, both, CNOT gate and P-circuit are equivalent
in terms of provided information gain, detectability and practical feasibility.
Consequently, in spite of the P-circuit superficial otherness, there is no need to
design control modes that address that circuit in a special way [16].

The explicit form of the P-circuit from Fig. 2 does not provide hints how it
can be generalized to protocols formulated for qutrits [9] or qudits [10]. However,
the key properties identified in (10) can be easily transferred to systems of higher
dimension. The conditions (10) can be rewritten in the form

Q|kt〉|α(m)
E 〉 → |kt〉|δ(m⊕k)

E 〉, k,m = 0, . . . , D − 1 (13)
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where ⊕ denotes addition modulo D – the dimension of the particles used for sig-
nalling and |α(k)

E 〉 and |δ(k)E 〉 are the sets of D distinguishable states in the ancilla
system. The inverse action can be written as

Q−1|kt〉|δ(m)
E 〉 → |kt〉|α(m�k)

E 〉, k,m = 0, . . . , D − 1. (14)

The expressions (13) and (14) are in fact the main contribution of the paper –
they define sufficient conditions of undetectable eavesdropping.

Let the system of legitimate parties and the ancilla be initially in the decou-
pled state

|ψhtE〉 =

(
1√
D

D−1∑

k=0

|kh〉|kt〉
)

⊗ |α(0)
E 〉. (15)

When the travel qudit arrives to Alice, the state of the system under attack is
given as

Q|ψhtE〉 =
1√
D

D−1∑

k=0

|kh〉|kt〉|δ(k)E 〉. (16)

The correlation of the outcomes of the control measurements is still preserved.
Alice uses the following generalizations of phase-flip and bit-flip operators

Z =
D−1∑

k=0

ωk|k〉〈k|, X =
D−1∑

k=0

|k ⊕ 1〉〈k|, ω = ej2π/D. (17)

This way she can encode two classic μ, ν “cdits” (i.e. symbols from 0, . . . , D −
1 alphabet) in a single protocol transaction. Information encoding transforms
the state of the system to

X μ
t Zν

t Q|ψhtE〉 =
1√
D

D−1∑

k=0

ωkν |kh〉|(k ⊕ μ)t〉|δ(k)E 〉. (18)

In its way back to Bob, the travel qudit is disentangled from the ancilla according
to the Formula (14)

Q−1X μ
t Zν

t Q|ψhtE〉 =
1√
D

D−1∑

k=0

ωkν |kh〉Q−1|(k ⊕ μ)t〉|δ(k)E 〉 (19)

=

(
1√
D

D−1∑

k=0

ωkν |kh〉|(k ⊕ μ)t〉
)

⊗ |α(0�μ)
E 〉. (20)

Let us note that expression in braces describes the state of signal particles that
legitimate parties expect to find. Thus the introduced coupling is not detectable
in the control mode nor it introduces errors in the transmission mode. On
the other hand, Eve can unambiguously detect the value of the cdit μ provided
that the states |α(k)

E 〉 are properly selected.
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4 Conclusion

A generic attack that provides undetectable eavesdropping of dense coded infor-
mation in the ping-pong protocol is proposed. It can be considered as a gener-
alization of the P-circuit [14]. In contrast to P-circuit, the introduced scheme
does not refer to the vacuum state, so it can be applied to the protocol work-
ing under perfect quantum channel assumption. The provided analysis revealed
that the trivial CNOT and quite complicated P-circuit are equivalent in terms of
provided information gain, detectability and practical feasibility. Consequently,
there is no need to design control modes that address the P-circuit in a special
way [16] in spite of its superficial specificity. The identification of essential prop-
erties of the attack permitted its generalization to systems of any dimension. The
existence of attacks with similar properties has been already forecast in relation
to qubit [2], qutrit [9] and qudit [11] based protocol. However, no explicit form of
the attack transformation has been given. Presented result can be considered as
a constructive proof of their existence.
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14. Pavičić, M.: In quantum direct communication an undetectable eavesdropper can
always tell ψ from φ Bell states in the message mode. Phys. Rev. A 87, 042326
(2013)

15. Zawadzki, P.: An improved control mode for the ping-pong protocol operation in
imperfect quantum channels. Quant. Inf. Process. 14(7), 2589–2598 (2015)

16. Zhang, B., Shi, W.X., Wang, J., Tang, C.J.: Quantum direct communication pro-
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Abstract. The chapter contains information about a construction of
quantum switch for qutrits. It is an expansion of the idea of quantum
switch for qubits. For the networks based on quantum effects the switch
could realize an operation of changing the direction of transferred infor-
mation. A presented definition of quantum switch may be easily general-
ized to qudits. The chapter contains also the figures representing circuits
realizing the quantum switch and a proof of its correctness. Addition-
ally, there is an analysis of entanglement level in the circuit which also
characterizes the correct operating of the switch.

Keywords: Quantum information transfer · Quantum switch · Qutrits

1 Introduction

The features and properties of quantum information – e.g. biological [10] and
quantum model [8,9], non-cloning theorem – cause that some operations used
nowadays as parts of the algorithms or performed in computer networks need new
definitions. One of these issues is a switch swapping the signals in an electronic
circuit.

In [16] a definition and construction of quantum switch operating on qubits
were presented. The constant development and research of the quantum com-
puting covers also the issue of information units with freedom level greater than
two [5,6,11]. That causes the need to define a quantum switch for qutrits and
generally for qudits, which could be used in the computer networks of the future,
but also in processors and in logic arrays of quantum circuits [12,13].

In this chapter we discus one of the possible realizations of quantum switch
for qutrits, i.e. qudits with three levels of freedom. Just like previously known
switch for qubits, the quantum switch for qutrits swaps the information between
inputs A and B when the third, so-called, control signal is |2〉. When the control
signals are equal to |0〉 or |1〉 then the operation of swapping is not performed.
Moreover, the problem of discrete-time switched dynamical system [1] is still
discussed in many areas of application for quantum and classical systems.

c© Springer International Publishing AG 2017
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The chapter’s reminder is organized in the following way: in Sect. 2 we intro-
duce the basic definitions of gates used in the construction of quantum switch
for qutrits. Section 3 contains the circuits implementing the switch and a proof
of their correct operating. In Sect. 4 the evolution of entanglement’s level for
exemplary quantum states is presented. The values were calculated for each
computational step during the operating process of the switch.

A summary and a draft of further works were presented in Sect. 5. The last
element of the chapter is a references section.

2 Preliminary Definitions

In this section we present some basic information and definitions concerning the
quantum computing. The more detailed introduction may be found in many
textbooks [4,15].

One of the most important notions in quantum computing is a qubit which is
a normalized vector in Hilbert space H2. The definition of qubit, more precisely
the definition of qubit’s state expressed in Dirac notation as |ψ〉, is a superposi-
tion of two vectors:

|ψ〉 = α|0〉 + β|1〉, (1)

where α, β ∈ C and |α0|2 + |α1|2 = 1. The normalized vectors |0〉, |1〉 may be
presented as:

|0〉 =
[

1
0

]
, |1〉 =

[
0
1

]
. (2)

The vectors |0〉, |1〉 constitute so-called standard computational base, but a com-
putational base for qubits may be set on any two orthonormal vectors.

However, in this chapter we use a qudit as a unit of quantum information.
A qudit is a generalization of qubit. The qudit state |φ〉 we express as a super-
position of d orthonormal vectors:

|φ〉 =
d−1∑
i=0

αi|i〉, (3)

where
∑d−1

i=0 |αi|2 = 1 and |i〉 denotes the i-th state of a chosen computational
base.

Just like for classical bits the qudits (e.g. qubits) may be joined into so-called
quantum register. The n-qudit state/register |Ψ〉 may be presented as a tensor
product:

|Ψ〉 = |ψ0〉 ⊗ |ψ1〉 ⊗ |ψ2〉 ⊗ ... ⊗ |ψn−1〉. (4)

Usually the quantum register consists of qudits sharing the same freedom level d.
However, there are also known the solutions like the quantum version of k-nearest
neighbours algorithm [17] where in one quantum register qubits and qudits are
used.
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Remark 1. It is a very important issue that not all quantum states can be
expressed with use of a tensor product. If such a decomposition is not possible
then the state is entangled. The quantum entanglement is an extremely impor-
tant element of many algorithms and protocols, e.g. quantum teleportation [3],
quantum communications [14].

The evolution of quantum register’s state, in so-called quantum circuit model,
is performed with use of unitary operations and the operation of measurement.

Remark 2. To solve problems presented in this chapter the operation of mea-
surement is not required, so we omit the details concerning this issue, but the
further information can be found in quantum computing textbooks, e.g. [15].

The unitary operations are realized with use of quantum gates which may be
classified as 1-qubit/1-qudit gates and n-qubit/n-qudit gates where (n > 1). The
1-qubit quantum gates X, Y and Z are termed as Pauli gates. The controlled
negation gate (CNOT ) is an example of 2-qubit gate.

An operation performed by a 1-qubit gate X (called also a NOT gate) can
be expressed as:

X|ψ〉 = X(α|0〉 + β|1〉) = β|0〉 + α|1〉 = |ψ′〉,
X(ψ′) = X(β|0〉 + α|1〉) = α|0〉 + β|1〉 = |ψ〉. (5)

The X gate swaps the values of α and β, so the double application of this gate
allows to return to the initial state of the qubit |ψ〉. For qudits, when the basic
states are defined with value d, the X gate performs:

X|j〉 = |j d⊕ 1〉, (6)

where j
d⊕ 1 stands for the operation (j + 1) mod d.

The circuit performing the operation of quantum switch needs the CNOT
gate. Formally the operation realized by the CNOT gate is expressed as:

|ab〉 = |a, a ⊕ b〉, (7)

where ⊕ stands for addition modulo 2. This operation for qudits is the addition
modulo d.

Remark 3. The generalized CNOT gate is not self-adjoint: CNOT ·CNOT † �= I
where † denotes the Hermitian adjoint and I is an identity matrix. It means that
the operation of SWAP cannot be realized for qudits with use of three CNOT
gates (see Fig. 1).

Remark 3 implies that it is necessary to present a new CNOT -like gate. This
gate should allow to build the SWAP gate in a similar way as we can do it for
qubits. In [7] a gate CX̃ is described. This gate is self-adjoint and the SWAP
gate can be built with use of the CX̃ gate like in Fig. 1.
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An operation performed by the CX̃ gate on qudits |a〉, |b〉 expressed in the
standard computation base is

CX̃|ab〉 = |a,−a
d� b〉, (8)

where −a
d� b = (−a − b) mod d.

Remark 4. For d = 2 the gate CX̃ is an equivalent of CNOT gate because
(−a − b) mod 2 = a + b mod 2.

Fig. 1. The SWAP gate and the circuits (see also paper [2]) implementing it for qubits
and qudits. The graphical representation of the SWAP gate used in this chapter is
presented as a subfigure (a), its implementation is given in (b) and the SWAP gate
for qudits with the CX̃ gate is presented as a subfigure (c)

The construction of quantum switch needs also a gate with two control qubits.
The mentioned gate is called Toffoli gate. For qubit states Toffoli gate performs
the following operation:

T |abc〉 = |ab(ab ⊕ c)〉. (9)

Generalization of this gate needs of course using an addition modulo d:

TQ|abc〉 = |ab((ab + c)mod d)〉. (10)

However, in the definition of quantum switch an additional gate CCX̃ is used.
The CCX̃ gate needs two control signals |a〉 and |b〉:

CCX̃|abc〉 = |ab((−a · −b − c)mod d)〉. (11)

Remark 5. The CCX̃ gate is not an equivalent to TQ gate. There are some
configurations of control lines (signals) where these two gates work in the same
way, e.g. for control signals with the first qutrit equal to |0〉. In the other cases,
when the first qutrit is in the state |1〉 or |2〉, mentioned gates operate differently.
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3 Quantum Switch for Qutrits

In [16] a quantum switch is defined as a 3-qubit, so-called, Controlled-SWAP
gate which swaps the states of first two qubits according to state of the third
qubit. It means that we can divide the operations performed by the quantum
switch into two cases.

Let us denote the state of the first qubit as |A〉 and the state of the second
qubit as |B〉. In the first case the state of the third qubit is |0〉:

|A〉|B〉|0〉 ⇒ |A〉|B〉|0〉. (12)

As we can see in this case the quantum switch does not affect the quantum state.
In the second case the state of the third qubit is |1〉:

|A〉|B〉|1〉 ⇒ |B〉|A〉|1〉. (13)

Now the states of first two qubits are swapped and this action is the aim of
quantum switch’s work. Because of the presence of the third qubit, taking state
zero or one, it may be stated that the quantum switch is controlled with classical
Boolean values.

Utilizing the CNOT and Toffoli gate, defined in Sect. 2, we are able to specify
the circuits realizing the quantum switch. The examples of mentioned circuits,
described in [16], are shown at Fig. 2.

Fig. 2. The circuits realizing the operation of quantum switch for qubits. If the control
state is |0〉 (case (a)) the switch does not change the order of first two input states.
When the control state is expressed as |1〉 (case (b)) the quantum switch swaps the
input states

The quantum switch for qudits may be defined similarly like the switch for
qubits. Let us assume that |A〉 and |B〉 represent qudit states

|A〉|B〉|n〉 ⇒ |A〉|B〉|n〉, (14)

and n = 0, 1, 2, 3, . . . , d − 2.
The states |A〉 and |B〉 will be swapped when the state of the third qudit

equals |d − 1〉:
|A〉|B〉|d − 1〉 ⇒ |B〉|A〉|d − 1〉. (15)
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Unfortunately, utilizing the gates CX̃ and CCX̃ is not sufficient to obtain
a correctly working switch. If the state of control qudit is |d − 1〉 then the
switch swaps the states of first two qudits. In the other cases an error in the
probability amplitudes distribution will be introduced into the system because
of the construction of CX̃ and CCX̃ gates.

To avoid the mentioned above situation the error correction is necessary when
the state of control qudit is |n〉. The appropriate gate have to be added to the
circuit realizing quantum switch. Figure 3 depicts the circuit for the generalized
switch. The gate marked as CB performs the correction only if the state of the
first qudit is not |d − 1〉.

Fig. 3. The circuits realizing the operation of quantum switch for qudits. If the control
state is |n〉 where n = 0, 1, 2, 3, . . . , d − 2 the switch does not change the order of first
two input states. When the control state is expressed as |d − 1〉 the quantum switch
swaps the input states. The block SB denotes the swap operations and CB represents
the gate for rearranging amplitudes in subspaces where the state of the third qudit is
different than |d − 1〉

3.1 Correctness of Qutrit Switch Gate

In this section a proof of algebraic correctness is presented. The proof concerns
the circuit realizing a quantum switch for qutrits.

It is assumed that there are three qutrits. The states of |A〉 and |B〉 are
unknown:

|A〉 = α0|0〉 + β0|1〉 + γ0|2〉, |B〉 = α1|0〉 + β1|1〉 + γ1|2〉. (16)

The third qutrit works as a control state and the only values that may be assigned
to it are: |0〉, |1〉 or |2〉.

The first case to analyze is when the control qutrit is in the state |2〉. The
initial state then may be expressed as:

|ψ2
0〉 = (|A〉⊗|B〉 ⊗ |2〉) = α0α1|002〉 + α0β1|012〉 + α0γ1|022〉

+ α1β0|102〉 + β0β1|112〉 + β0γ1|122〉
+ α1γ0|202〉 + β1γ0|212〉 + γ0γ1|222〉, (17)
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in the denotation of state |ψ2
0〉 the superscript refers to the control state while

the subscript describes the number of the computational step Si (zero stands for
the initial state).

Performing the computational step S1, that is the CX̃ operation, when the
second qutrit is the control signal, the following state will be obtained:

|ψ2
1〉 = α0α1|002〉 + α0γ1|012〉 + α0β1|022〉

+ β0γ1|102〉 + β0β1|112〉 + α1β0|122〉
+ β1γ0|202〉 + α1γ0|212〉 + γ0γ1|222〉. (18)

The step S2 causes the reorganization of the probability amplitudes distrib-
ution:

|ψ2
2〉 = α0α1|002〉 + α0γ0|012〉 + α0β0|022〉

+ β1γ0|102〉 + β0β1|112〉 + α0β1|122〉
+ β0γ1|202〉 + α0γ1|212〉 + γ0γ1|222〉. (19)

After the step S3 we obtain the correct final state for this case:

|ψ2
3〉 = α0α1|002〉 + α1β0|012〉 + α1γ0|022〉
+ α0β1|102〉 + β0β1|112〉 + β1γ0|122〉

+ α0γ1|202〉 + β0γ1|212〉 + γ0γ1|222〉 = |B〉 ⊗ |A〉 ⊗ |2〉. (20)

The step S4 does not change the values of amplitudes. The error correction
operation is needed when the control qutrit equals |0〉 or |1〉 (in these two cases
we expect the final state to be, respectively, |AB0〉 or |AB1〉).

When the control qutrit is |0〉 then the state of the system after the step
S3 is:

|ψ0
3〉 = α0α1|000〉 + α0β1|010〉 + α0γ1|020〉

+ γ0γ1|100〉 + α1γ0|110〉 + β1γ0|120〉
+ β0β1|200〉 + β0γ1|210〉 + α1β0|220〉 (21)

The correct final state in this case we will obtain after the change of amplitudes’
distribution in the computational step S4:

|ψ0
4〉 = α0α1|000〉 + α0β1|010〉 + α0γ1|020〉

+ γ0γ1|100〉 + α1γ0|110〉 + β1γ0|120〉
+ β0β1|200〉 + β0γ1|210〉 + α1β0|220〉 (22)

For the control qutrit |1〉 the state of the system after the step S3 is:

|ψ1
3〉 = α0α1|001〉 + γ0γ1|011〉 + β0β1|021〉

+ α1β0|101〉 + α0γ1|111〉 + β1γ0|121〉
+ α1γ0|201〉 + β0γ1|211〉 + α0β1|221〉 (23)
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Just like before the error correction is needed in the computational step S4 to
obtain the final state:

|ψ1
4〉 = α0α1|001〉 + α0β1|011〉 + α0γ1|021〉

+ α1β0|101〉 + β0β1|111〉 + β0γ1|121〉
+ α1γ0|201〉 + β1γ0|211〉 + γ0γ1|221〉. (24)

Remark 6. The control qutrit (generally the control qudit) accepts the classical
states, so the switch may be called a quantum switch with the classical control.

4 The Level of Entanglement During Information
Switching

The correct operating of quantum switch can be evaluated by the level of entan-
glement. In the computational steps S1 and S2 the CNOT gate was used, so
it is expected to cause the entanglement in the system. The level of this entan-
glement should be decreased after the step S3 where the initial states are to
be swapped. If the swapping is completed, the level of entanglement is equal to
zero. Performing the step S4 does not affect the level of entanglement.

Fig. 4. The values of entanglement level during the work of quantum switch for qutrits.
The results were obtained with use of Concurrence measure after every computational
step: S1, S2, S3, S4 (the other values are interpolated). Three cases were analyzed
respecting the value of control qutrit: |2〉, |1〉, |0〉

If the signals were not swapped then the level of entanglement does not
decrease after the step S3. In this case we will not obtain the state |AB0〉 neither
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|AB1〉. However, after the error correction in step S4 the level of entanglement
should be equal to zero.

To evaluate the level of entanglement the Concurrence measure is used:

C(|AB〉) =
√

2 (1 − Tr (σ2
A)), (25)

where σ2
A is a square of the state matrix after the operation of partial trace and

after the rejection of |B〉 state and the state of control qutrit.
Figure 4 presents the values of entanglement level calculated with use of the

Concurrence measure. The measure was utilized only for states obtained after
the steps S1, S2, S3 and S4. The other values are interpolated. Despite the
simplification, introduced by the interpolation, it may be noticed that the level
of entanglement changes with the following computational steps. If the states
are swapped the entanglement decreases to zero after the step S3.

The chart refers to the switch performing in two states:

|A〉 =
2
3
|0〉 +

1
3
|2〉, |B〉 =

3
5
|0〉 +

2
5
|1〉. (26)

Naturally, before the first computational step S1 the value of entanglement
is zero because the input state for the switch is a fully separable state.

5 Conclusions

In this chapter we presented the quantum switch for qutrits. The switch is con-
trolled by the state of the third qutrit. The first two states are swapped when the
state of the third qudit is |2〉. The proposed solution is similar to the switch for
qubits. Our aim was to define a switch which imitates the behavior of previously
known solution, but works for qutrits. The presented circuit and its correct-
ness (see: Sect. 3.1) allow to conclude that it is possible to build such a switch.
However, the construction of qubit switch using CNOT and Toffoli gates is not
open for the simple generalization for qudits. As it is presented at Fig. 3, the
circuit realizing the quantum switch for qutrits needs the CCX̃ gate which is
not equivalent to Toffoli gate according to Remark 5.
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Abstract. Cloud service providers mostly offer service level agreements
(SLAs) in descriptive format which is not directly consumable by a
machine or a system. Manual management of SLAs with growing usage
of cloud services can be a challenging, erroneous and tedious task espe-
cially for the cloud service users (CSUs) acquiring multiple cloud ser-
vices. The necessity of automating the complete SLA life cycle (which
includes SLA description in machine readable format, negotiation, moni-
toring and management) becomes imminent due to complex requirements
for the precise measurement of quality of service (QoS) parameters. In
this work, the complete SLA life cycle management is presented using
an extended SLA specification to support multiple CSU locations. A
time efficient SLA negotiation technique is integrated with the extended
SLA specification for concurrently negotiating with multiple cloud ser-
vice providers (CSPs). After a successful negotiation process, the next
major task in the SLA life cycle is to monitor the cloud services for
ensuring the quality of service according to the agreed SLA. A distrib-
uted monitoring approach for the cloud SLAs is elaborated, in this work,
which is suitable for services being used at single or multiple locations.
The discussed monitoring approach reduces the number of communica-
tions of SLA violations to a monitoring coordinator by eliminating the
unnecessary communications. The presented work on the complete SLA
life cycle automation is evaluated and validated with the help of experi-
ments and simulations.

1 Introduction

The quality of a cloud service is parameterized by a service level agreement (SLA)
between a cloud service user (CSU) and a cloud service provider (CSP). An agree-
ment (SLA) between a CSU and a CSP is finalized by following different steps of
the SLA life cycle, i.e. definition of business objectives, transforming the business
objectives to service definitions, discovering the appropriate service providers
and negotiating with them over the quality of service (QoS) parameters. Subse-
quently, monitoring and management of the final SLA are important phases of
the SLA life cycle. The decision of choosing between a traditional solution and
acquisition of a cloud service as a better replacement, is influenced by budget
constraints, financial benefits, performance expectations, expeditious availabil-
ity and rapid elasticity of resources. These utilities of a cloud service over the
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 305–318, 2017.
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traditional solution may diminish due to inadequacy of the automation processes
in different phases of the SLA life cycle (i.e., definition, negotiation, monitoring
and management). For instance, manually negotiating with multiple cloud ser-
vice providers may consume a significant amount of time and may compel costly
delays. Cloud service providers generally offer SLAs in descriptive/natural lan-
guage format which is not directly consumable by a machine/system. A cloud
service user is conventionally responsible itself to monitor and enforce a nat-
ural language based SLA by first manually transforming the SLA details into
a suitable machine readable format. In this paper, the complete SLA life cycle
management is presented which is based on different automation components
that are joined collectively. The rest of the paper is organized as given in the
following. Section 2 describes a specification for the cloud SLAs as a basic struc-
ture to describe the SLAs into a machine readable format. Specification for the
distributed SLAs (deployed on more then one locations) is also presented in
Sect. 2 which extends the SLA specification presented in [5]. A time-efficient and
automated negotiation technique for multiple providers, along with a suitable
negotiation protocol, is elaborated in Sect. 3. Section 4 describes a distributed
monitoring approach for cloud SLAs. Section 5 describes the overview of the
complete framework. Results and analysis of different experiments are explained
in Sect. 6. A comparison with related work is described in Sect. 7. In the end,
conclusions and future directions are summarized in Sect. 8.

2 SLA Specification

In this section, a brief description of the “Structural Specification for the SLAs
in Cloud Computing (S3LACC)” [5] is given and also extended (as S3LACC+)
to support distributed SLAs. The S3LACC is a basic structure to define cloud
SLAs in a machine readable format.

An SLA contains one or more service level objectives (SLOs), e.g. service
availability, throughput or response time. Each SLO is measured by one or more
metrics, e.g. service availability SLO may contain metrics such as availability
percentage, maximum number of outages per month and maximum duration
per outage. S3LACC combines the SLA template parameters, negotiation, mon-
itoring and management parameters in a single structure. The basic structure
of S3LACC is based on the cloud SLAs specific standards and guidelines.1,2

S3LACC classifies the fundamental components (service level objectives and
metrics) of the cloud SLAs in a hierarchical way which makes the extension
of its basic structure an uncomplicated task. A priority level can be assigned
to an SLO by changing its Weight. A metric can be a qualitative (e.g. service
reliability) or a quantitative (e.g. service availability) metric and both types of

1 NIST Special publication 500-307, available online at: http://www.nist.gov/itl/
cloud/upload/RATAX-CloudServiceMetricsDescription-DRAFT-20141111.pdf.

2 Cloud service level agreement standardization guidelines by European Commis-
sion (2014). Available online at: https://ec.europa.eu/digital-single-market/news/
cloud-service-level-agreement-standardisation-guidelines.

http://www.nist.gov/itl/cloud/upload/RATAX-CloudServiceMetricsDescription-DRAFT-20141111.pdf
http://www.nist.gov/itl/cloud/upload/RATAX-CloudServiceMetricsDescription-DRAFT-20141111.pdf
https://ec.europa.eu/digital-single-market/news/cloud-service-level-agreement-standardisation-guidelines
https://ec.europa.eu/digital-single-market/news/cloud-service-level-agreement-standardisation-guidelines
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Fig. 1. UML representation of S3LACC+
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metrics contain different types of values (descriptive and numeric, respectively).
A metric can have a direct or inverse ratio type, i.e. if by increasing the value of
a metric, the utility level of the metric also increases then its ratio type is direct,
otherwise inverse. A metric also contains one or more monitoring schedule which
defines the basic monitoring parameters, e.g. the location of the monitored data
that is associated with that metric. A guarantee or an obligation has similar
structure, i.e. a precondition (which works as a triggering event) and an action
that is performed if the precondition is true. In practical scenarios, a CSU may
acquire a cloud service for using it at multiple locations simultaneously. In such
cases, monitoring the cloud service to detect SLA violations at different locations
becomes a complex task, e.g. if S3LACC is used without any change then it is
not possible to assign the location specific monitoring parameters in the same
SLA. Moreover, one cloud service may offer different service levels for different
global locations (a feature that may become part of the future cloud services, if
not available in the present services), which leads to different negotiation para-
meters for different locations. An extension to the S3LACC is required to fulfill
the needs for the distributed nature of the SLAs. So, in this paper, an extension
to the S3LACC is presented which is termed as S3LACC+ and which enables the
definition of the SLAs that are suitable for multiple locations. The S3LACC+
contains an additional class Location along with the basic S3LACC parameters
as shown in Fig. 1. By adding the LocationID to each metric, it becomes possible
to have different negotiation parameters for different locations in the same SLA
template. The monitoring parameters of only relevant metrics can be passed to
each location, which helps to enforce privacy among different locations. A sin-
gle SLA can possibly contain segregated metrics data for each location using
S3LACC+. A formal and detailed description of basic S3LACC parameters is
available in [5].

3 SLA Negotiation

In this section, a dynamic and time-efficient SLA negotiation strategy (termed as
flip-flop [4]) is described which uses S3LACC basically but the same negotiation
strategy is applied to S3LACC+ to support multiple locations in an SLA. The
negotiation protocol used in flip-flop strategy is based on Rubinstein’s alternat-
ing offer protocol [17] with few alterations, i.e. negotiation process is limited by
a deadline and offer acceptance is a two step process (one party sends an accep-
tance to an offer/counter-offer and other party sends a confirmation). The two
step acceptance protocol is helpful to negotiate concurrently with multiple CSPs,
i.e. if one CSP sends an acceptance then the CSU can evaluate the negotiations
with other CSPs before making the final decision by estimating the expected
final offers from all other CSUs using the concession extrapolation method as
part of the flip-flop negotiation process. The flip-flop negotiation strategy uses
time duration as a deadline rather than fixed number of negotiation rounds.
Cloud services generally require quick provisioning and having fixed number of
negotiation rounds as a deadline may delay the negotiation time duration due
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to network delays. The flip-flop negotiation strategy works on a principle that
opponent’s expected final offer at the end of the negotiation process is predicted
after each negotiation round (before preparing an offer) and the same expected
final offer from the opponent is tried to be reached earlier in time using the flip-
flop strategy. This strategy aims to reduce the negotiation process time which
can be very advantageous in time-critical cloud services. The flip-flop negotiation
strategy operates as given in the following:

– A CSU prepares its initial offers (until third negotiation round) according
to the negotiation parameters as described in the SLA template using the
S3LACC+. Initial offer contains the most suitable values for the CSU.

– From the fourth offer, the previous three counter offers (along with the time
at which they were received) are used as input to derive a function (αj(Tu) for
each metric Mj at time Tu [4]) using the polynomial interpolation method,
where:

αj(Tu) =
ι+2∑

ι=v
0≤v≤q

⎛
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κ�=ι
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such that T (COb−→a
κ ) represents the point in time during the negotiation

process when a κ-th counter offer from the CSP b is received to the CSU a
and ζb−→a

ι,j is the ι-th concession that the opponent b has offered between two
counter offers.

– The CSP’s final offer is predicted with the help of function αj(Tu) (using the
polynomial extrapolation method).

– The CSU computes its concession to generate the next offer and adjusts the
new offer with an extra amount of concession. The extra amount of concession
is calculated using the decremented (by one) number of negotiation of rounds,
i.e. if with CSU’s normal concession value was reaching an agreement in n
number of rounds then the extra concession value reaches the agreement
in n − 1 number of negotiation rounds. This step of increasing the CSU’s
concession is termed as flip. In formal terms, CSU’s concession is set by using
a partial function γj(Tu) as given in the following (Eq. 2):

γj(Tu) =
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where V b−→a
j,q is the expected final offer value from the CSP b to the CSU a

for the metric Mj , Vj,w is the worst-possible/reserve value, V a−→b
j,k is the offer

value from the CSU a to the provider b with normal concession and NRrem is
the expected number of remaining negotiation rounds (considering the time
consumed per negotiation round and the total amount of negotiation time).
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– If the CSP responds with an equivalent or more percentage increase in its
concession then the CSU continues the flip step. However, in case of a negative
response (due to a greedy strategy by the CSP), the CSU adjusts its regular
concession and decreases it by the same amount that it was increased in the
previous flip step. This process of decreasing the CSU’s concession is termed
as flop step.

– This flip-flop process continues in every negotiation round until an agreement
is reached or the negotiation process times-out.

In context of S3LACC+, a custom negotiation strategy (e.g. linear, conceder
or Boulware) can be dynamically integrated with the existing SLA structure
by updating the DynamicConcessionValues parameter in the QuantitativeMet-
ric class. The flip-flop negotiation strategy is evaluated in Sect. 6, outlining its
potential benefits in detail.

4 SLA Monitoring and Management

After the successful negotiation process with one of the CSPs, a final/agreed
SLA is stored at a central location by a monitoring coordinator (MC). The
monitoring coordinator distributes the monitoring parameters to each location
that intends to use the related cloud service. A distributed monitoring strategy
is needed to efficiently report SLA violations at each location. The number of
communications from each location to the MC is important due the fact that
an excessive number of communications may consume the network bandwidth
and a lesser number of communications may result in missing an important
event at a location. So, a precise method of distributed monitoring can decrease
the unnecessary communications by ensuring the fact that important events are
reported to the MC. The monitoring parameters defined in an SLA (using the
S3LACC+ implementation) work as a basis of the SLA monitoring process. The
distributed SLA monitoring strategy using partial violations [6] is combined with
S3LACC+ implementation to perform the SLA monitoring for multiple locations
as described in the following:

– Each SLO is assigned the minimum number of violations Vmin that must
occur at a location before reporting to the MC.

– A partial violation value v (from the interval [0, 1]) is assigned to each metric
at design time. This partial violation value is based on the type of violation,
e.g. if violation is minor then a smaller v is assigned to that violation and
vice versa.

– When a violation occurs, its corresponding v value is calculated and added
to the existing violation value total S. Whenever S ≥ 1, then one violation
is added to the the existing number of violations (Vcurrent) for the SLO and
if Vcurrent ≥ Vmin then all collected violations are reported to the MC along
with the necessary information. After reporting, counters are set to zero for
the next monitoring round. In Sect. 6, the benefits of this threshold-based
reporting approach are validated and further illustrated.
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As a location reports SLA violation(s) to the MC, the guarantees and obligations
parameters in the SLA are checked for the related location and if a precondition
in a guarantee or obligation class is fulfilled then the corresponding action is
taken. An action in a guarantee/obligation may include different SLA manage-
ment tasks, e.g. a claim to be sent to the CSP for service credits along with
the SLA violation data that is received from a location, sending a message to a
financial system for deductions from the monthly payments to the CSP, renego-
tiating with the CSP depending on the ReNegotiationParameters in the SLA
or adjusting the service usage if an obligation (on the CSU side) requires so. A
custom management task can be embedded in the action function of a guarantee
or obligation which makes this SLA specification very useful in context of the
cloud services.

5 S3LACC+ Framework Overview

In this section, a collective functioning of the different phases of the SLA life cycle
is described using S3LACC+. Generally, an SLA template and a final/agreed
SLA are two different documents, whereas S3LACC+ combines them in a single
document and each CSU and a CSP maintain their personal copy of the SLA
(which includes template parameters, negotiation, monitoring and management
parameters). It is assumed that all CSPs share the same SLA structure using
the S3LACC+ implementation. The complete SLA life cycle for the S3LACC+
framework is described in the following (see also Fig. 2):

– A CSU requests the SLA templates from all of the CSPs. These SLA tem-
plates contain the basic information, e.g. CSP name, maximum negotiation
time or names of possible negotiable SLOs and their respective metrics. Each
CSP may set its own deadline (different from other CSPs) for the negotiation
process in the SLA template. A CSU may also set the deadline for the nego-
tiation process with few constraints, i.e. the CSU can not set the deadline
that is greater than the minimum of all CSPs’ deadlines and the minimum
deadline among all the CSPs and the CSU is shared with all CSPs included
in the concurrent negotiation process.

– The CSU prepares its SLA template (based on the SLA templates acquired
from the CSPs) and adds the negotiation parameters according to its business
objectives.

– The concurrent negotiation service starts the negotiation process with the
each CSP according to the SLA negotiation described in the Sect. 3.

– After the successful negotiation process, with one of the CSPs, the CSU adds
the monitoring parameters for each location and communicates them to the
respective locations.

– Each location starts using the cloud service and marked SLA parameters are
monitored according to the monitoring approach described in the Sect. 4.

– SLA violations are reported to the MC according to the rules defined in
the monitoring parameters. The MC sends the SLA violations to the SLA
management service which consults the guarantees and obligations parts of
the SLAs to take the appropriate action against each SLA violation.
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Fig. 2. An overview of the complete SLA life cycle management using S3LACC+

– As the SLA built using the S3LACC+ is based on an object oriented app-
roach, so it can be serialized to an XML file for interaction(s) with external
system(s).

The S3LACC+ framework is useful for continuous change management and for
repeating the whole SLA life cycle by muting the already negotiated parameters
(that require no further change) and by only marking a few metrics as negotiable
based on the changes in business objectives.

6 Experiments and Validation

The S3LACC+ framework is implemented in Java and multiple experiments are
performed to evaluate the complete SLA life cycle. The sample experiments are
conducted with different number of SLOs and metrics including quantitative and
qualitative metrics. The negotiation process is tested by comparing the result
(overall agreement utility) achieved with and without using the flip-flop negotia-
tion strategy in a concurrent setup. A CSP is allowed to adopt a greedy strategy
with 33% chances for all of the experiments. For instance, Table 1 shows the
experiment results for the negotiation process which is concurrently completed
with 10 CSPs. It can be noted that, in most of the cases, the flip-flop negotia-
tion strategy performs better than a normal concession strategy. This automated
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negotiation strategy eliminates the human-intervention during the complex nego-
tiation scenarios and modifies its concession amount depending on the response
from the opponent, i.e. if an opponent responds positively then this strategy
seeks to reach the same agreement (that is expected at the end of negotiation
process) in a lesser amount of time. If an opponent is responding with a greedy
approach to benefit from the increased concession (during the flip step) from the
CSU, then the flop step aims to recover the loss made during the previous step
by reducing the CSU’s concession. A graphical representation of the experiment
results of Table 1 are shown in Fig. 3.

Fig. 3. Comparison of overall agreement utility achieved with and without flip-flop
negotiation strategy

A simulation service (also used in the previous related work [6]) is imple-
mented which induces the SLA violations for different numbers of SLOs to eval-
uate the effect on the total number of communications made to the monitoring
coordinator. Table 2 shows results of one experimental simulation for 10 SLOs.
Figure 4 gives the graphical representation of monitoring simulation for 4 SLOs.

The monitoring simulation data for an experiment (shown in Table 2)
includes the increasing number of induced partial violations in its second column.
The columns number 3 to number 7 (in Table 2) classify the number of values
that fall under the interval (mentioned in the second row of respective columns).
The last column (in Table 2) represents the resulted number of communications
to the monitoring coordinator. The partial violation limits for each metric of
an SLO is set randomly. Multiple experiments with different numbers of SLOs
show the similar behavior in total number of communications which validates
the consistency of the monitoring approach used for the S3LACC+ framework.



314 W.A. Ghumman and A. Schill

Table 1. Experimental results for overall agreement utility achieved with and without
using the flip-flop negotiation strategy

Agreement utility

Without flip-flop With flip-flop

CSP1 4.55 21.91

CSP2 39.27 30.59

CSP3 30.59 39.27

CSP4 13.23 13.23

CSP5 56.63 56.63

CSP6 30.59 39.27

CSP7 56.63 56.63

CSP8 47.95 56.63

CSP9 39.27 39.27

CSP10 30.59 39.27

Table 2. Experiment data and results with 10 SLOs

SLOs Total partial
violations

Number of partial violations per interval Number of
communications[0,.2[ [.2,.4[ [.4,.6[ [.6,.8[ [.8,1]

10 20 8 0 1 7 4 0

10 40 5 9 8 7 11 2

10 60 11 15 10 7 17 4

10 80 13 17 18 15 17 8

10 100 18 16 20 26 20 7

10 120 19 22 26 25 28 12

10 140 32 33 20 28 27 12

10 160 34 33 36 27 30 17

10 180 46 32 32 39 31 14

10 200 35 37 47 37 44 18

7 Related Work and Analysis

In this section, a comparison of existing approaches for SLA specification, moni-
toring and management is described. First, an overall analysis is given that com-
pares different SLA specification languages with S3LACC+ and its features with
respect to capabilities of SLA negotiation and monitoring/management. Quali-
tative metrics play an important role in cloud SLAs specifically, e.g. reliability
is a major factor while selecting a cloud service which is a qualitative metric in
general, requiring a different method of specification and negotiation than quan-
titative metrics. Most of the specification languages compared in Table 3 contain
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Fig. 4. Experiment results using the monitoring simulation for 4 SLOs

no method for processing the qualitative metrics whereas S3LACC+ provides a
comprehensive support for the qualitative metrics. Table 3 shows a brief fea-
ture based comparison of WSLA [9], WS-Agreement [1], SLAng [12], SLA* [8],
SLALOM [2], Stamou et al. [18], Joshi and Pearce [7], CSLA [11], Kotsokalis et
al. [10] and S3LACC+.

In the second column of the Table 3, target domain (original domain for which
the specification was given) is mentioned, next columns show if the SLA negotia-
tion, monitoring and management are supported by the specification or not. The
word Partial in the negotiation column represents that either negotiation para-
meters are partially definable or negotiation strategy is not integrated within the
specification. S3LACC+ enables complete integration of the static and dynamic
negotiation parameters. Also, S3LACC+ enables a user to include any custom
negotiation strategy within the SLA template. Another feature of S3LACC+
adds the capability of merging the SLA template and the final SLA as a single
document. Partial in monitoring/management column represents that either full
SLA monitoring is not supported by the specification or a customizable SLA
monitoring technique is not possible to integrate using the specification.

SLA management of cloud services includes tasks such as preparing claims
in case of service violations, updating SLA parameters if requirements change or
performing an action triggered due to a monitoring event. Zhang [19] present an
approach for life cycle based SLA management for web services. An SLA manage-
ment platform is presented in [19] to define SLAs for web services, registration of
SLAs, monitoring and mapping of provider supplied parameters to service user’s
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Table 3. Comparative analysis of S3LACC+ framework with other approaches

Source Original domain Negotiation Monitoring/management

WSLA Web services Yes (static) Yes

WS-Agreement Web services Yes (static) Partial

SLAng Internet/web services Yes (static) Partial

SLA* Domain independent Partial No

SLALOM IT services No Partial

Stamou et al. Cloud data services No Partial

Joshi et al. Cloud services Partial Yes

CSLA Cloud services No Yes

SLAC Cloud services Partial Yes

Kotsokalis et al. IT services Yes Yes

S3LACC Cloud services Yes Yes

QoS parameters. In a most recent survey, Faniyi et al. [3] present an overview of
SLA management for cloud services in which it is argued that cloud SLAs have
still not standardized enough to be automatically deployed. It is also concluded
in [3] (based on detailed analysis) that majority of approaches related to SLAs
have considered between one to three SLA parameters. Rak et al. [15] base their
work for SLA monitoring on the mOSAIC API [14] (which offers development of
inter-operable, portable and provider independent cloud applications). In [16],
mOSAIC API is used as basis for user-centric SLA management. Maarouf et
al. [13] present a model for the SLA life cycle management in a more recent
paper where different phases of the SLA life cycle are discussed and modelled
using UML (unified modeling language) diagrams. However, this work does not
includes any SLA specification itself.

8 Conclusions and Future Work

In this paper, automation and management of the complete SLA life cycle is
presented which extends an existing SLA specification (S3LACC) for multiple
locations. S3LACC consists a core structure (with favorable relationship among
SLA elements), which is easily extensible to meet the customer specific require-
ments and it can also be easily modified for future changes, i.e. an extension
(S3LACC+) is presented in this work to support SLAs for multiple locations
based cloud services. The extended S3LACC+ specification targets the com-
plete SLA life cycle whereas most of the existing specifications lack one or other
critical phases of SLA life cycle. An SLA specification is not very beneficial if one
of the SLA life cycle phases is not supported or complete features of the cloud
service specific SLAs are not supported. The negotiation strategy used in this
work (flip-flop negotiation) enables a CSU and a CSP to conclude the negotia-
tion process in lesser time, hence efficient use of cloud resources is ensured which
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is an essence of cloud computing. The flip-flop negotiation strategy can be easily
integrated in an SLA template using S3LACC+ and a CSU can make use of this
efficient negotiation strategy without making any changes to the SLA template.
Similarly, the monitoring strategy used in this work enables distributed and con-
tinuous monitoring which can be joined with the S3LACC+ easily as well. The
used monitoring approach decreases the number of communications made from
different service locations towards the monitoring coordinator. Also, this mon-
itoring approach helps a monitoring coordinator to define different monitoring
parameters for different locations rather than a global monitoring strategy. The
future directions of this work include the extension of S3LACC+ for a CSP per-
spective and to design a negotiation strategy that enables offline negotiations to
reduce the number of round trips between a CSU and a CSP during the nego-
tiation process. These extensions require special considerations with respect to
security and privacy issues as well.
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Abstract. In this paper, a performance model is used for studying dis-
tributed web systems (an J2EE web application with Oracle backend-
database). Performance evaluation is done by obtaining load test mea-
surements. Queueing Petri Nets (QPN) formalism supports modeling and
performance analysis of distributed World Wide Web environments. The
proposed distributed web systems modeling and design methodology has
been applied for evaluation of several system architectures under differ-
ent external loads. Experimental analysis is based on benchmark with
realistic workload. Furthermore, performance analysis is done to deter-
mine the system response time.

Keywords: Distributed web system models · Response time analysis ·
Queueing Petri Nets · Performance modeling

1 Introduction

Distributed Web systems development assumes that the systems consist of a
set of distributed nodes. Groups of nodes (clusters) are organized in layers con-
ducting predefined services. This approach makes possible easily to scale the
system. An example of a web system is a stock trading system used by profes-
sional traders. In this system, it may be a requirement for certain positions to
be bought or sold when market events occur.

Modeling and design stock trading systems as distributed web systems deve-
lope in two ways. On the one hand, formal models which can be used to analyze
performance parameters are proposed. To describe systems such formal methods
like Queueing Petri (QN) and Petri Nets (PN) [7,10,15,16] are used. For example
[10], a closed queueing model of SPECjAppServer2002 benchmark comprising of
client, application server cluster, database server and production line stations
is described. Sometimes elements of the control theory are used to manage the
movement of packages in web servers [19]. Experiments are the second way [26].
Applying experiments and models greatly influences validity of the systems being
developed.

Our approach described in this paper may be treated as extension of selected
solutions summed up in [13,14], where we propose a QPN [2] models for Internet
c© Springer International Publishing AG 2017
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system The final QPN based model can be executed and used for modeled system
performance prediction. In our solution we propose QPN models for one kind
of distributed web system with all types of quotes [14]. The models have been
used as a background for developing a programming tool which is able to map
timed behavior of QN by means of simulation. Subsequently we developed our
individual method of modeling and analysis of distributed Web systems. The well
known software toolkits as Queueing Petri net Modeling Environment (QPME)
[9] can be naturally used for our models simulation and performance analysis.

The remaining work is organized as follows. Section 3 presents distributed
Web system architecture and describe modeling approach. Section 4 presents
performance analysis results. The final section contains concluding remarks.1

2 Related Work

In this section, we review some related work in the area of performance web
systems modeling. Several approaches have been proposed for previous perfor-
mance analysis. Existing modeling approaches are mostly based on stochastic
models such as QN (classical product-form, extended or layered) or stochas-
tic PN. Building such models requires experience in stochastic modeling and
analysis. The research community has proposed high-level network modeling
approaches that support automatic generation of low-level predictive models.
Most existing model-based approaches are based either on black-box statistical
models [3] or on highly detailed protocol-level simulation models [23]. Several
recent surveys review performance modeling tools, with a focus on model-based
prediction [1], evaluation of component-based systems [11], and analyzing soft-
ware architectures. An outlook into the future and directions for future research
in software performance engineering are given in [24]. The related work can be
divided into publications based on analysis of QN and PN.

2.1 Queueing Nets Models

Layered Queueing Network (LQN) performance models have been used for study-
ing of software and web systems [20]. Cao et al. [6] proposes queueing model of
a web server. Kattepur and Nambiar [8] have proposed a theoretically model
performance of multi-tiered applications and use queuing networks and Mean
Value Analysis models. Similarly, Tiwari and Myanampati compare LQN with
QPN using the LQNS and HiQPN tools to model the SPECjAppServer2001
benchmark application [22].

2.2 Petri Nets Models

PN is the first choice for system modeling because it is applicable for the eval-
uation and prediction of web systems both in terms of theoretical support and
1 We assumed that the reader is familiar with Queueing Petri Net formalism [2] and

performance analysis tool [9].
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quantitative analysis. Many efficient simulation techniques for stochastic PN are
available. Regarding the stochastic PN, such as QPNs, so far they have mainly
been used to model specific components at a high level of detail [25]. Addition-
ally, in other work [18], nodes appear as a part of a larger modeling landscape
and are typically modeled as a black-box. Traditional methods based on math-
ematical derivation and theoretical explanation fail to solve the problem of the
explosive growths of data quantity, data amount and calculation amount existing
in the analytical process of the formalized model of web systems. Some authors
use it for modeling:

– databases [17],
– web architectures [4],
– grid environments [12],
– cloud systems [5],
– virtualized environments [21].

Performance models are an abstraction of a combined hardware and software
system describing its performance relevant structure and behavior. It substan-
tiate this, here we demonstrate the usage of popular modeling technique QPN.
They are very popular and helpful for the qualitative and quantitative analy-
sis. QPN in addition to quantitatively performance modeling of sources, it also
can depict the dependency relationship among multilayered systems considering
the characteristics of web system involving diverse application service, complex
service behavior and superimposed hierarchical structures. The modeling app-
roach presented in this paper differs from that of previous work because we
model different types of requests. Moreover, our QPN models have a more intu-
itive structure that maps the infrastructure to the QPN model. This makes the
model easier to comprehend by system developers. In the current work we utilize
the versatility of QPN to study a web system. System analysis is often needed
with respect to both qualitative and quantitative aspects. From a practical point
of view, QPN paradigm provides a number of benefit over conventional model-
ing paradigm. Using QPNs one can integrate hardware and software aspects of
system behavior into the same model. QPN have greater expressive power than
QN (quantitative analysis) and PN (qualitative analysis). QNs have a queue,
scheduling discipline and are suitable for modeling competition of equipment
(hardware contention). PNs have tokens representing the tasks and are suitable
for modeling software. They easy lend themselves to modeling blocking and syn-
chronization. QPNs have the advantages of QNs (e.g., evaluation of the system
performance, the network efficiency) and PNs (e.g., logical assessment of the
system correctness).

3 Distributed Web System

3.1 Distributed Web System Architecture

Distributed Internet system architecture is made up of several layers:
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– The first one presents information (system offer) for clients in the web pages
form and contains clusters.

– The second one manages transactions (clients requests) and provides the clus-
tering functionality that allows load balancing.

– The third one controls the transactions, as a single element of this layer or
multiple servers with database replication.

– the fourth one is a data storage system.

In our approach the presented architecture has been simplified to two layers:

– Front-end layer is based on the presentation and processing mechanisms.
– Back-end layer keeps the system data.

Architecture composed of these layers is used for e-business systems. The
presented double-layer system architecture realizes distributed Web system func-
tions. Access to the system is realized through transactions. Clustering mecha-
nism was used in a fron-end layer. These simplifications have no influence on the
modeling process, which has been shown repeatedly e.g. [10].

The characteristic feature of many distributed Web systems is a large number
of clients using the Internet services (e.g. stock trading system) at the same time.
The distributed Web system clients have different response time requirements.
In the case of the described systems class, clients are often focused on an one
event related to the same system offer (the same database resources). Based
on these futures we used stock trading system as a benchmark with two-layered
architecture (a cluster in a front-end layer and one database in a back-end layer).

3.2 Modeling of Distributed Web System

Typically, distributed Web systems are composed of layers where each layer con-
sists of a set of servers - a server cluster. The layers are dedicated for proper
tasks and exchanged requests between each other. To explain our approach to
distributed Web system modeling a typical structure will be modeled and sim-
ulated. The first layer (front-end) is responsible for presentation and processing
of client requests. Nodes of this layer are modeled by Processor Sharing queues.
The next layer (back-end) implements system data handling. A node of this
layer is modeled by using the First In First Out queue. Requests are sent to
the system and then can be processed in both layers. The successfully processed
requests are send back to the client.

Consequently, an executable (in a simulation sense) QPN model is obtained.
Tokens generated by arrival process are transferred in sequence by models of a
front-end layer and by a back-end layer. QPN extend coloured stochastic PN
by incorporating queues and scheduling strategies into places forming queueing
places. This very powerful modeling formalism has the synchronization capabil-
ities of PN while also being capable of modeling queueing behaviors. The queue
mean service time, the service time probability distribution function and the
number of servicing units defined for each queueing system in the model are
the main parameters of the modeled system. In the demonstrated model it has
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been assumed that queues belonging to a front-end layer have identical parame-
ters. QPN consists of a set of connected queueing places. Each queueing place
is described by arrival process, waiting room, service process and additionally
depository. We used several queueing systems (e.g. – /M/PS/∞, – /M/FIFO/∞)
most frequently used to represent properties of distributed Web system compo-
nents. For example -/M/1/PS/∞ is: exponential service times, single server,
Processor Sharing service discipline and unlimited number of arrivals in the
system. In the QPME software tool, it is possible to construct QPN with queue-
ing systems having Processor Sharing and First In First Out disciplines. As it
was mentioned above, the main application of the software tool presented in
the paper is modeling and evaluation of distributed Web systems. To effectively
model the Internet requests from the clients, a separate token colour (type) has
been used.

4 Response Time Analysis

In our solution we propose a very popular formal method - QPN [2]. This method
is based on QN and PN. Queuing theory deals with modeling and optimizing
different types of service units. QN usually consists of a set of connected queuing
systems. The various queue systems represent computer components. QN are
very popular for the quantitative analysis. To analyze any queue system it is
necessary to determine: arrival process, service distribution, service discipline
and waiting room (scheduling strategies). PN are used to specify and analyze
the concurrency in systems. The system dynamics is described by rules of tokens
flow. The net scheme can be subjected to a formal analysis in order to carry out a
qualitative analysis, based on determining its logical validity. PN are referred as
the connection between the engineering description and the theoretical approach.
PN are well-known models used to describe and analyze the service units. PN
cannot be used for a quantitative analysis due to lack of time aspects. The
studies focus on incoming load measuring, e.g. measure of the response time or
presentation of an overall modeling plan. Queuing Nets - quantitative analysis -
have a queue and scheduling discipline and are suitable for modeling competition
of equipment. PN - qualitative analysis - have tokens representing the tasks and
are suitable for modeling a software. QPN have the advantages of QN and PN.

QPN formalism is a very popular formal method of functional and perfor-
mance modeling (performance analysis). These nets provide sufficient power to
express modeling and analyzing of complex on-line systems. The choice of QPN
was caused by a possibility of obtaining the different character information. The
main idea of QPN is to add queueing and timing aspects to the net places.
QN consists of a collection of service stations and clients. The service stations
(queue) represent system resources while the clients represent users or transac-
tions. A service station is composed of one or more servers and a waiting area.
Tokens enter the queueing place through the firing of input transitions, as in
other PN. When a request arrives at a service station, it is immediately serviced
if a free server is available. Otherwise, the request has to wait in the waiting
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area. Different scheduling strategies can be used to serve the requests waiting
in the waiting area. Places (QPN) are of two types: ordinary and queued. A
queued place (resource or state) is composed of a queue (service station) and a
depository for tokens that completed their service at a queue. After being served
by the service station (coloured) tokens are placed onto a depository. Input tran-
sitions are fired and then tokens are inserted into a queueing place according to
the queue’s scheduling strategy. Queueing places can have variable scheduling
strategies and service distributions (timed queueing places). Tokens in the queue
are not available for output transitions while tokens in a depository are available
to all output transitions of the queued place. Immediate queueing places impose
a scheduling discipline on arriving tokens without a delay [2].

QPN have been recently applied in the performance evaluation of component-
based distributed systems, databases and grid environments because they are
more expressive to represent simultaneous resource possession and blocking.
Here, QPN models are used to predict the distributed Web system performance.
The response time was chosen to analyze from many Performance Engineering
parameters.

4.1 Experiments Parameters

First, we present results of our experimental analysis. The goal is to check -
among others - the service demand parameter for front-end and back-end nodes.

The application servers, considered as a front-end tier/layer, are responsi-
ble for the method execution. All sensitive data is stored in a database system
(back-end tier/layer). When a method has to retrieve or update data, the appli-
cation server makes the corresponding calls to the database system. Deployment
details are as follows: Gbit LAN network and six nodes (HP ProLiant DL180
G6). Software environment consists of: 64-bit Linux operating systems, work-
load generator, Apache Tomcat Connector (as a load balancer), GlassFish (as
a application server - first is Domain Administration Server) and Oracle (as a
database server). Distributed Web systems are usually built on middleware plat-
forms such as J2EE. We use the DayTrader [27] performance benchmark which
is available as open source application. Overall, the DayTrader application is
primarily used for performance research on a wide range of software compo-
nents and platforms. DayTrader is a suite of workloads that allows performance
analysis of J2EE application server. DayTrader is benchmark application built
around the paradigm of an online stock trading system. It drives a trade scenario
that allows to monitor the stock portfolio, inquire about stock quotes, buy or
sell stock. The load generator is implemented using multi-threaded Java applica-
tion connected to DayTrader benchmark (Fig. 1). By client business transactions
we mean the stock-broker operations: Buy Quote, Sell Quote, Update Profile,
Show Quote, Get Home, Get Portfolio, Show Account and Login/Logout. Each
business transaction emulates a specific class (type) of clients [14].

Some of the most important requests are Buy Quote and Sell Quote (Fig. 2),
but now we used requests class (type) in our simulations.
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Fig. 1. Workload generator schema

Fig. 2. Real response time for: (a) 5 requests per second workload, (b) 10 requests
per second workload, (c) 15 requests per second workload, (a) 20 requests per second
workload

Experiments - (Table 1) - (Test 1 - one node in a front-end (FE) and one node
in a back-end (BE) layer) have shown that mean number of requests per second
for a front-end layer is about 1300. Respectively the mean measured number
of requests per second for a back-end layer is about 7500 requests per second.
We can also see, that the delay in the requests processing is mainly caused by
the waiting time for service in a BE node in all cases (Figs. 3(a) and 4(a)), but
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Table 1. Parameters of cluster experiments

Server/Parameter Test 1 Test 2 Test 3

Hardware

Client 10.10.10.1 10.10.10.1 10.10.10.1

Load balancer No 10.10.10.3 10.10.10.3

GlassFish application
server nodesa

10.10.10.3 10.10.10.4, 10.10.10.5 10.10.10.4,
10.10.10.5,
10.10.10.6

Oracle database node 10.10.10.2 10.10.10.2 10.10.10.2

Software

Application server
threads pool

30 2× 30 3× 30

Database connections
pool

40 2× 40 3× 40

Client workload

Number of requests
per second

15 15 15

Number of clientsb 30, 120, 210, 300 30, 120, 210, 300 30, 120, 210, 300

Experiments

Experiment time [s] 300 300 300
a With the domain administration server (10.10.10.3) as a specially designated Glass-
Fish Server instance that hosts administrative applications.
b Four subtests in all cases.

the main problem is the performance of the system response time (System - one
node in a FE layer and one node in a BE layer).

Starting the server cluster in front-end layer requires a mechanism that would
allow for an equable distribution of load. It must also be a gateway that transfers
requests and responses between a user and an application. In such scenario, only
a gateway is visible from the outside and - on the basis of the request - it
determines which part of the system (application server), and how, will be used
to perform the request. Built-in load balancer is not available in the free version
of the GlassFish server. Apache Tomcat Connector has been used as the load
balancer. Also cluster - (Table 1) - (Test 2 - two or Test 3 - three nodes in a
FE and one node in a BE layer) experiments have shown that the mean number
of requests per second for a front-end layer is about 2400. The mean measured
number of requests per second for a back-end layer is the same as earlier. We
can also see, that the delay in the requests processing is mainly caused by the
waiting time for service in the BE node in all cases (Figs. 3(b), (c) and 4(b),
(c)), but the main problem is still the performance of the system response time
(System - two or three nodes in a FE layer and one node in a BE layer). We use
experimental results in our simulations.
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Fig. 3. Real response time for one class requests Buy Quote: (a) 1 node in a front-end
layer, (b) 2 nodes in a front-end layer, (c) 3 nodes in a front-end layer

Fig. 4. Real response time for all classes requests: (a) 1 node in a front-end layer, (b)
2 nodes in a front-end layer, (c) 3 nodes in a front-end layer
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4.2 Queueing Petri Net Models

Multiple front-end nodes and one back-end node are the main configuration
scenario. QPN models (Fig. 5) are used to predict the system response time. We
use QPME [9] tool. QPME is an open-source tool for stochastic modeling and
analysis based on the QPN modeling formalism used in many works [9,10].

Software and client workload parameters are the same as in the experi-
ment environment. Clients think time are modeled by Infinite Server scheduling
strategy (CLIENTS place). Servers of a front-end layer are modeled using the
Processor Sharing queuing systems (FE CPU places). A back-end server is mod-
eled by First In First Out queue (BE I/O place). Places (FE and BE) used to
stop incoming requests when they await application server threads and database
server connections respectively. Application server threads and database server
connections are modeled respectively by THREADS and CONNECTIONS
places (Fig. 5). The process of requests arrival to the system is modeled by expo-
nential distribution with the λ parameter (client think time) corresponds to the
number of clients request per second. Service in all queueing places is modeled
by an exponential distribution. Service demands in layers based on experimental
results in Sect. 4.1:

– dFE CPU = 0, 714 [ms],
– dBE I/O = 0, 133 [ms].

Initial marking for places corresponds to input parameters of cluster experiment:

– number of clients (number of tokens in CLIENTS place),
– application server threads pool (number of tokens in THREADS place),
– database server connections pool (number of tokens in CONNECTIONS

place).

In these models we have many types2 of tokens:

– quotes (Buy Quote, Sell Quote, Update Profile, Show Quote, Get Home, Get
Portfolio, Show Account and Login/Logout),

– application server threads,
– connections to the database server.

Total response time is a sum of all individual response times of queues and
depositories in a simulation model without the client queue response time (client
think time).

4.3 Simulation Results

Many simulations were performed for various input parameters:

– 30 threads for one front-end node, 60 threads for two front-end nodes, 90
threads for three front-end nodes

2 A colour specifies a type of tokens that can be resided in the place.
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Fig. 5. Model of distributed web system with front-end cluster (selected example)

– 40 connections for one front-end node, 80 connections for two front-end nodes,
120 connections for three front-end nodes

– Client think time for all types of tokens equals 66,67 [ms]
– Simulation time 300 [s].

The number of clients was increasing in accordance with values (CLIENTS
place). We used some scenarios in which we have a nine requests classes - trans-
actions (Buy Quote, Sell Quote, Update Profile, Show Quote, Get Home, Get
Portfolio, Show Account and Login/Logout). The scenarios involves the response
time of the entire system (Sys), the response time of a front-end layer and a back-
end layer (FE+BE) and the response time of a back-end layer (BE). The number
of application server nodes is 1, 2 and 3. QPN model was used to predict the per-
formance of the system for the scenarios mentioned above and it was developed
using QPME 2.0.3

We investigate the behavior of the system as the workload intensivity
increases. As a result, the response time of transactions is improved for cases
with more number of front-end nodes. Increasing number of nodes is resulted in
simultaneously increasing number of application server threads and connections
to the database.

As we can see (Fig. 6) overall response time decreases while the number of
nodes was increasing (15 requests per second). Response time of one front-end

3 Queueing Petri net Modeling Environment 2.0 does not support timed transitions,
so it was approximated by a serial network consisting of an immediate transition
(Black rectangles represent immediate transitions.), a timed queueing place and a
second immediate transition [9].
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Fig. 6. Mean response time of simulation results (system, fron-end and back-end layer,
back-end layer) for different number of nodes and clients (15 requests per second
workload)

node architecture for all cases is the biggest. A difference of response time between
2 and 3 nodes is much smaller. When more nodes in front-end layer are added the
analysis of their impact on other elements of the system should be preluded.

Overall system response time increases with increasing workload, even with
a larger number of nodes.

The convergence of simulation results with the real systems results confirms
a correctness of the modeling methods. The validation results show that the
model is able to predict the performance with a relative error about 20% for
different number of nodes in front-end layer (Table 2).

Table 2. Modeling response time error for scenario with 300 clients

Number of nodes Model [ms] Measured [ms] Error [%]

1 241,22 211,92 13,8

2 127,76 105,19 21,4

3 69,22 57,50 20,3

5 Conclusions

We can not always add new devices to improve performance, because the initial
cost and maintenance will become too large. Also not every system can or should
be virtualized or put in the cloud computing. Because the overall system capacity
is unknown we propose a combination of benchmarking and modeling solution.

It is still an open issue how to obtain an appropriate distributed Web system.
Our earlier works propose Performance Engineering frameworks [15,16] to evalu-
ate performance during the different phases of their life cycle. The demonstrated
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research results are an attempt to apply QPN formalism to the development of
a software tool that can support distributed Web system design. The idea of
using QPN was proposed previously in [10,13,14]. In the presented approach
an alternative implementation of QPN has been proposed. The rules of model-
ing and analysis of distributed Web systems applying described net structures
was introduced. Our present approach predicts response time for distributed
Web system and the benchmark used in our work has got realistic workload.
The modeling approach presented in this paper differs from our previous works
because all types of tokens (requests classes) were not used earlier. This paper
deals with the problem of calculating performance values like the response time
in distributed Web systems environment.

At present, we have demonstrated the potential in modeling distributed Web
systems using QPN, understood as monolithic modeling technique used to assess
the performance. We develop a framework that helps to identify performance
requirements. Next we analyze the response time characteristics for several dif-
ferent workloads and configuration scenarios. The study demonstrates the mod-
eling power and shows how discussed models can be used to represent system
bahaviour.
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Abstract. In this paper the performance of fractional order PID con-
troller as AQM mechanism and impact of traffic self-similarity on net-
work utilization are investigated with the use of discrete event simulation
models. The researches show the influence of selection of PID parameters
and degree of traffic self-similarity on queue behavior. During the tests
we analyzed the length of the queue, the number of rejected packets and
waiting times in queues. In particular, the paper uses fractional Gaussian
noise as a self-similar traffic source. The quantitative analysis is based
on simulation.

1 Introduction

Most AQM mechanism proposed by IETF to control the network congestions are
based on preventive packed dropping. For the most known active mechanism the
number of discarded packets grows with the increase in queue occupancy. The
basic active queue management algorithm is Random Early Detection (RED)
algorithm. It was primarily proposed in 1993 by Sally Floyd and Van Jacobson
[1]. Since that time a number of studies how to improve the basic algorithm have
been proposed. We have also proposed and evaluated a few variants, [2–7].

In 2001 the use of the PI controller as AQM mechanism was proposed by
C.V. Hollot, V. Misra and D. Towsley [8]. Based on the first implementation, a
number of PI controllers have been proposed later [9–11].

In recent years the fractional order calculus becomes very popular. The arti-
cles [12–14] show that non-integer order controllers may have better performance
than classic integer order. The first application of the fractional order PI con-
troller as a AQM policy in fluid flow model of a TCP connection was presented
in [15]. The detailed influence of fractional order PI controller on queue behavior
was presented in article [16].

Measurements and statistical analysis (performed already in the 90s) of
packet network traffic show that this traffic displays a complex statistical nature.
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It is related to such statistic phenomena as self-similarity, long-range dependence
and burstiness [17–20].

Self-similarity of a process means that the change of time scales does not
influence the statistical characteristics of the process. It results in long-distance
autocorrelation and makes possible the occurrence of very long periods of high
(or low) traffic intensity. These features have a great impact on a network per-
formance [21]. They enlarge the mean queue lengths at buffers and increase the
probability of packet losses, reducing this way the quality of services provided
by a network [22].

As a consequence of this fact, it is needed to propose new or to adapt known
types of stochastic processes when modeling these negative phenomena in net-
work traffic. Several models have been introduced for the purposes of model-
ing self-similar processes in the network traffic area. These models of traffic
use fractional Brownian Motion [23], chaotic maps [24], fractional Autoregres-
sive Integrated Moving Average (fARIMA) [25], wavelets and multifractals and
processes based on Markov chains: SSMP (Special Semi-Markov Process) [26],
MMPP (Markov-Modulated Poisson Process) [27,28], HMM (Hidden Markov
Model) [29].

The main purpose of the paper is to present simulation results for the AQM
mechanism in which fractional discrete calculus is used. Section 2 presents the-
oretical bases for PIαDβ controller next used in simulation. Section 3 briefly
describes a self-similar traffic used in this article and presents the obtained
results.

2 An AQM Mechanism Based on PIαDβ Controller

A proportional-integral-derivative controller (PID controller) is a traditional
mechanism used in feedback control systems. The article [12] indicates that the
introduction non-integer controllers may improve closed loop control quality.
Therefore here we propose to use the PIαDβ (PID controller with non integer
integral and derivative order) instead of the RED mechanism to determine the
probability of packet drop. Equation (1) is based on our proposition discussed
in [16] for PIα controller and extended here to the case of PIαDβ .

This probability is calculated in the following way:

p = max{0,−(KP ek + KIΔ
αek + KDΔβek)} (1)

where KP ,KI ,KD are tuning parameters, ek is the error in current slot ek =
q − qd, q - actual queue size, qd - desired queue size and Δαek is defined as
follows:

�αek =
k∑

j=0

(−1)j

(
α

j

)
ek−1 (2)
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where α ∈ R is generally a not-integer fractional order, ek is a differentiated
discrete function and generalized Newton symbol

(
α
j

)
is defined as follows:

(
α

j

)
=

⎧
⎨

⎩

1 for j = 0
α(α − 1)(α − 2)..(α − j + 1)

j!
for j = 1, 2, . . .

(3)

This definition unifies the definition of derivative and integral to one differin-
tegral definition. We have the fractional integral of the considered function ek

for α < 0. If the parameter α is positive, we obtain in the same way a frac-
tional derivative and, to distinguish, we denote this parameter as β. If α = 0 the
operation (2) does not influence the function ek.

Figure 1 presents a comparison of the increase of packet dropping probability
in PIα and PDβ controllers as a function of the queue length increased due to
arrivals of packets. Naturally, the response depends on the choice of parameters.
As can be seen, the integral order affects the time of controller reaction (below
a certain threshold there is no packet dropping). The derivative order influences
on increases packet dropping probability.

Fig. 1. Packet dropping probability in PIα controller (the influence of the integral
order α, KP = 0.00115, KI = 0.0011) (left), and in PDβ controller (the influence of
the derivative order β, KP = 0.00115, KD = 0.01) (right)

3 PIαDβ Controller Under Self-similar Traffic

In this article we use fractional Gaussian noise as an example of exactly self-
similar traffic source. Fractional Gaussian noise (fGn) has been proposed as
a model [30] for the long-range dependence postulated to occur in a variety
of hydrological and geophysical time series. Nowadays, fGn is one of the most
commonly used self-similar processes in network performance evaluation. The
fGn process is the stationary Gaussian process that is exactly self-similar [31].
The Hurst parameter H characterizes a process in terms of the degree of self-
similarity. The degree of self-similarity increases with the increase of H [32]. A
Hurst value smaller or equal to 0.5 means the lack of long range dependence.
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We use a fast algorithm for generating approximate sample paths for a fGn
process, introduced in [33]. We have generated the sample traces with the Hurst
parameter with the range of 0.5 to 0.90. After each trace generation, the Hurst
parameter was estimated. The simulations were done using the Simpy Python
simulation packet.

During the tests we analyzed the following parameters of the transmission
with AQM: the length of the queue, queue waiting times and the number of
rejected packets. The service time represented the time of a packet treatment
and dispatching. Considered input traffic intensities were λ = 0.5, independently
of Hurst parameter. The distribution of service time was also geometric. Its
parameter changed during the test. The high traffic load was considered for
parameter μ = 0.25. The average traffic load we obtained for μ = 0.5. A small
network traffic was considered for parameter μ = 0.75.

Table 1. FIFO queue

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 0.50 299.099 119.380 249520 49.90%

0.25 0.70 298.118 119.158 249879 49.97%

0.25 0.80 296.878 118.883 250354 50.07%

0.25 0.90 248.553 102.061 256587 51.32%

0.50 0.50 163.7547 32.7147 889 0.17%

0.50 0.70 145.8734 29.8820 13342 2.66%

0.50 0.80 141.3440 29.5832 23828 4.76%

0.50 0.90 133.8558 32.5300 89659 17.93%

0.75 0.50 1.2930 0.1586 0

0.75 0.70 3.0506 0.5101 0

0.75 0.80 6.9882 1.2976 0

0.75 0.90 55.9574 11.5942 21484 4.29%

In order to better demonstrate the influence of degree of selfsimilarity on
queue behavior first experiment focused on the FIFO queue. The Fig. 2 presents
the distribution of the queue length. This figure clearly shows dependence of the
queue occupancy on the degree of traffic selfsimilarity. The figure shows three
situations: most overloaded network node (ρ = λ

μ = 2), medium overloaded
situation (ρ = 1) and almost empty buffer for (ρ = 2

3 ). The detailed results
obtained during the simulation present Table 1. For overloaded buffer (μ = 0.25
and μ = 0.50) the number of dropped packets increased with the traffic degree
of selfsimilarity increasing. This effect becomes more evident with congestion
decrease. In the case of an unloaded buffer (μ = 0.75) packet loss occur only in
the case of traffic with a high degree of selfsimilarity (Hurst parameter H = 0.9).
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Fig. 2. The influence of degree of traffic selfsimilarity on queue distribution, FIFO
queue, queue size = 300, λ = 0.5, μ = 0.25 (left), μ = 0.5 (right), μ = 0.75 (bottom)

The presented results show how models that do not consider self-similar traffic
may underestimate the queues occupancy and packet lost in routers.

In a first phase of the research we consider the influence of the PIα controller
on queue behavior. During the simulation the controller parameters were set
as follows: KP = 0.00115, KI = 0.0011. The integral orders α changed and
I received the following values: −0.8,−1.0 and −1.2. For the integral orders
α = −1 the controller becomes standard PI control loop feedback mechanism.
The Tables 2, 3 and 4 present the obtained results. The queues distribution are
presented in Figs. 3 and 4 (the queue distribution for controller with parameter
α = 0.8 is similar to distribution shown in Fig. 3). The controller desired point
was set at 100 packet. It should be noted that regardless of the integral order
the controller behaved properly.

These studies showed a very interesting controller behavior. In the case of
overloaded FIFO queue for traffic of the high degree of self-similarity (H = 0.9)
compared to less self-similar traffic the mean queue length decreases rapidly (see
Table 1). This phenomenon also occurs in the case of standard AQM mechanisms
[34]. In the case of PIα occurrence of this phenomenon depends on the integral
term and becomes less noticeable with the decrease in α. Comparing the mean
queue length for H = 0.9 and H = 0.8 can be stated that for α = −1.2 the
mean queue length decreases by 19% for ρ = 2 and decreases by 3% for ρ = 1.
For α = −1.0 the mean queue length decreases by 8% for ρ = 2 and decreases
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by 2% for ρ = 1. Whereas for α = −0.8 the mean queue length increases by
6% for ρ = 2 and increases by 2% for ρ = 1. On the other hand, the number of
discarded packets analyze shows that for traffic with high degree of self-similarity
(H = 0.9 and H = 0.8) with integral order growth decreases the number of
dropped packets (for standard AQM queue, the situation is exactly opposite).

Interesting results were also obtained for the low traffic intensity. The mean
queue length grows with integral order decreasing. The Fig. 1 explains these
phenomena. The controller response to increasing queue in depends on the queue
previous moments. The controller reaction is delayed with the integral order
increasing.

Table 2. PIα queue, KP = 0.00115, KI = 0.0011, α = −0.8

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 050 105.2024 42.0998 250646 50.13%

0.25 070 112.1730 44.8029 250112 50.02%

0.25 080 118.2300 47.1973 249966 49.99%

0.25 090 126.4218 53.4780 263974 52.79%

0.50 050 53.8331 10.7526 3954 0.79%

0.50 070 55.8842 11.6289 23524 4.7%

0.50 080 52.0427 11.1830 38757 7.75%

0.50 090 54.3019 13.9019 112126 22.43%

0.75 050 1.2806 0.1561 0

0.75 070 2.9819 0.4962 0

0.75 080 6.6740 1.2359 440 0.08%

0.75 090 26.1258 5.4831 32047 6.40%

The second phase of the researches shows how derivative term changes the
queue occupancy and packet waiting times. The Figs. 5, 6 and 7 present the queue
distribution for PIDβ controller (α = −1). The results for PI controller were
present in Fig. 3 and Table 3. Comparing the figures does not show a significant
visual amendments. Differences in the controllers responses show Tables 5, 6 and 7.

The most interesting results were obtained for controller with derivative
terms β = 0.8. For high traffic (μ = 0.25 and μ = 0.5) the controller reduces the
mean queue length and at the same time reduces the number of packet losses.
The further derivative order increasing (Tables 6 and 7) reduces the mean queue
length and at the same time increases number of dropped packets. However,
these differences are much smoother as in the case of integral order α decreasing
(see Table 4).

The last phase of the simulation evaluates the impact of derivate term on PIα

controller. Controller with integral term α = −1.2 is an example of strong mech-
anism. For this controller the lowest values of mean queue length and waiting
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Table 3. PIα queue, KP = 0.00115, KI = 0.0011, α = −1.0

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 050 105.4769 42.0835 249914 49.98%

0.25 070 109.6279 43.6825 249538 49.90%

0.25 080 112.7636 45.0588 250246 50.04%

0.25 090 103.7300 43.9278 264321 52.86%

0.50 050 50.8356 10.1493 4024 0.80%

0.50 070 51.4054 10.6806 23202 4.64%

0.50 080 48.9152 10.5024 38644 7.72%

0.50 090 47.8680 12.2617 112735 22.54%

0.75 050 1.2892 0.1578 0

0.75 070 3.0249 0.5047 0

0.75 080 6.4268 1.1868 587 0.11%

0.75 090 25.3451 5.3177 32175 6.43%

Fig. 3. The influence of degree of traffic selfsimilarity on queue distribution, PIα queue,
queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.0, λ = 0.5, μ = 0.75 (left),
μ = 0.5 (right), μ = 0.25 (bottom)
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Table 4. PIα queue, KP = 0.00115, KI = 0.0011, α = −1.2

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 050 102.9224 41.0802 250026 50.0%

0.25 070 103.0052 41.1281 250100 50.01%

0.25 080 102.2977 40.8632 250214 50.04%

0.25 090 81.8945 34.7584 265013 53.0 %

0.50 0.50 49.525675 9.8806 3789 0.75%

0.50 0.70 50.429557 10.4798 23351 4.67%

0.50 0.80 47.869046 10.2771 38708 7.74%

0.50 0.90 46.207823 11.8211 112356 22.47%

0.75 0.50 1.283052 0.1566 0

0.75 0.70 3.016572 0.5031 0

0.75 0.80 6.400407 1.1817 655 0.13%

0.75 0.90 24.920464 5.2269 32173 6.43%

Fig. 4. The influence of degree of traffic selfsimilarity on queue distribution, PIα queue,
queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.2, λ = 0.5, μ = 0.75 (left),
μ = 0.5 (right), μ = 0.25 (bottom)



344 A. Domański et al.

Table 5. PID queue, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 0.8

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 0.50 105.2382 41.9506 249687 49.93%

0.25 0.70 109.0697 43.5297 249941 49.98%

0.25 0.80 111.5187 44.5991 250457 50.0%

0.25 0.90 102.2642 43.2207 263868 52.77%

0.50 0.50 52.9857 10.5912 4385 0.87%

0.50 0.70 51.2877 10.6640 23537 4.70%

0.50 0.80 49.3514 10.6034 38920 7.78%

0.50 0.90 47.5944 12.1854 112550 22.50%

0.75 0.50 1.2878 0.1575 0

0.75 0.70 3.0133 0.5025 0

0.75 0.80 6.3137 1.1643 0

0.75 0.90 25.2454 5.2913 31734 6.34%

Fig. 5. The influence of degree of traffic selfsimilarity on queue distribution, PIαDβ

queue, queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 0.8,
λ = 0.5, μ = 0.75 (left), μ = 0.5 (right), μ = 0.25 (bottom)
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Table 6. PID queue, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 1.0

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 0.50 105.1122 41.9762 250138 50.02%

0.25 0.70 109.4128 43.4958 248962 49.79%

0.25 0.80 112.3291 44.8387 249994 49.99%

0.25 0.90 104.6598 44.3687 264588 52.91%

0.50 0.50 52.6690 10.5310 4544 0.90%

0.50 0.70 51.1150 10.6226 23324 4.66%

0.50 0.80 48.9330 10.5084 38738 7.74%

0.50 0.90 47.6431 12.1726 111753 22.35%

0.75 0.50 1.2823 0.1564 0

0.75 0.70 2.9884 0.4975 0

0.75 0.80 6.4988 1.2012 581 0.11%

0.75 0.90 25.2075 5.2839 31798 6.35%

Fig. 6. The influence of degree of traffic selfsimilarity on queue distribution, PIαDβ

queue, queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 1.0,
λ = 0.5, μ = 0.75 (left), μ = 0.5 (right), μ = 0.25 (bottom)
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Table 7. PID queue, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 1.2

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 0.50 105.3953 42.0064 249638 49.92%

0.25 0.70 109.8195 43.8410 250000 50.00%

0.25 0.80 112.8646 44.9803 249592 49.91%

0.25 0.90 105.0905 44.5343 264473 52.89%

0.50 0.50 50.5028 10.0713 3482 0.69%

0.50 0.70 50.6084 10.5039 22747 4.54%

0.50 0.80 48.2802 10.3441 37731 7.54%

0.50 0.90 47.9325 12.2640 112284 22.45%

0.75 0.50 1.2882 0.1576 0

0.75 0.70 3.0119 0.5022 0

0.75 0.80 6.3877 1.1789 561 0.11%

0.75 0.90 25.1610 5.2733 31731 6.34%

Fig. 7. The influence of degree of traffic selfsimilarity on queue distribution, PIαDβ

queue, queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.0, KD = 0.01, β = 1.2,
λ = 0.5, μ = 0.75 (left), μ = 0.5 (right), μ = 0.25 (bottom)
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times were obtained. At the same time increase the number of dropped packets
is insignificant. The results of the controller with derivative term and derivative
order β = 0.8 are shown in Fig. 8. Table 8 presents the detailed results. In this
case, the controller with derivative term response is softer.

Table 8. PID queue, KP = 0.00115, KI = 0.0011, α = −1.2, KD = 0.01, β = 0.8

μ Hurst parameter Mean queue length Mean waiting time Rejected packets

0.25 0.50 102.8881 41.0135 249696 49.93%

0.25 0.70 102.9803 41.1081 250038 50.00%

0.25 0.80 102.2453 40.8194 250084 50.01%

0.25 0.90 81.9062 34.7162 264699 52.93%

0.50 0.50 52.6182 10.5227 4659 0.93%

0.50 0.70 49.8837 10.3693 23532 4.70%

0.50 0.80 48.0090 10.3122 38918 7.78%

0.50 0.90 46.0250 11.7805 112565 22.51%

0.75 0.50 1.2859 0.1571 0

0.75 0.70 3.0204 0.5039 0

0.75 0.80 6.5480 1.2112 610 0.12%

0.75 0.90 24.9491 5.2310 31991 6.39%

Fig. 8. The influence of degree of traffic selfsimilarity on queue distribution, PIαDβ

queue, queue size = 300, KP = 0.00115, KI = 0.0011, α = −1.2, KD = 0.01, β = 0.8,
λ = 0.5, μ = 0.75 (left), μ = 0.5 (right), μ = 0.25 (bottom)
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4 Conclusions

Our article presents the impact of the degree of self-similarity (ex- pressed in
Hurst parameter) on the length of the queue, queue waiting times and the
number of rejected packets. Obtained results are closely related to the degree
of self-similarity. The experiments are carried out for the four types of traffic
(H = 0.5, 0.7, 0.8, 0.9). During the test we also changed the parameter of distri-
bution of service time. This change allowed us to consider the different queues
loading.

The article presents an evaluation of the fractional order PIαDβ controller
used as an active queue management mechanism. The effectiveness of the con-
troller as an AQM mechanism depends on proper parameters of the PID selec-
tion. In the case of fractional order controller we need to consider two additional
parameters: fractional derivative (β) and integral (α) orders. The controllers
behavior was also compared to FIFO queue.

The results showed the usefulness of the PIαDβ controller as AQM mecha-
nism. The proper selection of the controller parameters is important in adapta-
tion to various types of traffic (degree of self-similarity or various intensity).
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Abstract. In this work, the fluid limit approach methodology is applied
to find a sufficient and necessary stability condition for the Basic Colla-
boration (BC) system with feedback allowed, which is a generalization of
the so-called W -model. In this queueing system, some customer classes
need cooperation of a subset of (non-overlapping) servers. We assume
that each customer class arrives to the system following a renewal input
with general i.i.d. inter-arrival times, and general i.i.d. service times are
also assumed. Priority is given to customer classes that can not be served
by a single server but need a cooperation.

Keywords: Stability · Fluid limit approach · Skorokhod problem ·
Workload · BC system · W -model

1 Introduction

In this paper, we study a generalization of the so-called queueing W -model
which, in the simplest setting, consists of two single-server stations, 1, 2, and
three infinite-capacity buffers, 1, 2, 3, with independent renewal inputs of class-
k customers, respectively, k = 1, 2, 3. Server i processes class-i costumers,
i = 1, 2, but both servers are required to process class-3 customers which have
preemptive-resume priority. (For more detailed description see [9,15].)

We generalize the W -model, which is in turn a particular case of the so-called
sparsely connected model [15]. More exactly, we consider a Basic Collaboration
(BC) system with J infinite buffer servers and K ≥ J customer classes. Each
customer class needs cooperation of a subset of (non-overlapping) servers (it is
called concurrent service). At the same time, there may be customer classes that
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only need one server to be served. Concurrent customer classes on a server can
only occur between a class that needs its cooperation with another server(s), and
a class that only needs it to be served, without cooperation. In this setting, to
keep work-conserving service discipline, we assume the mentioned priority of the
customer requiring cooperation. We assume i.i.d. general inter-arrival and i.i.d.
service times. Such a system is also called joint service model [10], or concurrent
server release [2]. Queueing systems with concurrent service have been considered
in a number of works, and pioneering ones are [2,8,13,18]. For the buffer-less
(loss) concurrent service systems, the performance analysis has been developed in
a number of works [1,11,12,16–18]. However, analysis of the buffered concurrent
service system is much more challenging.

A comprehensive study of the concurrent service system has been developed
in [13], where the author used the matrix analytic method to deduce a stability
condition. However, this condition requires solving a matrix equation of a large
dimension, and moreover, the corresponding matrices are not explicitly defined.
The authors of [14] study a multi-server system in which each customer requires
a random number of servers simultaneously and a random but identical service
time at all occupied servers, which describes the dynamics of modern high perfor-
mance clusters. They assume exponential distributions and an arbitrary number
of servers. In [14], a modification of the matrix-analytic method is developed to
obtain stability criterion of the simultaneous service model in an explicit form.
(Also see [14] for a broad bibliographic review on the subject including previous
references.) Note that the paper [15] considers various sparsely connected models
assuming saturated regime, while, in the present research, we are seeking for the
stability conditions.

In the model presented in this work, a restricted type of feedback is allowed.
Indeed, feedback from each customer class to itself is permitted, as well as feed-
back from each customer class needing cooperation of some (more than one)
servers for processing, to any of the concurrent customer classes at any of these
servers. No other is allowed. From now on, we name “non-crossing” this type of
feedback.

Motivation. BC systems model real situations in which different agents are
able to work together to solve complex problems. Consider the following scenario
introduced in [19]. A user wishes to determine the best package price for a ski
trip given the following criteria: a resort in the Alps, for a week in February, with
slope-side lodging, and the lowest price for all expenses. To solve this problem,
an agent obtains a list of appropriate ski resorts from a database before spawning
other agents to query travel databases, possibly in different formats, for package
prices at those resorts in February. Agents can perform this task more efficiently
when they can correlate their results and adjust their computations based on
the outcome of a collaboration. Suppose the agents visit local travel agencies
and then share their intermediate results and collaborate before migrating to
another travel agency. If an agent determines that a particular resort does not
have any available lodging meeting the user’s criteria, the agents may determine
to drop queries about trips to that destination. As more information is gathered,
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agents may also make other decisions. As this example demonstrates, agents can
perform complex distributed computations more effectively if they based on the
combined results. To do it, they can divide a complex task into smaller pieces
and delegate them to agents that migrate throughout the network to accom-
plish them. These agents perform computations, synchronously share results,
and collaboratively determine any changes to future actions, giving service to
the user.

Another example are medical centers and hospitals, in which different types
of patients have different requirements concerning technical equipment, facilities,
doctors and nurses, which can be considered as the servers.

We give a brief summary of the research. The main contribution of this
work is that, in contrast to previous works on W -models and concurrent service
systems in general, we obtain stability condition, following fluid stability analysis
developed in [3]. Indeed, our model is more general than the Generalized Jackson
network in [3] (Sect. 5), in which there is only one class of customers served at
each single-server station. Instead, in our model each server can serve more than
one class: at most one customer class requires cooperation with other servers
(multiserver customers), but no limit on the number of customer classes that do
not need cooperation (single-server customers). Note that multi-class customers
but in a single-station network have been considered in [3] (Sect. 6), as well. In
Theorem 1 we first establish the stability of the fluid limit model associated to
the BC system under sufficient condition. The fluid limit model, which allows
to transform the initial stochastic problem into a (related) deterministic one, is
introduced in Proposition 1. The stability of the fluid limit model means that
the fluid limit of the queue-size process reaches zero in a finite time interval
and stays there. Then, using stability of the fluid limit model and Theorem 4.2
[3], we deduce positive Harris recurrence of the basic Markov process describing
the network. Similarly to [3], functional laws of large numbers for the renewal
processes or, in other words, the hydrodynamic scaling by the increasing value
of the initial state, are used to obtain the stability of the fluid limit model
via the solution of a Skorokhod problem. At that, the choice of an appropriate
Lyapunov function is the key point of analysis. By the same approach, we show
that if the necessary condition is violated, then the fluid limit model is weakly
unstable. It means that, if the process starts at zero, then there exists a time at
which the fluid limit of the queue-size process becomes positive. As a result, by
Theorem 3.2 [4], the queueing network is unstable: the queue size grows infinitely
with probability (w.p.) 1 as time increases.

In the paper [7], the fluid approach methodology [3] has been applied to sta-
bility analysis of a cascade network. In this network, known as N-model, awaiting
customers from the preceding queue jumps to the following server, when it is
free, to be served there immediately. That is, in this model each free server helps
the previous one serving some of its customers. It is shown that sufficient and
necessary conditions match if the network is composed by two stations, but not
in general. In the current work, we use the same methodology to develop stability
analysis of a completely different queueing model, which is a generalization of
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the known W-model [15,19]. We deal with a BC system in which some customer
classes need cooperation of a subset of the servers working together. Moreover,
we allow some kind of the feedback. Although the methodology is the same, the
stability conditions of these two different models turn out to be different as well.
In particular, in the current work we find stability criterion. To the best of our
knowledge, it is the first time the fluid approach have been used for this type
of the collaboration models. In addition, the way this methodology is applied
presents some interesting differences. The main difference is that in the present
work we deal with a modification of the fluid limit of the workload process that
takes into account feedback. Instead, the fluid limit of the queue length process
has been used in [7]. In particular, a key point to prove sufficiency is that we
now show that this process is part of a solution of the continuous dynamic com-
plementary problem (DCP), also known as deterministic Skorokhod problem.

The paper is organized as follows. In Sect. 2, we give notation and describe
the BC in more detail, introducing the associated queueing network equations.
Section 3 contains fluid stability analysis, at that, in Sect. 3.1, the fluid limit
model is constructed, and the proof of stability condition is given in Sect. 3.2
(Theorem 1).

2 Notation and Description of the BC
with “Non-crossing” Feedback

We first give basic notation. Vector are column vectors and (in)equalities are
interpreted component-wise. vT denotes the transpose of a vector (or a matrix).
For any integer d ≥ 1, let Rd

+ = { v ∈ R
d : v ≥ 0 }, Z

d
+ = { v = (v1, . . . , vd)T ∈

R
d : vi ∈ Z+ }. For a vector v = (v1, . . . , vd)T ∈ R

d, let |v| =
∑d

i=1 |vi| . We
denote diag(v) the diagonal matrix with diagonal entries being the components
of vector v, and I is the d-dimensional identity matrix. We say that a sequence
of vectors {vn}n≥1 converges to a vector v as n → ∞ if |vn −v| → 0, and denote
it as lim

n→∞ vn = v . (This convergence is equivalent to the component-wise con-

vergence.) For n ≥ 1, let φn : [0, ∞) → R
d be right continuous functions having

limits on the left on (0, ∞), and let function φ : [0, ∞) → R
d be continuous. We

say that φn converges to φ as n → ∞ uniformly on compacts (u.o.c.) if for any
T ≥ 0,

||φn − φ||T := sup
t∈[0,T ]

|φn(t) − φ(t)| → 0 as n → ∞, (1)

and write it as lim
n→∞ φn = φ. If function φ is differentiable at a point s ∈ (0, ∞)

then s is a regular point of φ, and we denote the derivative by φ̇(s).
Recall that we consider a BC system with J infinite buffer servers and K ≥ J

customer classes. In what follows, we use index k to denote the quantities related
to class-k customers, k ∈ {1, 2, . . . ,K}. Let s(k) ⊂ {1, . . . , J} be the set of servers
that need to work together to service a class-k customer. Note that the capacity
#s(k) ≥ 1 and that, if #s(k) = 1, then server collaboration is not required.
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Evidently, ∪K
k=1s(k) = {1, . . . , J}, and we assume non-overlapping property: for

each two classes k �= k′,

s(k) ∩ s(k′) = ∅ if min{s(k), s(k′)} > 1. (2)

Define the customer classes C(j) = {k = 1, . . . , K : j ∈ s(k)} served by server
j ∈ {1, . . . , J}, and assume that, for each j, the capacity

#{k ∈ C(j) : #s(k) > 1} ≤ 1. (3)

In other words, at most one class may capture a given server for coopera-
tion. To ensure work-conserving (or non-idling) discipline, in addition to the
non-overlapping property, we also assume that multiserver customers have
preemptive-resume priority.

Let ξk(i), i ≥ 2, be the independent identically distributed (i.i.d.) inter-
arrival times of the ith class-k customers arriving from outside the system after
instant 0, and let ηk(i), i ≥ 2, be the i.i.d. service times of the ith class-k
customers finishing service after instant 0 (this is time required by any server in
the set s(k)). All sequences are assumed to be mutually independent. We denote
the generic elements of these sequences by ξk and ηk, respectively. The residual
arrival time ξk(1) of the first class-k customer entering the network after instant
0 is independent of {ξk(i), i ≥ 2}. Also the residual service time ηk(1) of a class-
k customer initially being served, if any, is independent of {ηk(i), i ≥ 2}, and
ηk(1) =st ηk if class k is initially empty.

For each k = 1, . . . , K, we impose the following standard conditions on inter-
arrival and service times, both with general distribution (see [3]):

E ηk < ∞ , (4)
E ξk < ∞ , (5)
P(ξk ≥ x) > 0 , for any x ∈ [0, ∞) . (6)

Then, in particular, the arrival rate αk := 1/Eξk ∈ (0, ∞) and the service
rate μk := 1/Eηk > 0, and we denote α = (α1, . . . , αK)T and μ = (μ1, . . . , μK)T .
Also we assume that the inter-arrival times are spread out, that is, for some
integer r > 1 and functions fk ≥ 0 with

∫ ∞
0

fk(y) dy > 0,

P
(
a ≤

r∑

i=2

ξk(i) ≤ b
) ≥

∫ b

a

fk(y) dy, for any 0 ≤ a < b. (7)

A restricted type of feedback (we name it “non-crossing”) is allowed in
our model: a class-k customer, when finishes service, re-enters the system and
becomes class-k customer with a probability Pkk ∈ [0, 1), and a class-k cus-
tomer needing cooperation of servers s(k) with #s(k) > 1, when finishes service,
becomes a class-� customer if #s(�) = 1 and s(�) ∈ s(k), that is, if � and k are
concurrent customer classes at server s(�), with probability Pk� ∈ [0, 1). Then,
with probability 1 − ∑K

�=1 Pk� ≥ 0, a class-k customer leaves the system upon
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service. Thus, P := (Pk�)K
k,�=1 is the (sub-stochastic) routing (or flow) matrix of

the network. It is assumed that spectral radius of P is strictly less than 1, and
hence, the inverse matrix Q = (I − PT )−1 is well defined.

Define vector λ = (λ1, . . . , λK)T as (the unique) solution to the traffic
equation

λ = α + PT λ, equivalently, λ = Q α, (8)

where λk can be interpreted as the potential long run arrival rate of class-k
customers into the system. Let ρj =

∑

k∈C(j)

λk/μk be the traffic intensity for

server j, and ρ := (ρ1, . . . , ρJ )T .
Now we introduce the following primitive processes describing the dynam-

ics of the queueing network: the exogenous arrival process E = {E(t) :=
(E1(t), . . . , EK(t))T , t ≥ 0}, where

Ek(t) = max {n ≥ 1 :
n∑

i=1

ξk(i) ≤ t} (9)

is the total number of class-k arrivals from outside to the system in interval
[0, t]. We also introduce the process S = {S(t) := (S1(t), . . . , SK(t)), t ≥ 0},
where the renewal process

Sk(t) = max {n ≥ 1 :
n∑

i=1

ηk(i) ≤ t} (10)

is the total number of class-k customers that would be served in interval [0, t],
provided all servers from s(k) devote all time to class-k customers. (By definition,
E(0) = S(0) = 0.) The routing process Φ = {Φ(n)}n∈N is defined as follows:

Φk(n) =
n∑

i=1

φk(i), (11)

where, for each i ∈ N, K-dimensional vectors φk(i) = {φk
� (i), � = 1, . . . , K} are

i.i.d. (independent of the inter-arrival and service time processes), with at most
one component equals 1, and the rest components being equal 0. If φk

j (i) = 1 then
the ith class-k customer becomes class-j, while φk(i) = 0 means the departure
from the network.

Now we introduce the descriptive processes to measure the performance of the
network. For any t ≥ 0 and k, let Ak(t) be the number of class-k arrivals (from
outside and by feedback) by time t, Dk(t) be the number of class-k departures
(to other classes or outside the system), and let Zk(t) be the number of class-k
customers being served at time t, so Zk(t) ∈ {0, 1}. Also let Tk(t) be the total
service time devoted to class-k customers in interval [0, t]. Denote Yj(t) the idle
time of server j in [0, t], and let Qj(t) be the number of customers in the buffer
of station j at time t, j ∈ {1, . . . , J}. In an evident notation, processes D, T and
Y are non-decreasing and satisfy initial conditions D(0) = T (0) = Y (0) = 0. We
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note that A(0) = 0, and assume that Z(0) and Q(0) are mutually independent
and independent of all above given quantities.

For each t and k, we define the remaining time Uk(t) until the next exogenous
class-k arrival, and the remaining service time Vk(t) of class-k customer being
served at time t, if any. We introduce (in an evident notation) processes U and
V , assume that they are right-continuous, and define Vk(t) = 0 if Zk(t) = 0.
Note that Uk(0) = ξk(1), while Vk(0) = ηk(1) if Zk(0) = 1. Now we define
the process X = {X(t), t ≥ 0} describing the dynamics of the network, where
X(t) := (Q(t), Z(t), U(t), V (t))T, with the state space X = Z

K
+ ×{0, 1}K ×R

K
+ ×

R
K
+ . The process X is a piecewise-deterministic Markov process which satisfies

Assumption 3.1 [5], and is a strong Markov process (p. 58, [3]).
We define the workload process W = {W (t) := (W1(t), . . . , WJ (t))T , t ≥ 0},

where Wj(t) is the (workload) time needed to complete service of all class-k
customers present in the system at time t, for any k ∈ C(j). We introduce the
cumulative service time process

Υ = {Υ (n) := (Υ1(n1), . . . , ΥK(nK))T , n = (n1, . . . , nK) ∈ N
K}, (12)

where Υk(nk) is the total amount of service time of the first nk class-k customers
(including the remaining service time at time 0 for the first one), by any of the
servers in the set s(k). Note that this time is the same for each server from s(k),
and that Υk(0) = 0.

The following queueing network equations, which are easy to verify, hold for
all t ≥ 0, k = 1, . . . , K and j = 1, . . . , J :

A(t) = E(t) +
K∑

k=1

Φk(Dk(t)), (13)

Dk(t) = Sk (Tk(t)), (14)

Qk(t) = Qk(0) + Ak(t) − (
Dk(t) + Zk(t)

)
, (15)

∑

k∈C(j)

Tk(t) + Yj(t) = t, (16)

∫ ∞

0

Wj(t) d Yj(t) = 0, (17)

W (t) = C
(
Υ (Q(0) + A(t)) − T (t)

)
, (18)

where e = (1, . . . , 1)T ∈ R
d and C is the J × K matrix defined by:

Cjk =

{
1, if j ∈ s(k), equivalently, if and only if k ∈ C(j),
0, otherwise.

(19)
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Note that Eq. (17) reflects the work-conserving property introduced above. Also
we note that Eq. (16) can be written as C T (t) + Y (t) = t e.

We assume that the service discipline is head-of-the-line (HL): only the oldest
customer of each class can receive service. It gives the additional equation:

Υ (D(t)) ≤ T (t) < Υ (D(t) + e). (20)

3 Stability Analysis of the BC System

By definition, a queueing network is stable if its associated underlying Markov
process X is positive Harris recurrent, that is, it has a unique invariant probabi-
lity measure. To prove stability of the network it is enough to establish stability
of the associated fluid limit model [3].

3.1 The Fluid Limit Model

Now we present, without proof, an analogue of Theorem 4.1 [3] (see also Propo-
sition 1 [7]). If X(0) = (Q(0), Z(0), U(0), V (0))T = x, then we denote X as Xx

(and analogously, for the processes E, S, D, T, Y, W ).

Proposition 1. Consider the BC system. Then, for almost all sample paths
and any sequence of initial states {xn}n≥1 ⊂ X with limn→∞ |xn| = ∞, there
exists a subsequence {xnr

}r≥1 ⊆ {xn}n≥1 with limr→∞ |xnr
| = ∞ such that the

following limit

lim
r→∞

1
|xnr

| Xxnr (0) := X̄(0), (21)

exists, and moreover the following u.o.c. limit exists for each t ≥ 0,

lim
r→∞

1

|xnr |
(
Xxnr (|xnr |t), Dxnr (|xnr |t), T xnr (|xnr |t), Y xnr (|xnr |t), W xnr (|xnr |t)

)

:=
(
X̄(t), D̄(t), T̄ (t), Ȳ (t), W̄ (t)

)
, (22)

where (in evident notation)

X̄(t) :=
(
Q̄(t), Z̄(t), Ū(t), V̄ (t)

)
T, (23)

and the components of vectors Ū(t), V̄ (t) have, respectively, the form

Ūk(t) = (Ūk(0) − t)+ , V̄k(t) = (V̄k(0) − t)+, k = 1, . . . , K. (24)
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Furthermore, the following equations are satisfied for any t ≥ 0, k = 1, . . . , K
and j = 1, . . . , J :

Ā(t) = t α + PT D̄(t), (25)

D̄(t) = M−1 T̄ (t), (26)
Z̄k(t) = 0, (27)

Q̄(t) = Q̄(0) + Ā(t) − D̄(t) = Q̄(0) + t α − (I − PT ) D̄(t), (28)
C T̄ (t) + Ȳ (t) = t e, (29)
∫ ∞

0

W̄j(t) d Ȳj(t) = 0, (30)

W̄ (t) = C
(
M (Q̄(0) + Ā(t)) − T̄ (t)

)
= C M Q̄(t), (31)

where diagonal matrix M is defined as

M = diag
(
(

1
μ1

, . . . ,
1

μK
)T

)
. (32)

We note that

ρ = C M λ. (33)

Any limit (X̄, D̄, T̄ , Ȳ , W̄ ) in (21), (22) is called a fluid limit associated with
the BC system, [3]. Thus, Proposition 1 states that any fluid limit associated
with the BC system satisfies the fluid model Eqs. (25)–(31).

Remark 1. By Lemma 5.3 in [3], hereinafter we will assume without loss of gen-
erality that Ū(0) = V̄ (0) = 0, which, by (24), implies Ū(t) = V̄ (t) = 0 for all
t > 0. We denote it Ū = V̄ = 0 and identify X̄ with Q̄.

Definition 1. The fluid limit (Q̄, D̄, T̄ , Ȳ , W̄ ) associated with a queueing net-
work is stable, if there exists t1 ≥ 0 (depending on the input and service rates
only) such that if |Q̄(0)| = 1, then

Q̄(t) = 0 for all t ≥ t1. (34)

3.2 The Stability Criterion

Now we are ready to introduce and prove the stability criterion of the BC
system with “non-crossing” feedback, following Theorem 5.1 [3]. We prove this
result under a technical Assumption (A) concerning the routing matrix P , which
is equivalent to the “non-crossing” feedback assumption. We first introduce a
process W̃ by

W̃ (t) = C M QQ̄(t), t ≥ 0. (35)

Remark 2. Process W̃ has a key role in the proof of Theorem1 and deserves a
few words. Intuitively, from (31) the fluid limit of the workload process W̄ is
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related with the fluid limit of the queue length process Q̄ by W̄ (t) = C M Q̄(t).
Therefore, W̃ defined in this way is a correction of W̄ that takes into account
feedback. Note that W̃ = W̄ in case of no feedback, since in this case P = 0
and then Q = I. Consider a non-trivial example of W -model with J = 2 and
K = 3 (see Introduction) in which only feedback from class-3 to other classes is
allowed. Then,

P =

⎛

⎝
0 0 0
0 0 0

p31 p32 0

⎞

⎠ . (36)

Since C =
(

1 0 1
0 1 1

)

for this model, we obtain

W̃1(t) =
1
μ1

Q̄1(t) +
(p31

μ1
+

1
μ3

)
Q̄3(t), (37)

W̃2(t) =
1
μ2

Q̄2(t) +
(p32

μ2
+

1
μ3

)
Q̄3(t). (38)

Because

W̄1(t) =
1
μ1

Q̄1(t) +
1
μ3

Q̄3(t) , W̄2(t) =
1
μ2

Q̄2(t) +
1
μ3

Q̄3(t) , (39)

we have then that

W̃1(t) = W̄1(t) +
p31
μ1

Q̄3(t) , W̃2(t) = W̄2(t) +
p32
μ2

Q̄3(t), (40)

expressions from which it is evident that differences between W̃ and W̄ are due
to feedback from class-3 customers to the other classes.

Assumption (A). (“non-crossing” feedback):
The matrix P is such that for any t ≥ 0 and j = 1, . . . , J ,

W̄j(t) = 0 if and only if W̃j(t) = 0. (41)

Remark 3. Assumption (A) has a key role in proving property (c) in the proof
of sufficiency in Theorem 1. It is trivially accomplished if no feedback is allowed
since in this case W̃ = W̄ . We can illustrate this assumption by introducing a
simple example. Consider example introduced in Remark 2 but with (possible)
feedback from any customer class to itself (that is, in the more general “non-
crossing” feedback setting). Then,

P =

⎛

⎝
p11 0 0
0 p22 0

p31 p32 p33

⎞

⎠ (42)
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and

W̃1(t) =
1

μ1 (1 − p11)
Q̄1(t) +

( p31
μ1 (1 − p11) (1 − p33)

+
1

μ3 (1 − p33)
)
Q̄3(t),

(43)

W̃2(t) =
1

μ2 (1 − p22)
Q̄2(t) +

( p32
μ2 (1 − p22) (1 − p33)

+
1

μ3 (1 − p33)
)
Q̄3(t).

(44)

Because

W̄1(t) =
1
μ1

Q̄1(t) +
1
μ3

Q̄3(t) , W̄2(t) =
1
μ2

Q̄2(t) +
1
μ3

Q̄3(t) , (45)

and all coefficients are positive, it is immediate to check that Assumption (A)
holds.

Analogously to [6], the crucial fact in the proof of the stability criterion
(Theorem 1) is that the fluid limit W̃ turns out to be a part of a solution of
a linear Skorokhod problem, while the fluid limit process Q̄ is instead used in
[3]. We note that in some settings, the workload is better adapted to the use
of the methodology of the Skorokhod problems than the queue-size process. On
the other hand, a key point in the proof is the adequate choice of the Lyapunov
function.

Theorem 1. If the non-overlapping BC system with “non-crossing” feedback
given by fluid model Eqs. (25)–(31) and Assumption (A), satisfy conditions
(4)–(7), then a sufficient stability condition is

max
j=1,...,J

ρj < 1, (46)

while maxj=1,...,J ρj ≤ 1 is the necessary stability condition.

Proof. Sufficiency: By the Eqs. (25)–(31),

Ā(t) = t α + PT
(
Q̄(0) + Ā(t) − Q̄(t)

)
, (47)

implying
(
I − PT

)
Ā(t) = t α + PT

(
Q̄(0) − Q̄(t)

)
. (48)

It in turn implies

Ā(t) = t λ + Q PT
(
Q̄(0) − Q̄(t)

)
. (49)

By (49) we obtain

W̄ (t) = C M Q̄(0) + C M Ā(t) − C T̄ (t)

= C M Q̄(0) + C M
(
t λ + Q PT

(
Q̄(0) − Q̄(t)

) )
− t e + Ȳ (t)

= C M Q̄(0) + (ρ − e) t + C M Q PT
(
Q̄(0) − Q̄(t)

)
+ Ȳ (t)

= C M QQ̄(0) + (ρ − e) t − C M Q PT Q̄(t) + Ȳ (t). (50)
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Since W̄ (t) = C M Q̄(t), it then follows from (50) that

C M QQ̄(t) = C M QQ̄(0) + (ρ − e) t + Ȳ (t), (51)

or, denoting X̃(t) = C M QQ̄(0) + (ρ − e) t,

W̃ (t) = X̃(t) + Ȳ (t). (52)

It is easy to check that the following properties hold:

(a) X̃(·) has continuous paths with X̃(0) ≥ 0,
(b) W̃ (t) ≥ 0 for all t ≥ 0,
(c) Ȳ (·) has nondecreasing paths, Ȳ (0) = 0, and Ȳj(·) increases only at times t

such that W̄j(t) = 0 for j = 1, . . . , J (see (30)). By Assumption (A), Ȳj(·)
increases only when W̃j(t) = 0, j = 1, . . . , J .

It follows that the paths of processes (W̃ , Ȳ ) are solutions of the continuous
dynamic complementarity problem (DCP) for X̃ (see Definition 5.1 [3]), also
known as the deterministic Skorokhod problem. Moreover, it is easy to check
that condition (5.1) in [3],

W̃ (s) + X̃(t + s) − X̃(s) ≥ θ t ∀t, s ≥ 0, (53)

is satisfied with θ := ρ − e. Therefore, by Lemma 5.1 [3],

˙̄Y (s) ≤ (e − ρ), if s ≥ 0 is a regular point of Ȳ (·). (54)

Define function f as
f(t) = |W̃ (t)| = eT W̃ (t). (55)

It follows that

f(t) = eT (X̃(t) + Ȳ (t)) = f(0) + eT ((ρ − e) t + Ȳ (t))

= f(0) +
J∑

j=1

(
(ρj − 1) t + Ȳj(t)

)
. (56)

Assume that t > 0 is a regular point for W̃ (equivalently, for Ȳ ).
If f(t) > 0, then there exists j0 ∈ {1, . . . , J} such that W̃j0(t) > 0. By

definition of process W̃ , there exists some k0 with Q̄k0(t) > 0, which implies
that for any j1 ∈ s(k0), W̄j1(t) > 0, which in turn implies that ˙̄Yj1(t) = 0. Fix a
j1 ∈ s(k0). Hence, by (56) and (54),

ḟ(t) =
J∑

j=1

(
(ρj − 1) + ˙̄Yj(t)

)
= (ρj1 − 1) +

∑

j �=j1

(
(ρj − 1) + ˙̄Yj(t)

)

≤ ρj1 − 1 ≤ max
j=1,...,J

ρj − 1 = −κ, (57)
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where κ = 1 − maxj=1,...,J ρj > 0 by assumption.
As f is a nonnegative function that is absolutely continuous and, for almost

surely all regular points t, ḟ(t) ≤ −κ whenever f(t) > 0, then, by Lemma 5.2
[3], f is non increasing and f(t) = 0 for t ≥ f(0)/κ. That is,

W̃ (t) = 0, t ≥ δ :=
|W̄ (0)|

1 − maxj=1,...,J ρj
. (58)

Finally, by definition of process W̃ , W̃ = 0 if and only if Q̄ = 0. Moreover, since

|W̃ (t)| = |C M QQ̄(t)| =
J∑

j=1

( ∑

k∈C(j)

akjQ̄k(t)
)
, (59)

where akj depends on μ and matrix Q = (qk�)k,�=1,...,K . More exactly, 0 ≤ akj ≤
MK , for any k = 1, . . . , K and j = 1, . . . , J , where

MK =
(

max
k=1,...,K

max
�=1,...,K

qk�

) (
max

k=1,...,K

1
μk

)
K > 0. (60)

Then,
|W̃ (t)| ≤ J MK |Q̄(t)|, (61)

and we obtain

Q̄(t) = 0, t ≥ J MK |Q̄(0)|
1 − maxj=1...,J ρj

≥ 0. (62)

It means that the fluid model is stable (by Definition 1), and Theorem 4.2 [3]
ensures the stability of the queueing network.

Necessity: To prove the necessity of condition maxj=1,...,J ρj ≤ 1, we assume
ρj0 > 1 for some j0 ∈ {1, . . . , J}. Consider the non-negative function

g(t) = W̃j0(t) = g(0) + (ρj0 − 1) t + Ȳj0(t) ≥ (ρj0 − 1) t > 0, t > 0. (63)

Then W̃j0(t) > 0, which implies Q̄(t) �= 0 since W̃j0(t) =
∑

k∈C(j0)
akj0Q̄k(t)

with akj0 ≥ 0, finishing the proof. ��
Remark 4. We note that in practice, condition (46) can be treated as stability
criterion which, for the W -model in Remark 3, becomes

max{ρ1, ρ2} < 1, (64)

where

ρ1 = α1
1

μ1 (1 − p11)
+ α3

( p31
μ1 (1 − p11) (1 − p33)

+
1

μ3 (1 − p33)

)
(65)

ρ2 = α2
1

μ2 (1 − p22)
+ α3

( p32
μ2 (1 − p22) (1 − p33)

+
1

μ3 (1 − p33)

)
. (66)
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This can be easily seen since ρ = C M Q α,

C M =

⎛

⎝

1
μ1

0 1
μ3

0 1
μ2

1
μ3

⎞

⎠ (67)

and

Q = (I − PT )−1 =

⎛

⎜
⎜
⎜
⎜
⎝

1
1−p11

0 p31
(1−p11) (1−p33)

0 1
1−p22

p32
(1−p22) (1−p33)

0 0 1
1−p33

⎞

⎟
⎟
⎟
⎟
⎠

. (68)

If the model does not allow feedback, then pij = 0 for all i, j = 1, 2, 3, and

ρ1 =
α1

μ1
+

α3

μ3
, ρ2 =

α2

μ2
+

α3

μ3
. (69)

4 Conclusion

We consider a non-overlapping Basic Collaboration queueing system, which is
a multi-class queueing system with “non-crossing” feedback, that generalizes
the so-called W -model [15]. In the system, some customer classes cooperate to
be processed by a subset of non-overlapping servers, and feedback is allowed
from each customer class to itself, and also from each customer class needing
cooperation of some servers to any of the concurrent customer classes at any
of these servers. We apply the fluid limit approach methodology [3] to find the
stability condition of the system.

Acknowledgement. The authors wish to thank the anonymous referees for careful
reading and helpful comments that resulted in an overall improvement of the paper.
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Abstract. We investigate the M/G/n ≤ ∞/(0, V )-type Erlang loss ser-
vice system with n ≤ ∞ independent service stations and Poisson arrival
stream in which volumes of entering demands and their processing times
are generally distributed and, in general, are dependent random vari-
ables. Moreover, the total volume of all demands present simultaneously
in the system is bounded by a non-random value V (system memory
capacity). The enqueueing process is controlled by an AQM-type non-
increasing accepting function. Two different acceptance rules are consid-
ered in which the probability of acceptance is dependent or independent
on the volume of the arriving demand. Stationary queue-size distribu-
tion and the loss probability are found for both scenarios of the system
behavior. Besides, some special cases are discussed. Numerical examples
are attached as well.

Keywords: Active Queue Management (AQM) · Erlang service sys-
tem · Loss probability · Queue-size distribution · Supplementary vari-
ables’ technique

1 Introduction

Queueing systems with finite buffer capacities are commonly used, especially
in the design and performance evaluation of telecommunication and computer
networks. They are good models for describing different-type phenomena appear-
ing in network nodes (e.g., IP routers). In packet-oriented networks problems of
buffer overflows and packet losses are typical ones. The classical Tail Drop (TD)
mechanism rejects the entering packet only when the buffer is completely sat-
urated and hence, according to frequent complex nature of the traffic (e.g., in
Internet), it can give some negative consequences, like, e.g., losing packets in
series, too long delays in queueing or TCP synchronization.

The idea of the Active Queue Management (AQM) is in implementing the
mechanism of the entering packets rejection that is possible even when the buffer
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 366–379, 2017.
DOI: 10.1007/978-3-319-59767-6 29
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is not saturated. Hence, the using of AQM can physically decrease the queue
length at the node and allows for avoiding the hazard of buffer overflow by
reducing the intensity of arrivals (as a consequence of packets dropping). The
first AQM scheme, called RED (Random Early Detection), was proposed in [1],
where a linearly dropping function was presented. Some modifications of the
original RED mechanism can be found e.g. in [3,10], where an exponential and
quadratic dropping functions were applied, respectively. An analysis of stationary
characteristics of the M/M/1/N queue with packet dropping was carried out e.g.
in [2].

In the paper we study the queue-size distribution in the M/G/n ≤ ∞/(0, V )-
type Erlang loss service system with n ≤ ∞ independent service stations and
Poisson arrival stream, in which volumes of entering demands and their process-
ing times are generally distributed and, in general, are dependent random vari-
ables. Moreover, the total volume of all demands present simultaneously in the
system is bounded by a non-random value V (system memory capacity). We
define an AQM-type accepting function which qualifies the arriving packet for
service with probability depending on its volume and the total capacity of pack-
ets present in the system at the pre-arrival epoch. The basics of the theory of
queueing models with randomly distributed packet sizes and bounded system
capacity can be found in [4,5]. The representations for the steady-state queue-
size distributions in such systems with Poisson arrivals were obtained in [7,8],
where the exponentially and generally distributed service times were considered,
respectively. Similar results for the multi-server model was derived in [9].

The paper is organized as follows. Section 2 contains a description of the
queueing model and necessary notations. In Sect. 3 we define a Markovian process
describing the evolution of the system. In Sect. 4 we build a system of partial
differential equations for the transient system characteristics. Section 5 contains
the formulae for the stationary queue-size distribution and loss probability and
in Sect. 6 we analyze some special cases of the original model. Section 7 contains
examples of numerical results illustrating theoretical formulae and the last Sect. 8
presents conclusions and final remarks.

2 The Model and Notation

We consider the Erlang M/G/n ≤ ∞/(0, V ) service system and denote by a
the parameter (intensity) of demands entrance flow. Let ζ and ξ be a demand
volume and its service time, respectively. F (x, t) = P{ζ < x, ξ < t} be the
joint distribution function of the non-negative random variables ζ and ξ. Then,
L(x) = F (x,∞) and B(t) = F (∞, t) are the distribution functions of the random
variables ζ and ξ, respectively. Denote by β1 = Eξ =

∫ ∞
0

t dB(t) the mean service
time. Let σ(t) be the total volume of demands present in the system at time
instant t. The values of the process σ(t) are bounded by a constant positive
value V (system memory capacity). Let η(t) be the number of demands present
in the system at time instant t.

Consider the right continuous non-increasing (accepting) function r(x)
defined on the segment [0;V ] such that r(V ) ≥ 0, r(0) ≤ 1.
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Assume that at the epoch t a demand of volume x arrives to the system
when the total volume of the other demands present in it is equal to y. In what
follows, we analyze two scenarios of system behavior: (1) the arriving demand
is accepted to service with probability r(x + y) and removed from the system
with probability 1 − r(x + y); (2) the arriving demand is accepted to service
with probability r(y) and removed from the system with probability 1− r(y). In
both cases, the arriving demand is also removed from the system if x + y > V
or η(t−) = n (if n < ∞).

If the customer of volume x arriving at the epoch t is not accepted to the
system, then η(t) = η(t−) and σ(t) = σ(t−). If it is accepted to the system, then
η(t) = η(t−) + 1 and σ(t) = σ(t−) + x. If servicing of the demand of volume x is
completed at the epoch τ , then we get η(τ) = η(τ−) − 1 and σ(τ) = σ(τ−) − x.

Denote by σj(t) the volume of the jth demand presenting in the system at
the time instant t (j = 1, . . . , k if η(t) = k, 1 ≤ k ≤ n). We agree to assume that
the customers present in the system at an arbitrary time instant are numerated
randomly, that is, if at the time instant t there are k demands in the system,
then any of the possible k! numerations can be used with the same probability
1/k!. Denote by ξ∗

j (t) the remaining service time of jth demand presenting in
the system at time instant t.

Later on, the following notation for vectors will be used to reduce the rela-
tions:

Yk = (y1, . . . , yk), Y j
k = (y1, . . . , yj−1, yj+1 . . . , yk), (Yk, u) = (y1, . . . , yk, u).

(1)

3 Random Process and Functions Describing System
Behavior

Behavior of the system under consideration we shall describe by the following
Markovian process:

(
η(t);σj(t), ξ∗

j (t), j = 1, . . . , η(t)
)
, (2)

where the components σj(t) and ξ∗
j (t) are absent, if η(t) = 0. In this case,

obviously, σ(t) = 0. Otherwise, we have σ(t) =
∑η(t)

j=1 σj(t).
Process (2) we shall characterize by functions having probability sense as

follows:
P0(t) = P{η(t) = 0}; (3)

Gk(x, Yk, t)dx = P{η(t) = k, σ(t) ∈ [x;x + dx), ξ∗
j (t) < yj , j = 1, . . . , k}, (4)

Θk(Yk, t) = P{η(t) = k, ξ∗
j (t) < yj , j = 1, . . . , k} =

∫ V

0

Gk(x, Yk, t)dx, (5)

Pk(t) = P{η(t) = k} =
∫ V

0

Gk(x,∞k, t)dx = Θk(∞k, t), k = 1, . . . , n, (6)
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where ∞k = (∞, . . . ,∞
︸ ︷︷ ︸

k

).

It follows from the random demands numeration that the functions
Gk(x, Yk, t) and Θk(Yk, t) are symmetrical with respect to permutations of com-
ponents of the vector Yk.

4 Equations for Introduced Functions and Their Solution

Consider a system whose behavior corresponds to the first scenario describing
in Sect. 2.

It can be shown by supplementary variables’ technique [6] and taking in
consideration the aforementioned symmetry of the functions Gk(x, Yk, t) and
Θk(Yk, t) that the partial differential equations for the functions (3)–(5) have
the form:

P ′
0(t) = −aP0(t)

∫ V

0

r(v)dL(v) +
∂Θ1(y, t)

∂y

⏐
⏐
⏐
⏐

y=0

; (7)

∂Θ1(y, t)
∂t

− ∂Θ1(y, t)
∂y

+
∂Θ1(y, t)

∂y

⏐
⏐
⏐
⏐

y=0

= aP0(t)
∫ V

0

r(v)dvF (v, y)

− a

∫ V

0

G1(x, y, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx + 2
∂Θ2(y, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

;

(8)

∂Θk(Yk, t)
∂t

−
k∑

j=1

[
∂Θk(Yk, t)

∂yj
− ∂Θk(Yk, t)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

k

k∑

j=1

∫ V

0

Gk−1(x, Y j
k , t)

[∫ V −x

0

r(x + v)dvF (v, yj)

]

dx

− a

∫ V

0

Gk(x, Yk, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx + (k + 1)
∂Θk+1(Yk, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

,

k = 2, . . . , n − 1;
(9)

∂Θn(Yn, t)
∂t

−
n∑

j=1

[
∂Θn(Yn, t)

∂yj
− ∂Θn(Yn, t)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

n

n∑

j=1

∫ V

0

Gn−1(x, Y j
n , t)

[∫ V −x

0

r(x + v)dvF (v, yj)

]

dx.

(10)

We say that the system is empty at time t if there are no demands in it at
this time.
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To explain (7)–(10), we first clear the probability sense of some integrals in
these equations:∫ V

0
r(v)dL(v) is the probability that an arbitrary demand will be accepted to

the system if it arrives at the moment when the system is empty;∫ V

0
r(v)dvF (v, y) is the probability of the same event, but for a demand

with service time less than y;
∫ V

0
Gk(x, Yk, t)

[∫ V −x

0
r(x + v)dL(v)

]
dx is

the probability that a demand arriving at time t will be accepted
if there are k other demands in the system at this moment and
their remaining service times are less than y1, . . . , yk, respectively;
∫ V

0
Gk(x, Y j

k+1, t)
[∫ V −x

0
r(x + v)dvF (v, yj)

]
dx is the probability of the same

event for the arriving demand with service time less than yj when remaining
service times of other demands present in the system are less than y1, . . . , yj−1,
yj+1, . . . , yk, respectively.

Suppose for simplicity that n = 2. Then, the analysis of the Markovian process
(2) provides to the following difference equations for the functions (3)–(5):

P0(t + Δt) = P0(t)

[

1 − aΔt

∫ V

0

r(v)dL(v)

]

+ Θ(Δt, t) + o(Δt);

Θ1(y, t + Δt) = aΔtP0(t)
∫ V

0

r(v)dvF (v, y + Δt) + Θ1(y + Δt, t) − Θ1(Δt, t)

− aΔt

∫ V

0

G1(x, y + Δt, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx

+Θ2(Δt, y + Δt, t) + Θ2(y + Δt,Δt, t) + o(Δt);

Θ2(y1, y2, t + Δt, t) =
aΔt

2
Θ2(y1 + Δt, y2 + Δt, t)

+
aΔt

2

∫ V

0

G1(x, y2 + Δt, t)

[∫ V −x

0

r(x + v)dvF (v, y1 + Δt)

]

dx

+Θ2(y1 + Δt, y2 + Δt, t) − Θ2(y1 + Δt,Δt, t) − Θ2(Δt, y2 + Δt, t)

− aΔt

∫ V

0

G2(x, y1 + Δt, y2 + Δt, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx

+Θ3(Δt, y1 + Δt, y2 + Δt, t) + Θ3(y1 + Δt,Δt, y2 + Δt, t)
+Θ3(y1 + Δt, y2 + Δt,Δt, t) + o(Δt).

(11)
From these difference equations, using standard technique and taking in

consideration the symmetry of the functions G2(x, y1, y2, t), Θ2(y1, y2, t) and
Θ3(y1, y2, y3, t), we obtain the following partial differential equations:
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P ′
0(t) = −aP0(t)

∫ V

0

r(v)dL(v) +
∂Θ1(y, t)

∂y

⏐
⏐
⏐
⏐

y=0

;

∂Θ1(y, t)
∂t

− ∂Θ1(y, t)
∂y

+
∂Θ1(y, t)

∂y

⏐
⏐
⏐
⏐

y=0

= aP0(t)
∫ V

0

r(v)dvF (v, y)

− a

∫ V

0

G1(x, y, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx + 2
∂Θ2(y, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

;

∂Θ2(y1, y2, t)
∂t

− ∂Θ2(y1, y2, t)
∂y1

+
∂Θ2(y1, y2, t)

∂y1

⏐
⏐
⏐
⏐

y1=0

−∂Θ2(y1, y2, t)
∂y2

+
∂Θ2(y1, y2, t)

∂y2

⏐
⏐
⏐
⏐

y2=0

=
a

2

∫ V

0

G1(x, y1, t)

[∫ V −x

0

r(x + v)dvF (v, y2)

]

dx

+
a

2

∫ V

0

G1(x, y2, t)

[∫ V −x

0

r(x + v)dvF (v, y1)

]

dx

− a

∫ V

0

G2(x, y1, y2, t)

[∫ V −x

0

r(x + v)dL(v)

]

dx + 3
∂Θ3(y1, y2, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

.

(12)
For arbitrary k, this technique gives us Eqs. (7)–(10).
Let us introduce the notation

R(z, y) =
∫ z

0

r(V − z + v)dvF (v, y). (13)

Then Eqs. (7)–(10) can be rewritten as

P ′
0(t) = −aP0(t)R(V,∞) +

∂Θ1(y, t)
∂y

⏐
⏐
⏐
⏐

y=0

; (14)

∂Θ1(y, t)
∂t

− ∂Θ1(y, t)
∂y

+
∂Θ1(y, t)

∂y

⏐
⏐
⏐
⏐

y=0

= aP0(t)R(V, y)

− a

∫ V

0

G1(x, y, t)R(V − x,∞)dx + 2
∂Θ2(y, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

;

(15)

∂Θk(Yk, t)
∂t

−
k∑

j=1

[
∂Θk(Yk, t)

∂yj
− ∂Θk(Yk, t)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

k

k∑

j=1

∫ V

0

Gk−1(x, Y j
k , t)R(V − x, yj)dx − a

∫ V

0

Gk(x, Yk, t)R(V − x,∞)dx

+ (k + 1)
∂Θk+1(Yk, u, t)

∂u

⏐
⏐
⏐
⏐

u=0

, k = 2, . . . , n − 1.

(16)
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∂Θn(Yn, t)
∂t

−
n∑

j=1

[
∂Θn(Yn, t)

∂yj
− ∂Θn(Yn, t)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

n

n∑

j=1

∫ V

0

Gn−1(x, Y j
n , t)R(V − x, yj)dx.

(17)

If the inequality ρ = aβ1 < ∞ takes place, the steady state exists for the
system under consideration, and the following limits exist in the sense of a weak
convergence: η(t) ⇒ η; σ(t) ⇒ σ; ξ∗

j (t) ⇒ ξ∗
j , j = 1, . . . , η, where η, σ, ξ∗

j are the
appropriate steady-state characteristics. Then, the following finite limits exist:

p0 = lim
t→∞ P0(t) = P{η = 0}; (18)

gk(x, Yk) = lim
t→∞ Gk(x, Yk, t) (19)

and
gk(x, Yk)dx = P{η = k; σ ∈ [x, x + dx); ξ∗

j < yj , j = 1, . . . , k};

θk(Yk) = lim
t→∞ Θk(Yk, t) = P{η = k; ξ∗

j < yj , j = 1, . . . , k} =
∫ V

0

gk(x, Yk)dx;

(20)

pk = lim
t→∞ Pk(t) = P{η = k} =

∫ V

0

gk(x,∞k)dx = θk(∞k) (21)

where k = 1, . . . , n.
It is clear that the steady-state functions gk(x, Yk) and θk(Yk) are also sym-

metrical with respect to permutations of components of the vector Yk.
In steady state, for the value (18) and the functions (19), (20), we obtain the

following equations that follow from Eqs. (14)–(17):

0 = −ap0R(V,∞) +
∂θ1(y)

∂y

⏐
⏐
⏐
⏐

y=0

; (22)

−∂θ1(y)
∂y

+
∂θ1(y)

∂y

⏐
⏐
⏐
⏐

y=0

= ap0R(V, y) − a

∫ V

0

g1(x, y)R(V − x,∞)dx

+ 2
∂θ2(y, u)

∂u

⏐
⏐
⏐
⏐

u=0

;

(23)

−
k∑

j=1

[
∂θk(Yk)

∂yj
− ∂θk(Yk)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

k

k∑

j=1

∫ V

0

gk−1(x, Y j
k )R(V − x, yj)dx − a

∫ V

0

gk(x, Yk)R(V − x,∞)dx

+ (k + 1)
∂θk+1(Yk, u)

∂u

⏐
⏐
⏐
⏐

u=0

, k = 2, . . . , n − 1.

(24)
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−
n∑

j=1

[
∂θn(Yn)

∂yj
− ∂θn(Yn)

∂yj

⏐
⏐
⏐
⏐

yj=0

]

=
a

n

n∑

j=1

∫ V

0

gn−1(x, Y j
n )R(V − x, yj)dx.

(25)
In steady state, the following boundary conditions (or equilibrium equations)

hold:

a

∫ V

0

gk(x, Yk)R(V −x,∞)dx = (k+1)
∂θk+1(Yk, u)

∂u

⏐
⏐
⏐
⏐

u=0

, k = 1, . . . , n−1. (26)

It is clear that R(z, y) is the probability that an arriving demand with service
time less than y will be accepted to service, if immediately before its arrival the
system had z units of free memory space. Then obviously, the function R(z,∞)
represents the probability that an arbitrary demand is accepted to service, under
condition that immediately before its arrival there were z units of free memory
space in the system.

Consider the function H(z, y) = R(z,∞) − R(z, y) which defines the prob-
ability that a demand with service time greater than or equal to y is accepted
to service under the same condition. Let us present the distribution function
F (x, t) as F (x, t) = L(x)B(t|ζ < x), where B(t|ζ < x) = P{ξ < t|ζ < x} is
the conditional distribution function of the random variable ξ under condition
ζ < x. Then, we have

R(z, y) =
∫ z

0

r(V − z + v)B(y|ζ = v)dL(v) (27)

and, consequently,

H(z, y) =
∫ z

0

r(V − z + v)[1 − B(y|ζ = v)]dL(v). (28)

Let us introduce the function

Φy(z) =
∫ y

0

H(z, u)du =
∫ z

0

r(V − z + v)

⎡

⎣

y∫

0

(1 − B(u|ζ = v)) du

⎤

⎦dL(v) (29)

and notation

S(z) = R(z,∞) =
∂Φu(z)

∂u

⏐
⏐
⏐
⏐

u=0

=
∫ z

0

r(V − z + v)dL(v) (30)

assuming that B(0|ζ = v) = 0. We also introduce the following notation for the
Stieltjes convolution:

F1 ∗ · · · ∗ Fk(x) = ∗
j=1

k

Fj(x). (31)

The kth order Stieltjes convolution of the function D(x) we shall denote by
D

(k)
∗ (x).
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Taking in consideration the aforementioned symmetry of the functions θk(Yk)
and the boundary conditions (26), one can easily show by direct substitution that
the solution of the equation system (22)–(25) has the form:

gk(x, Yk)dx = C
ak

k!
dx

(

∗
j=1

k

Φyj
(x)

)

, k = 1, . . . , n, (32)

where C is a constant value to be defined later from the normalization condition.
It follows from the last relation and (20) that

θ(Yk) = C
ak

k!
∗

j=1

k

Φyj
(V ), k = 1, . . . , n. (33)

5 Steady-State Demands Number Distribution and Loss
Probability

Let us introduce the function

A(z) = lim
y→∞ Φy(z) =

∫ ∞

0

H(z, u)du

=
∫ z

0

r(V − z + v)
[∫ ∞

0

(1 − B(u|ζ = v)) du

]

dL(v).
(34)

Here the integral
∫ ∞
0

(1 − B(u|ζ = v)) du = E(ξ|ζ = v) is the conditional
expectation of the demand service time under condition ζ = v.

We establish from (21) that

pk = C
ak

k!
A

(k)
∗ (V ), k = 1, . . . , n, (35)

where the constant C is determined from the normalization condition as

C = p0 =

[

1 +
n∑

k=1

ak

k!
A

(k)
∗ (V )

]−1

. (36)

The relation for the loss probability Ploss follows from the equilibrium con-
dition

a(1 − Ploss) =
n∑

k=1

k
∂θk(∞k−1, u)

∂u

⏐
⏐
⏐
⏐

u=0

, (37)

according to which the mean number of customers accepted to the system during
a time unit in steady state is equal to the mean number of customers completed
their service during the same time. After simple computations we get

Ploss = 1 − p0

[

S(V ) +
n−1∑

k=1

ak

k!
S ∗ A

(k)
∗ (V )

]

. (38)
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We recall that all above relations refer to the first scenario of system behavior
(see Sect. 2). To study the second scenario, one needs to define the function
R(z, y) by the following relation differing from (13): R(z, y) = r(V − z)F (z, y).
It can be easily shown that Eqs. (22)–(26) stay the same for this function and,
in this case, the functions Φy(z), A(z) and S(z) take the following forms:

Φy(z) = r(V − z)L(z)
∫ y

0

[1 − B(u|ζ < z)] du,

A(z) = r(V − z)L(z)
∫ ∞

0

[1 − B(u|ζ < z)] du = r(V − z)
∫ z

0

E(ξ|ζ = v)dL(v),

S(z) = r(V − z)L(z). (39)

The probability sense of the function S(z) remains the same for both scenarios
of system behavior.

6 Analysis of Some Special Cases

6.1 Demand Service Time Doesn’t Depend on Its Volume

In this case we have F (x, t) = L(x)B(t). Then, for both scenarios of system
behavior, we obtain that A(s) = β1S(z). Therefore, the demands number distri-
bution and loss probability doesn’t depend on the form of distribution function
B(t). These characteristics depend on the first moment of service time β1 only.
The steady-state demands number distribution in this case has the form:

p0 =

[

1 +
n∑

k=1

ρk

k!
S
(k)
∗ (V )

]−1

, (40)

pk = p0
ρk

k!
S
(k)
∗ (V ), k = 1, . . . , n, (41)

where ρ = aβ1, S(z) is defined by (30), for the first scenario, and by (39), for the
second one. The relation for the loss probability, as it follows from (38), takes
the form:

Ploss = 1 − p0

[

S(V ) +
n−1∑

k=1

ρk

k!
S
(k+1)
∗ (V )

]

. (42)

6.2 Classical Erlang System with AQM

Let us consider the system under the second scenario with demands of volume
equals to 1. It is clear that, in this case, we can assume that service time doesn’t
depend on demand volume and demands number characteristics (including loss
probability) depend on the first moment of service time, only. In this case, we
denote the memory capacity of the system by N , N ≤ n.
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Denote by ri = r(i) the probability that the arriving demand will be accepted
to the system if immediately before its arrival there were i other demands in it,
i = 0, . . . , N . Obviously, ri = 1 − di, where di is the classical dropping function
[2]. Then, we obtain from (39)–(42) that

p0 =

⎛

⎝1 +
N∑

j=1

ρj

j!

j−1∏

j=0

ri

⎞

⎠

−1

; pk = p0
ρk

k!

k−1∏

i=0

ri, k = 1, . . . , N ;

Ploss = 1 − p0

N−1∑

k=0

ρk

k!

k∏

i=0

ri.

(43)

6.3 Service Time Is Proportional to Demand Volume

Let us assume that ξ = cζ, c > 0. Then, we obviously have:

E(ξ|ζ = v) =
∫ ∞

0

[1 − B(y|ζ = v] dy = cv, (44)

and, for the first scenario of system behavior, we get:

A(z) = c

∫ z

0

vr(V − z + v)dL(v), (45)

and the function S(z) has the form (30). For example, if demand volume has
an exponential distribution L(x) = 1 − e−fx, f > 0, and r(x) = 1 − x/V for
x ∈ [0;V ], we obtain, taking in consideration (30), that

S(z) =
fz + e−fz − 1

fV
, A(z) =

c

f2V

[
fz − 2 + (2 + fz)e−fz

]
. (46)

Thus, all components of formulas (35)–(38) are determined.
For the system under the second scenario, we get:

A(z) = cr(V − z)
∫ z

0

v dL(v), (47)

and S(z) is determined by (39). For the exponentially distributed demand vol-
ume and the same function r(x) as above, we obtain:

S(z) =
z

V

(
1 − e−fz

)
, A(z) =

cz
[
1 − (1 + fz)e−fz

]

fV
. (48)

7 Numerical Examples

In this section we present numerical examples illustrating theoretical results. Let
us consider, firstly, the case of the demand service which does not depend on the
volume. Assume that volumes of entering demands are exponentially distributed



Erlang Service System with Limited Memory Space 377

with parameter f = 1 and that the accepting function is a linear one, i.e. r(x) =
= 1 − x

V , x ∈ [0, V ]. For V = 8, n = 5 and two different values of the traffic
load: ρ = 0.70 and 1.00, we obtain the stationary queue-size distributions as
shown in Figs. 1 and 2 (for the first and second scenarios of system’s opera-
tion). The values of the loss probability equal 0.350704 (ρ = 0.70) and 0.409832
(ρ = 1.00) for the first scenario, and 0.252966 and 0.318422 for the second sce-
nario, respectively.

In Figs. 3 and 4 we present similar results for the case V = 15 and n = ∞
(we give successive probabilities from 0 to 10). For the case of infinite num-
ber of independent servers we get the loss probability equal to 0.302237 (for
ρ = 0.70) and 0.363743 (for ρ = 1.00) in the case of the first scenario of the sys-
tem operation. Similarly, for the second scenario, we have 0.243615 and 0.307163,
respectively.

Moreover, in Figs. 5 and 6 the case of the service time being proportional
to demand volume is presented, where the coefficient of proportionality c = 1,
a = 0.70 and 1.00, and the remaining system parameters are the same as in
Figs. 3 and 4. For the first scenario we get loss probabilities equal to 0.339437
(a = 0.7) and 0.396688 (a = 1). Similarly, for the second scenario of the system’s
operation we obtain, 0.269370 and 0.338323, respectively.

Lastly, on Figs. 7 and 8 the stationary queue-size distribution is shown for
the case of c = 1.5, two different values of arrival intensity, namely a = 2 and
a = 1 and, as in Figs. 5 and 6, taking V = 8, f = 1 and n = 5. The obtained
values of the loss probability are 0.593461 (first scenario) and 0.228903 (second
scenario) for a = 2 and, respectively, 0.468284 and 0.0074844 for a = 1.

Fig. 1. 5 servers, first scenario (inde-
pendent)

Fig. 2. 5 servers, second scenario (inde-
pendent)
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Fig. 3. Infinite number of servers, first
scenario (independent)

Fig. 4. Infinite number of servers, sec-
ond scenario (independent)

Fig. 5. 5 servers, first scenario (propor-
tional), c = 1

Fig. 6. 5 servers, second scenario (pro-
portional), c = 1

Fig. 7. 5 servers, first scenario (propor-
tional), c = 1.5

Fig. 8. 5 servers, second scenario (pro-
portional), c = 1.5

8 Conclusions

In the paper a multi-server Erlang loss queueing system with Poisson arrival
stream, finite memory capacity and n ≤ ∞ independent service stations is con-
sidered, in which volumes of the arriving demands and their service times are
dependent random variables. An AQM-type non-increasing accepting function is
implemented for controlling the incoming flow of demands. Two possible accep-
tance rules are considered: in the first one the arriving demand is being accepted
for service with probability depending on its volume and on the volume of all
demands being processed at the arrival epoch; in the second one the accept-
ing probability is independent on the volume of the arriving demand. Using
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supplementary variables’ technique, the stationary queue-size distribution and
the loss probability are obtained for both scenarios of the system behavior. Three
different special cases are discussed and illustrated via numerical examples. The
results obtained in the paper can be used for estimating of total demands capac-
ity characteristics in the nodes of computer and telecommunication networks.
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Abstract. We investigate queueing systems with demands of random
space requirements and limited buffer space, in which queueing or sojourn
time are limited by some constant value. For such systems, in the case of
exponentially distributed service time and Poisson entry, we obtain the
steady-state demands number distribution and probability of demands
losing.
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1 Introduction

We consider queueing systems with demands of a random space requirement
(volume) and a limited buffer space capacity. This means that each demand is
characterized by some non-negative random indication named the demand space
requirement or demand volume ζ. The total sum σ(t) of volumes of all demands
present in the system at arbitrary time instant t is limited by some constant
value V , which is named a buffer space capacity of the system. Such systems
have been used to model and solve the various practical problems occurring in
design of computer and communication systems. They were widely studied in
the literature (see, e.g., [3,5–12]).

In our work, we study queueing systems in which demands are also “impa-
tient”. In other words, they can leave the system during their waiting in the
queue, or even during their servicing.

Such systems are the models of some real processes. E.g., systems of informa-
tion transmission often deal with the process of messages information reduction.
The outdated messages can be removed from the system before their transmis-
sion. In this case, we have the system with limited queueing time. The typical
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example of the system with limited sojourn time is a radar for airplanes supervi-
sion. This installation is characterized by limited area of servicing. The problem
is to keeping up with the service of all airplanes that are in this area during
some constant or random amount of time.

In the classical queueing theory (for demands without volume), systems with
limited queueing or sojourn time were investigated, e.g., in [2]. We consider
systems with queueing or sojourn time limited by some constant value τ . In the
systems under consideration, the buffer space and the number of waiting places
in the queue can be also limited.

For the systems under consideration, we obtain the steady-state demands
number distribution and the probability that a demand is lost or leaves the
system because of queueing or sojourn time limitation.

This work is organized as follows. In Sect. 2, we give the mathematical
description of the models and introduce some necessary notations. In Sect. 3,
we investigate the system with limited queueing time. In Sect. 4, we investigate
the system with limited sojourn time. Section 5 contains concluding remarks.

2 Models Description

Consider the M/M/n/m-type queueing system with identical servers and FIFO
service discipline. Let a be the intensity of demands entrance flow, μ be the
parameter of service time. Each demand has some random volume ζ which does
not depend on the volumes of other demands nor on the demand arriving epoch.
Let L(x) = P{ζ < x} be the demand volume distribution function and σ(t)
be the sum of volumes of all demands present in the system at time instant t.
The values of the process σ(t) are limited by the constant value V (buffer space
capacity). Let us denote by η(t) the number of demands present in the system at
time t. Let a demand having the volume x arrive to the system at epoch t. Then,
it will be accepted to the system if η(t−) < n + m and σ(t−) + x ≤ V . In this
case, we have η(t) = η(t−) + 1, σ(t) = σ(t−) + x. In opposite case, the demand
will be lost and η(t) = η(t−), σ(t) = σ(t−). If t is the epoch when a demand of
volume x leaves the system, we have η(t) = η(t−) − 1, σ(t) = σ(t−) − x.

Assume that demand service time ξ does not depend on its volume ζ. In
the system with limited queueing time, a waiting demand leaves the system
immediately if its queueing time achieves the value τ . In this system, a demand
on service never be lost. In the system with limited sojourn time, a demand will
be lost if its sojourn time achieves the value τ .

3 Queueing System with Limited Buffer Space
and Limited Queueing Time

3.1 Process and Characteristics

Let ξj(t) be the length of time interval from the moment t to the moment
when the jth demand leaves the queue (starts its service or is lost),
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j = n + 1, . . . , η(t). Let σj(t) be the volume of the jth demand. It is clear
that σ(t) =

∑η(t)
j=1 σj(t).

The system behavior is described by the following Markov process:
{

(η(t);σj(t), j = 1, . . . , η(t)) , 1 ≤ η(t) ≤ n,

(η(t);σj(t), j = 1, . . . , η(t); ξl(t), l = n + 1, . . . , η(t)) , n < η(t) ≤ n + m.
(1)

Let us introduce the functions to characterize the process (1). First, we intro-
duce the functions

Pk(t) = P{η(t) = k}, k = 0, 1, . . . , n + m. (2)

For k = 1, 2, . . . , n + m, we introduce the functions

Gk(t, x) = P{η(t) = k, σ(t) < x}. (3)

It is clear that, for such k, we have Pk(t) = Gk(t, V ).
For n+1 ≤ k ≤ n+m, we introduce the functions Rk(t, x, yn+1, . . . , yk) and

Hk(t; yn+1, . . . , yk) = Rk(t, V, yn+1, . . . , yk) with the following probability sense:

Rk(t, x, yn+1, . . . , yk)dyn+1 . . . dyk

= P{η(t) = k;σ(t) < x; ξj(t) ∈ [yj ; yj + dyj), j = n + 1, . . . , k}, (4)

Hk(t, yn+1, . . . , yk)dyn+1 . . . dyk

= P{η(t) = k; ξj(t) ∈ [yj ; yj + dyj), j = n + 1, . . . , k}. (5)

3.2 Steady-State Demands Number Distribution

It is easily to show that, for the functions (2)–(5), the following differential
equations hold:

P ′
0(t) = −aP0(t)L(V ) + μP1(t); (6)

P ′
1(t) = aP0(t)L(V ) − a

∫ V

0

G1(t, V − x)dL(x) − μP1(t) + 2μP2(t); (7)

P ′
k(t) = a

∫ V

0

Gk−1(t, V − x)dL(x) − a

∫ V

0

Gk(t, V − x)dL(x)

− kμPk(t) + (k + 1)μPk+1(t), k = 2, . . . , n − 1; (8)

P ′
n(t) = a

∫ V

0

Gn−1(t, V − x)dL(x) − a

∫ V

0

Gn(t, V − x)dL(x)

− nμPn(t) + Hn+1(t, 0); (9)
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P ′
k(t) = a

∫ V

0
Gk−1(t, V − x)dL(x)− a

∫ V

0
Gk(t, V − x)dL(x)

−
∫ τ

yk=0

∫ yk

yk−1=0
. . .

∫ yn+3

yn+2=0
Hk(t, 0, yn+2, . . . , yk)dyk . . . dyn+2

+

∫ τ

yk+1=0

∫ yk+1

yk=0
. . .

∫ yn+3

yn+2=0
Hk+1(t, 0, yn+2, . . . , yk+1)dyk+1 . . . dyn+2,

k = n+ 1, . . . , n+m− 1; (10)

P ′
n+m(t) = a

∫ V

0
Gn+m−1(t, V − x)dL(x)

−
∫ τ

yn+m=0

∫ yn+m

yn+m−1=0
. . .

∫ yn+3

yn+2=0
Hn+m(t, 0, yn+2, . . . , yn+m)dyn+m . . . dyn+2.

(11)

Assume that at least one of the values V and m is finite. Therefore, for
ρ = a/(nμ) < ∞ the steady state exists for the system under consideration, i.e.
η(t) ⇒ η and σ(t) ⇒ σ in the sense of a weak convergence, where η and σ are
a steady-state number of demands present in the system and their steady-state
total volume, respectively. Hence, the following finite limits exist:

pk = lim
t→∞ Pk(t) = P{η = k}, k = 0, 1, . . . , n + m; (12)

gk(x) = lim
t→∞ Gk(t, x) = P{η = k, σ < x}, k = 1, 2, . . . , n + m; (13)

rk(x, yn+1, . . . , yk) = lim
t→∞ Rk(t, x, yn+1, . . . , yk), k = n + 1, . . . , n + m; (14)

hk(yn+1, . . . , yk) = lim
t→∞ Hk(t, yn+1, . . . , yk), k = n + 1, . . . , n + m. (15)

Then, from (6)–(11), we obtain the following equations for the steady-state
functions (12)–(15):

0 = −ap0L(V ) + μp1; (16)

0 = ap0L(V ) − a

∫ V

0

g1(V − x)dL(x) − μp1 + 2μp2; (17)

0 = a

∫ V

0

gk−1(V − x)dL(x) − a

∫ V

0

gk(V − x)dL(x)

− kμpk + (k + 1)μpk+1, k = 2, . . . , n − 1; (18)

0 = a

∫ V

0

gn−1(V − x)dL(x) − a

∫ V

0

gn(V − x)dL(x) − nμpn + hn+1(0); (19)
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0 = a

∫ V

0

gk−1(V − x)dL(x) − a

∫ V

0

gk(V − x)dL(x)

−
∫ τ

0

∫ yk

0

. . .

∫ yn+3

0

hk(0, yn+2, . . . , yk)dyk . . . dyn+2

+
∫ τ

0

∫ yk+1

0

. . .

∫ yn+3

0

hk+1(0, yn+2, . . . , yk+1)dyk+1 . . . dyn+2,

k = n + 1, . . . , n + m − 1; (20)

0 = a

∫ V

0

gn+m−1(V − x)dL(x)

−
∫ τ

0

∫ yn+m

0

. . .

∫ yn+3

0

hn+m(0, yn+2, . . . , yn+m)dyn+m . . . dyn+2. (21)

In the steady state, the following boundary conditions hold:

a

∫ V

0

gn(V − x)dL(x) = hn+1(0); (22)

a

∫ V

0

gk(V − x)dL(x)

=
∫ τ

0

∫ yk+1

0

. . .

∫ yn+3

0

hk+1(0, yn+2, . . . , yk+1)dyk+1 . . . dyn+2,

k = n + 1, . . . , n + m − 1.

(23)

It can be easily shown by direct substitution that the following functions are
the solution of Eqs. (16)–(21) for which the boundary conditions (22) and (23)
hold:

rk(x, yn+1, . . . , yk) = p0
μk−n(nρ)k

n!
e−nμykL

(k)
∗ (x), k = n + 1, . . . , n + m, (24)

whereas we get:

hk(yn+1, . . . , yk) = p0
μk−n(nρ)k

n!
e−nμykL

(k)
∗ (V ), k = n + 1, . . . , n + m.

For the functions gk(x), we have:

gk(x) = p0
(nρ)k

k!
L
(k)
∗ (x), k = 1, 2, . . . , n; (25)

gk(x) =
∫ τ

0

∫ yk

0

. . .

∫ yn+2

0

rk(x, yn+1, . . . , yk)dyk...dyn+1

= p0
μk−n(nρ)k

n!
L
(k)
∗ (x)

∫ τ

0

e−nμykdyk

∫ yk

0

dyk−1 . . .

∫ yn+2

0

dyn+1

= p0
nnρk

n!

⎡

⎣1 − e−nμτ
k−n−1∑

j=0

(nμτ)j

j!
L
(k)
∗ (x)

⎤

⎦ , k = n + 1, . . . , n + m.

(26)
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Finally, we obtain:

pk =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

p0
(nρ)k

k!
L
(k)
∗ (V ), k = 1, . . . , n,

p0
nnρk

n!

⎡

⎣1 − e−nμτ
k−n−1∑

j=0

(nμτ)j

j!

⎤

⎦L
(k)
∗ (V ), k = n + 1, . . . , n + m.

From the normalization condition
∑n+m

k=0 pk = 1, we have:

p0=

⎧
⎨

⎩

n∑

k=0

(nρ)k

k!
L
(k)
∗ (V ) +

nn

n!

n+m∑

k=n+1

ρk

⎡

⎣1 − e−nμτ
k−n−1∑

j=0

(nμτ)j

j!

⎤

⎦L
(k)
∗ (V )

⎫
⎬

⎭

−1

.

3.3 Loss Probability

Let A be the event that an arbitrary arriving demand is accepted to the system
and served completely. The probability of this event can be calculated as follows:

P{A} = p0L(V ) +
n−1∑

k=1

∫ V

0

gk(V − x)dL(x) +
(
1 − e−nμτ

)
∫ V

0

gn(V − x)dL(x)

+
n+m−1∑

k=n+1

∫ V

0

∫ τ

0

. . .

∫ yn+2

0

rk(V − x, yn+1, . . . , yk)

×
[
1 − e−nμ(τ−yk)

]
dL(x)dyk . . . dyn+1,

whereas, taking into consideration formulae (24) and (25), we obtain:

P{A} = p0

{
n−1∑

k=0

(nρ)k

k!
L
(k+1)
∗ (V )

+
nn

n!

n+m−1∑

k=n

ρk

⎡

⎣1 − e−nμτ
k−n∑

j=0

(nμτ)j

j!

⎤

⎦L
(k+1)
∗ (V )

}

.

It is clear that the loss probability (or the probability that a demand is lost
at its arriving epoch or is not served completely) can be determined as

Ploss = 1 − P{A}.

4 Queueing System with Limited Buffer Space
and Limited Sojourn Time

4.1 Process and Characteristics

Let us assume that demands are served according FIFO discipline. Then, accept-
ing ones can leave the system only during their servicing (see, e.g., [2]). For this
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system, we denote by γl(t) the length of time interval from the moment t to the
moment when the lth server releases from service of demands accepting to the
system before the moment t if this server is busy at this moment. We assume
that γl(t) = 0 if the lth server is free at this moment, l = 1, . . . , n. Later on, we
shall numerate busy (at time instant t) servers according to appropriate values
γl(t).

Then, the system behavior is described by the following Markov process:

(η(t);σj(t), j = 1, . . . , η(t); γl(t), l = 1, . . . ,max(η(t), n)) . (27)

We shall characterize the process (27) by the following functions:

Pk(t) = P{η(t) = k}, k = 0, 1, . . . , n + m, (28)

Rk(t, x, y1, . . . , yk)dy1 . . . dyk

= P{η(t) = k;σ(t) < x;γl(t) ∈ [yl; yl + dyl), l = 1, . . . , k}, k = 1, . . . , n, (29)

Rk(t, x, y1, . . . , yn)dy1 . . . dyn

= P{η(t) = k;σ(t) < x;γl(t) ∈ [yl; yl + dyl), l = 1, . . . , n}, k = n + 1, . . . , n + m,
(30)

Hk(t, y1, . . . , yk)dy1 . . . dyk

= P{η(t) = k; γl(t) ∈ [yl; yl + dyl), l = 1, . . . , k}, k = 1, . . . , n, (31)

Hk(t, y1, . . . , yn)dy1 . . . dyn

= P{η(t) = k; γl(t) ∈ [yl; yl + dyl), l = 1, . . . , n}, k = n + 1, . . . , n + m. (32)

It is clear that Hk(t, y1, . . . , yk) = Rk(t, V, y1, . . . , yk) for 1 ≤ k ≤ n and
Hk(t, y1, . . . , yn) = Rk(t, V, y1, . . . , yn) for n + 1 ≤ k ≤ n + m.

Taking into consideration the established way of servers numeration, let us
introduce the functions

Gk(t, x) = P{η(t) = k, σ(t) < x}

=
∫ τ

0

∫ yk

0

. . .

∫ y2

0

Rk(t, x, y1, . . . ,yk)dyk . . . dy1, k = 1, . . . , n, (33)

Gk(t, x) = P{η(t) = k, σ(t) < x}

=
∫ τ

0

∫ yn

0

. . .

∫ y2

0

Rk(t, x, y1, . . . , yn)dyn . . . dy1, k = n + 1, . . . , n + m. (34)

It is clear that, for all k = 1, . . . , n + m, we have Pk(t) = Gk(t, V ).
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4.2 Steady-State Demands Number Distribution

For introduced functions, we can write the following equations:

P ′
0(t) = −aP0(t)L(V ) + H1(t, 0); (35)

P ′
1(t) = aP0(t)L(V ) − a

∫ V

0

G1(t, V − x)dL(x) − H1(t, 0) +
∫ τ

0

H2(t, 0, y2)dy2;

(36)

P ′
k(t) = a

∫ V

0

Gk−1(t, V − x)dL(x) − a

∫ V

0

Gk(t, V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

Hk(t, 0, y2, . . . , yk)dyk . . . dy2

+
∫ τ

0

. . .

∫ y3

0

Hk+1(t, 0, y2, . . . , yk+1)dyk+1 . . . dy2, k = 2, . . . n − 1; (37)

P ′
n(t) = a

∫ V

0

Gn−1(t, V − x)dL(x) − a

∫ V

0

Gn(t, V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

Hn(t, 0, y2, . . . , yn)dyn . . . dy2

+
∫ τ

0

. . .

∫ y3

0

Hn+1(t, 0, y2, . . . , yn)dyn . . . dy2; (38)

P ′
k(t) = a

∫ V

0

Gk−1(t, V − x)dL(x) − a

∫ V

0

Gk(t, V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

Hk(t, 0, y2, . . . , yn)dyn . . . dy2

+
∫ τ

0

. . .

∫ y3

0

Hk+1(t, 0, y2, . . . , yn)dyn . . . dy2, k = n + 1, . . . n + m − 1;

(39)

P ′
n+m(t) = a

∫ V

0

Gn+m−1(t, V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

Hn+m(t, 0, y2, . . . , yn)dyn . . . dy2. (40)

By the same way as in Sect. 2, we can write the steady-state equations for
the number p0 = P{η = 0} and the functions rk, hk and gk (these functions do
not depend on t) that are steady-state analogies of the functions Rk, Hk and Gk,
respectively. It follows from Eqs. (35)–(40) that equations for the steady-state
functions have the following forms:

0 = −ap0L(V ) + h1(0); (41)
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0 = ap0L(V ) − a

∫ V

0

g1(V − x)dL(x) − h1(0) +
∫ τ

0

h2(0, y2)dy2; (42)

0 = a

∫ V

0

gk−1(V − x)dL(x) − a

∫ V

0

gk(V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

hk(0, y2, . . . , yk)dyk . . . dy2

+
∫ τ

0

. . .

∫ y3

0

hk+1(0, y2, . . . , yk+1)dyk+1 . . . dy2, k = 2, . . . n − 1; (43)

0 = a

∫ V

0

gn−1(V − x)dL(x) − a

∫ V

0

gn(V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

hn(0, y2, . . . , yn)dyn . . . dy2

+
∫ τ

0

. . .

∫ y3

0

hn+1(0, y2, . . . , yn)dyn . . . dy2; (44)

0 = a

∫ V

0

gk−1(V − x)dL(x) − a

∫ V

0

gk(V − x)dL(x)

−
∫ τ

0

. . .

∫ y3

0

hk(0, y2, . . . , yn)dyn . . . dy2

+
∫ τ

0

. . .

∫ y3

0

hk+1(0, y2, . . . , yn)dyn . . . dy2, k = n + 1, . . . n + m − 1; (45)

0 = a

∫ V

0

gn+m−1(V − x)dL(x) −
∫ τ

0

. . .

∫ y3

0

hn+m(0, y2, . . . , yn)dyn . . . dy2.

(46)
In the steady state, the following boundary conditions hold:

a

∫ V

0

g1(V − x)dL(x) =
∫ τ

0

h2(0, y2)dy2; (47)

a

∫ V

0

gk(V − x)dL(x) =
∫ τ

0

. . .

∫ y3

0

hk+1(0, y2, . . . , yk+1)dyk+1 . . . dy2,

k = 2, . . . , n − 1; (48)

a

∫ V

0

gk(V − x)dL(x) =
∫ τ

0

. . .

∫ y3

0

hk+1(0, y2, . . . , yn)dyn . . . dy2,

k = n, . . . , n + m − 1. (49)
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It can be shown by direct substitution that the following functions satisfy
Eqs. (41)–(43) and boundary conditions (47) and (48):

rk(x, y1, . . . , yk) = p0(nμρ)
k
e

−μ(y1+···+yk)
L

(k)
∗ (x),

hk(y1, . . . , yk) = rk(V, y1, . . . , yk) = p0(nμρ)
k
e

−μ(y1+···+yk)
L

(k)
∗ (V ),

gk(x) =

∫ τ

0

∫ yk

0
. . .

∫ y2

0
rk(x, y1, . . . , yk)dyk . . . dy1 = p0

(nρ)k

k!
(1 − e

−μτ
)
k
L

(k)
∗ (x),

where ρ = a/(nμ), k = 1, . . . , n − 1.
The following functions satisfy Eqs. (45) and (46) and the boundary condi-

tions (49):

rk(x, y1, . . . , yn) = p0(nμ)nρk(1 − e−μτ )k−ne−μ(y1+···+yn)L
(k)
∗ (x),

hk(y1, . . . , yn) = rk(V, y1, . . . , yn)

= p0(nμ)nρk(1 − e−μτ )k−ne−μ(y1+···+yn)L
(k)
∗ (V ),

gk(x) =
∫ τ

0

∫ yn

0

. . .

∫ y2

0

rk(x, y1, . . . , yn)dyn . . . dy1

= p0
nnρk

n!
(1 − e−μτ )kL

(k)
∗ (x),

where k = n, . . . , n + m.
Then, for demands number distribution, we obtain the following relation:

pk = gk(V ) =

⎧
⎪⎪⎨

⎪⎪⎩

p0
(nρ)k

k!
(1 − e−μτ )kL

(k)
∗ (V ), k = 1, . . . , n − 1,

p0
nnρk

n!
(1 − e−μτ )kL

(k)
∗ (V ), k = n, . . . , n + m,

and, from the normalization condition
∑n+m

k=0 pk = 1, we have

p0 =

[
n∑

k=0

(nρ)k

k!
(1 − e−μτ )kL

(k)
∗ (V ) +

nn

n!

n+m∑

k=n+1

ρk(1 − e−μτ )kL
(k)
∗ (V )

]−1

.

4.3 Loss Probability

Let A be the event that an arbitrary arriving demand is accepted to the system
and served completely. The probability P{A} of this event is determined as
follows:

P{A} = p0L(V )(1 − e−μτ )

+(1 − e−μτ )

n−1∑

k=1

∫ V

0

∫ τ

0

. . .

∫ y2

0

rk(V − x, y1, . . . , yk)dL(x) dyk . . . dy1

+

n+m−1∑

k=n

∫ V

0

∫ τ

0

. . .

∫ y2

0

rk(V − x, y1,. . . , yn)
[
1 − e−μ(τ−y1)

]
dL(x) dyn . . . dy1.
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If we substitute in this relation the obtained formulae for functions rk, we get:

P{A} = p0

{
n−1∑

k=0

(nρ)k

k!
(1 − e−μτ )k+1Lk+1

∗ (V )

+
nn

n!

n+m−1∑

k=n

ρk(1 − e−μτ )kL
(k+1)
∗ (V )

− (nμ)ne−μτ

∫ τ

0

. . .

∫ y3

0

y2e
−μ(y2+···+yn)dyn . . . dy2

×
n+m−1∑

k=n

ρk(1 − e−μτ )k−nL
(k+1)
∗ (V )

}

.

For example, for n = 1, we have:

P{A} = p0(1 − e−μτ )L(V ) +
m∑

k=1

∫ V

0

∫ τ

0

rk(V − x, y)
[
1 − e−μ(τ−y)

]
dL(x) dy

= p0

{

(1 − e−μτ )L(V ) +
[
1 − (1 + μτ)e−μτ

] m∑

k=1

ρk(1 − e−μτ )k−1L
(k+1)
∗ (V )

}

,

and, for n = 2, we obtain:

P{A} =p0

[
(1 − e−μτ )L(V ) + 2ρ(1 − e−μτ )2L(2)

∗ (V )
]

+ 2p0

m+1∑

k=2

ρk(1 − e−μτ )k−2L
(k+1)
∗ (V )

− 4p0e
−μτ

[
1 − (1 + μτ)e−μτ

] m+1∑

k=2

ρk(1 − e−μτ )k−2L
(k+1)
∗ (V ).

Then, the loss probability is equal to Ploss = 1 − P{A}.

5 Conclusions

In this paper, we investigate queueing systems with constant limitations of the
demand total volume and queueing or sojourn time. We obtain formulae for
demands number distribution and loss probability for the systems under consid-
eration. The obtained formulae are not generally convenient for precise calcula-
tion, but the calculation is possible in some special cases (e.g., when a demand
volume has gamma or uniform distribution). In other cases, we can use the
numeric inversion of the Laplace transform [1,4].

The results obtained in the paper can be used for estimating messages number
characteristics and loss probability in the information systems with limited area
of servicing and limited buffer space.
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Abstract. Electrical and electronic systems have been getting raising
importance for innovations in the automotive industry. Networking issues
are a key factor in this process since they enable distributed control func-
tions and user interaction bringing together nodes from different vendors.
This paper analyses available and emerging network technologies for in-
vehicle communication from a requirements driven perspective. It reviews
successful network technologies from other application areas regarding a
possible deployment in vehicular communication and distinguishes pas-
senger car and commercial vehicle sectors as far as possible. This contri-
bution is oriented to the OSI reference model showing the state of the
art and future opportunities at the level of the several communication
layers with a focus on physical layer issues and medium access protocols
and including information modeling aspects.

Keywords: In-vehicle networks · Controller Area Network · SAE
J1939 · Isobus · BroadR Reach · Reduced Twisted Pair Gigabit
Ethernet · Time Sensitive Networking · OPC UA

1 Introduction

Automotive systems became complex systems of a reasonable number of dis-
tributed electronic control units (ECUs) with even more sensors and actuators
attached. In passenger cars the number of ECUs reached 70, processing about
2500 signal points already ten years ago [1] and their numbers are still grow-
ing. From the late 1980s on standardized serial communication protocols have
been used to interconnect the ECUs and signals. This approach provides sev-
eral advantages, including the following. Subsystems of different vendors become
able to interact with each other, sensor data can be shared by different functions
and the number of wires in a vehicle can be reduced in comparison to parallel
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 395–411, 2017.
DOI: 10.1007/978-3-319-59767-6 31
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wiring of sensors, actuators and ECUs, which results in less costs for material
and assembling, less weight and hence less fuel consumption of the vehicle.

There are many and various application functions utilizing the communi-
cation infrastructure of vehicles and new functions are evolving. For example,
driver assistance systems improve towards autonomous driving, with truck pla-
tooning as a use case being deployed soon [2]. These functions impose require-
ments to both in-vehicle and car-to-X communication, where this paper focuses
on in-vehicle networks. The application functions require different characteris-
tics of the communication systems. For example, functions for driver assistance
have a priority on determinism and functional safety, whereas other functional-
ity, such as infotainment, has a priority on data throughput. As a consequence
the communication structure consists of interconnected subsystems of heteroge-
neous technologies, which will be analyzed in this paper and opportunities for
improvements will be discussed.

In other industries Ethernet-based technologies have been introduced success-
fully. For example in the industrial automation domain, Ethernet-based real-time
protocols have been standardized and deployed in applications, where fieldbus
protocols were used before. This development was primarily motivated by better
capabilities for network management, maintainability and communication per-
formance. In IEEE there are currently activities to specify extensions to the lower
layers of the Ethernet protocol which may support its utilization at in-vehicle
networks. The paper also aims to analyze where and under which conditions
Ethernet-based technologies including their currently developed extensions can
support in-vehicle communication and how a migration could be done.

This paper reviews the requirements for communication networks in the
domains of passenger cars and of commercial vehicles. It gives an overview of
available technologies and discusses their applicability in commercial vehicles.
The focus of the paper will be on network technologies, which enable a broad
range of vehicular applications while technologies for specialized applications
will be only briefly dealt.

2 In-vehicle Networks

2.1 Automotive Networks and Topologies

Vehicular networks started with the controller area network (CAN, ISO 11989-
2), developed in 1983 and presented in 1987, defining layers 1 and 2 of the
OSI reference model [3]. It basically offers a linear bus topology, which greatly
reduces the wiring efforts in cars. In addition to CAN as a universal solution,
other vehicular communication systems have been developed for more specialized
applications. The local interconnect network (LIN, ISO 17987-1 to -7) focuses
on small networks mainly for discrete I/O signals with low bandwidth require-
ments. LIN implements a master-slave-topology offering a low-cost, single wire
solution compared to CAN-enabled devices. In the other direction, FlexRay was
introduced 2000, offering benefits over CAN in means of bandwidth, real-time
capability, redundancy and functional safety. The driving aspect was the advent
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of X-by-wire technologies, which needed a higher reliability and safety rating.
FlexRay offers a redundant connection between nodes and supports both star
and bus topology. The ability to support time-critical closed loop control appli-
cation in conjunction the resulting higher cost and complexity of the components
has preferred FlexRay’s usage to engine, steering and advanced driver assistance
systems (ADAS). Media Oriented Systems Transport (MOST) was developed
exclusively for telematics and multimedia applications and is utilized only in
the infotainment system. Comprehensive surveys about the outlined network
technologies can be found in the literature [3–6].

These core standards are still a subject for improvements. For example for
CAN there are SAE J2284/3 (High-Speed CAN for Vehicle Applications at
500 kbit/s) aiming at high transmission rate and higher allowable node count,
and SAE J2411 (Single Wire CAN Network for Vehicle Applications) provid-
ing a simplified variant for low requirements regarding bit rate, bus length and
robustness. As a disadvantage, sometimes compatibility issues arise, such as for
CAN FD (flexible data-rate) [7].

Upon these communication layers, a number of protocols and standards have
been developed for network control and data exchange. For CAN, this includes
general purpose protocols like ISO 11898-4 (TTCAN, Time-Triggered Commu-
nication on CAN), industry-specific protocols like CANopen, SAE J1939 and
ISOBUS [3,4] and protocols for special purpose vehicles, mainly derived from
CANopen like EnergyBus (pedelecs, E-bikes), CleANopen (municipal vehicles)
and FireCAN (DIN 14700, for external firefighter equipment). LIN does not
comprise diverse higher layer protocols, but is most often terminated with a
gateway to connect to an overlying CAN network. FlexRay, as a safety-critical
subsystem, allows a diagnostic function via gateway, but also includes no diverse
higher layer protocols. An outstanding application layer protocol is On-board
Diagnostic (OBD) specifying self-diagnostic and reporting capability to assist
the vehicle owner and repair technician. The development of OBD began in the
1980 s driven by legal requirements for continuous emission surveillance dur-
ing the entire lifetime of a vehicle. There are several standards for OBD, some
of them contain both protocol and data object definitions. At the beginning
ISO 14230 (Road vehicles - Diagnostic communication over K-Line, DoK-Line)
gain importance, also known as KWP2000 and referring to ISO 15031-5 (Road
vehicles - Communication between vehicle and external equipment for emissions-
related diagnostics). Its CAN-based version ISO 15765-3 (Road vehicles - Diag-
nostic communication over Controller Area Network, DoCAN) has been widely
implemented but never released by ISO. The most recent standard for OBD
is ISO 14229 (Road vehicles - Unified diagnostic services, UDS). It focuses on
application data and services, decoupling them from the lower layers. UDS pro-
vides data and services with the same semantics as the ODB standards based
on KWP2000 and extend them but the representation is not compatible. This
collection is not complete, there are additional standards about OBD, such as
definitions by SAE or about communication to external equipment.
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The different areas of preferred application for each bus system has led to
a heterogeneous network structure, so far with only few needs for interconnec-
tion; each segment is mainly designed to work standalone, exchanging mainly
status information with other networks. Nowadays the bus segments are usually
connected by a centralized gateway. A typical network architecture is shown in
Fig. 1, while additional topology examples can be found in [3]. Other approaches
focus on the introduction of backbone networks for different application areas
and different positions in the vehicle as described in [5,8].

Fig. 1. Typical vehicular network architecture

Almost all available literature about vehicular network architectures aims at
passenger cars, while the commercial vehicles sector is inadequately represented
in the related work.

2.2 Communication Requirements and Applications

With more driver assistance, autonomous driving and other integral function-
ality, there are variable applications demanding information exchange between
the ECUs, sensors and actuators. These applications also require diverse qual-
ities of service, mainly determined by the update rate of information. In [9]
update interval requirements at commercial vehicles are given, such as tire pres-
sure: 10 s, battery current: 1 s, cruise control information: 100 ms and electronic
transmission controller information: 10 ms. This fact of variable requirements
in conjunction with the large number of communication nodes and the limited
bus capacities led to a functional separation of bus segments into subsystems.
The most typical subsystems comprise the power train bus (engine and gear
control), the chassis system (e.g. anti-lock brake system) and driver assistance
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(e.g. electronic stability program), the body and comfort electronics (e.g. air
condition), and the infotainment (audio and navigation). The power train bus
needs to be generally accessible for diagnostics including emission monitoring to
fulfill legal regulations, while all other bus system diagnostics is depending on
manufacturer-specific tools.

The requirements imposed by the applications on the communication net-
work comprise determinism, fault tolerance, data throughput and functional
safety. Security requirements have to be managed for components, which grant
access from outside components. This becomes a raising issue since car-to-X
communication and infotainment connectivity pose growing challenges. In [10]
an overview about the subsystems and their priorities of communication require-
ments is given. Table 1 extracted from this source summarizes the assignment of
the different requirements to the subsystems.

Table 1. Automotive subsystems and their major requirements acc. to [10]

Fault tolerance Determinism Bandwidth Flexibility Security

Chassis Yes Yes Some No No

Airbag Yes Yes Some No No

Powertrain Some Yes Yes Some No

Body and
comfort

No Some Some Yes No

X-by-wire Yes Yes Some No No

Multimedia /
Infotainment

No Some Yes Yes No

Wireless /
Telematics

No Some Some Yes Yes

Diagnostics No Some No Yes Yes

An advantage of the segmented topology is, that dependability of the com-
munication for critical applications can be achieved by taking into account only
a small number of components interconnected by a single segment. Additionally,
every single bus segment can be configured in a way that is exactly matching the
specific application requirements. On the other hand, the application functions of
the vehicles become more complex and require information exchange across sev-
eral bus segments. The therefore necessary communication paths involve segment
transitions, which lead to an additional, resource demanding load for those ECUs
acting as gateways between the bus segments. The number of cross-segment func-
tions and gateways influences the efficiency of the overall network topology.

2.3 Influences by Upcoming Power Concepts on In-vehicle
Networks

Vehicles like heavy duty road trains, buses and equipment for forestry and
agriculture are characterized by a big number of auxiliary aggregates. These
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auxiliaries comprise compressors, fans, hydraulic pumps for servo-assisted steer-
ing, lifts etc. Nowadays they are usually driven directly by the combustion engine.
The available power budget is coupled to the speed of the engine and cannot be
steered on demand. Therefore the aggregates have to be scaled in a way that
they can be operated at low engine speed. As a consequence, weight and size
of the aggregates raise, decreasing the efficiency of the vehicle and resulting in
a higher fuel consumption. In contrast to this, electrically powered drives allow
a flexible power supply management which can adjust the power to operate an
aggregate depending on the individual demand. Hence, the introduction of elec-
tric drives for the auxiliaries has a high potential to increase their efficiency.
An accompanying effect of this concept is a significant increase of the number of
communication nodes and signal points of the in-vehicle network, since the power
management will require information exchange among the electrically powered
auxiliaries and between the auxiliaries and other vehicle equipment. In contrast
to the passenger cars with a mostly static configuration, in the context of com-
mercial vehicles the communication topology is more dynamic due to the often
changing of truck/trailer or tractor/implement combinations. Especially upon
the initial composition of such a combination the exchange of device descrip-
tions of the auxiliaries can become necessary which will cause a high amount
of data to be transferred. Even this scenario does not happen very often, it is
a some minutes lasting procedure when realized by conventional in-vehicle net-
works. Additionally there is the challenge of introducing many instances of the
same or at least of a similar device type to the vehicle network. This opportunity
will become important especially for modular devices and it shows a lack of scal-
ability of the current communication standards. Requirements coming from this
use case may exceed not only the number of physical nodes but also the number
of logical addresses of a network segment when the modules shall be addressed
individually. Another issue is about the information model. The standardized
information models for commercial vehicles, for example SAE J1939 [9] describe
only the common available data objects and do not allow a dynamic manage-
ment of the object pool. Currently, additional objects can only be described
in a proprietary way, which increases the engineering effort for the information
exchange.

3 Physical Layer Aspects

In this chapter, the state of the art technologies which are most widespread in
the automotive domain will be described. These are CAN (ISO 11989-2) for the
passenger car sector and SAE J1939 as a CAN-based adaptation for the com-
mercial vehicle sector. In contrast to this, a state of the art technology which is
widespread in other domains will be introduced, Ethernet 100BASE-TX. Rele-
vant criteria are robustness, bit rate, number of nodes, network extension and
topology in order to fulfill application requirements on fault tolerance, band-
width and scalability. With Ethernet 100BASE-T1 and Ethernet 1000BASE-T1
two emerging technologies will be described, which are promising candidates to
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enable Ethernet based protocols on a physical layer being as simple and reliable
as nowadays solutions.

Currently used in-vehicle networks have different physical layer character-
istics because of their design and application area. Upcoming technologies and
concepts like ADAS or in-vehicle power concepts require network systems with a
higher bandwidth to handle the amount of data. Ethernet is generally regarded
as a next in-vehicle network for future development. A comparison of physical
layer characteristic between CAN and Ethernet is shown in Table 2.

Table 2. Physical layer characteristic of CAN and Ethernet based communication

CAN 2.0 SAE J1939 Ethernet
100BASE-
TX

BroadR-
Reach R©
(100BASE-T1)

Ethernet
1000BASE-T1

Standardi-
zation

ISO 11898-2 SAE J1939 IEEE 802.3
Clause 25

IEEE 802.3bw IEEE 802.3bp

Possible
topologies

Bus Bus Star Star Star

Max. transfer
speed

1Mbit/s 250 kbit/s 100Mbit/s 100Mbit/s 1Gbit/s

Max. cable
length

40m for
1Mbit/s

40m 100m 15m 15m

Transmission
media

Copper,
twisted pair

Copper,
shielded
twisted pair

Copper, 2
unshielded
twisted pair

Copper, single
unshielded
twisted pair

Copper, single
unshielded
twisted pair

Typical CAN applications range from engine control and diagnostics to com-
fort electronics, with different bandwidths being employed. Typically, the range
below 125 kbit/s is regarded as low-speed CAN oder CAN B, and the range
from 125 kbit/s up to 1 Mbit/s is regarded as high-speed CAN, or CAN C.
The CAN A class defines a bandwidth of 10 kbit/s or lower, historically used
for diagnostic purposes. The maximum line length is depending on the chosen
bandwidth. This limitation arises from the propagation time of the signal on the
medium combined with the need for CAN to sample the received data exactly
bit-synchronously. All bus nodes need to see the same bit value at the same point
in time. Fault-tolerance is achieved by the use of differential signaling and the
insertion of stuff-bits after 5 consecutive identical bit values, guaranteeing a state
transition occurrence for synchronization. For commercial vehicle, the Society of
Automotive Engineers (SAE) defines a communication protocol standard named
J1939. It uses CAN as physical layer and is widely in use. Compared to CAN
2.0, SAE J1939 sets some limitations for the physical layer. The standard defines
a maximum transfer speed of 250 kbit/s with a maximum cable length of 40 m,
being below the allowed rating of up to 1 Mbit/s on 40 m distance for CAN, and
a bus topology with a maximum number of 30 physical nodes.

However, new technologies and concepts need an enhancement of the physical
layer. Nowadays, Ethernet is a widely used point to point communication
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technology. With 100BASE-TX it is possible to transfer data with 100 Mbit/s
over a maximum cable length of 100 m. Due to the requirements on electromag-
netic interference (EMI) and radio frequency interference (RFI) in the automo-
tive market, Ethernet 100BASE-TX could not be used as an in-vehicle commu-
nication network. In addition to that limitation, 100BASE-TX uses 2 unshielded
twisted pair cable, which would increase the overall cable weight and cost. To
compensate the disadvantages of Ethernet in physical layer for automotive, new
PHY’s are ready for operation or in development. BroadR-Reach R© supports
100 Mbit/s transfer speed over a single unshielded twisted pair cable which meets
automotive EMI requirements [11] and is standardized as 100BASE-T1 in IEEE
802.3bw-2015 [12]. BroadR-Reach R© has been used in a real-time Ethernet in-
car backbone project, where BroadR-Reach R© became a part of the Ethernet
backbone system [13]. Also the applicability of BroadR-Reach for use with an
industrial Ethernet protocol has been approved in [14]. But future challenges like
uncompressed video for ADAS would need more bandwidth [15]. Hence, the next
generation for Ethernet in the automotive field is under development. The stan-
dardization of a 1000BASE-T1 PHY in IEEE 802.3bp is currently in progress
[16]. The 1000BASE-T1 PHY supports a maximum transfer speed of 1 Gbit/s
in full duplex mode over a single unshielded twisted pair cable with a maximum
length of 15 m. First PHY’s on the basis of IEEE802.3bp draft are introduced
[17]. Another point for the trend of Ethernet as in-vehicle communication sys-
tem is the possibility to support voltage and current levels over a single twisted
pair Ethernet link. Currently the 1-Pair Power over Data Lines (PoDL) Task
Force defines under IEEE802.3bu a standard for that feature [18]. The deploy-
ment of these Ethernet based physical layers in the commercial vehicle sector is
more challenging in comparison to passenger cars. A main reason is the topology
extent beyond 15 m which requires components for signal refreshing. Beside this,
the harsher environment induces higher requirements for ingress protection and
overall robustness of connectors and may cause signal refreshing too.

4 Medium Access Control Aspects

Medium access control is most relevant to fulfill application requirements on deter-
minism, transmission latency and data throughput. Here, the data link layer
methods for medium access control of CAN and Ethernet as state of the art tech-
nologies will be briefly discussed. Time sensitive networking (TSN) targets to the
real-time capability of Ethernet. Relevant TSN specifications will be described, as
they can contribute to cover a broad range of vehicular requirements.

4.1 State of the Art Protocols

CAN specifies an asynchronous, event based medium access protocol. The com-
munication is message-oriented, with a given identifier being assigned to a certain
information, but not to a specific device. The number of devices on a bus is the-
oretically not limited, while the number of possible message identifiers depends
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on the their length. Two types of identifiers, 11 bit and 29 bit, are available
to choose. CAN follows the Carrier Sense Multiple Access Collision Resolution
(CSMA/CR) scheme, where each network node is allowed to send data when it
detects an idle state at the medium. The messages are prioritized by their iden-
tifier, i.e. in case of conflicts an arbitration occurs and the message coming up
with the higher order identifier being sent successfully. The arbitration reduces
the number of retries and avoids a stop of data transfer due to congestions
[3]. Although CSMA/CR represents a non-deterministic method, determinism
can be reached for messages holding the highest priority. To fulfill application
requirements on latency of transmission, a serious engineering effort regarding
the assignment of priorities and update intervals of data objects is necessary and
simulation and test of the network configuration is recommended. A detailed
analysis about schedulability in CAN Networks is provided in [19].

The IEEE 802.1 Ethernet standard utilizes Carrier Sense Multiple Access
with Collision Detection (CSMA/CD) for medium access and was originally
not designed to transport any time sensitive traffic and hence does not provide
determinism. After introduction of the IEEE 802.1Q, providing the possibility
to assign a defined priority level to a particular message by using the Virtual
LAN (VLAN) field, many proprietary industrial protocols were developed, e.g.
Ethernet/IP, PROFINET RT, SERCOS and many other, which were build upon
this feature. Due to limits of the priority based communication, some additional
functionalities to further improve the real-time efficiency were introduced. These
are: TDMA based communication (e.g. PROFINET IRT), polling based com-
munication (Powerlink) or summation frame communication (EtherCAT). All
mentioned approaches, allow to achieve high real-time performance, however it
require modification of the original IEEE Ethernet MAC [20]. Beside this devel-
opment of industrials protocols for Ethernet to transfer sensitive traffic a pool
of establishments from the automotive area, like BMW and Daimler AG, devel-
oped a in-vehicle communication protocol, known as FlexRay, to handle the
requirements like real-time communication.

4.2 Time Sensitive Networking

Due to the rapid evolution of the IT technology, especially the entertainment sec-
tor, such as high quality audio and video streaming, demands for real-time com-
munication followed to the establishment of a new IEEE working group, Audio
Video Bridging (AVB). The aim was to further enhance the real-time capabil-
ities of the Ethernet standard. The suitability of AVB for particular vehicular
use cases already has been proven by simulation [21]. Due to the high interest
of the industry in this activity, the focus of the group has been broadened by
including industrial application requirements [22]. At the same time, the name
of the working group has been changed to more generic Time Sensitive Network-
ing (TSN). An important aspect for this activity was to offer low costs devices,
which require a minimal configuration effort to achieve plug-and-play function-
ality [23]. In case of in-vehicle communication, the plug-and-play functionality
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is not of major importance. It is due to the fact that in opposite to the indus-
trial automation, in cars, the installed in-vehicle network infrastructure remains
unchanged. More important is the spectrum of traffic classes that can be sup-
ported by the TSN technology. It allows to satisfy demands in terms of high
throughput required by multimedia or infotainment systems, but also provide
high determinism and availability, thus enabling support of control loops and
safety critical functions. Having one system supporting different traffic flows,
would help to significantly reduce the complexity of the current in-car commu-
nication infrastructures, and open the possibility for the future functionalities,
such as highly sophisticated ADAS. The focus of TSN is very broad, therefore
multiple sub-groups has been established to deal with a particular aspect. The
most relevant for in-car communication are listed below:

– Timing and synchronization aspects:
• timing and synchronization IEEE 802.1.AS

– Quality of service aspects and resource reservation:
• stream reservation protocol IEEE 802.1Qat and the further extension

IEEE 802.1Qcc
• path control and reservation mechanisms IEEE 802.1Qca

– Forwarding and queuing mechanisms
• forwarding and queuing enhancements for Time-Sensitive streams IEEE

802.1Qav
• deterministic communication through time aware shaper IEEE 802.1Qbv

and cycling queuing and forwarding shaper IEEE 802.1Qch
• frame pre-emption IEEE 802.1Qbu

– Reliability
• seamless redundancy IEEE 802.1CB
• redundancy mechanisms included in IEEE 802.1Qca

There are several papers currently available, which try to evaluate some of the
TSN amendments in the in-car communication context. In [24], authors investi-
gated the worst case behavior of three different shapers, namely Burst Limiting
Shaper (BLS), Time Aware Shaper (TAS) and Peristaltic Shaper (PS) using
analytical calculation and simulation. According to the authors in [24], the best
performance in terms of latency and latency jitter had the TAS, however require
a lot of configuration efforts. BLS offers a compromise between performance and
configuration efforts. The PS offers the easiest configuration, however the worst
performance as comparing to other shapers. An additional deep investigation
of the worst case latency provided by BLS in a typical automotive setup was
conducted in [25]. Authors shown that in some cases it is better to use the IEEE
802.1Q than TSN + BLS. In order to efficiently use BLS some additional fil-
tering functionality is required. The same authors analysed the effect of TSN
with frame preemption (IEEE 802.3br) to worst-case end-to-end latency in [26].
Their experiments in a typical automotive setup show, that latency guarantees
for time-critical traffic can be significantly improved while preemptable traffic
only slightly degrades. In [27], authors investigated bandwidth allocation ratio
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for the scheduled traffic (IEEE 802.1Qbv), while adjusting the Maximum Trans-
mit Unit (MTU). They have shown that using two time sensitive flows it is
possible to achieve cycle times of 250µs for the MTU size of 109 bytes. A survey
in [28] provide a broad overview about the Ethernet-based communication with
the focus on IEEE AVB. It discusses especially the scheduled traffic and presents
simulation results, where offset scheduling TAS were combined to achieve an tem-
poral isolation from other kinds of traffic. The fault-tolerance aspects of TSN
were investigated in [29]. Authors compared two different approaches aiming
to guarantee seamless redundancy. They pointed out that the current seamless
redundancy mechanisms provided by TSN lacks of flexibility in terms of stream
reconfiguration and mechanisms for automatic stream reservation. Despite of all
advantages, TSN increases the configuration overhead of a network. In [30] an
ontology-based approach to support automatic network configuration of TSN is
presented. The authors demonstrated the approach by modeling the TAS and
came to the conclusion that the expressiveness of the ontology has to be further
investigated. The several papers demonstrate that TSN is actually in focus, but
it also shows a gap in the field of implementation to simulate the behavior of
TSN. An easily accessible implementation of single protocols would be a bene-
fit to gain insight of TSN and whose performance. After all it can be concluded
that TSN is a prominent candidate for in-vehicle communication to handle future
requirements. It supports different real-time classes, offers determinism and high
reliability via seamless redundancy.

As a wrap-up of this chapter, Table 3 gives a summary about the access
methods of the discussed communication technologies.

Table 3. Summary on medium access methods

CAN Ethernet TSN

Basic access protocol CSMA/CR CSMA/CD CSMA/CD

Additional measures Priority based arbitration – Scheduling

Determinism Restricted No Yes

5 Transport Protocol and Efficiency Aspects

In this chapter, the considerations are mainly driven by the application require-
ment of bandwidth. The state-of the-art technologies are compared regarding
their performance to transfer different qualities of user data. For this communi-
cation layer no emerging technology is discussed, but new mappings with estab-
lished protocols at higher layers open future opportunities.

The standard ISO 11898 for CAN does not specify higher protocol layers
of the OSI reference model. CAN is limited to a maximum data object length
of 8 octets and provides message oriented broadcasting without address infor-
mation about the sender and receiver. This simplicity enables a small protocol
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overhead and allows short transmission times. Consequently, user data rates of
approximately 7,5 KB/s for 1 octet payload and approximately 28 KB/s for 8
octets payload are possible, supposing a bus workload of 100%, according to
[3,31]. Although this throughput statement is not very impressive, it is sufficient
for many applications regarding the update intervals of the required number of
communication objects. In the domain of commercial vehicles, the widespread
standard SAE J1939 defines transport protocols for segmented transport for both
message-oriented broadcasts and node-oriented unicasts on top of the CAN lay-
ers. The transport protocols define an initial frame to announce the transmission
and the user data length of a data frame is reduced to 7 by taking the first octet
of the CAN payload for protocol information. The protocols shall not strongly
interfere in the plain message exchange, therefore the standard defines a low
CAN priority and a minimum frame gap of 50 ms. All these measures reduce
the user data rate to below 140 bit/s and limit the application range to very low
demanding functions.

While CAN based protocols show constraints which the upper limit of the
payload size, Ethernet based protocols show a lack of efficiency considering the
lower limit of the payload size. The payload size of an Ethernet frame is defined
from 42 to 1500 octets, if the VLAN tag is used. When transferring control
data of sensors and actuators, the user data length often will be between 1 and
4 octets and the remaining payload size needs to be filled by padding octets.
Considering the overall Ethernet protocol overhead and the inter frame gap the
gross ratio of net data becomes 1:84 for a single octet. When using a Ethernet
bit rate of 100 Mbit/s, the net data rate in this worst case is still above 1 Mbit/s,
again supposing a network load of 100%, which is significantly higher than CAN
communication.

Consequently, the substitution of CAN based protocols by Ethernet based
protocols can overcome bandwidth limitations for in-vehicle communication
when transferring big sized data objects. In [32] an approach is published, where
the SAE J1939 application protocols are mapped on top of a TCP/UDP stack.
The authors claim the applicability for the power train segment in heavy duty
vehicle networks, which still needs further investigation. Nevertheless, this con-
tribution shows, that a changeover to more powerful network technologies is
possible without essential modifications at the application interface.

6 Information Model Aspects

In this section, a well established information model of the commercial vehicle
domain is discussed. To enable the easy integration of future application func-
tion a possible extension of this model, which preserves the existing application
interface, is described in the second subsection.

6.1 Consideration About Available Information Models

The application layer protocol standards for in-vehicle communication SAE
J1939 and ISO 11783, which are nowadays the mostly utilized standards for
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commercial vehicles, contain detailed information models to address vehicle com-
ponents and their parameters. For example, one part of SAE J1939 comprehen-
sively specifies parameters concerning typical components (e.g. engine, steer-
ing, collision sensors) and functions (e.g. speed control, air suspension control,
aftertreatment) of an vehicle. The parameter description includes the unambigu-
ous parameter identifier, information about name and acronym, data type, data
range, affiliation to records for transmission and update intervals. This docu-
ment provides a valuable contribution for the interoperability of the typical,
widespread components and functions. On the other hand, the approach of SAE
J1939 is difficult to manage in case of extending the model for new information
object types or even for adding new instances of already existing object types.

Currently such a extensibility is rarely required, but upcoming application
concepts like introducing modular electrical drives for auxiliaries will tighten the
problem.

6.2 Potential Future Information Models

An object oriented modeling of application specific information structures can be
used to improve the rigid information modeling provided by the current technolo-
gies for in-vehicle communication. OPC UA, a technology widely used mainly
in the domain of industry automation, provides such an object oriented model-
ing. Currently, the OPC UA specification is being enhanced by PubSub, a new
communication pattern according to the publisher/subscriber model enabling
so called server based subscriptions [33]. In IEC 62541-3 the Address Space
Model of OPC UA is defined. It can be considered as a meta model providing
objects as the basis for any information model. The object elements are repre-
sented by nodes. These nodes comprise variables, methods or references to other
objects. Additionally, IEC 62541-5 specifies nodes to be used for diagnostics and
as entry points to server-specific nodes. As a result, an information model of an
“empty” server is defined and the vendor of the component which is represented
by the OPC server can customize it. As optional specification elements, prede-
fined models for data access, alarms, history and others are available. Moreover,
the information model can be changed during runtime of the server by adding
or removing nodes. By this means, the OPC UA information model is indepen-
dent from transport protocols and enable domain specific extendibility. For the
deployment in in-vehicle networks, OPC UA needs the ability to be implemented
on physical nodes with low resources. For this reason, OPC UA components need
to be scaled down. In order to support this, the OPC UA specifications provide
profiles, for example the OPC UA Nano Embedded device profile. Based on this
profile, it is possible to scale down an OPC UA server to 15 KB RAM and 10 KB
ROM [34], thus allowing implementation at the chip level of a resource limited
device such as a sensor or an actuator.

To provide interoperability beyond this general information model and to ease
the use of OPC UA in several domains, Companion Standards have been devel-
oped. For example, the specifications for building automation (in co-operation
with BACnet), energy systems and management (participating in IEC TC 57
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Fig. 2. Future architecture with Ethernet backbone acc. to [37]

“Power systems”) or railways transportation shows that OPC UA already has
been approached by applications outside the industrial automation. The uti-
lization of the OPC UA Address Space Model as a wrapper of data models
provided by the in-vehicle communication standards could be a step ahead to
the required extendibility of the models. The existing information structures can
be preserved and transformed into an object oriented approach as it is shown in
[35] for building automation. At the same time the co-existence with information
models of upcoming components and functions, which are not covered by the
available standards in the vehicle domain, becomes possible. For example, SAE
J1939 data in parallel to data according to the standard CAN in Automation
DS402 for electric drives could be modeled and transferred on the same network.

7 Conclusion

This paper shows the current status of in-vehicle communication networks in
the field of passenger cars as well as for commercial and heavy duty vehicle, and
points at upcoming challenges. It depicts the future of Ethernet as in-vehicle
communication system related to several parts of the OSI reference model. In
summary, Ethernet will take place in the automotive market, see also [36]. How-
ever, ongoing developments and implementations show, that new network sys-
tems will not immediately replace, but rather supplement them. This strategy
is beneficial especially for critical systems, where proven-in-use concepts con-
tribute to the functional safety. The evolution of automotive Ethernet, according
to [8], propose the implementation of Ethernet in three generations. The first
generation already exist in high class vehicles. It uses 100BASE-TX Ethernet
with Diagnostics over IP (DoIP) for on-board diagnostics and ECU’s updates.
Figure 2 given by the author of [37] illustrates the next generations. Second gen-
eration uses Ethernet as additional in-vehicle network to transfer the amount of
data from camera systems for drive assistance and infotainment. Finally, the 3rd
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generation with the possibility to transfer 1 Gbit/s will implement Ethernet as a
backbone system and change automotive wiring harness from heterogeneous to
hierarchical homogeneous network by introducing a new network topology level.

In future, Ethernet in connection with TSN will be a possible approach for
time relevant communication beside ADAS and infotainment. At the layer of
information modeling, concepts incorporating dynamic and instantiable infor-
mation object presentation like OPC UA can support the integration of new
application functions.
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Abstract. Indoor Positioning Systems are more and more attractive
research area and popular studies. They provide direct access of instant
location information of people in large, complex locations such as air-
ports, museums, hospitals, etc. Especially for elders and children, loca-
tion information can be lifesaving in such complex places. Thanks to the
smart technology that can be worn, daily accessories such as wristbands,
smart clocks are suitable for this job. In this study, the earth’s magnetic
field data is used to find location of devices. Having less noise rather
than other type of data, magnetic field data provides high success. In
this study, with this data, a positioning model is constructed by using
Artificial Neural Network (ANN). Support Vector Machines(SVM) was
used to compare the results of the model with the ANN. Also the accu-
racy of this model is calculated and how the number of hidden layer
of neural network affects the accuracy is analyzed. Results show that
magnetic field indoor positioning system accuracy can reach 95% with
ANN.

Keywords: Magnetic-field indoor positioning systems · Neural net-
work · Pattern recognition network · Cross entropy function · Perfor-
mance · Accuracy · Support Vector Machines (SVM)

1 Introduction

Positioning systems, known as outdoor and indoor, become more prevalent with
technological developments. These systems provide information for applications
use location information like navigation, monitoring, tracking etc. Outdoor posi-
tioning systems operate with the GPS (Global Positioning System) signals com-
ing from at least three satellites. GPS works with triangulation method which
is based time of signal’s time of arrival, angle, etc. In addition, GPS may be
used for indoor positioning if necessary equipments are integrated inside build-
ings. However, line-of-sight transmission between receivers and satellites may
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 412–421, 2017.
DOI: 10.1007/978-3-319-59767-6 32
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not be efficient for an indoor environment due to lack of line-of-sight trans-
mission in indoor. Indoor positioning system (IPS) is a system which uses
radio waves, magnetic fields, or other sensory information collected by mobile
devices in order to locate objects or people in a building. IPS is generally
grouped as infrastructure-based and infrastructure-free. Since requiring some
hardware pre-installed, infrastructure-based solutions have high cost comparing
with infrastructure-free solutions. Positioning systems can be divided into sub-
categories as shown in Fig. 1. During location determination, participants get
into active group when information is directly transferred from the device from
which they carry. The opposite of this situation is get into passive one [1]. To
exemplify, the usage of Bluetooth signal of person’s mobile phone in positioning
is active classification. With acquisition of images through cameras in interior
space and face recognition operations, learning of knowledge of where someone
is located is a passive positioning. Furthermore, positioning is realized by using
mathematical methods with respect to used technology [2].

Fig. 1. Positioning technique taxonomy

Although used technologies are different, methods can be grouped under 4
basic headings. In geometry based methods, in order to calculate of distance
between sender and receiver, the Angle of signals (AOA), arrival time (TOA),
the time difference of reception and arrival (TDOA) are used. Fingerprint is a
method based on power of signals and consists of two processes. In this method,
Received Signal Strength (RSS) measurements are made from specific points



414 S. Ustebay et al.

within the building. A position estimation model is constructed based on the
obtained Fingerprint signal map. Bayesian approach uses Bayesian inference
techniques to calculate the position of a person or object according to probability
distribution at time t.

Galván Tejada et al. [3] used 4 categories based on the technology that con-
duct between user and the environment. The first one is a location system that
explicit technologies are used like Bluetooth and RFID. The second one is sys-
tems reuse sensory devices in the smart phones. Wi-Fi access points are impor-
tant for series of sensors of specific locations that comprise specialized infrastruc-
ture. This is the third kind of indoor positioning categories. Lastly, the systems
that use magnetic field or environmental audio as positioning.

Higtower and Borriello [4] grouped location systems with respect to
ToA/TDoA (time of arrival and time difference of arrival use signal runtime
between sender and receivers), AoA (the angle of incidence at receivers), the
Received Signal Strength Indicator (RSSI) and Fingerprint. Fingerprint meth-
ods consist of offline and online phases. In the offline phase, Wi-Fi signal are
measured and stored in a database with the location of their appearance. In this
way fingerprint database is established. These signals are measured again in the
online phase. After finding the best matching entry, positioning is performed.
Earth magnetic field value is described by a vector has X, Y, Z features where
X is for north, Y is for east and Z is for height [5] (Fig. 2).

Fig. 2. Magnetic field vector [5]

Sensors are used to get magnetic field information. This information may be
used in automotive, military, aviation and industrial areas. Advances in Micro
Electro Mechanical Systems (MEMS) technology have allowed these sensors to
be added to electronic devices such as smartphones, smart clocks and computer
tablets. Applications called e-compass used in mobile phones can measure this
new sensor data as short as 1nT. The data used by each device may be differ-
ent because mobile phone manufacturers produce these sensors with 4 different
approaches such as Hall Effect, Giant Magneto Resistance (GMR), Magnetic
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Tunneling Junction (MTJ) sensing and Anisotropic Magneto Résistance (AMR)
[6]. By the way, longitude, latitude and altitude information are entered by log-
ging into the system online with the world’s magnetic field calculator tool, which
is obtained through joint participation of the United States National Geospatial-
Intelligence Agency (NGA) and the United Kingdom’s Defense Geographic Cen-
ter (DGC). Tthe world’s magnetic field data can be obtained without the need
for any sensors [7] via these institutions.

Since the magnetic field data contains less noise than the WLAN signal data,
it has been used in indoor positioning studies. Especially a strong magnetic field
data prepared by the FingerPrint method allows the location of the person to
be detected with an error rate of the centimeter level [8]. Also, it is possible to
increase the accuracy by adding different technologies. In this study, a hybrid
system was designed while the position of the person was found and magnetic
field data was used to increase the accuracy of the results obtained [9]. Thus,
false or missing measurement of the near-distance technology such as RFID, and
false positioning of Wi-Fi signals is affected by the noise are prevented.

The location of person based on magnetic field data is determined by using
Gaussian process with radial basis function (GausssprRadial), Single C5.0 Tree,
Soft Independent Modeling of Classical Analogy (SIMCA), Multi-layer percep-
tron with Resilient Back propagation (Rprop), Bagged Classification and Regres-
sion Tree (CART) algorithms [10]. Results of this study show that magnetic field
data provides good robustness and accuracy for buildings with low magnetic field
variability.

This paper is organized as follows; Sect. 2 gives detailed information about
magnetic field data is used. Section 3 describes artificial neural network. In
Sect. 4, the implementation is introduced. Finally, the paper is concluded in
Sect. 5.

2 Database for Implementation

In this paper, RFKONDB was used as a indoor signal strength map. RFKON is
created by Sinem Bozkurt et al. [11]. which measurements are taken from the first
floor of Eskisehir Osmangazi University Teknopark. This database is magnetic
field based and constructed using 4 different mobile devices. Descriptions of
devices are given in the Table 1.

Table 1. Devices used for measurements

Device ID DEvice type OS version

1 Samsung S4 Mini Android .2.2

2 LG G3 Android 5.0

3 Sony Xperia Z2 Android .4.4

4 Samsung Galaxy Note 10.1 Android .4.2



416 S. Ustebay et al.

Table 2. Magnetic field data set

Ref. point Date Device ID x y Floor Battery X Y Z

1 01.07.2015 09:10 1 1.2 1.2 1 100 –13.02 5.87 –19.79

1 02.07.2015 09:10 2 1.2 1.2 1 100 –48.11 19.78 14.87

1 03.07.2015 09:10 3 1.2 1.2 1 100 –17.10 8.5 –22.79

1 04.07.2015 09:10 4 1.2 1.2 1 100 0.232 –17.10 –11.69

During measuring, 54 reference points is used and for each mobile device,
20 measurements were recorded at every reference point. Totally 4320 sample
measurement is obtained for magnetic field database.

Magnetic field based dataset includes information about each data such as
DeviceID, real world X,Y coordinates, Floor, Battery Level, and Magnetic Field
X,Y, Z coordinates values. The database sample is given Table 2. While trying
to evaluate the accuracy of the magnetic field based indoor location system, we
just use reference points and Magnetic Field coordinates of each measure.

3 Models

In this work Support Vector Machines and Neural Networks are used to create
an indoor positioning model.

3.1 Support Vector Machines (SVM)

Support Vector Machines (SVM) is a popular margin classifier which is widely
used for linear classification problems. In linear classification problems, it is
assumed that there exists an optimal separating line (1) discriminating samples
of positive and negative groups in data space S.

f(x) = w1x1 + w2x2 + k = wT x + k (1)

f(x) is defined by the weight vector w, and the shift amount k [12]. x is a
sample in data space S, and is considered to be from positive class if f(x) ≥ 1,
or negative class if f(x) ≤ −1. This can be shown by the general expression
in (2). Here, c is the class label of x (positive if c = +1, or negative if c = −1)

c(wT x + k) ≥ 1 (2)

The aim of SVM is to find optimal w vector of S′ new data space that satisfies
(2) for all samples in S. The method calculates the principal components of new
data space S′ by solving a quadratic optimization problem. By this way, samples
that cannot be linearly discriminated in original data space S, can be linearly
discriminated in new data space S′ to which they are transferred.

Classical SVM works only on bi-class datasets which is a major disadvantage.
Therefore, in this study, LIBSVM library [13] which is capable of multi-class
classification was utilized.
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3.2 Artificial Neural Network (ANN)

ANN is a computational model based on biological neural network. A neuron
is a biological cell and process information in the brain. Axon and dendrite are
connection branches between any two cells. A neuron receives signals from other
neurons through its dendrites and transmits the signal to other neurons along
the axon. Hereby the basic function of the nerve cell occurs.

In this study, we use Pattern Recognition Networks that are feed forward
networks to evaluate accuracy of location system. This type of network can be
trained to classify inputs according to target classes. The target data for pattern
recognition networks consist of vectors of all zero values except for a 1 in element
i, where i is the class they are to represent. In this kind of feed forward network,
training function is Scaled Conjugate Gradient that updates weight and bias
values according to the scaled conjugate gradient method. This method has
advantage by reducing time-consuming line-search. Performance function of the
network is Cross Entropy by default. Here is a basic Pattern Recognition Network
in Fig. 3.

Pattern Recognition Network consists of an input layer, one or more hidden
layer and an output layer. Neuron numbers in the hidden layer affect the learning
relationship between input and output. By defining appropriate neuron in hidden
layer, network will get better accuracy.

Fig. 3. Pattern recognition network

4 Implementation

In this study, we implemented a Neural Network localization model which con-
tains 3 layers i.e. input, one hidden layer and output layer used. Magnetic field
database is parted 80% training and 20% for test. Every input pattern has 3
features. Input pattern is applied to the input layer and the effect propagates
through the network layer until an output is obtained. This process is repeated
layer-by-layer until an error signal is generated which describes the contribution
to each node in the network, relative to the common fault. After that, the actual
output of the network is compared to the pending output and an error signal
is calculated for each of the output nodes. Then, weights, defined by default
initially, are adjusted with respect to calculated error. The process of finding
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Fig. 4. Error histogram

Fig. 5. Gradient changes with respect to epoch number (left). The error distribution
of network (right)

proper weights such that for a given input pattern the network produces the
desired output is defined as training.

Desired output is defined as training. Test data set is used for evaluating
generalization error which indicates performance. The performance criterion is
how well the artificial neural network can distinguish classes from each other
through the given training set. For this; Test data are given to the generated
neural network model and expected from it to find data classes. The classes
which are estimated from the system are compared with test data set’s real
classes and accuracy is calculated as a percentage. We use Cross Entropy as an
error measure to calculate the performance of the network.

It can be seen error value versus epoch plot in Fig. 4. As a result, the
best accuracy is obtained at epoch 306 with using Cross Entropy performance
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Fig. 6. Accuracy versus number of hidden layer neuron

function. Figure 5 (left) shows the gradient changes with respect to epoch num-
ber and (right). The error distribution of network.

In neural network, number of neuron in the hidden layer has important role
on performance. The main problem becomes what the number of neurons must
be. Defining large number of neurons increases the storage capacity of a network.
Low number of neurons make network to have low performance. The plot for
hidden layer neurons versus accuracy is given in Fig. 6.

As is seen after some changes in number of neurons, the performance curves
a bit changes. It must be careful about the network memorizes far from learning.
As seen in the Fig. 7, the accuracy is stabilized after some number i.e. 35.

Fig. 7. SVM based localization model test results according to training and test data
portioning rate
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Fig. 8. SVM and ANN based localization model test results according to training and
test data portioning rate

SVM based indoor localization method is used the linear kernel and the
penalty value (C) was chosen as 1. Portioning defines division rate of training
data and test data. Model was performed at 100 and mean accuracy was calcu-
lated and accuracy results are shown on Fig. 7.

Figure 8 shows comparative results of ANN and SVM based localization
methods. Although the accuracy values of the algorithms are close, the high-
est accuracy value is obtained in the NN-based positioning model.

5 Conclusion

The main purpose of all positioning systems is to provide high accuracy, reli-
able results, and low cost construction. In many technologies, sometimes the
more accuracy results require the more cost devices inside buildings. Nowadays,
mobile devices have usage in order to estimate locations of individuals thanks
to containing many sensors within itself. Using the correct sensor data and the
correct positioning pattern will reduce system cost. Having less noise than other
data types, magnetic field based data is more favorable.

The aim of this study was finding location of any object or device by using its
magnetic field information. Two different localization models were created. First
model is used ANN and second is used SVM. The results which are obtained by
using neural networks are highly accurate rather than SVM based localization
model. Magnetic field sensors which are integrated to mobile devices do not
produces any hardware cost. For rising accuracy different kind of sensor data
may be included to the localization system and tested afterwards. In future
studies, we envisage to use a hybrid localization model with magnetic field data
and RSSI data.

Acknowledgments. This work is also a part of the Ph.D. thesis titled “Design of an
Efficient User Localization System for Next Generation Wireless Networks” at Istanbul
University, Institute of Physical Sciences.
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Abstract. Elements of cloud infrastructure like load balancers,
instances of virtual server (service nodes), storage services are used in an
architecture of modern cloud-enabled systems. Auto scaling is a mecha-
nism which allows to on-line adapt efficiency of a system to current load.
It is done by increasing or decreasing number of running instances. Auto
scaling model uses a statistics based on a standard metrics like CPU
Utilization or a custom metrics like execution time of selected business
service. By horizontal scaling, the model should satisfy Quality of Service
requirements (QoS). QoS requirements are determined by criteria based
on statistics defined on metrics. The auto scaling model should minimize
the cost (mainly measured by the number of used instances) subject
to an assumed QoS requirements. There are many reactive (on current
load) and predictive (future load) approaches to the model of auto scal-
ing. In this paper we propose some extensions to the concrete reactive
auto scaling model to improve sensitivity to load changes. We introduce
the extension which varying threshold of CPU Utilization in scaling-
out policy. We extend the model by introducing randomized method in
scaling-in policy.

Keywords: Cloud computing · Auto scaling · Custom metrics · Load
balancing · Overload and underload detection

1 Introduction

Most of modern system architectures allow to use scaling capability provided by
cloud platform. The cooperating components of the information system may be
run in cloud environment on separated virtual machines called instances or ser-
vice nodes. Inside the cloud, a load balancer can distribute a stream of requests
among many operating service nodes. Cloud platform provides mechanisms (like
software tools, APIs etc.) for managing such service nodes. Especially, these
mechanisms allow to horizontal scaling-out and scaling-in by programmatic cre-
ate/destroy a virtual server. This gives a possibility to apply some model of auto
scaling [1], where the number of service nodes is adapted to a system load. Such
approaches may be reactive [2,3] (they use information about current load and
system state) or predictive [4–6] (they additionally use an extrapolation of load
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 422–431, 2017.
DOI: 10.1007/978-3-319-59767-6 33
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and system state in near future). The reactive auto scaling models are rather
simple, but they may be applied to a poorly predictable load.

Obviously a scaling-in increases a cost of system. To measure the cost we
may define a simple objective function:

MeanCost =
1

Time

∫ Time

0

Number of service nodes(t)dt (1)

which evaluates a system respect to usage of service nodes during Time.
A decision of scaling-in or scaling-out may be taken according to assumed

Quality of Service (QoS) requirements or system resource-based ones. A user may
assume some high-level criterion of quality based on statistics (e.g. mean, high
order quantile) of some application-level metrics like execution time of selected
business service. The approach to auto scaling model which uses the application-
level metrics will be denoted as CMAS (Custom Metrics Auto Scaling). A user
may also define less intuitive low-level criterion based on statistics (e.g. mean) of
a resource-level metrics like CPU Utilization of a service node. Such approach will
by denoted as SMAS (Standard Metrics Auto Scaling). The approach proposed
in [2] combines these two approaches.

The optimization problem to solve in auto scaling domain can be formu-
lated as choosing such methods and values of their parameters to minimize the
objective function subject to QoS requirements.

This paper focuses on extending the model and method of the reactive auto
scaling module presented in [2]. In this paper we propose the following improve-
ments of that method:

– the additional error-based criterion in determining overloaded state of system
(Sect. 3),

– the method of obtaining limits for group CPU Utilization (that may cause
better choosing the moment of launching scaling-out) adapted to number of
currently launched virtual machine instances (Sect. 4),

– the more aggressive strategy of scaling-in based on a function probability of
turning off a redundant service node (Sect. 5).

2 The Auto-scaled Distributed System Designed for AWS
Cloud Infrastructure

In the considered model [2] a quality of service requirement is a constraint based
on statistics for execution times of a selected business critical service. A user may
explicitly set Tq acc – a value of a threshold (a max value) for Tq - a high order
quantile of execution times (the qth quantile). If Tq > Tq acc than we assume
that a system is overloaded. A user may also set MVacc – a value of threshold
(a min value) for MV – a mean value of execution times. If MV < MVacc than
we assume that a system is not enough loaded.

In our work we consider a simple cloud-aware information system (Fig. 1)
that consists of:
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– load balancer which exposes service outside a cloud and internally distributes
requests among service nodes,

– multiple (n) service nodes, that internally expose SOAP/WebServices to the
load balancer; the so-called auto scaling group consists of such service nodes
and load balancer,

– DaaS node (PostgreSQL Relational Database Service) which persists data.

Fig. 1. The cloud-based architecture of the system: Elastic Load Balancer, and (n = 3)
Elastic Compute Instances (service nodes), and Amazon RDS service (DaaS node).

The proposed in [2] software module that controls virtual machines (i.e. cre-
ates/destroys an instance of service node) is responsible for scaling-out/-in.

A scaling-out procedure uses an application-level custom metric – Tq and a
AWS built-in resource-level metric – CPU Utilization. The module tries to use
the estimator of Tq. If estimator of Tq exceeds Tq acc the scaling-out should be
performed. When estimators of Tq is not available (too less observations so we
cannot positively verify at the assumed level that an estimator Tq belongs to the
assumed confidence interval) the module uses GroupCPUUtil – a group CPU
utilization (a mean of CPU utilizations of service nodes). If GroupCPUUtil
exceeds a MaxCPUUtil that means that system is overloaded (but not by the
selected business critical service) and the scaling-out should be performed, too.

A scaling-in procedure uses a application-level custom metric – MV and
again a built-in resource-level built-in metric – CPU utilization. When estima-
tor of MV is not available (too few observations what causes that it is not
statistical confident) the module uses GroupCPUUtil. If MinCPUUtil exceeds
GroupCPUUtil it means that the system is not loaded enough and the scaling-in
should be performed.

The algorithm based on a custom metrics (Tq or MV ) was called CMAS (Cus-
tom Model of Auto Scaling). The supplementary algorithm based on a built-in
metrics (GroupCPUUtil) was called SMAS (Standard Model of Auto Scaling).
Both CMAS and SMAS checks the conditions for Tq, MV , GroupCPUUlil in
some regular moments of time (determined by interval Ti). They launch scaling
only if the condition is satisfied at least m times during last M tries (commonly
m > M/2).
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3 Analysis of System Efficiency

To describe an efficiency characteristic of a system, we consider to load it by a
sequence of requests of selected business service. We assume the exponential dis-
tribution of intervals between subsequent requests with a mean value of intervals
equals 1/λ. The results of loading a system with n = 1, 2, 3 service nodes may
look like those shown in Fig. 2.

Figure 2 presents how the mean value of execution time – MV (n), the qth

quantile of execution times – T
(n)
q , the % of error requests per unit of time –

Err(n) for n = 1, 2, 3 depend on increasing system load – λ.
In most cases, the error requests appear because nodes may be overloaded.

This may happen either for service node or DaaS node. In fact, we may directly
scale out in the system by multiply service nodes but we have no direct influence
on scaling DaaS node. Thus we may expect that for overloaded system with
many service nodes most of errors requests results from overloading of single
DaaS node.

Quality of Service requirements define a not overloaded system where both
criteria T

(n)
q ≤ Tq acc and Err(n) ≤ Err

(n)
acc are satisfied. By increasing system

load we may obtain the highest values of λ – λ
(n)
max (blue color in Fig. 2) where

T
(n)
q ≈ Tq acc and Err(n) ≤ Err

(n)
acc for n = 1 (Fig. 2a, b), n = 2 (Fig. 2c), n = 3

(Fig. 2d).
In Figs. 2 and 3, the green color is used for marking acceptable operating

points, the blue for boundary ones, and the red or brown for unacceptable ones.
We want to notice that the single criterion T

(n)
q ≤ Tq acc is not enough

to determine a not overloaded system. When DaaS node becomes overloaded
some time-out barrier may be crossed in communication between a service node
and DaaS node. The architecture of the system should be adapted to such situa-
tions. Modern systems (see e.g. Repository of Electronic Medical Documentation
– RepoEDM [2]) are based on a micro services architecture and supported by
functionality which minimizes propagating of failure cascade and accelerates the
backward information about time-outs (Hystrix1). So-called self-healing2 mech-
anism (based on Hystrix/Eureka) reports that the service as unavailable so that
subsequent requests do not run into the same timeouts. This results in very fast
responses from error requests targeted to the overloaded DaaS node. This is
illustrated in Fig. 3b where an empirical probability density function is bimodal.
The execution times near the first local maximum (values close to error MV (1))
correspond to error requests. The execution times near the second local maxi-
mum (values close to corr. MV (1)) correspond to correctly processed requests.
Although system is overloaded (Fig. 3b) and most of requests are processed incor-
rectly with time-outs (the mass near error MV (1) is greater than the mass near
corr. MV (1)), the mean value and the qth quantile are less relative to the ones
from the not overloaded system (Fig. 3a).
1 GitHub - Netflix/Hystrix (2016) https://github.com/Netflix/Hystrix.
2 Hystrix and Eureka: the essentials of self-healing microservices (2016) https://www.

dynatrace.com/blog/top-2-features-self-healing-microservices.

https://github.com/Netflix/Hystrix
https://www.dynatrace.com/blog/top-2-features-self-healing-microservices
https://www.dynatrace.com/blog/top-2-features-self-healing-microservices
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Fig. 2. Dependency between a load intensity λ and:
– the mean value of execution times – MV (n) (dashed line),

– the qth quantile of execution times – T
(n)
q (solid line),

– the % of error requests per unit of time – Err(n) (fat dashed line);
(a) some operating points for a one-service-node system (n = 1),

(b) outlines of hypothetical courses for MV (1), T
(1)
q , Err(1)(n = 1),

(c) some operating points for a two-service-nodes system (n = 2),
(d) some operating points for a three-service-nodes system (n = 3). (Color figure online)
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Fig. 3. Probability density function (PDF) of execution times T for a one-service-node
system: (a) for a not overloaded system (green line for λ1 intensity) and a boundary
overloaded one (blue line for λ2), (b) for an overloaded system (red line for λ3). (Color
figure online)

The satisfied condition T
(1)
q 3 < T

(1)
q 2 = Tq acc in the (3)th operating point

(red in Fig. 2a) may lead to incorrect conclusion that the overloaded system
from Fig. 3b might be accepted as not overloaded. But it does not satisfy the
Err-based criterion so finally it will be rejected according to QoS requirements.

4 Improvement of Scaling-Out in SMAS

SMAS model presented in [2] was based on an assumption that MaxCPUUtil
obtained for one-service-node system is enough accurate for a multi-service-nodes
system. This assumption is only approximately valid because we can observe
that CMAS and SMAS create instances in time differently even for the same
load profile. Adapting MaxCPUUtil values to n – the number of running service
nodes – allows SMAS to behave almost the same like CMAS, i.e. we may observe
situations when either SMAS or CMAS increases number of service nodes almost
at the same moments of time.

We already noticed that a load of a single DaaS node may not be distrib-
uted like a load directed to many service nodes. During load increasing, CPU
utilization of DaaS node will increase too and DaaS node becomes slower and
the portion time of processing of a single request in DaaS node will increase too.
Because we want to hold the same Tq acc with increasing load the portion of time
of processing in a service node should be decreased thus a service node should
be faster and its CPU Utilization has to be lower.
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We may experimentally find values of MaxCPUUtil dependent on n. Values
of MaxCPUUtil(n) determine when the auto scaling module should switch the
system from having n service nodes to n+1 ones. Those values may be obtained
as means of CPU Utilizations of n service nodes in boundary operational points,
i.e. for a load specified by λ

(1)
max (when n = 1), . . ., λ

(3)
max (when n = 3), . . .(Fig. 4).

Such hypothetical shape of a decreasing dependency suggests that switching from
n to n + 1(n > 1) will be earlier (i.e. for smaller values of GroupCPUUtil) than
it happens in the method from [2] where we had only a one and high value –
MaxCPUUtil(1) for all n.

Fig. 4. MaxCPUUtil threshold for SMAS adapted to n – the number of operating
service nodes.

5 Improvement of Scaling-in in CMAS

According to a goal of minimizing the objective function MeanCost (Eq. 1)
some improvement of the scaling-in procedure was proposed. Let us remind
rather conservative behavior in [2] – a scaling-in is needed when m times the
criterion MV < MVacc is satisfied during M tries. In more detail, we obtain M̂V
(the estimator of MV ) and verify that M̂V is less than MVacc at an assumed
confidence level p. Such M̂V we call confident. In [2], we only detect a fact of
criterion satisfying but we do not use a difference value – MVacc − M̂V .

To make the above-mentioned strategy of scaling-in more effective we propose
to scaling-in when we satisfy the criterion J times where 1 < J ≤ m but we will
take into account only confident values of M̂V , too.

Although we will introduce some nondeterministic factor we want to hold
a compatibility with the current strategy that satisfying the criterion m times
launches scaling-in always i.e. with probability equals 1.

We do not want to fire scaling-in upon only a one try.
Let us denote as follows:

– M̂V – confident estimator for j ≤ J ,
– s =

∑J
j=1 M̂V j ,

– s0 = JMVacc.
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We introduce function of probability (p-function) of launching scaling-in as
follows:

p(s, J) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 for s > s0

0 for J = 1

1 for 0 ≤ s ≤ s0 ∧ J = m

1− 1
m−1 (J−1)

0− s0
m−1 (J−1)

(s − 0) + 1 for 0 ≤ s ≤ s0
m−1

(J − 1) ∧ J ∈ {2, . . . ,m − 1}

1
m−1 (J−1)−0
s0

m−1 (J−1)−s0
(s − s0) + 0 for s0

m−1
(J − 1) < s ≤ s0 ∧ J ∈ {2, . . . ,m − 1}

(2)

which is easier understandable using Fig. 5.

Fig. 5. Function of probability of launching scaling-in (J = 1, . . . , m).

In new scaling-in method denoted by CMAS∗ we decided to scale-in with
probability obtained from p-function (Eq. 2).

6 Some Experimental Results

In experiments we used real RepoEDM system described in [2] and run it in
Amazon Web Services Cloud. The results illustrate SMAS/CMAS behavior after
the improvements introduced in Sects. 4 and 5.

According to the idea from Sect. 4 for some assumed Tq acc ≈ 4000 ms we
obtain MaxCPUUtil(1) ≈ 82%, MaxCPUUtil(2) ≈ 71%, MaxCPUUtil(3) ≈
63%. The differences among those values proved to be statistical significant at
assumed confidence level (p = 0.9).

To evaluate the improvement of SMAS scaling-in we test both SMAS and
CMAS with linearly increased λ in time during 20 min and with no load during
20 min. Test was repeated 10 times. The improved model is denoted by SMAS∗.

Let us introduce the following coefficient:

Mean
( T̂q CMAS − T̂q SMAS

T̂q CMAS

100%
)
. (3)
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Experimentally, we obtained its value about 11% (for original SMAS with
one MaxCPUUtil) and about 6% (after the improvement, for SMAS∗ with the
series of MaxCPUUtils(n)). This result shows that the system under SMAS∗

becomes more similar to CMAS thanks to the scaling-out improvement.
To evaluate improvement of CMAS i.e. compare pure CMAS and CMAS

with p-function of probability of lunching scaling-in (denoted by CMAS∗) – we
used a test profile defined by a sequence: constant λ during 20 min, and linear
decreased to zero during 20 min, and 10 min no load. m = 4 and M = 7 were
used in the experiment. Test was repeated 10 times.

For the following coefficient:

Mean
(MeanCostCMAS − MeanCostCMAS*

MeanCostCMAS
100%

)
(4)

we obtained a value equals about 6% what shows a slight improvement in cost.

7 Conclusions

We rather expect poor effectiveness of load prediction during a process of mass
migration of systems to cloud. Such process is complicated and it will depend on
many technical factors, financial ones, or organizational ones. For such temporary
situations we rather recommend a reactive model of auto scaling.

Although the idea of equivalency between custom-metrics-based QoS require-
ment (in CMAS) and resource-metrics-based QoS requirement (in SMAS) is not
complicated but we did not meet such approach in known reactive models. We
think that CMAS is well aligned to user expectations. But CMAS may not work
sometimes (because of lack of metrics data) so it must be supported by adjusted
SMAS.

In our work we provided a control module which implements proposed coop-
erative models of auto scaling (CMAS/SMAS). We also give a user a method
and a software tool for finding the parameters of SMAS that are equivalent to
given parameters of CMAS. The method and tool allow tuning parameter values
for SMAS (adjusted to CMAS). These values may be later used in the proposed
auto scaling control module.

Advantage of CMAS/SMAS approach results in its intuitiveness and simplic-
ity comparing it to other more complex reactive models like [3] for example.

The paper presents some improvements of the reactive auto scaling model
proposed in [2].

In the paper we justify the need for error metric (% of incorrectly processed
requests per unit of time). This allows to minimize an impact of error requests on
main QoS statistics (the qth quantile) based on execution times of all requests.

The first contribution is an extension of the scaling-out model that allows to
early react on an increased load by using thresholds for group CPU Utilization
that depend on the number of currently operating service nodes. Early turning
on an additional node may cause better QoS (early try of overloading avoidance).
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The second contribution is an extension of early scaling-in model where a
function of probability of launching scaling-in (decreasing number of service
nodes) was introduced, giving some nondeterministic solution. Early turning off
a service node may cause a lower cost (early turned-off nodes does not load a
budget).

The future work will concentrate on detail experimental verification the pro-
posed extensions according to different load profiles.

We plan to verify a usefulness of introduction non-linear elements like hys-
teresis and dead zones into scaling-in/-out algorithms that operate on metrics.
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Abstract. This paper presents a solution of the problem of the route
calculation for garbage removal trucks. The entire system architecture
including algorithms of the route calculation, server and client part soft-
ware, electronic devices on the garbage containers, mobile solution and
collaboration with other routing services is presented. The dynamic net-
work model and the optimization criterion on containers status and road
traffic as well as the knowledge base which form the hybrid control sys-
tem responsible for time of the garbage collection are introduced.

Keywords: Dynamic network · Hybrid control system · Smart City ·
Traffic flow · Knowledge base · Expert rules · Intellectual solution

1 Introduction

The management of garbage removal is a particular problem for all major cities,
especially those overloaded by transport, with increasing traffic density and the
amounts of garbage. In every city there are defined organizations and companies
engaged in the collection and removal of garbage to refuse centers. All compa-
nies manage waste disposal according to a schedule or according to customer
demands. However, there are situations when a garbage collection truck (GCT)
arrives but garbage containers are half full; at the same time the GCT does not
arrive to the real full garbage container. This is due to managers not accounting
for the actual container content. This problem forms a part of a general theme of
creating a healthy environment in modern cities, usually associated with “Smart
Environment”, described by attractive natural conditions, pollution, resource
management and also by efforts towards environmental protection [1]. “Smart
Environment” can be considered as a part of the “Smart City” technology. There
are many definitions of the “Smart City” term [2]. An important component of
the smart city concept is the use of the new information mobile technologies. This
approach emphasizes the following definition as a city “combining ICT and Web
2.0 technology with other organizational, design and planning efforts to demate-
rialize and speed up bureaucratic processes and help to identify new, innovative
solutions to city management complexity, in order to improve sustainability and
livability [3]”.
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 432–443, 2017.
DOI: 10.1007/978-3-319-59767-6 34
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There already exist specialised software and hardware that allows one to
solve the problem of calculating a schedule for waste disposal. There are various
approaches which use different types of detectors and allow for on-line control of
the level of filling of garbage containers [4–8] but the problem in case of dynamic
changes in the level of fullness of the containers and current changes of the
real traffic situation in the city has not yet been solved. Currently, there are no
solutions which take into account multiple optimization criteria simultaneously.
The authors propose a solution using three optimization criteria for the task of
garbage collection: minimum length of the route, processing for filled containers
only, taking into account dynamic traffic situation.

2 Description of the Proposed Method

Special system termed “Smart Clean City” was developed to optimize garbage
collection and manage this process. The system allows to carry out the following
tasks:

1. to generate a message by the garbage containers to indicate when they are
full;

2. to manage the process of sending a GCT for the garbage collection only if
the containers are full;

3. to develop the optimal route for the garbage collection;
4. to distribute rationally the containers in the areas.

“Smart Clean City” allows one to solve the following urban, social and eco-
nomic problem:

– increasing the economic efficiency of the company responsible for the garbage
collection in terms of fuel, funding for equipment maintenance, optimization
of staff, resources together with the amount of time dedicated to garbage
collection;

– maintaining proper urban sanitation.

The system consists of two parts: software and signaling equipment. The
technical part is represented by:

– equipment installed on each garbage site;
– equipment installed on every GCT.

Each area for garbage containers (AGC) is equipped with two types of elec-
tronic devices: one unit of bidirectional receiver/transmitter devices and sensors
to determine the fullness of each container via a transmitter.

Each container is equipped with a vandal detecting device, located on the
side wall of the container. It includes level sensors (both infrared and ultrasound)
to monitor levels. A sensor is connected to a radio transmitter that transmits
a signal indicating the level of each container to host receiver-transmitter unit;
all elements being powered by an internal power supply. To save energy, the
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sensors are not active all of the time but with a frequency controlled by the
microcontroller. This reduces the probability of a false signal transmission.

Data from the container transceiver unit is transmitted to the control room
using a built-in GSM module. This makes it possible to transmit the received
data via cellular communication. Information goes to the processing server and
will be processed by the server software. The software system consists of client
and server.

The tasks of the client part of the application:

– displaying routes graphically;
– client registration;
– warning about the need to empty the containers;
– notification of inability to continue work due to inevitable accidents;
– automatic authorization to get information depending on the area of truck’s

driver responsibility;
– automatic authorization to obtain client zone responsibility;
– periodically sending the information to the server about truck’s position.

The server part of application:

– storage of information about the AGC: address, location, number and capac-
ity of containers, date of the last maintenance;

– storage of information about garbage trucks: type, number of mobile devices,
device ID, capacity;

– receive and process messages from the garbage sites;
– information about the fullness of the AGC in general and deciding on the

need for removal of garbage from it;
– specification of the GCT for AGC needs to be cleaned, taking into account

its current location;
– generating the route in accordance with the road traffic data;
– transmission the calculated route to a AGC for GCT;
– receiving information from the client application;
– dynamic updates on the status of AGCs for garbage in accordance with the

actual situation;
– reporting and statistical analysis.

The software element provides the interface between the AGC, dispatch cen-
ter and the garbage GCTs. Operation of the system takes place as follows:

1. Information about the status of the garbage containers levels in the area is
transmitted to the central server where the software calculates the routes
implemented. If the whole AGC is filled with more than 70%, the system
decides to remove the garbage.

2. AGC is added to the list to be visited.
3. The garbage sites are represented as nodes of the city network (see details

below). The system changes the weights of the edges on the basis of data
traffic and road conditions. Traffic data are taken from the online road map
service.
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4. Server application calculates optimal routes on the basis of the time necessary
for each GCT. Thus, the driver sees only the route to an area for the garbage
containers, which needs to be cleaned.

System structure overview is shown in Fig. 1.

Fig. 1. Clean city system overview

The suggested formalization and method for solving optimization problem
are original for the following reasons. Firstly, the network model of the transport
system has dynamic nature [9]. Secondly, information about filling containers is
handled automatically by the system during the development of the plan of the
garbage collection.

2.1 Formal Network Problem Statement for Dynamically Optimal
Route

To solve the problem let us define the weighted mixed network (there are directed
and undirected edges)

G = (V,E, f, g, w) (1)

where:

V – set of network vertices;
E – set of directed arcs (edges) corresponded to the city road network, arcs

connects location of garbage containers, places of their discharge, home bases
of GCT (garages) and linking them road network;

f : V × T → R – vertex weight function at time t, which determines the time
for passing the truck through the vertex;
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g : E × T → R – arc weight function at time t, which determines the time for
passing the truck through the arc;

w : V ×T → R – vertex weight function at time t, which determines the amount
of filled containers at the place of their location.

Vertices are superimposed on the map of the city road network. Arcs and
edges correspond to the roads (with one-way and two-way traffic, respectively).
V is defined as

V = V1 ∪ V2 ∪ V3 ∪ V4, (2)

where:

V1 – network vertices correspond to the garbage site with containers;
V2 – network vertices correspond to the solid domestic garbage dumps

(SDGD);
V3 – network vertices correspond to the garages location;
V4 – vertices correspond to the connection points of the road segments (cross-

roads).

Let us define mapping f (temporal characteristics of road network vertices).
Vertices’ weight defines temporal characteristics of the GCT to pass through this
vertex, weight is defined by the membership of the subsets V1, V2, V3, V4 and
current time as follows:

f(v, t) – time required for loading contents of containers on the specific
garbage site for v ∈ V1;

f(v, t) – time to unload the GCT for v ∈ V2;
f(v, t) = 0 for v ∈ V3;
f(v, t) – value that characterizes the delay of GCT at a crossroads (traffic

light, unregulated crossroad), this value is determined on the basis of experi-
mental data for v ∈ V4.

Let us define the mapping g (time characteristics of a road network arcs). For
all network arcs (edges) e ∈ E g(e, t) – value represents time to pass on route
segment (depends on speed limit, quality of the roadway, segment road distance,
traffic on this segment) defined for time moment t, determined by the current
traffic situation.

Let us define the mapping w (number of filled containers). For all vertices
from V2, V3, V4 and for any time moment t the value w(v, t) = 0. For vertices
that corresponds to the location of garbage containers the value of this function
returns the number of full containers at time t.

w(v, t) =

⎧
⎨

⎩

0, if v /∈ V1

number of filled containers
at the site v at time moment t, if v ∈ V1

Values for vertices and arcs of network at any time t are called markup. At
the starting point of the network (t = 0) we name as initial markup. Dynamics
of network changes is depended of actual traffic road situation, fullness levels of
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containers on garbage sites (varies in time), which results in a change of function
values, change of markup.

Let the GCT has a capacity of L containers. At the initial moment (t = 0) on
AGC vj we have Kj filled containers that we need to take to a domestic garbage
dump. It follows that Kj = w(vj , 0). Consequently, the GCT must visit each
point of discharge (dump) at least Sj times, where

Sj =
⌈
Kj

L

⌉

(3)

The total number of downloads–discharge cycles in this case is equal to

S =
∑

1≤j≤|V1|
Sj .

The total number of filled containers is equal to

K =
∑

1≤j≤|V1|
Kj .

Suppose that there is a single truck that collects garbage from all AGC and
transfers it to the dump. In this case there are several possible optimization
criteria. In this paper we consider only one for the time optimization, but the
task is in reality is multi-objective one. We can consider other areas of analysis,
such as maximizing the volume of handled garbage by trucks.

Designation: Let P – the route in network G,U ⊆ V . Designate |P | as length
of route P , and |P |U – the number of occurrences of vertices from set U in P .
It is clear that for any route in the network |P | = |P |V .

2.2 Problem Statement for One Truck

For given network find a route

P = v0, v1, v2, . . . , vm

where:

1. v0 = vm; v0 ∈ V3 (GCT departs from garage at the beginning of the work
and returns to the same garage after work completion);

2. ∀vi∈V1 |P |{vi} = Si (every AGC visited as many times as necessary to empty
filled containers);

3. |P |V2 = S (dumps are visited S times – required amount of times for unload-
ing filled containers);

4.
∑

i=1,m

(f(vi, ti) + g((vi, vi+1), ti)) → min, where the minimum is taken over all

routes that satisfy conditions 1, 2, 3. ti corresponds to time of events related
to network vertices. It’s clear that

t1 < t2 < . . . tm.
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2.3 The Problem Generalization for n Trucks

Let the number of used garbage trucks is equal to n. For the given network there
must be found n routes

Pi = vi0, v
i
1, v

i
2, . . . , v

i
mi(i = 1, n)

and following conditions are satisfied

1. ∀i=1,nv
i
0 = vimi, v

i
o ∈ V3 (garbage trucks depart from garage at the beginning

of the work and return to the same garage after work completion);
2.

∑

i=1,n

|Pi|V1
= S (every AGC is visited as many times as necessary to empty

filled containers);
3.

∑

i=1,n

|Pi|V2
= S (dumps are visited S times – required amount of time for

empty all filled containers);
4.

∑

i=1,n

∑

j=0,mi

(
f(vij , t

i
j) + g((vij , v

i
j+1), t

i
j)

) → min, where the minimum is taken

over all routes that satisfy conditions 1, 2, 3. tij corresponds to time of events
related to network vertices for i-th truck. It’s clear that for any i = 1, n

ti1 < ti2 < . . . timi
.

If it is necessary to provide uniform load distribution for garbage trucks then
one more condition should be added

5. Let Wi =
∑

j=0,mi

(
f(vij , tj) + g((vij , v

i
j+1), tj)

)

then ∀i�=k,i,k=1,n|Wi − Wk| → min

Described below algorithm of building the path should be implemented with
taking into account current traffic situation in the city. Information about time
amount required for different segments of the route with current traffic con-
ditions can be extracted from various online map services, for example using
Google Maps Directions API [10]. This online service is available through an
HTTP interface, with requests constructed as an URL string, using text strings
or latitude/longitude coordinates to identify the location, along with API key.
HTTP request to use Google Maps Directions API can contain some useful
parameters, such as “waypoints” (intermediate points of the route which should
be visited; up to 23 intermediate points for the business applications), “avoid”
(objects which should be avoided in the route), “mode” (type of transport in
use), and others. The response from the service is obtained as JSON array termed
“routes”, consisting of one or more segments “legs”, depending on the presence
of intermediate points in the request. Each segment of the route is described
by using parameters “distance” (distance of the segment in meters), “dura-
tion” (time of driving in this segment in seconds), “duration in traffic” (time
of driving calculated using statistical information and current traffic situation).
These response parameters are taken into account in the optimal path calcula-
tion when the function g(v, t) values are updating with the algorithm described
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below. The information obtained is then used to determine whether the calcu-
lated shortest route can lead the truck into a traffic jam. In this case the route
have to be rebuilt, considering road situation.

Let us outline the algorithm of the dynamic route calculation for the truck
which has the status “ready” and is making a request for the next AGC – “Get
optimal route to AGC”. The algorithm assumes the following GCT statuses and
related information requests:

– (Status) Registration
– (Status) Ready
– (Status) Faulty truck
– (Status) On the route
– (Request) Get all day schedule
– (Request) Get optimal route to AGC
– (Request) Get optimal route to SDGD.

Algorithm of the dynamic optimal route calculation

ONE TRACK SCHEDULING ALGORITHM
Input: <Track Position>, <Service Type Request>
Output: Optimal route to AGC
If <Service Type Request> = <Get next container area> then

/*Get statuses of AGC
/*Statuses are <Filled>, <Maintenance>, <Cleaned>

For all v ∈ V 1 get Status(v) EndFor
/*Get traffic situation
UPDATE info on g(e,<Current time>)
/*Get actual fullness levels info
AGC SET := ∅

For all AGC v ∈ V 1 do

If Status(v) = <Filled> then
Update info on w(v,t)
AGC_SET := AGC_SET.Add(v)

EndIf
End For

/*Select optimal route according to expert rules
/*and the current values of fullness levels
AGC_Next := GETOptimalAGC(AGC_SET)
AGC_Next_Path := GETOptimalRouteToAGC(AGC_Next)
Transfer data to the client application
Status(AGC_Next) := <Maintenance>

End If
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Method GETOptimalRouteToAGC uses the k-shortest simple paths search
implementation of Yen’s algorithm (loopless, one source) [11]. This algorithm has
a computational complexity of O(kn3), where O(n2) is due to the shortest-path
calculation. Here, n denotes the number of nodes in the road network model.
The value of k is empirically set to 5. All built routes are ranked with using the
expert rules which are presented in the knowledge base and describe the expert
knowledge about the traffic situation in the considered period of time. The final
list of routes ordered by their length and evaluation is given to the truck driver.

After taking the garbage from the container the installed sensor in the AGC
updates their fullness status in the system, in case of a broken sensor the driver
updates the status in the system manually and the AGC is marked for the sensor
replacement (Fig. 2). Figure 3 shows making decision procedure.

Fig. 2. The filling level of containers. Client application screen

Smart Clean City approach combines the described algorithm of building the
optimal route with the intellectual approach represented by the knowledge base
consisting of the rules:

pri : ri : vi : If aj then bkwith the confidenceck, (4)

where:

ri ∈ {R} – the set of the rules,
pri ∈ {PR} – the set of the priorities,
vi ∈ {V } – the set of V , see (2);
aj ∈ {A} – the set of the facts which represent the current situation,
ck ∈ {C} – the set of the linguistic variables,

where C = {‘possible’, ‘probable’, ‘most likely’}, ck represents the fuzzy variable
described with the trapezoid function. Rules are formed by the experts (from
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Fig. 3. The structure of the making decision

the traffic police or professional drivers) who are well acquainted with the traffic
situation in the city. For example, in case of the traffic accident and correspond-
ing traffic jam the experts could make the solution what step should be made –
to change the other route or to wait. If the described algorithm of the building of
the route tries to select the next node vi but gets the message from the mobile
maps service about the high load of the transport on the way to vi and the
knowledge base contains the rule ri with the priority pri ≥ 80, then the solution
is made on the base of the selection of the ri (to follow the algorithm or to select
the other node or change the route to the new one).

Knowledge base consists of the rules the examples of which are presented
below:

80 : r32 : v4i ∈ V4 : if status (GCT) = “on the route” AND f(vi, t) > 20 then
recalculate AGC Next
100 : r5 : v4j ∈ V4 : if status (v4j) = “busy” then continue with calculated
route with confidence “most likely”
100 : r14 : v4j ∈ V4 : if status (V4) = “busy” then use the calculated
AGC Next

3 Discussion

The described system “Smart Clean City” has been implemented in the October
Region of the Saratov City (Russia) with the population about 1 million. A pilot
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exploitation of the system during the period from September 2015 till September
2016 demonstrated that the fuel saving achieved 21% by decreasing the time of
the trucks being on the route in comparison with the standard manual route
planning. The company responsible for the garbage collection has 24 trucks.

We evaluate the scheduling with synthetic and real time data by means of
stochastic simulation in order to assess its performance. It is assumed that the
region where the system was implemented has about 250 containers on 56 AGC.
There are 2 dumps attached to the region. Each container has capacity 100 kg,
while each GCT capacity is set to 5000 kg (actual capacity depends on the degree
of compressibility of garbage). The results are shown in Fig. 4.

Fig. 4. Performance of the optimization algorithm

At the same time there was fixed a problem which has not been considered
in the described system – lack of the proven information about the solidness of
the garbage to be taken away from the container. It does not allow to take into
consideration and include in the system the amount of the garbage to be loaded
to the truck. The truck can take more compressed garbage. Information about
the fullness of the containers without knowing the solidness of the garbage can
not predict accurately the amount of the garbage which can be taken by the
truck at the AGC.

4 Conclusion

System “Smart Clean City” allows one to manage garbage collection by using
the hybrid control system based on the building of the route of taking away
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the garbage from the area of the garbage containers and using on-line informa-
tion from the mobile application which collects information of the traffic jams
and rules which can correct the calculated route. In this paper we present one
optimization criterion for the time to empty all full garbage containers. Obvi-
ously the dynamic nature of the chosen mathematical model suggests using the
other criteria as well for example, the “uniformity”of the garbage trucks loading
that imposes additional restrictions on the algorithm for calculating routes. The
advantage of the proposed system is the integration of information on the status
of containers for garbage on special area with real-time traffic situation.
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Abstract. The rising number of vehicles and slowly growing transport
infrastructure results in congestion issue. Congestion becomes an impor-
tant research topic for transportation and control sciences. The recent
advances in vehicular ad-hoc networks (VANETs) allow the traffic con-
trol to be tackled as a real-time problem. Recent research works have
proven that the VANET technology can improve the traffic control at
the intersections by dynamically changing sequences of traffic signals.
Transmission of all vehicle positions data in real-time to a traffic lights
controller can generate a significant burden on the communication net-
work, thus this paper is focused on the reduction of data transmitted to
a control unit by vehicles. The time interval between data transfers from
vehicles is defined by zones that are tuned for a given traffic control strat-
egy using the proposed algorithm. The introduced zone-based approach
reduces the number of transmitted messages, while maintaining the qual-
ity of traffic signal control. The results of experiments firmly show that
the proposed method can be successfully used for various state-of-art
traffic control algorithms.

Keywords: Vehicular networks · Traffic signal control · Data
reduction · Congestion

1 Introduction

The last century was a place of very fast headway in motorization industry.
A vehicle, which was luxury good one hundred years ago, now becomes the
necessity to function in modern society. Rural areas, with constantly growing
population, are not prepared for this number of vehicles and in consequence traf-
fic is disturbed by congestions. The traffic congestion is very costly phenomenon.
It causes substantial time losses for people and increases gasoline consumption
[1]. To tackle this issue, a reasonable solution is to increase the throughput of the
intersections, which are traffic bottlenecks. The throughput of intersection can
be increased by using traffic signal control [2]. Methods of traffic signal control
can be divided into two types: fixed-time control and traffic-responsive control
[3]. Traffic-responsive control proved to be more efficient than the fixed-time
approach; however, it requires reliable transfers of real-time traffic data [4]. This
c© Springer International Publishing AG 2017
P. Gaj et al. (Eds.): CN 2017, CCIS 718, pp. 444–457, 2017.
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study is focused on decentralized traffic-responsive control strategies that are
designed for urban networks with multiple intersections. One of such approaches
was based on the Backpressure routing in computer networks [5]. The control
strategy proposed by Helbing et al. [6] was based on self-organizing pedestrian
traffic. Another approach analyses queue size of arriving vehicles (SOTL) [7].
Houli et al. [8] assumed that each traffic light controller is an agent that is able
to learn to control the traffic light via interacting with the environment and
neighbors. Recent works in this area utilize predictions of future traffic state
in order to find optimal control actions LH [9]. All these methods assume that
current traffic state can be monitored by means of sensors [10] (e.g., inductive
loop detectors, cameras or radars). In recent years, VANET emerges as a reli-
able data source for the traffic control strategies. There is also a number of works
related to VANET applications in traffic signal control. A case study of adaptive
traffic light control algorithm and VANET data was presented in [11]. Majority
of solutions is focused on a given traffic control method as fixed time traffic
light control strategies [1] or adaptive one [5]. Up to date, many VANET-based
models were proposed, however they were not popular in practical applications
yet [12] and new data collection methods and control strategies are researched.
There is lack of universal VANET models that can be used for any traffic signal
control strategy. Therefore, this paper proposes a universal VANET communi-
cation scheme that could be implemented for most state-of-art traffic control
strategies. The method assumes that each traffic control strategy requires data
of defined precision [13], that can be obtained from fixed traffic areas (zones)
with defined frequency. The proposed zones description aim is to find the optimal
communication patterns, which will reduce number of transmitted messages and
maintain a high traffic control quality. Finally, the algorithm to find optimal
zones description for selected control strategy was proposed. In the following
section the zones-based communication method for V2I and V2V VANET com-
munication is presented in details. Section 3 describes simulation result obtained
for three state-of-art traffic control strategies. Finally, in Sect. 4 conclusions are
given.

2 Proposed Model

The proposed VANET-based communication model assumes that traffic signals
controller also serves as a road side unit (RSU). Each RSU is able to communicate
with vehicles via VANET. The RSU broadcasts periodically its own communi-
cation scheme and communication schemes of RSUs at neighboring junctions.
The communication scheme defines zones with different data transmission fre-
quencies. The vehicles moving from a previous junction to a next closest junction
sends messages with frequencies assigned to the zones in which they are currently
located. The message includes position and velocity of the sending vehicle. In
this paper we assume, based on previous research concerned target tracking in
WSN [14], that precise vehicle location data is especially important to make cor-
rect traffic control decision when vehicle is close to the junction. In this paper
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Fig. 1. Overview of VANET implementation.

we assume that precision of data obtained by traffic light controller is related to
time interval between the transmissions of messages containing position updates.
The overview of the proposed VANET-based communication model is illustrated
in Fig. 1. The VANET communication model was based on WAVE implemen-
tation [15] and suppression strategy proposed in [16,17]. The communication
frame is sent within one of the service channels. The vehicle, which passes a
junction, obtains information about next junction on the way. The boundary
inlets and outlets are treated as junctions and broadcast data as well. The RSU
broadcasts the information directly to vehicles and this information is not for-
warded further. In this model it was assumed that junctions, as in most real
applications, are connected via wired infrastructure or cellular network, thus
this communication burden is not considered. To simplify the model, each ith

junction (ji) is described by set of links Li that connects inlet and outlet traffic
with nearby junctions. Each link la ∈ Li of junction i is described as: la = (ji, jk)
or la = (jj , ji) where: jj , jk – are nearby junctions or boundary RSUs. In this
research it was assumed that the information about the traffic signal control
strategy is not necessary. The control strategy is treated as a black box and it is
described as a control function (C). Input of the function C is the traffic state
dataset obtained from VANET (set D). D is a set of vehicles bx registered on
traffic lanes together with their positions and velocities. Elements of this set are
tuples containing vehicle velocity, position and road id:

Di(t, Zi) = {bx}, bx = (px, vx, rx), (1)
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where: bx - is vehicle registered at given road, px - is distance to the junction,
vx - velocity of vehicle, rx - current road, x - is unique vehicle identifier (license
plates or MAC of the communication device), Zi - is the zone definition for
a given junction described below. The quality of a selected control strategy is
described by traffic delay (td), average speed (tv) and travel time (tt) of vehicles
after t time steps. The traffic delay measure (td) is defined as a sum of delays
of individual vehicles. The delay of a vehicle is calculated as a number of time
steps (1 s) at which the velocity of the vehicle was equal 0 (vehicle was waiting
in a queue). The average speed (tv) is measured as average velocities value for
all vehicles. Finally, the travel time (tt) is a sum of time needed to pass through
the monitored area. Thus, the performance of traffic control strategy (C) for
junction i, based on data provided by VANET D function is defined as follows:

(td, tv, tt) = Ci(
⋃

t

Di(t, Zi)) (2)

where: td, tv, tt - parameters of traffic control quality, Ci - control strategy for ith

junction, Di - VANET based traffic state monitoring, t - considered time period, Zi

- zones definition. The function C for ith junction can be any traffic signal control
strategy that is dynamically adapted to the monitored traffic state. Thus, in this
research three representative control strategies were used: LH [9] modification that
selects optimal strategy based on predictions, a simple strategy that takes into
account only current traffic data (SOTL) [7], and the Backpressure strategy [5]
based on the routing algorithm for computer networks. The aim of this research is
to find the optimal communication patterns (zones definition Zi) that will reduce
number of transmitted messages, while retaining a high traffic light control quality
at the same time. The optimal communication scheme described by sequential
zones (defined as Algorithms 1 and 2), is illustrated in Fig. 2. The zones definition
was illustrated for a single road section. The vehicle has GPS device and based on
localization determines the id of its current road (rx) as well as the ids of junctions
on the beginning and end of this road (3).

Fig. 2. Overview of the zones definition.
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rx = (js, je), (3)

where: js,je–id of junctions at ends of current road. The vehicle sends data to
both junctions using the zone settings. The zones are defined by an ordered set
of distances from a junction (4).

Zi = {z1 = (e1, t1), ..., zj = (ej , tj), ..., zn = (en, tn)},∀j∈1..n−1ej < ej+1, (4)

Fig. 3. The RSU operations for junction i (Algorithm 1).

where: ej - minimal Euclidean distance (ED) to junction, tj - maximal time
interval between position updates. Each zone has its time limits at which vehicle
has to transmit data. The distances between junctions and vehicles are calcu-
lated using Euclidean distance (ED). The operations performed by the RSU
at ith junction are summarized in Algorithm 1 (Fig. 3). Algorithm 1 is able to
process data obtained from VANET. Then it exchanges zones definition between
nearby junctions (lines 1–4). The algorithm based on data obtained in lines (5–7)
describes vehicle positions as intervals gx (granules) in order to cope with uncer-
tainty [13] (line 8a). Most control algorithms cannot tackle position uncertainty,
thus degranulation procedure is performed (line 8b). The result of degranulation
procedure returns one of the probable vehicle positions that are sent to traffic
controller (line 9). Finally, the vehicles, which position intervals are moved to
negatives or leave the zones are removed (line 10). The vehicle communication
follows the simple procedure, defined by Algorithm 2 (Fig. 4). Algorithm 2 tracks
vehicle position using GPS data, then based on obtained zone definition cal-
culates the interval at which the communication should be performed for both
junctions connected with a given road section (lines 6–7). The communication is
only possible within the defined zone, thus if vehicle does not obtain the zone def-
inition it does not broadcast its position. Both Algorithm 1 and Algorithm 2 are
based on the zone definition. The zones are defined for specific junction, traffic
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Fig. 4. The zone-based vehicle communication (Algorithm 2)

conditions and traffic control strategy. The zones are selected by using Algo-
rithm 3 and takes into consideration the relative traffic control effectiveness, for
considered time period (t), measured by EF function (5).

EF (td, td′, tv, tv′, tt, tt′) =
1
3

∗ (
td − td′

max(td, td′)
+

tv′ − tv

max(tv, tv′)
+

tt − tt′

max(tt, tt′)
), (5)

where: (td,tv,tt) and (td′, tv′, tt′) are quality measures returned by C function
(Eq. 2). Algorithm 3 (Fig. 5) is divided into two phases. Firstly, the range at
which data are vital for the selected traffic control strategy is found (lines 1–6).
The initial simulation is performed for minimal distance (lines 1–3). Then the
distance is extended by the value of minDist parameter as long as the traffic
control effectiveness (5) is increasing (lines 4–5). Line 6 was added to avoid local
minimum, which can be registered in the first steps of algorithm. Then, in second
phase, the obtained area is divided, using top-down strategy, into two zones with
different message transmission intervals. The effectiveness of control strategy
cannot decrease below a given threshold (α). If the division is not possible under
given parameter assumption, the algorithm ends. The minimal length used to
track vehicle is defined as minDist and it is related with the used localization
system and size of vehicles. The division algorithm (phase 2) was illustrated in
Fig. 6. In first step (a) the performance of traffic control for single zone, with the
maximum size and the most frequent transmissions (1 s), was calculated (Ci).
Then, the zone is divided into two equal-length zones with various update time,
i.e., 1 and 2 s (b). The traffic control performance for newly created zones is
calculated. Then the performances for two zone settings are compared by the
EF function. If the traffic control performance is not decreased below given
threshold (α) the first zone (closer to junction) can be narrowed. In opposite
situation (c) the first zone is enlarged. If the divided area is smaller than the
defined threshold minDist (d) the division ends. The end of zone is determined
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Fig. 5. The zones search Algorithm (3)

Fig. 6. The example of zone finding algorithm
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by taking into account the value of EF function. After the first zone is found the
rest of interval is further divided (e) to find the zones with higher transmission
intervals (2, 4, 8). The algorithm ends, when the remaining interval is smaller
than minDist parameter.

3 Experiments

To illustrate the robustness of the proposed solution, three state-of-art traffic
control strategies were used (LH [9], SOTL [7] and Backpressure [5]), with var-
ious datasets delivered from VANET. As input, the control strategies receive
the data describing vehicle positions, velocity and road, in accordance with
Algorithm 1. The control strategies were implemented in Matlab and integrated
with SUMO simulation of road network containing four intersections (Fig. 7).
Intensity of the traffic flow is determined for the network model by parameter q
in vehicles per second. This parameter refers to all traffic streams entering the
road network for t = 1000 s. At each time step vehicles are randomly generated
with a probability equal to the intensity q in all traffic lanes of the network
model. In this research the traffic intensity changes within a day to model the
rural traffic characteristic q = (0.05,0.2). The initial experiment was conducted
to find a borderline for analyzed method. Thus a constant transmit time for all
area was researched - without zones. The average results of 20 simulations are
presented in Fig. 8. The transmission range below 30 in case of SOTL and LH
gives unpredictable results. For values between 70 and 110 both strategies are
stabilized. In case of the Backpressure strategy, the best results are obtained for
relatively small communication distance. Intuitively, the number of messages is
growing with the communication distance and decreasing when the time inter-
val between successive transmissions increases. Algorithm 3 was used to find the
zones.

The zones was searched for minStep = 10 m and α = 0 so no loss of con-
trol quality was allowed. The obtained results of 20 simulations are presented
as box plot in Fig. 9 and compared with fixed interval of message transmis-
sion. The box plot shows mean (line inside a box), 1st/3rd quartiles (box) and

Fig. 7. The simulation test-bed in Sumo environment (a) road network (b) selected
junction.



452 M. Bernas and B. P�laczek

Fig. 8. Communication distance vs. travel time and number of messages: (a) SOTL,
(b) LH, (c) Backpressure.

minimal/maximal values (error bars). The proposed zone model enables find-
ing a robust solution despite the randomness of position of vehicles within each
zone. It also allows maintaining the performance, while decreasing the number
of sent messages. The Backpresure is least affected by random factors, while
more precise algorithm are more vulnerable, however the results are tend to be
more optimal. The top down strategy can give suboptimal solution, and thus the
results were compared against the exhaustive search. The results of exhaustive
zone search were presented in Table 1.

The last row of Table 1 shows the results obtained for the best zone selection
in case when only one zone is used. It means that in the selected zone the
transition interval is constant and equal to 1. The remaining rows in Table 1
show all results for which the optimal performance of the control strategies was
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Fig. 9. The zone applied for state of art algorithms.

Table 1. The zones generated using exhaustive strategy.

Zone(Z) Delay[s] Velocity[m/s] Travel time[s] Frames[1]

SOTL (10,1),(30,2),(50,4),(110,8) 4631 4,57 11404 5698

(10,1),(30,2),(70,4),(110,8) 4631 4,57 11404 5825

(10,1),(30,2),(110,8) 4631 4,57 11404 5949

(10,1),(50,2),(110,8) 4631 4,57 11404 6115

(10,1),(50,2),(70,4),(110,8) 4631 4,57 11404 6319

(10,1),(50,2),(110,4) 4631 4,57 11404 6376

(10,1),(70,2),(90,4),(110,8) 4631 4,57 11404 6586

(10,1),(90,2),(110,4) 4631 4,57 11404 6815

(10,1),(110,2) 4631 4,57 11404 6916

(110,1) 4708 4,56 11648 11602

LH (30,1),(70,2) 2935 5,34 9891 7979

(70,1) 3119 5,23 10123 9319

Backpress (30,1) 7994 2,35 22206 10253

(30,2) 7994 2,35 22206 5053

(30,8) 7994 2,35 22206 1268

(30,1) 7994 2,35 22206 10253
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obtained. The solution with least messages sent is the one selected with proposed
Algorithm 3 for zone finding. In all three cases, the same distance gives the best
result in terms of several zones as for one zone. In case of LH strategy only one
interval was found.

The LH strategy performs the forecast of vehicles movement thus the precise
vehicle position are vital to its performance. Nevertheless, over 30 m the time
delay can be increased by 2 and does not influence the control strategy. In case
of SOTL algorithm, where the vehicles delays and queue lengths are the most
important features, the zone definition changes.

The least expensive communication assumes that the data collected at the
distance up to 10 m are vital and with the distance the precise position of vehi-
cles is not that important. The last control strategy (Backpressure) balances the
amount of vehicles in separate traffic lanes, thus vehicle number is important
and positions of vehicles can be ignored, thus the tracking length is shortest.
The distance must be sufficient to register each vehicle. In this case the dis-
tance of 30 m is sufficient. The zones reflect the character of the traffic control
strategy. The more complex control strategy the more data it requires. The
proposed method of zones definition reduces the number of messages exchange
between vehicles and RSU by 50%, 14% and 10% respectively for Backpressure,
SOTL and LH strategy. Additional research was conducted to analyze the influ-
ence of α parameter on the algorithm 3 effectiveness (Fig. 10). The values on
X axis describes how many loops in first or second phase of the algorithm was

Fig. 10. Simulation results (a) Backpressure, (b) SOTL, (c) LHs.
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executed. The results in Fig. 10 show that the number of messages and control
quality decreases with increase of α parameter. For small values of α = (0, 0.1)
the decrease of message number is especially visible for more complex algorithms
(SOTL and LH). For α > 0.1 the traffic control strategy is not optimal, thus
the travel time of vehicles are longer and the number of messages sent does not
decrease so rapidly. In case of the Backpressure method the data are already
reduced significantly and further reduction has great impact on the control per-
formance. Thus for small α values the result does not change.

In case of the more advanced control strategies, the zone analysis allows
to find a balance between the transmission burden and traffic control quality.

Fig. 11. The model of Francuska street: (a) overview, (b)–(d) junctions.

Table 2. The simulation results for Francuska street

Control strategy Distance [m] Trans.

interval [s]

Delay [s] Velocity

[m/s]

Travel

time [s]

Messages

[1]

Junction 1 SOTL 110 1 10680 3,02 29506 26151

LH 30 1 11707 2,38 37198 18820

Backpressure 120 1 22439 1,42 63220 60008

SOTL (zone) 10, 30, 110 1,2,8 10019 2,89 30269 11826

LH (zone) 20, 30 1,2 11742 2,38 37732 17837

Backpressure (zone) 30, 120 1,8 21107 1,54 58368 29576

Junction 2 SOTL 50 1 8665 3,33 24874 16464

LH 60 1 13726 2,38 35060 25591

Backpressure 30 1 14964 1,52 53978 21081

SOTL (zone) 30, 50 1,8 8626 3,29 24727 12998

LH (zone) 50, 60 1,4 13762 2,38 34720 23539

Backpressure (zone) 20, 30 1,8 14879 1,52 54462 19828

Junction 3 SOTL 90 1 3062 5,34 14080 12574

LH 120 1 665 7,79 9409 7880

Backpressure 80 1 1007 7,77 9500 8137

SOTL (zone) 10, 90 1,8 2837 5,69 12915 2767

LH (zone) 60,90,120 1,4,8 663 7,56 9736 7003

Backpressure (zone) 30,80 1,4 995 7,79 9518 5021
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Further experiments were conducted to verify the proposed approach for a realis-
tic scenario of road network with various junctions. Three junctions were selected
for these tests on the Francuska street in Katowice, Poland. The simulation
model is presented in Fig. 11. The traffic volume was set based on the real traffic
characteristics for this street during work days. As in the previous experiment,
three traffic control strategies were considered with and without the proposed
zone-based transmission method. The average results of 20 simulations for this
scenario are presented in Table 2. The proposed zone-based transmission for all
three traffic control strategies allowed decreasing the number of messages, while
retaining the high quality of traffic control.

However, as in the first simulation scenario, the smallest decrease of message
reduction was registered for LH strategy (8%), while the biggest reduction was
observed in case of SOTL and Backpressure strategy (51% and 31% respectively).

The experimental results are promising and firmly show that the data trans-
mission can be decreased, while not incorporating sophisticated suppression algo-
rithms. However, the zones could be dynamically changed according to traffic
intensity by using more sophisticated tracking and prediction mechanisms.

4 Conclusion

VANET is considered as useful source of input data for traffic signal con-
trol strategies. In this paper a zone-based transmission model is proposed for
VANETs, which enables effective data collection for the traffic control applica-
tions. Three state-of-art traffic control strategies were investigated: SOTL, LH
and Backpressure. The results show that it is possible to reduce the amount
of messages sent by vehicles using various time intervals between data trans-
missions. The time intervals were selected based on distance to junction. The
proposed method reduces the transmission burden by sending only data that
are vital for given control strategy. The traffic control quality was measured by
total delay, travel time and average vehicle speed. The proposed algorithm uses
α parameter to balance the number of messages and the quality of traffic control.
The proposed concept of zone-based transmission is promising. It reduces the
number of messages sent between vehicles to minimum and allows the vehicle
to be aware to traffic control strategy and data requirements. The future work
will tackle with using multiple control strategy based on obtained data. Another
research area will be focused on even further reducing the data transmission by
implementing zone-dependent data suppression methods. Finally, the zones can
be defined not only for all day traffic but for specific time periods, which could
even further reduce data transmission.
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itoring. In: Kwiecień, A., Gaj, P., Stera, P. (eds.) Computer Networks. Commu-
nications in Computer and Information Science, vol. 370, pp. 476–484. Springer,
Heidelberg (2013)

http://dx.doi.org/10.1016/j.asoc.2014.04.040


Author Index

Atmaca, Tulin 81, 412
Augustyn, Dariusz Rafal 422
Aydin, M. Ali 81, 412

Bernas, Marcin 209, 444
Bestak, Robert 245
Bobrovnikova, Kira 166
Brovko, Alexander 432

Callegari, Christian 154
Chudzikiewicz, Jan 28
Czachórski, Tadeusz 336
Czerwinski, Dariusz 106, 195

Delgado, Rosario 351
Dolinina, Olga 432
Domańska, Joanna 336
Domański, Adam 336
Dronyuk, Ivanna 3

Fedevych, Olga 3
Furtak, Janusz 28

Ghumman, Waheed Aslam 305
Giordano, Stefano 154
Głąbowski, Mariusz 256
Grochla, Krzysztof 70

Hlavacek, Jiri 245
Hłobaż, Artur 134
Hoeft, Michal 91

Jamro, Marcin 14
Jasperneite, Jürgen 395

Kaliszan, Adam 221, 256
Kempa, Wojciech M. 366
Klamka, Jerzy 336
Kotulski, Zbigniew 271
Kryshchuk, Andrii 166

Ksiezopolski, Bogdan 55
Kwiecień, Andrzej 182

Lysenko, Sergii 166

Maćkowski, Michał 182
Malinowski, Tomasz 28
Martyna, Jerzy 44
Milczarski, Piotr 134
Morozov, Evsey 351
Mytych, Martin Jan 395

Neumann, Arne 395
Nife, Fahad 271
Nowak, Mateusz P. 70
Nowak, Sławomir 70

Pagano, Michele 154
Pechenkin, Vitaly 432
Pecka, Piotr 70
Płaczek, Bartłomiej 209, 444
Podlaski, Krzysztof 134
Prokop, Wojciech 55
Przylucki, Slawomir 106, 195
Pyda, Jakub 55

Rak, Tomasz 321
Rusinek, Damian 55
Rybka, Paweł 144
Rząsa, Wojciech 14
Rzońca, Dariusz 14, 182

Savenko, Bohdan 166
Savenko, Oleg 166
Sawerwain, Marek 295
Schill, Alexander 305
Sertbas, Ahmet 81, 412
Sidzina, Marcin 182
Sierszen, Artur 195
Sitkiewicz, Jaroslaw 106
Skrzewski, Mirosław 144



Sochor, Tomas 118
Stasiak, Maciej 221, 256
Stój, Jacek 182

Tikhonenko, Oleg 366, 380

Ustebay, Serpil 81, 412

Wesemann, Derk 395
Wiśniewska, Joanna 295

Wisniewski, Lukasz 395
Wojcicki, Piotr 106
Wozniak, Jozef 91

Yiner, Zuleyha 412

Zajac, Pawel 380
Zawadzki, Piotr 236, 287
Zieliński, Zbigniew 28
Zuzcak, Matej 118

460 Author Index


	Preface
	Organization
	Contents
	Computer Networks
	Traffic Flows Ateb-Prediction Method with Fluctuation Modeling Using Dirac Functions
	1 Introduction
	2 Improved Mathematical Model of Ateb-Prediction of Traffic Flows
	3 Developed Software for Traffic Flows Analysis
	4 Experiments
	5 Conclusions
	References

	Improving Accuracy of a Network Model Basing on the Case Study of a Distributed System with a Mobile Application and an API
	1 Introduction
	2 Initial Approach to Analysis
	2.1 DSL Concepts
	2.2 Processes
	2.3 Gathering Statistics

	3 Assessing Simulator Accuracy
	3.1 Doubts Concerning Results
	3.2 Comparison with a Real-World Experiment

	4 Improving Precision of the Network Model
	4.1 The Problem of Parallel Data Transfers
	4.2 Improving the Simplified Model
	4.3 Estimation of Achieved Improvement

	5 Applying Improved Simulator to the Case Study
	6 Summary
	References

	Method for Determining Effective Diagnostic Structures Within the Military IoT Networks
	1 Introduction
	2 The Basic Definitions and Properties
	3 Determining the Diagnostic Structure
	3.1 Remarks

	4 The Results of Simulation Studies
	4.1 WSN Model and Simulation Scenarios
	4.2 The Results of Simulation Experiment

	5 Summary
	References

	QoS-Based Power Control and Resource Allocation in Cognitive LTE-Femtocell Networks
	1 Introduction
	2 System Model
	2.1 Effective Capacity of the Femtocell Fulfilling the QoS Requirements

	3 Optimization Problem of QoS-Based Power Control and Resource Allocation in Cognitive LTE Femtocell Networks
	4 An Algorithm to Solve the Problem of QoS-Based Power Control and Resource Allocation in Cognitive LTE-Femtocell Networks
	5 Simulation Results
	6 Conclusion
	References

	Secure and Reliable Localization in Wireless Sensor Network Based on RSSI Mapping
	1 Introduction
	2 Related Work
	3 RSSI Protocol
	3.1 The RSSI Mapping
	3.2 The RSSI Localization
	3.3 Security Analysis

	4 Experiment
	4.1 Mapping
	4.2 Localization

	5 Conclusion
	References

	Application of Fault-Tolerant GQP Algorithm in Multihop AMI Networks
	1 Introduction
	2 Related Work and Problem Formulation
	3 The Global Queue Pruning Method
	4 Performance Evaluation
	4.1 Number of Forwarders
	4.2 Broadcast Overhead
	4.3 Influence of the Weight Formula

	5 Fault Tolerance
	6 Conclusions
	References

	A Comparative Analysis of N-Nearest Neighbors (N3) and Binned Nearest Neighbors (BNN) Algorithms for Indoor Localization
	1 Introduction
	2 Use of Wireless Signal Maps
	3 Algorithms
	3.1 N Nearest Neighbors (N3)
	3.2 Binned Nearest Neighbors (BNN)
	3.3 Comparison Parameters

	4 Implementation and Results
	5 Conclusion
	References

	Evaluation of Connectivity Gaps Impact on TCP Transmissions in Maritime Communications
	1 Introduction
	2 Related Works
	3 Problem of TCP Efficiency in Maritime Communications
	3.1 Evaluation of Wireless Links in a Maritime Environment
	3.2 Evaluation in the Simulation Environment

	4 TCP Parameters Adjustment Suitable for Maritime Communications
	5 Conclusions
	References

	Path Loss Model for a Wireless Sensor Network in Different Weather Conditions
	1 Introduction
	2 WSN Measurement Test Stand
	2.1 Hardware Configuration of Wireless Nodes
	2.2 Measurement Scenarios

	3 Path Loss Model in Different Weather Conditions
	4 Conclusions and Future Work
	References

	Behavioral Analysis of Bot Activity in Infected Systems Using Honeypots
	1 Motivation of the Study and Related Works
	2 Introduction to Honeypots and Honeynets
	3 Specification and Topology of Research Honeynet
	4 Observed Session Duration and Related Anomalies
	5 Disseminated Malicious Activities
	6 Analysis Based on Dissemination of Specific Threats
	6.1 Clustering Analysis of Captured Threats

	7 Conclusions
	References

	Enhancements of Encryption Method Used in SDEx
	1 Introduction
	2 Data Encryption Method Used in SDEx
	3 Cryptanalysis of the Basic Version of the Encryption Algorithm
	3.1 Plain Text Type Attack
	3.2 Statistical Cryptanalysis Attack

	4 Enhanced Secure Data Exchange (SDEx) Method
	4.1 Description of the Enhanced SDEx Method
	4.2 Cryptanalysis of the Enhanced Version of SDEx Method

	5 Conclusions
	References

	The Possibilities of System's Self-defense Against Malicious Software
	1 Introduction
	2 Methods of Malware Detection
	3 Concept of System Self-defense
	3.1 Detection of Suspicious System Processes
	3.2 Execution of Self-defense Action

	4 Tests of Self-defense Executive Actions
	4.1 The Test Environment

	5 The Remains of Malware Operation
	6 Conclusions
	References

	Impact of Histogram Construction Techniques on Information - Theoretic Anomaly Detection
	1 Introduction
	2 Related Work
	3 Theoretical Background
	3.1 Reversible Sketches
	3.2 Entropy Definition

	4 System Architecture
	5 MAWILab Dataset
	6 Performance Evaluation
	7 Conclusions
	References

	Information Technology for Botnets Detection Based on Their Behaviour in the Corporate Area Network
	1 Introduction
	2 Related Works
	3 Previous Work
	4 Information Technology for Botnets Detection Based on the Botnet Behaviour in the Corporate Area Network
	4.1 Botnets Detection Technique Based on the Bots Behaviour Analysis in the Host
	4.2 DNS-Based Technique for Botnets Detection Using the Artificial Immune System

	5 Experiments
	6 Conclusions
	7 Future Work
	References

	Utilization of Redundant Communication Network Throughput for Non-critical Data Exchange in Networked Control Systems
	1 Introduction
	2 Related Works
	3 Motivation - Application Example
	4 Multi-network Interface Node
	4.1 General Idea
	4.2 Triple Network Interface Communication System
	4.3 Query Scheduler

	5 Formal Description of Distribution Algorithm
	5.1 Periodic Tasks
	5.2 Aperiodic Transactions

	6 Algorithm Realization Example
	7 Conclusions and Future Work
	References

	Software Defined Home Network for Distribution of the SVC Video Based on the DASH Principles
	1 Introduction
	2 Background and Related Works
	3 Proposed Solution
	3.1 Network Resources Module
	3.2 QoS Controller

	4 Test Scenario, Evaluation and Results
	4.1 The Testbed Configuration
	4.2 Evaluation Metrics
	4.3 Results of SDHN Evaluation

	5 Conclusion and Future Work
	References

	Teleinformatics and Telecommunications
	Minimum Transmission Range Estimation for Vehicular Ad Hoc Networks in Signalised Arterials
	1 Introduction
	2 Related Works and Contribution
	3 A Method for Minimum Transmission Range Estimation
	4 Evaluation in Simulation Environment
	4.1 Simulation Setup
	4.2 Experimental Results

	5 Conclusion
	References

	The Possibilities and Limitations of the Application of the Convolution Algorithm for Modeling Network Systems
	1 Introduction
	2 Full-Availability Resources (The Full-Availability Group)
	3 Non-Poissonian Call Streams
	4 Convolution Algorithm
	5 Occupancy Distributions for Non-Poissonian Call Streams
	6 A Comparison of the Results of the Simulation with the Convolution Algorithm
	7 Conclusions
	References

	An Efficient Method for Calculation of the Radiation from Copper Installations with Wideband Transmission Systems
	1 Introduction
	2 Numerical Model
	2.1 Calculation of the Current Distribution
	2.2 Decomposition on Elementary Dipoles
	2.3 Field of an Elementary Dipole

	3 Method Validation
	3.1 Comparision with Excem Code
	3.2 Comparision with Method of Moments

	4 Parametric Study
	4.1 Calculation Setup
	4.2 Discussion

	5 Conclusion
	References

	A Videoconferencing System Based on WebRTC Technology
	1 Introduction
	2 Web Real-Time Communication
	2.1 Basic Features
	2.2 Related Works
	2.3 Security and Identification

	3 Comparison of Videoconferencing Platforms
	3.1 Skype
	3.2 Hangouts
	3.3 WebEx
	3.4 Jitsi
	3.5 AnyMeeting

	4 Measurements and Results
	5 Conclusion
	References

	Analytical Modelling of Multi-tier Cellular Networks with Traffic Overflow
	1 Introduction
	2 Multi-service System with Traffic Overflow
	3 Analytical Model of Overflow System with Distributed Resources
	3.1 Analytical Model of Primary Resources
	3.2 Parameters of Overflow Traffic that Overflows from the Primary Resources
	3.3 Analytical Model of Alternative Resources

	4 Numerical Results
	5 Conclusion
	References

	New Technologies
	Multi-level Stateful Firewall Mechanism for Software Defined Networks
	1 Introduction
	2 Background
	2.1 SDN Architecture
	2.2 OpenFlow
	2.3 Firewall

	3 Related Works
	4 System Architecture
	4.1 Overview
	4.2 STable Table and SecPolTable Table
	4.3 S_PROTOCOLE

	5 Analysis
	6 Conclusion
	References

	Quantum Direct Communication Wiretapping
	1 Introduction
	2 Analysis
	3 Results
	4 Conclusion
	References

	A Qutrit Switch for Quantum Networks
	1 Introduction
	2 Preliminary Definitions
	3 Quantum Switch for Qutrits
	3.1 Correctness of Qutrit Switch Gate

	4 The Level of Entanglement During Information Switching
	5 Conclusions
	References

	SLA Life Cycle Automation and Management for Cloud Services
	1 Introduction
	2 SLA Specification
	3 SLA Negotiation
	4 SLA Monitoring and Management
	5 S3LACC+ Framework Overview
	6 Experiments and Validation
	7 Related Work and Analysis
	8 Conclusions and Future Work
	References

	Queueing Theory
	Performance Modeling Using Queueing Petri Nets
	1 Introduction
	2 Related Work
	2.1 Queueing Nets Models
	2.2 Petri Nets Models

	3 Distributed Web System
	3.1 Distributed Web System Architecture
	3.2 Modeling of Distributed Web System

	4 Response Time Analysis
	4.1 Experiments Parameters
	4.2 Queueing Petri Net Models
	4.3 Simulation Results

	5 Conclusions
	References

	Self-similarity Traffic and AQM Mechanism Based on Non-integer Order PID Controller
	1 Introduction
	2 An AQM Mechanism Based on PID Controller
	3 PID Controller Under Self-similar Traffic
	4 Conclusions 
	References

	Stability Analysis of a Basic Collaboration System via Fluid Limits
	1 Introduction
	2 Notation and Description of the BC with ``Non-crossing'' Feedback
	3 Stability Analysis of the BC System
	3.1 The Fluid Limit Model
	3.2 The Stability Criterion

	4 Conclusion
	References

	Erlang Service System with Limited Memory Space Under Control of AQM Mechanizm
	1 Introduction
	2 The Model and Notation
	3 Random Process and Functions Describing System Behavior
	4 Equations for Introduced Functions and Their Solution
	5 Steady-State Demands Number Distribution and Loss Probability
	6 Analysis of Some Special Cases
	6.1 Demand Service Time Doesn't Depend on Its Volume
	6.2 Classical Erlang System with AQM
	6.3 Service Time Is Proportional to Demand Volume

	7 Numerical Examples
	8 Conclusions
	References

	Queueing Systems with Demands of Random Space Requirement and Limited Queueing or Sojourn Time
	1 Introduction
	2 Models Description
	3 Queueing System with Limited Buffer Space and Limited Queueing Time
	3.1 Process and Characteristics
	3.2 Steady-State Demands Number Distribution
	3.3 Loss Probability

	4 Queueing System with Limited Buffer Space and Limited Sojourn Time
	4.1 Process and Characteristics
	4.2 Steady-State Demands Number Distribution
	4.3 Loss Probability

	5 Conclusions
	References

	Innovative Applications
	Approaches for In-vehicle Communication -- An Analysis and Outlook
	1 Introduction
	2 In-vehicle Networks
	2.1 Automotive Networks and Topologies
	2.2 Communication Requirements and Applications
	2.3 Influences by Upcoming Power Concepts on In-vehicle Networks

	3 Physical Layer Aspects
	4 Medium Access Control Aspects
	4.1 State of the Art Protocols
	4.2 Time Sensitive Networking

	5 Transport Protocol and Efficiency Aspects
	6 Information Model Aspects
	6.1 Consideration About Available Information Models
	6.2 Potential Future Information Models

	7 Conclusion
	References

	An Approach for Evaluating Performance of Magnetic-Field Based Indoor Positioning Systems: Neural Network
	1 Introduction
	2 Database for Implementation
	3 Models
	3.1 Support Vector Machines (SVM)
	3.2 Artificial Neural Network (ANN)

	4 Implementation
	5 Conclusion
	References

	Improvements of the Reactive Auto Scaling Method for Cloud Platform
	1 Introduction
	2 The Auto-scaled Distributed System Designed for AWS Cloud Infrastructure
	3 Analysis of System Efficiency
	4 Improvement of Scaling-Out in SMAS
	5 Improvement of Scaling-in in CMAS
	6 Some Experimental Results
	7 Conclusions
	References

	Method of the Management of Garbage Collection in the ``Smart Clean City'' Project
	1 Introduction
	2 Description of the Proposed Method
	2.1 Formal Network Problem Statement for Dynamically Optimal Route
	2.2 Problem Statement for One Truck
	2.3 The Problem Generalization for n Trucks

	3 Discussion
	4 Conclusion
	References

	Zone-Based VANET Transmission Model for Traffic Signal Control
	1 Introduction
	2 Proposed Model
	3 Experiments
	4 Conclusion
	References

	Author Index



