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Foreword

Electrical power systems have increasingly become more complex in design and
operation, thus increasing their dynamic performances and safety, which are also
required. The efficient and reliable designing of hybrid systems in control tech-
nology and industrial information are of interest to research institutions and also in
industrial sectors.

Renewable energy grids supply the energy demand directly and prevent the
requirement for long usual distribution infrastructures. A combination of different
and perfect energy generation systems, which consist of renewable energies and
fossil fuel generators together with an energy storage system and power condi-
tioning system, is known as hybrid power systems.

Hybrid power systems are generally planned for electrical power generation as
great and wide independent electric grids which are operated in distant areas.
Hybrid systems include a number of power generation apparatuses that include
wind turbines, solar systems (hot water and pumps), photovoltaic, micro-hydro,
power backup systems, LED lighting, remote switching, and fossil fuel generators
which extend from small to very large systems and grids.

Hybrid power systems supply power to electrical grids whose fuel costs are
very high. The cost of fuel can be decreased by using renewable resources of clean
energies which promote the quality of energy consumption and living style.

In using alternative energies, more than one source of alternative energy sys-
tems and generating power are often considered as hybrid systems. A hybrid power
system with alternative energies can help make the most of electricity generation
investment. Hybrid dynamic systems contribute in the applications in the fields of
process industry, automotive, avionics, communication networks, energy systems,
transportation networks, embedded systems, biology, and robotics.

Hybrid systems provide the best features of combined energy resource as well
as electrical power quality in a wide power range of demands. They are advanced
as integrated small electric distribution systems as mini-grids-based power systems
which can be provided to series and parallel basic configurations.

The above aspects are illustrated in this book by the editors and authors, in the
following topics: conventional generators; renewable energy resources; local and
remote generations; power electronic converters; Barkhausen’s equality; state
space; conservativity; dissipativity; Tellegen’s principle; power system dynamic
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stability; low frequency oscillations; single-machine infinite-bus; unified power
flow controller; optimal tuning; particle swarm optimizing; genetic algorithm;
flexible and well-balanced mechanism; damped electromechanical mode; trans-
mission network expansion planning; fuel cell; hybrid power sources; ripple
mitigation; spread power spectrum; nonlinear control.

The book chapters and materials are efficient in theoretical and application
issues and are highly recommended for studying and considering in the educa-
tional and research fields.

Baku, Azerbaijan, April 30, 2013 Arif M. Hashimov
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Preface

Hybrid power systems use both conventional generation systems such as thermal
and nuclear power systems and also renewable resources such as wind turbine,
photovoltaic cell, fuel cell, etc., to supply demand. Conventional systems have
serious environmental problems such as emissions and greenhouse gas effects,
high cost of fuel and low efficiency, and reliability that can be improved by
combination with the renewable energy resources. Usually, hybrid power systems
combine two or more energy sources accompanied with energy storage devices to
deliver power continually to the DC load or to the AC load via the inverter system.

However, designing and operation of hybrid power systems are complicated as
the control systems comprise several subsystems from the stability issue. Hybrid
power systems also include problems of loop control and feedback configurations
that are solved by conventional and modern control methods.

Hybrid power systems as nonlinear electrical networks should be modeled and
analyzed in various operational situations considering the related topological
structures. The models use mathematical formulas and physical principles to
describe the appropriate system behavior. The optional modeling approaches also
denote the parametric and non-parametric identification procedures. In this case
the physical structure of the hybrid power system would be known to have ade-
quate results from the physical correctness point of view and concern the
observability, controllability, and state minimality of the system representations.

As power demand grows rapidly and transmission and generation fields
expanded, the availability of hybrid power systems and related resources are
affected by constraints of more loading and stability limitations. Therefore, the
stability and dynamic performance of the power system should be improved by
Power System Stabilizers (PSSs). The adverse effect of PSSs in voltage profile and
server disturbances is damped by using Flexible AC Transmission System
(FACTS) controllers, such as Static VAR Compensators (SVCs), Thyristor Con-
trol Series Compensators (TCSCs), Static Synchronous Compensators (STAT-
COMs), and Unified Power Flow Controller (UPFC) as the supplementary signal
for main control loops. Voltage Source Converter (VSC)-based High Voltage DC
(HVDC) transmission systems are also used in hybrid power systems and provide
various forms of modulation for damping power system oscillation and improving
dynamic performance.
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The UPFC acts as a shunt compensating and a phase shifting device simulta-
neously, which has the ability to control the hybrid power flow transmission,
improve the transient stability, mitigate system oscillation, and provide voltage
support. The global optimization techniques and heuristic population-based search
procedures like Genetic Algorithms (GA) have been applied to the UPFC-based
damping controller parameter optimization. To overcome the highly correlated and
large number of optimized parameters, the classic and quantum behaved particle
swarm optimization (PSO) techniques are used for optimal tuning of controller
parameter to improve optimization synthesis and the speed of algorithm
convergence.

Hybrid power systems should be evaluated carefully to reduce the investment
cost of transmission system expansion and solve the far location between the
generating plants and the load centers. Transmission Network Expansion Planning
(TNEP) is an important part of power system planning to minimize the network
construction and operational cost while satisfying the requirement of delivering
electric power safely and reliably to load centers. The TNEP could be classified as
static to determine the information about new required transmission lines, and a
dynamic one to verify the optimal expansion design over the whole time restric-
tions planning period. For solution of TNEP problem, the classic method based on
mathematical principles with linearization, and non-classic methods based on
random search algorithms are applied.

Hybrid power systems include more energy sources and the hybrid Energy
Storage Devices (ESD) as well as Power Dynamic Compensators (PDC) as the
embedded power unit to deliver or store energy and enhance the performance of
the entire system. Some hybrid power systems use Fuel Cells (FC) topologies with
ultracapacitor, battery, and hybrid types in some dynamic load applications.
Therefore, the fuel cells-based hybrid power systems are important with regard to
designating, modeling, analyzing, and operating including active controlled
topologies to obtain both performances in energy conversion and in ripple
mitigation.

Advanced Techniques and Applications on Stability, Control, and Optimal
Operation of Hybrid Power Systems is a book aimed to highlight the above
concepts and challenges by a systematic approach and, therefore, to provide
understanding on the hybrid power system structures and topologies, in flow of
generation and transmission, designing, modeling, analyzing, operation, and the
ways of controlling different systems by using different research methods.

Some of the specialists are joined as authors of the book chapters to provide
their potentially innovative solutions and research related to the field of hybrid
power systems, in order to be useful in developing new ways in their technologies,
design, and operational strategies. Efficient theoretical researches, case analysis,
and practical implementation processes are put together in this book that aims to
act research and design guides to help the postgraduates and researchers in
electrical power engineering and energy systems. In particular, the specific pur-
poses of the subjects also include the knowledge base and applications used by
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undergraduates with regard to indicating research fields and innovative solutions
as the challenges and opportunities for solving problems.

The book presents significant results obtained by leading professionals from the
industry, research, and academic fields, and can be useful to various groups in the
specific areas analyzed in this book. All works contributed to this book are new,
previously unpublished material, or extended versions of published papers in the
proceedings of international conferences and transactions on international journals.

‘‘Overview of Hybrid Power System’’ introduces an overview of hybrid power
systems combining renewable energy resources and conventional generators. The
chapter describes the components of conventional generators and renewable
energy resources, power electronic converter, and elements of control systems.
The chapter includes some important objects related to main power plants, gen-
erators, renewable energy resources, supervisory control of hybrid power systems
and their modeling, control and management as well as their relevant operation
strategies. Besides, the chapter introduces storage devices as a part of hybrid
power systems and any possible combination of conventional and renewable
resources.

The general condition of problems of loops control is given in ‘‘Revisiting
and Generalizing Barkhausen’s Equality’’. It shows that the fixed point equations
over a space of functions are essential for loops control. The chapter discusses that
the particular conditions as Barkhausen for the loops especially with at least two
subsystems are derived as solutions in the functions space. The entire power of the
loop concept and fixed point conditions is described by the differential loops
equations and deal with the inverse function and fixed point condition.

‘‘State Energy-Based Approach as a Tool for Design and Simulation of Linear
and Nonlinear Systems’’ presents the detection of the physical interaction cor-
rectness in the strictly causal system representations as energy exchanging. The
chapter also investigates the proposed solution approach related to the general-
ization of Tellegen’s theorem. The analyzing and synthesizing of linear and
nonlinear causal systems is mainly contributed in the chapter. The state observ-
ability and controllability properties are proven as the complete analysis of the
system behavior. The chapter presents the state space energy and port-Hamiltonian
approaches for modeling the physical systems using their energetic behavior and
their internal interconnection structure.

The linearized Phillips-Heffron model of a parallel AC/DC power system for
studying power system stability is described in ‘‘Power Systems Stability
Analysis Based on Classical Techniques in Work’’. The chapter also presents
the modeling of a Back-to-Back Voltage Source Converter (BtB VSC) HVDC to
damp low frequency oscillations in a weakly connected system using Relative
Gain Array (RGA), Singular Value Decomposition (SVD), and Damping Function
(DF) as the supplementary controllers. The chapter shows that the SVD analysis
evaluates the electromechanical controllability to enhance the dynamic stability of
HVDC system via SVC supplementary controller. A UPFC-based linearized power
system is also analyzed for increasing the dynamic stability and damping the load
angle oscillations by adding an extra signal to its control loops. On-line adaptive
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controllers are also simulated to decrease rotor speed oscillations and identify
power system parameters.

In ‘‘Optimal Design of UPFC Based Damping Controller Using PSO and QPSO’’,
damping controller formulation is discussed based on the UPFC and using Classic
and Quantum behaved Particle Swarm Optimization technique (CPSO, QPSO). The
UPFC is advantageous as a FACTS device related to transient stability improve-
ment, oscillation system mitigation and voltage support providing is also presented
in the chapter considering the different objective functions in damping controller
designing. The objective functions are related to the damping factor eigenvalues and
time domain basis. The chapter shows the performance of controllers using eigen-
value analysis and nonlinear time domain simulation applied to the single machine
infinite bus and multimachine power systems.

A review of the researches in the field of TNEP is described in ‘‘Application
of PSO and GA for Transmission Network Expansion Planning’’ considering the
effects of GA and PSO algorithms. The chapter introduces the TNEP as a large-
scale and nonlinear combinatorial optimization problem to determine the number
and location of new additional lines to transmission network. As the chapter
description, mathematical principles based classic method like linear programming
and Bender decomposition, and non-classic or heuristic methods like GAs can be
applied for solution of complex problems. The ability to deal with non-convex,
nonlinear, integer-mixed optimization problems like the STNEP problem has been
demonstrated by global optimization techniques like GA as a random search
method.

The control of Hybrid Power Sources (HPS) with some applications is analyzed
in ‘‘Applications in Control of the Hybrid Power Systems’’. The chapter proposes
an efficient fuel cell/battery HPS topology for high power applications which uses
an inverter system directly powered from the appropriate Polymer Electrolyte
Membrane Fuel Cell (PEMFC) stack. The chapter discusses about the FC HPS
supply inverter systems and PEMFC current ripple in operation of the inverter
system and the Low Frequency (LF) ripple mitigation based on the active non-
linear control in the fuel cell current ripple. The anti-ripple current generation and
control in buck Controlled Current Source related to the output of the HPS is also
reviewed. The chapter shows that good ripple performances related to the LF
harmonics mitigation are also obtained with the hysteretic current-mode control as
the better performances for nonlinear control. The control performances are also
shown by simulations and the designed control law is validated using a Fuzzy
Logic Controller (FLC). At the end of the chapter a nonlinear control for FC HPS
based on bi-buck topology is proposed and analyzed in comparison with the FLC
approach. The nonlinear voltage control to stabilize the HPS output voltage with a
low voltage ripple is also analyzed, designed, and simulated.

The editors recommend this book as suitable for dedicated and general audi-
ences that include the power system professionals, as well as researchers and
developers of energy sectors and the electrical power engineering community. It is
expected that readers will be graduates of energy and power engineering degree
programs having a basic mathematical background.
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As a whole, the book covers both theoretical background and application
examples in hybrid power systems, and special and professional fields of electrical
energy systems altogether. Because the subject approached in this book is vast in
itself, it has been slightly difficult to balance the theoretical and applicative aspects
in each of the chapters, so efforts of editors have been made to well cover the
essential topics of the book. Specific in-depth further studies are pointed to the
dedicated intensive resources of the book subjects for interested readers. Mean-
while, the application and study cases are possibly selected with as much real
implications.

Finally, the editors hope that this book will be helpful to undergraduate and
graduate students, researchers, and engineers, trying to solve energy and power
engineering problems using modern technical and intelligent systems based on
theoretical aspects and application case studies.

Pitesti, Romania, May 2013 Nicu Bizon
Ardabil, Iran Hossein Shayeghi
Tabriz, Iran Naser Mahdavi Tabatabaei
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Overview of Hybrid Power System

Amir Ahmarinezhad, Mohammad Abroshan,
Naser Mahdavi Tabatabaei and Nicu Bizon

Abstract Hybrid power system (HPS) is an electricity generation system
combining renewable energy resources and conventional generators. Several
components will be utilized in a hybrid power system namely as: conventional
generators (diesel generator, synchronous generator, DC generator for field exci-
tation of synchronous generator), renewable energy resources (such as wind
generator, photovoltaic system, etc.), power electronic converter, components’
controller, and also a supervisory control system to control the whole power
system. In this chapter, an overview of hybrid power system and a brief description
of important possible parts of a hybrid power system is introduce.
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1 Introduction

Conventional generation systems such as thermal and nuclear power system are
not a proper solution to electrification of remote areas due to economical and
technical issues. Beside environmental problems such as emissions and green-
house gas effects which are caused by conventional generation systems, the high
cost of fuel, and construction of these power plants as well as efficiency and
reliability are also serious problems of conventional generation systems. Hybrid
power systems are an alternative solution to supply remote loads.

Hybrid power systems utilize both conventional and renewable resources to
supply demand. As regards this demand is usually at remote point; hence, the local
renewable resources should be utilized. Diesel generators as a conventional gen-
eration system, wind turbine, photovoltaic cell, fuel cell, and its relevant com-
ponents, and other renewable-based generation system may be used in a hybrid
power system.

Moreover, the integration of renewable energy resources into conventional
system can bring reliability and efficiency to supply demand and the cost of
components is expected to decline. However, further improvement in design and
operation of hybrid power system is still needed.

On the contrary, the most important problem of hybrid power systems is the
complicated control system. Although each component has their own control
system, a controller should supervise the actions of each individual controller. The
action of supervising controller is called supervisory control and this system is
called supervisory control system. This system receives the operation status of
each component and sends a signal to set the reference point of each component.

In this chapter, at first, the main power plants in large capacity scale are briefly
introduced and described. After that generators as the main component of any
generation system are introduced in which both AC and DC generators are
described briefly. Power transformers are also included in this section. The chapter
continues with renewable energy resources and their relevant power plants fol-
lowed by supervisory control system of a hybrid power system and its manage-
ment issues.

2 Main Power Plants

Electric power is generally generated using conventional generators based on
nonrenewable energy sources such as coal, oil, natural gas, and Uranium. The
capacity of these generators is very high, since they are responsible for producing
bulk amounts of power necessary to supply the entire loads. However, supply of
fuels for these generation technologies is limited and creates the need for looking
at alternative renewable fuel sources.
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The main component to generate electric power is generator. When a generator
is coupled with a prime mover, the electricity is generated. However, the type of
power plant is determined by the type of prime move.

2.1 Steam Power Plants

Steam is an important medium to produce mechanical energy. The most important
merits of steam is that it can be raised from water which is available in abundance,
it does not react much with the materials of power plant equipments, and it is
stable at the temperature required in the plant. Steam is used to drive steam
engines, steam turbines, etc. A steam power plant must have a furnace to burn the
fuel, steam generator, or boiler containing water, main power unit such as an
engine or turbine to use the heat energy of steam and perform work, and piping
system to convey steam and water.

In addition, the plant requires various auxiliaries and accessories depending on
the availability of water, fuel and the service for which the plant is intended.

A steam power plant using steam as working fluid works basically on Rankine
cycle. Steam is generated in a boiler, expanded in the prime mover, and condensed
in the condenser and fed into the boiler again. The different types of systems and
components used in steam power plant are high pressure boiler, prime mover,
condensers and cooling towers, coal handling system, ash and dust handling
system, draft system, fed water purification plant, pumping system, air preheater,
economizer, super-heater, and feed heaters.

The heat produced by burning of coal converts water stored in boiler into
steam at suitable pressure and temperature. The generated steam is passed
through the super-heater. The superheated steam then flows through the turbine;
and consequently the pressure of steam is reduced due to work which is done
in the turbine. Steam which leaves the turbine passes through the condenser
whose steam pressure depends on flow rate and temperature of cooling water
and effectiveness of air removal equipment. Water circulated through the
condenser may be taken from the various sources such as river, lake, or sea. If
sufficient water is not available, the hot water coming out of the condenser may
be cooled in cooling towers and circulated again through the system. Air taken
from the atmosphere is first passed through the air preheater, where it is heated
by flue gases. The hot air then passes through the furnace. The flue gases
passes over boiler and super-heater pipes, after that they flow through the filter
and then economizer, and finally they are exhausted to the atmosphere through
the chimney.

Overview of Hybrid Power System 3



2.2 Gas Turbine Power Plant

A simple cycle of a gas turbine power plant consists of a compressor, a combustion
chamber, and a turbine. The gas turbine obtains its power by utilizing the energy of
burnt gases and air whose pressures are high in the range of 4–10 bars. This high
pressure produced by compressor which can be centrifugal or axial. Moreover, the
compressor is driven by turbine.

To get a higher temperature of the working fluid, a combustion chamber is
required where combustion of air and fuel takes place. Beside temperature and
pressure, the volume of working fluid is another important parameter. Increasing
the volume of the working fluid at constant pressure, or alternatively increasing the
pressure at constant volume can increase the power developed by the turbine.

Regarding the fact that the compressor is coupled with the turbine shaft, it
consumes some of the power produced by the turbine; hence, the compressor
lowers the efficiency. Therefore, the network is the difference between the turbine
work and work consumed by the compressor.

The gas turbine power plants which are used in electric power industry are
classified into two groups: open cycle gas turbine and closed cycle gas turbine.

2.2.1 Open Cycle Gas Turbine

As is shown by Fig. 1 a simple open cycle gas turbine consists of a compressor,
combustion chamber, and a turbine. The compressor takes in ambient air and raises
its pressure. Heat is added to the air in combustion chamber by burning the fuel
and raises its temperature. The compressor takes in ambient air and raises its
pressure. Heat is added to the air in combustion chamber by burning the fuel and

Fig. 1 The schematic
diagram of an open cycle gas
turbine power plant [2]
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raises its temperature. The hot and high pressure gas then flows to turbine, after
that the exhausted steam returns back to atmosphere [1].

2.2.2 Closed Cycle Gas Turbine

As is illustrated in Fig. 2, in closed cycle gas turbine plant, the working fluid (air
or any other suitable gas) which comes out from compressor is heated in a heater
by an external source at constant pressure. Then, the high temperature and high
pressure air results from the external heater is passed through the gas turbine. After
that, the gas coming out from the turbine is cooled to its original temperature in the
cooler using external cooling source before passing to the compressor. Therefore,
the working fluid is continuously used in the system without its change of phase
and the required heat is given to the working fluid in the heat exchanger [1].

2.3 Combined Cycle Power Plants

As is described previously, significant amount of thermal energy is wasted at
steam output of turbine both in open cycle and closed cycle technologies. If this
energy can be utilized, the efficiency of power plans will be enhanced. Generally,
the thermal energy of exhausted steam from gas turbine is used to preheat the
working fluid of a steam turbine in a combined cycle power plant. There may be

Fig. 2 The schematic
diagram of a closed-loop gas
turbine power plant [2]

Overview of Hybrid Power System 5



various combinations of the combined cycles depending upon the place or country
requirements. Even nuclear power plant may be used in the combined cycles.

In a combined cycle power plant, the exhaust of gas turbine which has high
oxygen content is used as the inlet gas to the steam generator where the com-
bustion of additional fuel takes place. This combination allows nearer equality
between the power outputs of the two units than is obtained with the simple
recuperative heat exchanger. For a given total power output, the energy input is
reduced (i.e., saving in fuel) and the installed cost of gas turbine per unit of power
output is about one-fourth of that of steam turbine. In other words, the combination
cycles reveal higher efficiency. The greater disadvantages include the complexity
of the plant, different fuel requirements, and possible loss of flexibility and reli-
ability [1].

2.4 Nuclear Power Plants

Nuclear energy is an important source for electricity generation in many countries.
In 2003, 19 countries depended on nuclear power for at least 20 % of their
electricity generation. France is the country which has the highest portion (78.1 %)
of the electricity generated by nuclear power. Though the percentage of nuclear
electric power over the total national electricity generation is not very high (about
20 %), the U.S. is still the world’s largest producer of electric power using nuclear
fuels. Higher fossil fuel prices and the entry into force of the Kyoto Protocol could
result in more electricity generated by nuclear power. In the emerging economic
regions, such as China and India, nuclear power capacity is expected to grow.
However, nuclear power trends can be difficult or even be reversed due to a variety
of reasons. The safety of a nuclear power plant is still the biggest concern. And
how to deposit nuclear wastes can always be a discussion topic for environmen-
talists. Moreover, the nuclear fuel (Uranium) is not renewable [2].

The main advantages and disadvantages of nuclear power plants are:

• Space requirement of a nuclear power plant is less as compared to other con-
ventional power plants of equal size.

• A nuclear power plant consumes very small quantity of fuel. Thus fuel trans-
portation cost is less and large fuel storage facilities are not needed Further, the
nuclear power plants will conserve the fossil fuels (coal, oil, gas, etc.) for other
energy need.

• There is increased reliability of operation.
• Nuclear power plants are not affected by adverse weather conditions.
• Nuclear power plants are well suited to meet large power demands. They give

better performance at higher load factors (80–90 %).
• Materials expenditure on metal structures, piping, storage mechanisms are much

lower for a nuclear power plant than a coal burning power plant.
• It does not require large quantity of water.
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• Initial cost of nuclear power plant is higher as compared to hydro or steam
power plant.

• Nuclear power plants are not well suited for varying load conditions.
• Radioactive wastes if not disposed carefully may have bad effect on the health

of workers and other population.
• Maintenance cost of the plant is high.
• It requires trained personnel to handle nuclear power plants.

2.5 Hydroelectric Power Plant

Today, hydropower is still the largest renewable source for electricity generation
in the world. In 2002, more than 18 % of the world electricity was supplied by
renewable sources, most of which comes from hydropower. The world hydro-
electric capacity is expected to grow slightly due to large hydroelectric projects in
the regions with emerging economies.

Although the hydropower is clean and renewable, there are still some problems
associated with it. First, the big dams and reservoirs cause a lot of environmental
concerns and social disputes. Second, the repositioning of reservoir populations
can be a big crisis. Moreover, hydropower is not as profuse as desired.

If at a certain point, the water falls through an appreciable vertical height, this
energy can be converted into shaft work. As the water falls through a certain
height, its potential energy is converted into kinetic energy and this kinetic energy
is converted to the mechanical energy by allowing the water to flow through the
hydraulic turbine runner. This mechanical energy is utilized to run an electric
generator which is coupled to the turbine shaft.

Some Hydroelectric Power plants are located on rivers, streams, and canals, but
for a reliable water supply, dams are needed. Dams store water for later release for
such purposes as irrigation, domestic and industrial use, and power generation. The
reservoir acts much like a battery, storing water to be released as needed to
generate power.

3 Generators

3.1 AC Generators

AC generators are synchronous machines capable of generating AC electric power.
The interactions between the multipole magnetic fields of the stators (armatures)
and rotors of synchronous generators generate the electrical power. The interaction
is called synchronous because when the generator is running, the stator and rotor
magnetic fields turn at the same speed. A single small generator might have a
rating of a few hundred watts, but the largest single machines have ratings that
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exceed a billion watts. All synchronous generators have wound armatures and
rotors, but the armature is wound on the stator rather than on the rotor, and the field
winding is wound on the rotor. Figure 3 illustrates a cutaway view of a syn-
chronous AC generator with a solid cylindrical wound rotor that permits it to turn
at high speed without self-destructing.

The organization of a utility AC generator is opposite that of most DC gen-
erators and both AC and DC motors. If these machines have armatures, they are
wound on their rotors; if they have field windings, they are wound on their stators.
The construction of AC generators is reversed to eliminate the complexities of
slip-ring mechanisms for obtaining the AC power and to provide more stable
mechanical support for the stator windings. With more rigid support, the stators
eliminate vibrations that create centrifugal forces which degrade the quality of the
AC output. The armature windings are fitted tightly into slots on the inner surface
of the stator formed by stacking magnetic sheet steel laminations. The field coils
are then wound in axial slots in the outer surface of the solid cylindrical magnetic
steel rotor. The rotor and stator together form the magnetic circuit. Most utility AC
generators have a three-phase armature winding [3].

The insulation of the AC generator is simplified by having a revolving field and
stationary armature. As the poles move under the armature conductors on the
stator, the field flux cutting across the conductors induces an alternating voltage. It
is alternating because poles of opposite polarity pass successively by a given stator
conductor. The alternating voltage appears at the stator windings and is brought
out directly through insulated leads from the stationary armature.

Fig. 3 A cutaway view of a synchronous generator [3]
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Because the most utility of AC generators run at constant speed, the voltage
generated depends on field excitation. The rotating field is supplied with 120 or
240 V DC from a separate small DC generator called an exciter through two slip
rings and brushes. This arrangement permits the generated voltage to be controlled
by adjusting the amount of field excitation supplied to the exciter. The field
excitation, in turn, is controlled by varying the excitation voltage applied to the
alternator field.

Synchronous AC generators are fitted with one of two different rotor designs
depending on their intended rotational speeds.

Round rotors are solid steel cylinders with the field winding inserted in slots
milled into the surface or the rotor. They usually have two or four poles. Round
rotors can withstand the stresses of high-speed rotation.

Salient-pole rotors have multiple pole pieces (typically six) mounted to the
rotor structure, and the field winding is wound around the pole pieces. Because of
their more complex construction and larger diameter-to-length ratios, salient-pole
rotors cannot withstand the stresses of high-speed rotation.

Electric utility steam turbine-driven generators designed for 50- or 60-Hz AC
output voltage have round rotors with two poles because they can withstand the
stresses of speeds of 3000 and 3600 rpm. Hydroelectric, diesel, and natural-gas
engines have far lower shaft speeds than steam turbines, so the generators they
drive usually have six or more pole rotors, requirements usually met with more
complex salient-pole rotors.

Three-phase AC generators have a winding that is made up of three separate
stator windings, each displaced from the other two by 120 electrical degrees. The
three windings can either be wye or delta connected. The wye connection is more
common because it is better suited for direct high-voltage generation.

3.2 DC Generator

Although a far greater percentage of the electrical machines in service are A.C
machines, the D.C machines are of considerable industrial importance. The
main advantage of the D.C machine, specially the D.C motor, is that it pro-
vides a fine control of speed. Such an advantage is not claimed by any A.C
motor. However, D.C generators are not as common as they used to be,
because direct current, when required, is mainly obtained from an A.C supply
by the use of rectifiers. Nevertheless, an understanding of D.C generator is
important because it represents a logical introduction to the behavior of D.C
motors. Indeed many D.C motors in industry actually operate as D.C generators
for a brief period [4].

The D.C generators and D.C motors have the same general construction. On the
other word, when the machine is being assembled, the workmen usually do not
know whether it is a D.C generator or motor. Any D.C generator can be run as a
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D.C motor and vice versa. All D.C machines have five main components namely,
field system, armature core, armature winding, commutator, brushes.

The function of the field system is to produce uniform magnetic field in which
the armature rotates. Field system consists of a number of salient poles (of course,
even number) bolted to the inside of circular frame (generally called yoke).
Whereas, the pole pieces are composed of stacked laminations the yoke is usually
made of solid cast steel.

The armature core is keyed to the machine shaft and rotates between the field
poles. It consists of slotted soft-iron laminations (about 0.4 to 0.6 mm thick) that
are stacked to form a cylindrical. The laminations are separately encrusted with a
thin insulating film so that they do not come in electrical contact with each other.
The laminations are slotted to provide accommodation and provide mechanical
security to the armature winding and to give shorter air gap for the flux to cross
between the pole face and the armature ‘‘teeth’’.

The slots of the armature core hold insulated conductors that are connected in a
suitable manner. This is known as armature winding. This is the winding in which
‘‘working’’ E.M.F. is induced. The armature conductors are connected in series–
parallel; the conductors being connected in series so as to amplify the voltage and
in parallel paths so as to increase the current. The armature winding of a D.C.
machine is a closed-circuit winding; the conductors being connected in a sym-
metrical manner forming a closed loop or series of closed loops.

A mechanical rectifier which converts the alternating voltage generated in the
armature winding into direct voltage across the brushes is commutator. It is made
of copper segments insulated from each other by mica sheets and mounted on the
shaft of the machine. The armature conductors are soldered to the commutator
segments in a suitable manner to give rise to the armature winding. Depending
upon the manner in which the armature conductors are connected to the com-
mutator segments, there are two types of armature winding in a D.C. machine: lap
winding and wave winding.

Great care is taken in building the commutator because any eccentricity will
cause the brushes to bounce, producing unacceptable sparking. The sparks may
bum the brushes and overheat and carbonize the commutator.

The principle of brushes is to guarantee electrical connections between the
rotating commutator and stationary external load circuit. The brushes are made
of carbon and rest on the commutator. The brush pressure is adjusted by means of
adjustable springs. If the brush pressure is very large, the friction produces heating
of the commutator and the brushes. On the other hand, the not good enough
contact with the commutator may produce sparking if it is too weak.

Multipole machines have as many brushes as they have poles. For example, a
4-pole machine has 4 brushes. As we go round the commutator, the successive
brushes have positive and negative polarities. Brushes having the same polarity are
connected together.
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3.3 Diesel Engines

The oil engines and gas engines are called Internal Combustion (IC) Engines. In IC
engines, fuels burn inside the engine and the products of combustion form the
working fluid that generates mechanical power. Whereas, in Gas Turbines the
combustion occurs in another chamber and hot working fluid containing thermal
energy is admitted in turbine. Reciprocating oil engines and gas engines are of the
same family and have a strong resemblance in principle of operation and con-
struction. The engines convert chemical energy in fuel into mechanical energy.

A typical oil engine has the following components [3]:

• Cylinder in which fuel and air are admitted and combustion occurs.
• Piston, which receives high pressure of expanding hot products of combustion

and the piston, is forced to linear motion.
• Connecting rod, crankshaft linkage to convert reciprocating motion into rotary

motion of shaft.
• Connected Load, mechanical drive, or electrical generator.
• Suitable valves (ports) for control of flow of fuel, air, exhaust gases, fuel

injection, and ignition systems.
• Lubricating system, cooling system.

In an engine-generator set, the generator shaft is coupled to the Engine shaft.
The main differences between the gasoline engine and the diesel engine are [4]:

• A gasoline engine intakes a mixture of gas and air, compresses it and ignites the
mixture with a spark. A diesel engine takes in just air, compresses it and then
injects fuel into the compressed air. The heat of the compressed air lights the
fuel spontaneously.

• A gasoline engine compresses at a ratio of 8:1 to 12:1, while a diesel engine
compresses at a ratio of 14:1 to as high as 25:1. The higher compression ratio of
the diesel engine leads to better efficiency.

Gasoline engines generally use either carburetion, in which the air and fuel is
mixed long before the air enters the cylinder, or port fuel injection, in which the
fuel is injected just prior to the intake stroke (outside the cylinder). Diesel engines
use direct fuel injection to the diesel fuel is injected directly into the cylinder.

The diesel engine is recommended due to their longevity think of an 18 wheeler
capable of 1,000,000 miles of operation before major service), lower fuel costs
(lower fuel consumption per kilowatt (kW) produced), and lower maintenance
costs-no spark system, more rugged and more reliable engine.

Diesel engine power plants are installed where supply of coal and water is not
available in desired quantity, power is to be generated in small quantity for
emergency services, and standby sets are required for continuity of supply such as
in hospital telephone exchange.

To conclude, the main advantages and disadvantages of diesel engines are as
below:
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• Very simple design also simple installation.
• Limited cooling water requirement.
• Standby losses are less as compared to other power plants.
• Low fuel cost.
• Quickly started and put on load.
• Smaller storage is needed for the fuel.
• Layout of power plant is quite simple.
• There is no problem of ash handling.
• Less supervision required.
• For small capacity, diesel power plant is more efficient as compared to steam

power plant.
• They can respond to varying loads without any difficulty.
• High Maintenance and operating cost.
• The plant cost per kW is comparatively more.
• The life of diesel power plant is small due to high maintenance.
• Noise is a serious problem in diesel power plant.
• Diesel power plant cannot be constructed for large scale.

3.4 Transformers

A transformer is a static device consisting of a winding, or two or more coupled
windings, with or without a magnetic core, for inducing mutual coupling between
circuits. Transformers are exclusively used in electric power systems to transfer
power by electromagnetic induction between circuits at the same frequency,
usually with changed values of voltage and current. Power transformers are used
extensively by traditional electric utility companies, power plants, and industrial
plants. After transmission lines, transformers are the most important components
of transmission and distribution systems.

The large transformers in power generation stations step up the output voltage
of AC generators to higher values for more efficient transmission over transmis-
sion lines while also reducing the current values. Somewhat smaller transformers
at electrical substations step the transmitted voltage down to the values more
useful for regional and local distribution to customers while also stepping up the
current.

Transformers can also isolate circuits, suppress harmonics, and regulate line
voltage between distribution substations and consumers. Zigzag grounding trans-
formers, for example, derive neutrals for grounding and a fourth wire from a three-
phase neutral wire. They can be operated at voltages below their nameplate ratings,
but they should not be operated at higher voltages unless they have taps intended for
that purpose.

Transformers are classified in many different ways: dry- or liquid-insulated,
single-phase or poly-phase, step-up or step-down, and single-winding or multi
winding. In addition, they are classified by application. For example, there are
voltages or potential transformers (VTs) and current transformers (CTs) that are
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used step high voltage and current down to safe levels for the measurement of
voltage, current, and power with conventional instruments.

The efficiency of all power transformers is high, but efficiency is highest for
large transformers operating at 50–100 % of full load. However, some losses are
present in all transformers. They are classified as copper or I2R losses and core
losses. Copper losses, also called load losses, are proportional to the load being
supplied by the transformer. These losses can be calculated for a given load if the
resistances of both windings are known. As in generators and motors, the core loss
is due to eddy-current induction loss and hysteresis (molecular friction) loss,
caused by the changing polarity of the applied AC. Provided that the cores are
laminated from low-loss silicon steel, both eddy-current and hysteresis losses will
be reduced. Nevertheless, well-designed transformers in all frequency and power
ranges typically have efficiencies of 90 % or more.

4 Renewable Energy Resources

Generally, energy resources can be categorized into two groups: long term
renewable resources, short-term renewable resources. Nonrenewable energy
resources or long term renewable energy resources consist of types of energy
whose appearance times are very long and provided that they are consumed
gradually, they will be ended. Nonrenewable energy resources consist of all fossil
fuel and nuclear fuel energies and the generation techniques based on this kind of
energy are discussed previously.

However, short-term renewable energies are continuous and stable energy and
can be found in nature as biomass, water energy, wind energy, solar energy,
geothermal energy, etc.

As regards the high rate of energy consumption, fossil and nuclear fuels cannot
responsible for energy demand of the world autonomously. Moreover, fossil fuels
are running out and are rigorously against environment due to their emissions;
hence, using of other alternative energy resources such as renewable energy and
the development of their application is inevitable.

4.1 Wind Turbines

Wind Turbines are energy converters in which the kinetic energy of wind is
converted to mechanical energy. Electricity generation is of several type of
application which utilizes the generated mechanical energy.

Wind turbine based power plants have been categorized into two general groups
namely; stand alone wind turbine and grid-connected wind turbine power plant
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4.1.1 Standalone Wind Turbine Power Plant

Stand alone wind turbine power plants have different kind of applications such as
electricity generation in far away points in which very reliable power supply is
needed, battery charging, water heating, cooling, etc.

The turbine’s rotor diameter of small wind turbine power plant whose main
application is battery charging is less than 5 meters and their conventional capacity is
between 400 and 1000 W. The heating and cooling application are usually utilized
in residential. In this application, wind turbine power plants are directly connected to
water heater or an electrical radiator. Moreover, small wind turbine power plants are
usually used to generate electricity at far away points as an auxiliary power supply
for agricultural affairs.

Standalone wind turbine power plants are usually utilized with batteries and
they can be operated with photovoltaic system and diesel generator as a standalone
hybrid power system.

4.1.2 Grid-Connected Wind Turbine Power Plant

Grid-connected wind turbine power plant can be classified into single wind turbine
and wind farms.

Single wind turbine can be used to supply residential, commercial, industrial,
and agricultural loads. The capacity of these turbines is between 10 and 100 kW
and installed near the loads. The excess generate electricity may sell to global
network and when a wind turbine cannot generate power, the loads should be
supplied by energy purchased from network.

Moreover, the increase in capacity of wind turbine faces technical and eco-
nomical problems; hence, a centralized wind farm with very large number of wind
turbines should be used to construct a high capacity wind power plant. Today,
wind farms with capacity of more than 100 MW are constructed. The conventional
capacity of each wind turbine in a wind farm is between 50 and 500 kW. The
amount of generated energy in wind farm depends on the number of wind turbine,
the characteristic of each turbine, and wind speed. Furthermore, to prevent tur-
bine’s shadow on each other in a wind farm (maximum using of sweep area of all
turbines), the turbines are installed with a minimum distance from each other.

4.1.3 Wind Turbine Model

The model of Wind conversion system is well reported in the literatures [5–8].
However, for simplification the wind turbine with doubly fed induction generator
consists of three main components: turbine rotor, drive train, and generator. The
power extracted from wind by the turbine rotor is given by:
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Pw ¼
1
2

qAv3cpðk; bÞ ð1Þ

where Pw is the power extracted from the wind, q is the air density, A is the swept
area, v is the wind speed and cp is the power coefficient which is a function of the
tip speed ratio (k) and the pitch angle of the rotor (b).

The drive train transfers the power from the turbine rotor to the generator. The
main modeling equations for the drive train are as below:

dxM

dt
¼ 1

2HM
ðTM � K:hMG � DM :xMÞ ð2Þ

TM ¼
Pw

xM
ð3Þ

where TM is the accelerating torque, K is the effective shaft stiffness, hMG is the
twist in the shaft system, xM is the speed of the wind turbine, and DM:xM is the
damping torque in the wind turbine.

A Park model approach is commonly used for the induction generator simu-
lation. The stator is directly connected to the grid and the stator voltage (~vs) is
imposed by the grid. The rotor voltage (~vr) is controlled by a converter and is used
to perform the machine control. This model can be described as follows:

~vs ¼ Rs:~is þ
d

dt
~ws ð4Þ

~vr ¼ Rr:~ir þ
d

dt
~wr � jxr

~wr ð5Þ

where~i is the current space vector, ~ws, ~wr are the stator and rotor impedance, and
Rs, Rr are the rotor and stator resistance.

4.1.4 Wind Turbines

The general categorization of wind turbines is based on the axis direction of
turbine. The axis direction of wind turbines can be horizontal or vertical. Hori-
zontal turbines are categorized based on the number of blades into three general
categories of two-bladed, three-bladed, and multibladed. In a horizontal wind
turbine, the more the wind speed is led to the less the number of blades. Moreover,
the axis of vertical turbine is perpendicular to direction of wind. Most of vertical
turbine has two blades and the most conventional types of vertical turbine are
Darrieus Turbine, Evans Turbine, and Savonius Turbine. The blades of Darrieus
turbine are made of aluminum and are in the form of curve-like blade while the
Savonius turbines have hemispherical blades. In vertical turbines generator can be
installed on earth which is led to simplification of maintenance and service.
Figure 4 shows Darrieus, Evans, and Savonius turbines.
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4.2 Photovoltaic Systems

PV panels turn sunlight directly into electricity, thanks to a property of their major
component—silicon, the most abundant element on earth. Metals conduct elec-
tricity if the outer electrons on each atom are attached to the atom so lightly that
they can drift away under the influence of a magnetic field. This electron drift is
the electric current. Silicon atoms hold on to the electrons that surround them, but
some are held less tightly than others and the right-sized hit of energy can knock
them loose. Sunlight provides that energy hit, so when light shines on it some
electrons are freed. Once the electrons are freed they can flow around a circuit—
and that is an electric current. It is important to say that it is the light, not the heat,
from the sun that enables the electricity to flow, so photovoltaics are just as
effective in cold countries as in hot—provided there are long hours of sunlight.

4.2.1 Cell, Module, and Array

A solar cell is a semiconductor diode that when stimulated with light, produces an
electron and a positive charge on opposite sides of the cell. Wires collect the
charge off each side of the cell and take this electricity to the load circuit, such as a
light bulb. Wiring cells in series increases the voltage, and in parallel increases the
current output. Typically, it is a few square inches in size and produces about 1 W
of power. To obtain high power, numerous such cells are connected in series and
parallel circuits on a panel (module) area of several square feet. The solar array or
panel is defined as a group of several modules electrically connected in a series–
parallel combination to generate the required current and voltage.

Mounting of the modules can be in various configurations. In roof mounting,
the modules are in a form that can be laid directly on the roof. In the newly
developed amorphous silicon technology, the PV sheets are made in shingles that
can replace the traditional roof shingles on a one-to-one basis, providing better
economy in regard to building material and labor [9].

Fig. 4 The schematic of
Savonius (left), Darrieus
(center), and Evans (right)
turbine
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4.2.2 Types of Solar Cell

There are two ordinary types of solar cell panel [10]:

• Crystalline silicon solar cells have a solid silicon wafer as the semiconductor.
The cells are sandwiched between tempered glass and a backing of tough eth-
ylene vinyl acetate (EVA). These cells are protected from moisture. They need
to remain cool as their output efficiency can drop by about 0.5 % for every
degree Celsius above a standard test temperature of 25 �C. They typically
incorporate a gap of approximately 150 mm behind the panels to allow for
cooling.

• Amorphous silicon thin film solar cells have silicon in a thin film as the
semiconductor. The silicon thin film is deposited on a low-cost substrate such as
glass or a thin metal foil. The coating on top may be a flexible material (as
opposed to glass), and they may use a flexible mounting system. This type of
cell is generally cheaper. They are being developed for integration with mate-
rials so they can be part of the building fabric.

4.2.3 Application of Photovoltaic Cells

Some common applications of photovoltaic cells are listed below:

• Highway call boxes.
• Coast Guard buoys and navigation.
• Mountain top radio transmitting and repeating stations.
• Off-grid (rural) homes.
• Grid-tied homes.
• Utility interconnected for Demand Side Management (DSM).
• Utility grid support and bulk power generation.
• Railroad signaling.
• Satellites and space stations.
• Outdoor lighting.
• Calculators and watches.
• Telecommunications, mountaintop relay stations.
• Cathodic protection for metal exposed to the weather and earth.

4.2.4 Photovoltaic Cell Model

The simplest equivalent circuit of a solar cell is a current source in parallel with a
diode. The output of the current source is directly proportional to the light falling
on the cell.
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The diode determines the I–V characteristics of the cell. Increasing sophisti-
cation, accuracy, and complexity can be introduced to the model by adding in turn.

The model includes temperature dependence of the photo-current IL and the satu-
ration current of the diode I0. A series resistance RS is also included, but not a shunt
resistance. A single shunt diode is used with the diode quality factor set to achieve the
best curve match [10]. The circuit diagram for the solar cell is shown in Fig. 5.

The equations which describe the I–V characteristics of the cell are

IPV ¼ ISC � I0ðeqðVþIRsÞ=AKT � 1Þ ð6Þ

Isc ¼ IscðT1Þð1þ K0ðT � T1ÞÞ ð7Þ

IscðT1Þ ¼ Gffi IscðT1normÞ=GðnormÞ ð8Þ

I0 ¼ I0ðT1Þ ffi
T

T1

� �3=A

ffie
�qVg=Ak 1

T� 1
T1

� �
ð9Þ

I0ðT1Þ ¼ ISCðT1Þ=ðeqVOCðT1Þ=AkT1 � 1Þ ð10Þ

Rs ¼ �
dV

dI

����
VOC

� 1
XV

ð11Þ

where XV ¼ I0ðT1Þ ffi
q

AKT1
ffi eqVOCðT1Þ=AKT1 ; q is the electron charge; A is curve fitting

constant; K is Boltzmann constant, T is temperature on absolute scale [10].
All of the constants in these equations can be determined by examining the

manufacturer ratings of the PV array, and then the published or measured I–V
curves of the array.

4.3 Geothermal Power Plant

Geothermal energy is of renewable energies and comes from the extractable heat
due to heat of molten masses and decay of radioactive material existed in deep
earth. Unlike other energy resources such as wind, solar, tidal, etc., this resource

Fig. 5 A simple model of photovoltaic cell
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is continuously available. It means that it can be possible to generate electricity
and thermal energy from geothermal resource in every hours of the day, while
the other type of renewable resources are available seasonal or under special
conditions.

4.3.1 Geothermal Resources

The geothermal resources can be classified as four main groups namely:

• Hydrothermal: The hot waters or steams which store in low-deep portion of
earth (100–4500 m) is called hydrothermal resources. The hydrothermal
resources which can generate electricity should have temperature between 90
and 350 �C; However, it is estimated that two third of hydrothermal resources
have temperature between 150 and 200 �C. The richest type of hydrothermal
resources contains dry steam or steam with low level of liquid. However, the
number of dry steam hydrothermal resources is very few due to the special
condition to be existed to form these resources.

• Under high pressure layers: These resources are hot springs containing
methane which store in the deep of 3000–6000 m under high pressure in
sedimentary layer. The temperature of these layers are estimated between 90
and 200 �C.

• Hot dry rock: The main idea of electricity generation using hot dry rock is to
construct an artificial geothermal spring. To construct this spring, at first, two
wells are drilled into hot rocks with 4000–5000 m deep. Then some cracks are
made in rocks using nuclear explosion or hydraulic pressure; consequently, two
wells are connected via the cracks. The cold water is injected to one well and hot
water or hot steam is extracted from the other well. The Hot steam boils a
secondary fluid with lower boiling point and finally, the electricity is generated
by conducting the hot steam of secondary fluid to turbine. Nevertheless, the
main problem of this type of electricity generation is that water does not cir-
culate in a close loop circuit. Since the huge part of injected water penetrates
into deep cracks.

• Magma conduits: Magmas have the temperature between 700 and 1200 �C, and
they contain huge thermal energy. This resource is available in deep of
3000–10000 m; hence, operation of this resource is very difficult

Regardless of economical issues although these resources have different
physical characteristics, all of these resources have the ability of electricity gen-
eration. Among all these resources, due to the competitive cost, hydrothermal
energy is extended up to commercial generation much more than the other types
while, the other resources are in the experiment stage. However, hot dry rocks
resources have successfully passed the experimental stage and it can be possible to
extract energy from these resources [1].
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4.3.2 Types of Geothermal Power Plants

Geothermal resources can also be used for power generation. There are four
methods to generate power from geothermal energy each can be described as:

• Dry steam power generation: In this type of power plant, hydrothermal
resources are used to generate electricity. Hence, these power plants can be
installed in fields in which there is the capability of dry steam extraction. The
dry steam comes out using its natural pressure, then it is passed through a solid
particle absorption filter and finally it is directly fed to turbine. The outflow
steam of turbine enters a condenser and it loses its heat and is condensed; hence,
a vacuum is created between turbine and condenser and consequently, the rotary
force and efficiency of turbine is enhanced. The capacity of these power plants is
considered about 15–20 MW.

• Flash-steam power generation: These power plants are used to utilize the suf-
ficiently hot (more than 160 �C) liquid-dominated reservoirs and generally are
categorized into two systems: one-stage and two-stage. In one-stage system, the
geothermal hot water existing under high pressure flows over the well due to its
very high temperature and pressure and is conducted into flash separator. Due to
decrease of pressure, hot waters turn into steam and they are fed into turbine
after passing special filter. In two-stage system, after steam generation in first
separator, the hot water enters the second separator which have lower pressure.
The generated steam of first and second separator flow to high and low-pressure
turbine, respectively. The common capacity of these power plants is between 10
and 55 MW.

• Binary cycle power generation: These power plants are used to utilize the
energy of liquid-dominated hydrothermal reservoirs whose temperature is not
very high. The hot water whose temperature is about 65–200 �C is transferred to
heat exchanger using pumps or its natural temperature. Then, the hot water
transfers its heat to second fluid such as Isobutene or Freon whose boiling
temperature is low. The steam generated by second fluid plays the role of
working fluid of plant.

• Combined/hybrid power generation: In these power plants in addition to geo-
thermal energy, other types of energy (such as fossil fuels) may be used to heat
the working fluid. The geothermal fluid exchanges its heat with working fluid
(pure water) in a heat exchanger leading to preheat of working fluid. The hot
water is turned to steam in a steam generator using combustion of conventional
fuels.

• Power generation with Rotational Separation Turbine (RST): In these power
plants, the geothermal hot water goes into the separator and parts of it turn into
high pressure steam which can be fed into high pressure turbine. The remaining
fluid in separator is conducted to RST which is coax with steam turbine. The
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RST system has two advantages: not only does kinetic energy of RST help
rotary power of steam turbine but also some low-pressure steam is generated in
RTS which can be conducted to low-pressure turbine and enhance rotary power
of steam turbine [11].

4.4 Biomass Power Plants

Generally, biomass resources refer to materials which are made up from planets
and organisms. Unlike fossil fuels which are found in the centralized layers in the
world, biomass resources are available in decentralized form. Biomass resources
which are suitable for energy generation are namely as: wood fuels, agricultural
waste, energetic shaw with short circulation period, herbal products such as sug-
arcane, herbals containing vegetable oil, herbals containing hydrocarbon, indus-
trial and rural waste, etc.

Moreover, three technologies can be utilized to convert biomass energy. These
technologies are known as: Direct combustion process, Thermochemical process,
Biochemical process, each of which uses gasification reactors of type: fixed bed
reactor and fluidized bed reactor [12].

Direct combustion process is the simplest technology to convert biomass
energy. However, biomass material in this technology has low thermal energy
contents; hence, the efficiency of this technology is less than efficiency of fossil
fuel combustion. To enhance the thermal efficiency of biomass, the raw materials
are processed using thermochemical process and different types of biofuels such
as wood coal (at temperature less than 400 �C), ethanol, and methane (at tem-
perature more than 1000 �C) are produced. The produced materials have more
energy contents than biomass raw materials. However, in the biochemical pro-
cess biomass material converts to biofuel using metabolic microbial organisms’
actions. This process utilizes anaerobic fermentation to generate biofuel and
biogas.

Several types of power plants are available to convert biomass energy to
electricity. In big power plants, biomass is used as co-firing fuel; however, in small
power plants biomass can be used as single fuel of plant. Plants with combustion
engines, thermal biomass power plant, gas biomass power plant, combined cycle
biomass power plants are the most commercial biomass which are used to elec-
tricity generation [13].

In power plants with combustion engines, different types of biofuel produced by
biomass can be substituted with conventional fuel of combustion engines. How-
ever, in other types of power plants, biomass is used as the fuel of boiler furnace in
thermal biomass or the fuel of combustion room of gas biomass power plant.
Figure 6 illustrates a biomass combined cycle power plant.
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4.5 Tidal Power Plants

The common technologies of tidal power plants are relatively full-fledged. Yet, the
common methods to extract tidal energy require more economical performance.
Generally, to generate electricity from tidal energy two different methods are
suggested. First method needs to construct dam and water storage reservoir while
in the second method tidal currents are used; hence, there is no need to dam
construction.

Tidal power plants which need dam construction are categorized based on their
reservoir combination. The categorization includes: a reservoir for ebb, a reservoir
for flood, a two-way reservoir for ebb and flood, two reservoirs for ebb and flood,
and two high and short reservoirs with one-way system [10, 14].

A reservoir for ebb: In this system, the water flows to reservoir via turbine in
ebb situation and generator which is coupled with turbine generates electricity
while the floodgates are opened in flood situation; consequently, the reservoir is
evacuated.

A reservoir for flood: In this system, when floodgates are opened, at first, water
storage reservoir will be fully filled. Then, if water level of reservoir is higher than
water level of sea in flood situation the water of reservoir will be evacuated to sea
via turbine and finally the generator which is coupled with turbine generates
electricity.

A two-way reservoir for ebb and flood: In this system, a two-way single res-
ervoir is used. However, comparing with other single reservoir, this scheme needs
also a two-way turbine to generate electricity in both ebb and flood situations.
Using this system, the pause time of electricity generation between ebb and flood

Fig. 6 Flow diagram of a combined cycle power plant using biomass as main fuel

22 A. Ahmarinezhad et al.



situation is significantly reduced. Hence, more electricity can be generated com-
paring single reservoir schemes; however, generated energy still has fluctuations.

Two reservoirs for ebb and flood: The procedure of electricity generation in this
system is that water flows from sea to one reservoir in the ebb situation and flows
from another reservoir to sea in flood situation. Comparing with single reservoir
systems previously described, the generated electricity is more continuously in this
system; however, they need complicated scheme to generate energy.

Two high and low reservoirs with one-way system: In this system, two reser-
voirs are constructed in such way that one has a dam with high height while the
other has a dam with low height. The turbine is placed in the wall between two
reservoirs and spins with water flow from higher reservoir to lower reservoir;
hence, the electricity is generated in generator which is coupled with turbine.
Comparing to previous systems, the construction of the wall between two reser-
voirs is led to increasing in cost of constructions significantly. The mechanism of
this system is that the higher reservoir is fully filled in the ebb situation by opening
of floodgates of higher reservoir. When the water level of the sea decreases during
flood situation, to prevent water flow from reservoir, the floodgates are closed. By
continuously flowing of water from high reservoir to low reservoir via through
turbine the electricity is generated. When the level of water in sea is less than the
level of water in lower reservoir, the floodgates of lower reservoir will be opened
to flow water to sea. This process continues until the water level of the sea equals
to water level of lower reservoir. Then, the floodgates of this reservoir are closed
to prevent flowing of water from sea to reservoir. Then lower reservoir is filled by
higher reservoir through turbine. Finally to complete the loop, when the water
level of sea is more than water level of higher reservoir, its floodgates will be
opened and filled. Although the generation of electricity through this method is
continuous, it has still fluctuations.

Tidal current power plants: These power plants are taken into consideration in
recent years significantly due to no need for dam construction and high height tide
and environmental issues. The power of tidal current power plants can be calcu-
lated as below:

P ¼ 0:5
M

t
v2 ¼ 0:5

qV

t
v2 ¼ 0:5qQv2 ¼ 0:5qAv3 ð12Þ

where q is water density (¼1000 kg/m3), Q is flow rate of tidal current (m3/s), v is
the speed of tidal current (m/s), M is the mass of flowing water (kg), A is the cross
section of flowing water (m2), and V is the volume of water (m3).

As can be seen from Eq. (12), the most important condition for electricity
generation of a tidal current power plant is tidal current with sufficient speed.
Although the construction of these power plants eliminates the cost of dam
construction, comparing with the other types which need dam, the power density
of this method is very low.
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4.6 Fuel Cell Power Plant

A fuel cell is an electrochemical device that oxidizes fuel without combustion to
directly convert the chemical energy of the fuel cell into electrical energy [15]. In
simple terms, the fuel cell produces electric power by feeding a hydrogen-reach
gaseous fuel to porous anode as an oxidant (air) is supplied to the cathode. The
electrochemical reactions taking place at the electrodes result in electric current
injected to the external circuit. Figure 7 schematically shows a simplified diagram
of a fuel cell. In a fuel cell powered by hydrogen, the reverse reaction of water
electrolysis takes place [16, 17]:

H2 þ 0:5O2 ! H2O ð13Þ

Except in Molten Carbonate Fuel Cell in which the general reaction is:

H2Oþ CO2 ! H2 þ CO2 þ 0:5O2 ð14Þ

The chemical energy content of hydrogen is directly converted to electrical
energy in the fuel cell. Therefore, a fuel cell can theoretically obtain higher
electrical efficiency than thermal engines that are limited by the efficiency of the
Carnot-cycle. However, kinetic over-voltages at the electrodes and electrical
resistance cause relatively high losses in practical systems. Although several types
of Fuel Cell technology are available, mostly important types of fuel cell tech-
nologies are [16]:

• Phosphoric Acid Fuel Cell (PAFC).
• Proton Exchange Membrane Fuel Cell (PEMFC).

Fig. 7 Simple schematic
diagram of fuel cell [17]
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• Alkaline Fuel Cells (AFC).
• Solid Oxide Fuel Cell (SOFC).
• Molten Carbonate Fuel Cell (MCFC).

PAFCs are currently being considered for use in heavy duty vehicles. Their
major problem for use in vehicular application is their slow startup (since the cell
has to be heated to over 200 �C), high costs, and excessive weight. Since PAFCs
work best at a constant output, their application will be better in hybrid systems
where a battery or other device meets the high-power demands of acceleration.

The basic components of a phosphoric acid fuel cell (PAFC) are the electrodes
consisting of finely dispersed Pt catalyst on carbon paper, Sic matrix holding the
phosphoric acid and a bipolar graphite plate with flow channels for fuel and oxidant.
The operating temperature ranges between 35 and 200 �C and it can use either
hydrogen or hydrogen produced from hydrocarbons (natural gas) or alcohols as the
anodic reactant. In the case of hydrogen produced from a reformer with air as the
anodic reactant, a temperature of 200 �C and a pressure of 8 atm are required for
better performance. The heat generated by FC can be utilized in endothermic
reaction of fuel process in fuel reformer or it can be used as heat supply to generate
heat water. PAFCs are advantageous from a thermal management point of view.
The rejection of waste heat and product water is very efficient in this system and the
waste heat at 200 �C can be used efficiently for the endothermic steam reforming
reaction. The system is extremely sensitive to CO and H2S which are commonly
present in the reformed fuels. A major challenge for using reformed fuel, therefore,
lies in the removal of CO to a level of less than 200–300 ppm. CO tolerance is
better at temperatures more than 180 �C. Removal of sulfur is still essential.

PEM fuel cells, also called solid polymer electrolyte fuel cells (SP(E)FC) use a
proton (hydrogen ion) conducting membrane which stays sandwiched between two
platinum-catalyzed porous electrodes728. Initially, these membranes were based on
polystyrene, but at present a Teflon-based product ‘‘Nafion’’ is used. This offers high
stability, high oxygen solubility, and high mechanical strength. The cell operating
temperature is quite low (60–120 �C) and operating pressures can be in the range of
1–8 atmospheres. The fuel cell requires humidified hydrogen and oxygen for its
operation. The pressures, in general, are maintained equal on either side of the
membrane. Operation at high pressure is necessary to attain high-power densities,
particularly when air is chosen as the anodic reactant. The major contaminant of the
PEMFC system is carbon monoxide. Even a trace amount of CO drastically reduces
the performance level. It is best to use a fuel which is virtually free of CO for
PEMFC. On the other hand, it is tolerant toward CO2 contamination [18].

AFCs offer high-power density and cold-start capabilities. Alkaline fuel cell
represents the oldest and most widely used fuel cell systems in the U.S. space
program and have gone onboard most of the manned space missions. AFCs use
potassium hydroxide as the electrolyte and hydroxyl ions are the conducting
species. Because of the alkaline electrolyte, no noble metal catalyst is required.

AFCs operate at 60–250 �C which is relatively low compared to other fuel
cells. Operating pressure is normally atmospheric pressure. From a system point of
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view, removal of product water and heat is difficult at these low temperatures. In
space shuttles, closed-loop hydrogen circulation as well as dielectric liquid cir-
culation is used for heat management. Some of the terrestrial fuel cells are process
air-cooled. Alkaline fuel cell can operate only with pure H2 and pure O2 Even a
small level (less than 250 ppm) of CO2 is sufficient: to carbonate the electrolyte
and can spoil the electrode. Several processes for cleaning of the electrode after
contamination are available (Physical adsorption-Selexol process, Fluor solvent
process, pressure swing adsorption) but each is expensive and none are totally
effective [18].

Solid oxide fuel cells (SOFCs) are solid-state power systems and at present use
yttrium-stabilized zirconium as the electrolyte. The operating temperature is high,
typically 1000 �C. SOFCs can be used as co-generators to supply both electricity
and high quality waste heat. In this cell, a conversion efficiency of more than 50 %
can easily be attained. Because of high temperature, the SOFCs can handle
impurities in the incoming fuel better. SOFCs can operate equally well on dry or
humidified hydrogen or carbon monoxide fuel or on mixture. The main poisoning
factor for SOFC is H2S. Though the sulfur tolerance level is approximately two
orders of magnitude greater than other fuel cells, the level is below 80 ppm [19].

In the molten carbonate fuel cell, a molten alkali carbonate mixture, retained in
a porous lithium aluminate matrix, is used as the electrolyte. The conducting
species is carbonate ions. The operating temperature is in the range of 600–800 �C,
high enough to produce suitable qualities of waste heat. This waste heat can be
used for fuel processing and cogeneration, a bottoming cycle, or internal reforming
of methane. MCFCs normally have 75 % fuel (hydrogen) utilization. The
advanced form of MCFC referred to as internal reforming molten carbonate fuel
cell (IRMCFC) may consume lower hydrocarbons (CH,) directlyi6. It is intrinsi-
cally efficient since the heat produced at the anode is used for reformation of
hydrocarbons. Normally their efficiencies are 50 % or higher MCFCs do not suffer
from CO poisoning and, in fact, can use CO in the anode gas as the fuel. They are
extremely sensitive (1 ppm) to the presence of sulfur in the reformed fuel or
oxidant gas stream. The presence of HCl, HF, HBr, etc., causes corrosion, while
trace metals can spoil the electrodes. The presence of particulates of coayfine ash
in the reformed fuel can clog the gas passages [15].

Table 1 summarizes the characteristics of different types of Fuel Cells. It should
be noted that high rated power can be achieved by recovering of heat generated by
FC in other thermal processes such as thermal power plants.

4.7 Storage Systems

Storage system is another component of hybrid power system. Due to the variable
nature of wind and photovoltaic systems storage is required to supply demand
continuously and reliably. Hence, when the sufficient wind and solar power are
available, loads will directly supplied by these resources and the excess power can
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be stored in battery. There are three main goals for utilization of storage system in
hybrid power system: to supply demand at a constant output, to compensate the
instantaneous lack of renewable energies, to operate system as a dispatchable unit.

Different storage systems can be utilized in hybrid power system. The most
important technologies are flywheel, compressed air energy storage (CAES),
hydrogen production, ultra-capacitor, superconducting magnetic energy storage,
thermal reservoir, etc., among whom battery is the most commercial technology to
store energy in hybrid power system.

The classification of energy storage system is based on the energy, time, and
transient response required for their application [12]. In medium and long term
applications, storage system is classified based on energy density requirements and
in short and very short-term applications, the classification is based on power
density requirement.

In transients (milliseconds), the main features of storage is to compensate
voltage sags, to improve harmonic distortion and power quality, to rid through
disturbances, etc. In very short term (a few cycle of power frequency), storages
cover load during startup, compensate transient response of renewable-based
converters, increase system reliability during fault management. The short-term
(minutes) capabilities of storages are to cover load during short-term load peak, to
decrease needs of startup backup generator, and to improve maintenance needs of
fossil fuel-based generators. In medium term (a few hours) they store the excess
energy generated by renewable resources. In long term (e.g., several hours), sto-
rages provide reduction in fuel consumption and decrease waste of renewable
energy, eliminate backup of conventional generators. Storage systems using in
planning period are such as pumped hydro and compressed air systems. In this
period, it can be possible to store hydrogen from biomass and renewable-based
systems.

Figure 8 depicts storage technologies organized in categories of ride-through,
power quality, and energy management. Storage systems include lead–acid
batteries, advanced batteries, low- and high-energy flywheels, ultra-capacitors,
superconducting magnetic energy storage (SMES) systems, heating systems,
pumped hydro, geothermal underground, and compressed air energy storage
(CAES).

5 Supervisory Control of Hybrid Power System

Supervisory controller is used to define a plant wide control system, and super-
vision refers to operation overview, planning & scheduling, co-ordination and
execution of actions that improve performance, economy and reliability. The
dynamic control is not a task of the supervisory controller.

A supervisory controller for hybrid power systems should continuously monitor
the operating state of the system and keep it within the specified target domain.
The control actions should ensure that the system’s operating goals are achieved
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and maintained in spite of uncertainties and resource constraints. It could also act
to prevent safety critical system states or to alleviate consequences of failures in
system components.

The primary goal of the supervisory controller is power supply optimization.
Two basic tasks are necessary to accomplish this: (1) Improving the performance
of the system (for example, increasing fuel savings or reducing generation cost);
and (2) keeping the operational parameters (frequency and voltage, load at the
diesel engines, etc.) within their limits. The control actions used to perform
these tasks are (1) switching on/off components, i.e., changing the system’s mode
of operation, and (2) changing operation set points of some (controllable)
components.

As is shown by Fig. 9, a supervisory control system includes three main parts
namely Plant, Interface, and Controller. In this scheme to gain the benefits of
discrete controllers, it is possible to design a discrete-event controller system for
hybrid power systems. The explicit of identification of interfaces between con-
tinuous and discrete dynamics has been one of the characteristics of supervisory
control of HPS. Hence, the supervisory controller supervises the operation of
system while operation control is distributed between local controllers and regu-
lators. The distributed control allows the system components to use their own
control systems. For instance, a wind power generation system has a voltage
regulator to control its output voltage and a rectifier-inverter system to maintain its
output frequency at power frequency.

The supervisory controller selects the optimal operation mode for the system
considering the specific operating goals, the system configuration and constraints.
Moreover, the supervisory control can determine set points for different components

Fig. 8 Categorization of
storages technologies based
on energy [12]

Overview of Hybrid Power System 29



at different modes of operation and send them to their respective local controllers.
For wind generators the set points could be the power output value and the output
voltage. Figure 10 illustrates a scheme of the supervisory control system [20]. The
system consists of two main parts: hardware and software. The hardware is
portrayed by the type of computer and its features. The interfaces with the plant
which should be controlled (process interface) and the operators (man–machine
interface) are major parts of the hardware and affect the application programs
(software) related to the I/O operations of each interface. The software is divided
into operating system (OS)—for each computer type there are several OS avail-
able in the market, and application programs, which are the algorithms of the
control system. Normally, development programs develop offline, the control
algorithms.

The aim of supervisory control is to enhance the economics of Hybrid Power
Systems by ensuring efficient operation, reliability, and long life time. Furthermore,
the controller should be robust enough to remain in operating mode efficiently after
failures in components.

The difficulties related to operation of HPS, which are not present in large
interconnected grids, are mainly caused by:

• The uncertainty and complication related to generation and conventional gen-
erators operation of HPS, respectively

• Lack of knowledge on power quality issues in HPS.

The stochastic nature of the renewable resources causes large variations of
power generation. The main goal of HPS control is to supply load demand reliably
regardless of generation variations while frequency and voltage maintain within
acceptable limits.

Separation of different types of HPS control has a great importance. It should be
noted that in order to control HPS dynamically, controllers performed in scales of

Fig. 9 Supervisory control
system
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seconds or milliseconds have been used. The dynamic control includes frequency
and voltage control as well as stability issues and etc. Nevertheless, supervisory
control makes decision about optimal operation of HPS including energy flow as
well as actions to enhance system operation and the value of power generation of
conventional generators. The time scale of operation strategy which is yielded by
supervisory controller is about several seconds to hours.

In HPS with high renewable energy penetration, conventional generators whose
fuel costs are significant can be switched off when the energy produced by
renewable energy generation is sufficiently high to meet the demand. If accurate
load and renewable power prediction are achieved, in order to significant enhance
of system economically it would be possible to schedule service status of con-
ventional generators.

Another problem to consider with conventional generator operation is that there
can be relatively long time intervals necessary to start and stop the units. For

Fig. 10 Schematic of supervisory control problem [20]
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example, a system collapse can happen during a diesel generator startup if the
renewable power decreases faster than the startup time interval.

Normally, the procedure adopted by power plant operators is to keep always
some conventional power capacity available in order to avoid system collapse in
case of a sudden loss of renewable power or increase of load.

Nevertheless, this situation frequently conducts diesel generators to run under
loaded and deteriorates the fuel savings.

5.1 Operation Strategies

An operation strategy should help the supervisory controller to make decision
about generation, controllable loads, and storages.

The following parameters should be considered in the operation of HPS

• The characteristics of the demand, seasonal variations, peaks and valleys, etc.
• The characteristics of the renewable resources, such as mean values, standard

deviations, frequency of occurrence, extreme values, diurnal and seasonal
variations, etc.

• The characteristics of the conventional generators, such as specific fuel con-
sumption, limits of operation, etc.

• The configuration of the system, i.e., number and type of components (renew-
able energy generators, conventional generators, controllable loads, type of
storage, etc.).

• Power quality requirements—the required quality of the supply, in terms of
variations of frequency and voltage and the probability of loss of load. There-
fore, some operation strategies may be more effective in particular applications
depending on the system goals and characteristics.

The operation strategies include spinning reserve, load management, minimum
run-time of conventional generator, storage management, etc.

5.2 The Control System Architecture

Figure 11 illustrates the architecture of supervisory controller. It is worthwhile to
note that the arrows in the Fig. 11 do not show the actual information flow but they
depict the control flow of supervisory control process.

The data from sensors and messages from controller are sent to the input
interface. The operator can be interfaced with control system to supply informa-
tion, to change parameters, and to choose operation strategies.

The input data is stored in the data base module which is common database.
The received data is filtered and analyzed in this module and the information in the
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database can be accessed by the other parts of controller for further analysis. To
run simulation and security assessment of system the information of historic data
base are used by other parts of the system.

Fig. 11 Control flow of the supervisory controller architecture [20]
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As far as dynamic control of power system is not a task of supervisory con-
troller, the calculations, and information of abnormal situation are not included in
database information.

Identification of current status of system based on values of state variables is
interpreted by system identification module. The input of this module is the
information of data base module. This information consists of grid parameters and
operating status. This module identifies current operating system and predicts short
period events of the system.

To optimize system operation via possible actions selection and to compensate
changes in system parameters and to keep the operation conditions of conventional
generators, scenario selection module is used. It should be noted that the list of
possible actions are generated depending on the main goal, system configuration,
and constraints. This module makes decisions about components’ switching on/off
and control parameters’ changes.

The possible actions are sent to the operation planning and scheduling module
and a plan for selected action is established. The planed action is executed in the
dispatch management module. This module connects with interface of all com-
ponents via output interface module. This module translates the commands and
messages and sends signals and commands to actuators and controllers.

The critical situations planning module contains predefined rules and actions to
compensate large disturbances in the system. It bypasses the basic decision model
when safety critical system states are identified. This allows the supervisory
controller to act very fast in case of emergency (or serious alarm) in order to
protect the system.

The expert systems module comprises three distinct tasks: forecast, optimiza-
tion, and security assessment. These expert systems are used to improve efficiency
of the control algorithm. Several methods for forecast, optimization, and security
assessment can be implemented and the structure of the program allows the user to
select the algorithms (methods) to be included in the control system.

6 Hybrid Power System Modeling, Control,
and Management

Hybrid power system (HPS) is any autonomous electricity generating system
combining renewable energy sources and conventional generators. Wind-diesel,
Fuel cell- Wind, Photovoltaic-Wind-Fuel cell systems, etc. are a subclass of HPS.
The purpose of these systems is to supply reliable energy whose power quality is
acceptable while the penetration of renewable resources is as much as possible.
Furthermore, the lower generation costs due to low cost of fuel and the advantages
of fuel saving should balance the high investment costs for renewable energy
generators, controllers, dump loads, storage units, converters, etc.
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The control system of Hybrid Power System consists of a supervisory controller
for the overall power management, and secondary low-level controllers, which
manage various parameters for the individual components.

The power flow in the hybrid system is shown in Fig. 12. The converted energy
from the renewable sources can be either used directly to meet the load demand, or
transferred to the hydrogen production process.

The logic of the decision process is based on Eq. (15) [21]:

Pnet ¼ ðPwind þ PpvÞ � ðPload þ PaeÞ ð15Þ

where Pload is the load demand and Pae is the power consumed by auxiliary
equipment including compressors, controllers, and safety equipment.

At each sampling interval, if the excess wind and Photovoltaic (PV) generated
power is greater than the rated power of the electrolyzer (Pnet\Pele), the elec-
trolyzer stack is activated to generate hydrogen, which is then delivered to the
hydrogen storage tanks through the compressor unit. On the other hand, when
there is a deficit in power generation (Pnet\0), the Fuel Cell (FC) is activated to
consume the stored hydrogen and convert it to electricity. The fuel cell activation
will occur if there is sufficient hydrogen in the storage tank. Otherwise, the hybrid
system enters the ‘‘hydrogen storage’’ mode. This can occur as a consequence of
either extreme operational conditions, such as low availability of renewable energy
and very high load demand, or inappropriate unit sizing. An additional problem is
operating the electrolyzer and fuel cell at their full capacities, i.e., without any
local control. The amount of power required to run the electrolyzer depends on its
capacity, and if it is operated at the rated capacity, at some point even if Pnet [ 0,

Fig. 12 Block diagram of management and control of a hybrid power system consisting of wind
turbine, photovoltaic cell, fuel cell, storage system, and electrolyzer
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the amount of power consumed by the electrolysis process would overcome the
power generated by the RE sources. The solution to this problem is implemen-
tation of local controllers on the electrolyzer and fuel cell. Their primary objective
is to ensure using the suitable extent of the electrolyzer and fuel cell’s capacity in
order to use the excess energy and stored hydrogen in the most efficient way. The
local, or low level, controllers ensure maximum energy extraction of the RE side
of the hybrid system, as well as proper hydrogen generation and utilization.

Despite all improvements, PV modules still have relatively low conversion
efficiency. V–I and V–P characteristic curves for a PV array specify a unique
operating point at which the maximum possible power is delivered. The Maximum
Power Point Tracking (MPPT) algorithm is used for extracting the maximum
available power from the PV module under certain voltage and current conditions.
There are several MPPT techniques reported in the literature. The perturbation and
observation method (P&O) is one of the common and effective ways of power
tracking for PV arrays. The MPP tracker operates by periodically incrementing or
decrementing the solar array current. If a given perturbation leads to an increase
(decrease) of the output power of the PV, then the subsequent perturbation is
generated in the same (opposite) direction.

The wind turbine power output varies with the wind speed. The control
objective is dependent on the wind velocity range. Above the cut-in wind speed,
the control system extracts maximum power according to the turbine specific
maxima power trend. The control action is based on the difference between the
actual turbine speed (xr) and the corresponding maxima power. This offset is sent
to two PID controllers to adjust the current and voltage of the rotor converter in
order to obtain the maximum power. Between the rated and cutout speed, the pitch
angle controller takes action. In this velocity range, the turbine speed (xr) is
compared to the desired turbine speed and the offset is sent to the pitch controller
to manipulate the pitch angle and keep the output power constant. The pitch angle
operational range and its rate of change are the constraints applied on this con-
troller. In the case of wind speed higher than the cutout speed, the system is taken
out of the operation for the protection of its components.

As previously mentioned, the electrolyzer and fuel cell are commonly operated
at their maximum capacity and this can drastically decrease the overall efficiency
of the system. In this study, separate model predictive controllers are designed and
applied to control the electrolyzer and fuel cell performance.

For control design purposes, the nonlinear models of the electrolyzer and fuel
cell were linearized around selected operating points to obtain a state space model
in the following form:

_x ¼ Axþ Buþ B0w

y ¼ Cx

(
ð16Þ

where x, u, w and y are the model states, manipulated variables, disturbances, and
model outputs, respectively.
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These variables for the electrolyzer are [21]

xele ¼ dNO2;a; dNH2O;a; dNH2;c; dNH2O;c

� �T
yele ¼ dPele; dVele; dNH2 ; dpH2½ �T

uele ¼ dIele½ �
wele ¼ dpele½ �

8>>>><
>>>>:

ð17Þ

where the operator d indicates the deviation from the operating point, Iele is the
electrolyzer’s current, Pele is the electrolyzer’s consumed power, Vele is the
electrolyzer voltage, pele is the electrolyzer’s operation pressure. Pele is considered
as the controlled variable and other outputs are measured outputs. The other
parameters have been introduced in the electrolyzer modeling section.

The fuel cell state space model variables are:

xfc ¼ dpfc; dNO2; c; dNH2O; a; dNH2; a; dNN2; c

� �T
yfc ¼ dPfc; dVfc

� �T
ufc ¼ dIfc

� �

8>><
>>:

ð18Þ

where Pfc is the fuel cell generated power, chosen as the controlled variable, and
Vfc is fuel cell voltage, considered as the measured output.

For both systems, the control objective is to keep the power (Pele and Pfc) at
desired set points which are imposed by the Pnet value from the power manage-
ment controller. Constraints on upper and lower limits as well as the rate of change
for power were implemented to avoid large and nonrealistic variations.

The model predictive controller is designed to minimize the following finite
control and horizon performance index [21]:

min
Xny

i¼1

a yi � yi;ref

� ��� ��2þXnu

i¼1

b dui½ �j j2

s:t:

ylb� y� yub

dylb� dy� dy

ulb� u� uub

8>><
>>:

ð19Þ

where a and b are input and output weight factors and ny and nu are the prediction
and control horizons. The objective function was subjected to the set of con-
straints, the fuel cell and electrolyzer’s operational limitations (yub, ylb, uub, ulb)
and the rate of change in the electrolyzer and fuel cell power. Aside from power
control, two PI controllers were implemented to minimize the pressure difference
between the cathode and anode by manipulating the hydrogen flow, and keep the
desired air humidity by injecting appropriate amount of water vapor into the air
stream entering the cathode side of the fuel cell.
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7 Conclusion

Hybrid power system is electricity generation system combining both renewable
and conventional electricity generation beside energy storages. This power system
may use any renewable energy resources such as wind, solar, water, geothermal,
and biomass. These kinds of energies may either convert to hydrogen to store in
energy storage system or generate electricity in fuel cells. To manage the wide
range of energy resources and energy generation system, a control and manage-
ment system is inevitable; hence, a supervisory control system is used to manage
and control energy generation system.

In this Chapter, an overview of hybrid power system was presented. First,
conventional fossil based power plants such as steam, gas, combined cycle, and
nuclear and relevant generators such as AC and DC generators were introduced.
Then, renewable-based power plants such as wind, solar, geothermal, tidal, hydro,
and biomass power plant were introduced. Moreover, different kind of fuel cell as
non-fossil based energy generation system and their generation mechanism was
presented. Storage devices are other components of hybrid power system whose
types were described in this chapter briefly. Any possible combination of these
resources may be used in a hybrid power system. Finally, supervisory control and
management system and its relevant operation strategies were described.
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Revisiting and Generalizing Barkhausen’s
Equality

Horia-Nicolai Teodorescu

Abstract A study of the conditions for sustaining signals in a loop shows that
loop equations are essentially fixed-point equations over a space of functions, with
the loop performing a mapping on that space of functions. When the space of
functions is specified, one can derive particular conditions for the loop has a
solution. Barkhausen conditions fall in this category. Loops composed of two
subsystems are in the first place analyzed. The purpose of the chapter is to put into
a general perspective the problems of loops, showings the general conditions that
must be satisfied. The analysis aims to clarify several perspectives on and the
framework of loops operation.

1 Introduction

This chapter is motivated in the first place by the intuitive nature and generality of
the concept of loop, and by the numerous applications of this concept. In the
second place, the motivation relates to the richness of results that may be derived
from the basic condition of signals sustained by a loop, which is essentially an
identity.

Probably the most favored method of approaching today loop-like problems is
to write, for the subsystems in the loop, their differential equations, taking into
account that the output of a system is the input to the next one. Then, the corre-
sponding system of differential equations is solved, deriving the loop solutions.
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We are interested in this chapter in another point of view. Namely, for a given
loop composed of several subsystems, supposing that the loop has a non-trivial
solution, we ask what conditions the subsystems do necessarily obey. While this
problem is more general than that partly addressed by Barkhausen, it seems to be
in line with Barkhausen’s one.

Interestingly, it seems that sometimes the problem of existence of solution of a
loop is confused with that of the stability of the solution; the confusion translates
into the name often given to Barkhausen criterion indicating a stability criterion,
not an existence one.

The concept of loop emerges in the physical and structural representation of
sets of coupled equations whose variables are produced by individualized inter-
dependent systems (Fig. 1a). Loops are system configurations used in numerous
engineering fields. Control loops also appear in all natural sciences as a result of
the coupling of equations in subsystems and are recently used to explain cellular
and molecular ‘‘clocks’’. In economy and social sciences, loops are used to rep-
resent regulatory systems.

In many engineering applications, the equations representing systems take a
simple multiplicative form, y ¼ G1 � x, z ¼ G2 � y, … For this type of systems,
Barkhausen established a condition on the systems in a loop for the loop ‘‘accepts’’
a specified signal on it. The condition is a necessary one, not caring about the
solution of the loop, i.e., on the signals in the loop. Barkhausen’s conditions had
reverberations in circuit theory in electronics and in control for several decades.
They preserve some interest in relation with large systems, biologic models, and
similar topics where loops occur. A longstanding academic tradition includes
Barkhausen’s condition in the introductory lectures on oscillators, but the interest
in these conditions waned in scientific research during the recent decades.

Recently, Barkhausen’s condition has attracted revived interest, along with
some criticism [1–6]. He and coauthors wrote [1] ‘‘For too long a time, the
Barkhausen criterion has been widely used as a condition of oscillation for the
harmonic feedback oscillator. It is intuitive and simple to use. However it is
wrong, and cannot give the real characteristics of an oscillator such as the startup
condition and the oscillation frequency.’’ In another direction, Singh [3, 4] shows
that the supra-unitary Barkhausen condition, Gb [ 1 is not, contrary to the popular
belief reflected in some textbooks, the condition for the starting up of oscillations;
instead, Singh proves on a system example that the condition Gb\1 must hold. In
a later paper, he proved for harmonic oscillators that the setting up of oscillations

y x

β

G
x x x 

y 
z 

u

physical 
systems

(a) (b)Fig. 1 a Loop with a serried
set of physical systems; each
system output is the input to
the subsequent one. b A two-
system standard loop
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in a loop can occur in some specific cases if Gb\1, while in some other cases it
occurs when Gb [ 1. Singh discuss the issue in the framework of Nyquist stability
condition.

While Barkhausen’s condition(s) of oscillation is a strong instrument, these
conditions are offering only a partial answer to the problem of sustained signals in
a loop. They do not give enough information on the signals in nonlinear loops, on
the stability of the solutions, and on the starting up of such signals. For a dis-
cussion on the original Barkhausen identity, see the Appendix.

Simple feedback loops essentially represent an identity equation in the form
x � x, where � denotes the identity relation. The identity refers to any point in the
loop, where literally the left part of the identity refers to the loop physical path
from that point leftward, while the right part ‘‘sees’’ the loop rightward (Fig. 1a).

Sometimes, Barkhausen equality (frequently written as Gb ¼ 1or Ab ¼ 1) is
confused with a criterion of stability of oscillations, or with a criterion for starting
oscillations (see [6]), which Barkhausen criterion is not. Even worse, in some
technical documentation, Barkhausen equality is replaced by an inequality. For
example, in an older application note [7], it is written ‘‘For oscillation to occur, the
Barkhausen criteria must be met: (1) The loop gain must be greater than one. ….’’
Also, the above condition is not valid except for a subset of loops, including linear
loops. Two more general criteria for loop solution existence are discussed, namely
the loop identity condition (LIC) and the loop differential condition (LDC).

The chapter structure is as follows. In the next section, we present the general
settings and introduce several notations and term definitions. In Sect. 2, the gen-
eral setting is presented. Section 3 is devoted to loops depending on the derivatives
of time-dependent functions. Conclusions and a short annex on the work of
Barkhausen end the chapter.

2 General Setting and Non-Differential Loops

In this section, we set the loop problem framework. Two concepts are necessary
for the discussion. The first is the concept of loop. The second is the notion of loop
solution. In the first part of this section we will be less formal and precise, to
connect to the general intuitive understanding of the topic in applications.

The loops are formally described by a system of (coupled) equations in the form
{y ¼ f1ðxÞ; z ¼ f2ðyÞ; …; x ¼ fnðuÞ}, or, more generally, y ¼ f1 x; _x;€x; � � �ð Þ; � � �f g,
when the systems operate in continuous time and depend on the derivatives of the
input. It is essential to recall that in this chapter x; y; z; . . . denote functions, not
necessarily real valued, from a given space of functions, while f1, …, the sub-
systems are seen as mappings from a space of functions to itself. This point of view
is justified by the fact that we are interested in signals supported by the loops, not
by constant values (equilibrium points) of the loops.
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Throughout this chapter, one assumes that all the functions of the subsystems
and the signals are derivable in the domain of interest, when time is continuous.
The states of the system are not considered.

2.1 Terminology

A solution of the loop is defined as follows. First, reduce the loop to a single
function, the function overall performed by all the systems in the loop, by com-
bining all systems in one, floop. Assume that floop has a single variable, x. Then, a v
variable dependent solution of the loop is a v-dependent function that is a fixed
point of floop,

x vð Þ ¼ floop x vð Þð Þ: ð1Þ

A time-dependent solution of the loop is a time-dependent function, named also
signal (in the time domain), xðtÞ, which is a fixed point of floop. Assuming that the
loop function does not depend on the derivatives of xðtÞ, then, a solution of the
loop satisfies

x tð Þ ¼ floop x tð Þð Þ: ð10Þ

Equation (1) should be valid whatever is the variable of x, that is, whatever is
the representation of x. For example, if x is a Fourier representation of a time-
domain signal, then the loop is represented by a mapping Floop such that
x xð Þ ¼ Floop x xð Þð Þ, where x xð Þ is the complex spectrum. Consider that the loop is
composed of two systems performing multiplicatively, y xð Þ ¼ xðxÞG xð Þ,
x yð Þ ¼ y xð ÞHðxÞ, with FloopðxÞ ¼ xðxÞG xð ÞH xð Þ, that is, Floop is linear in the
input x, while H;G are independent of x. Then, from x xð Þ ¼ Floop x xð Þð Þ it results
that, for all xwhere x xð Þ 6¼ 0, G xð ÞH xð Þ ¼ 1. One may view the subsystems in

the loop having the functions dy xð Þ
dx ¼ G; dx yð Þ

dy ¼ H, with HG ¼ 1 (y
0
xx
0
y ¼ 1.)

One can say about (1) that a loop is a mapping from the set of v-dependent
functions to itself, and a solution of the loop is a fixed point of the mapping. A
solution will be named trivial when x vð Þ ¼ constant. Following Barkhausen and
the literature, we are interested in the loops that can be written, for practical
reasons, as floop ¼ f ffi g, and in the conditions that relate the two mappings, f and
g, under specified general conditions, for the loop to have non-trivial solutions. For
practical reasons, having physical loops in mind, a loop that allows the trivial
solution x tð Þ � 0 is named passive loop, or equilibrium-able loop. For example, a
loop consisting of amplifiers and filters is an equilibrium-able loop when the
amplifiers have no offset.

While the loop condition x ¼ LðxÞ is nothing but a fixed point definition for the
‘‘signal’’ in the loop, it resides on the physical trivial identity x tð Þ ¼ xðtÞ. We know
the general conditions for a fixed-point problem to have solutions, according to
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theorems in the class of theorems developed along Brouwer, Kakutani, and
Schauder theorems. However, in this chapter we are interested in less general
problems, related to loops composed of one or two subsystems. The focus is on the
conditions satisfied by the subsystems, as implied by the hypothesis of non-trivial
solutions of the loop general equations.

Throughout this chapter, we will say that a function x vð Þ is accepted (supported)
by the loop when it is a solution of the loop equation, that is, the fixed point
condition (1). We will consider loops with at most two serried systems. In general,
we will assume that the systems are intrinsically time-invariant.

In the case of loops consisting of two systems, assume x ¼ gðf ðxÞÞ ¼ gðyÞ and
y ¼ f ðgðyÞÞ ¼ f ðxÞ. This formally identical (interchangeable) role of f and
gexplains many of the symmetric results derived in this chapter.

The number of elements (subsystems) in the loop is irrelevant, because the
string of elements in the loop can be seen as a single element. Also, the loop
identity must hold on any loop in a graph, in a multi-loop configuration system
where appropriate (Kirchhoff-like) conditions are added. The simplest case of
loops we deal with is that of linear systems in the loop, y ¼ kx.

The systems in the loop may produce an output depending on one or several
variables, including the input, the derivatives of the input, and one or several
parameters, y ¼ yðx; _x;€x; k1; � � � ; kpÞ. We need to consider these cases one by one.

Notice that loop Eq. (1) does not refer to steady state or transitory regimes
specifically—it is just a translation for a loop of an identity condition. As such, it
can be applied to steady state oscillations in nonlinear systems.

2.2 Basic Conditions

Consider a loop with the overall function denoted by L and dependent only on the
input, not on the input derivatives with respect to time, L ¼ L x vð Þð Þ, where v
represents some variable in the representation space of x. For example, v can stand
for x in the Fourier representation, or it may be some other suitable variable in
another representation. Assume that both L and x have derivatives. By differen-
tiation of the fixed point condition, we obtain that, at any fixed point x� of the loop,

oL

ox
ðx�Þ � dx�

dv
¼ dx�

dv
: ð2Þ

When dx�

dv 6¼ 0, the above implies that

oL

ox
x�ð Þ ¼ 1 ð3Þ

for any function x�ðvÞ that is a loop solution; in technical terms, this means that the
‘‘amplification’’ (slope) of the loop must be equal to 1 at x�, for x� is a solution. A
stability condition must be added, for the solution to be stable.
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The condition (1), x ¼ LðxÞ will be named loop identity condition (LIC), while
the equality (3) 1 ¼ oLðxÞ=oxjx� will be named the loop differential condition
(LDC).

Subsequently, we provide the formal general setting of the loop problem.
Consider a space of functions over the set U, with values in R or C. Denote

these functions as x vð Þ; y vð Þ; . . .; v 2 U. The set of these functions is denoted by N.
We assume that U, N are endowed with metrics and that derivation is defined for
mappings from N to itself. Consider three operators, L;G;H : N! N, all of them
derivable at the fixed points of L. Assume that L has at least one fixed point, x�ðvÞ.
Also assume that on N, dx

dv ¼ 0 only when x vð Þ 6¼ c 2 RðCÞ8v. Then,
Definition. An operator L that satisfies the condition L ¼ HG is named loop. A

fixed point of the loop is named loop solution.
A loop solution is non-trivial when x vð Þ 6¼ c 2 RðCÞ8v. In the next Property,

one assumes that derivatives are defined in some way (e.g., Fréchet differentiable,
or in the sense of Alexandroff, or as in Sobolev spaces); for various definitions of
derivatives, see [8–11]. One also assumes that the typical properties of the
derivatives, as the derivative of a composed function and the chain rule hold. In the
next property, x is a function, for example a time-domain function, or the Fourier
spectrum of a time domain function; x� is a solution of the loop.

Property 1 If a loop with two systems has a non-trivial solution x�, then

(1) HoG x�ð Þ ¼ Id x�ð Þ, where Id is the identity application on N.
(2) When x is real valued, dL

dx x�ð Þ ¼ 1, where 1 denotes the unity in R.

(3) dG
dy ðyÞ dH

dx x�ð Þ ¼ 1.

(4) If the loop is twice derivable, then d2L
dx2 x�ð Þ ¼ 0.

(5) If G is invertible, then, H x�ð Þ ¼ G�1ðx�Þ.
(6) If x is a derivable function in two variables, x v;wð Þ, then the loops solution

satisfies the conditions dH
dy

dG
dx

ox
ov ¼ ox

ov and dH
dy

dG
dx

ox
ow ¼ ox

ow at the point (function)

x ¼ x�.

(7) If the variable can be written as a linear decomposition x vð Þ ¼
P

k
akxkðvÞ, x

real valued, with all functions xk derivable with respect to all xj, ak 2 R, then

the solution of the loop satisfies the set of conditions dH
dy

dG
dx

ox
oxj
¼ aj þ

P
k 6¼j

ak
oxk
oxj

.

The above property directly results from the definitions. Conditions (1) and (2)
resembles the typical form of Barkhausen condition written in the frequency
domain, H xð ÞG xð Þ ¼ 1; in fact, (1) is the general form of that condition.

We next give a negative result. Consider that ‘‘signal’’ means a real-valued,
time-dependent function, and x tð Þ is a solution of a loop, then for all values of
x tð Þ 2 R, the loop identity x tð Þ ¼ L x tð Þð Þ holds. Suppose that L x tð Þð Þ is a function
only in x, not in its derivatives. But this implies that, in the range of x tð Þ, L
coincides with the identity operator I cð Þ ¼ c, c 2 R, which satisfies (3). Then,
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Property 2 A loop that depends exclusively on the value of the real-valued
function xðtÞ, not on its derivatives, either can support only trivial solutions,
x tð Þ ¼ constant (dx

dt ¼ 0), or is an identity loop.

Example 1 Consider a loop with the function L xð Þ ¼ x2. It supports only two
constant signals, x ¼ 0 and x ¼ 1.

Example 2 Assume that a transform, for example Fourier transform, is applicable
to (1), and that (1) becomes

XðvÞ ¼ FðvÞXðvÞ;

where XðvÞ is the transform of x and FðvÞ is the transform of L. When in (2) the
loop corresponds to two serried systems with functions G and H, from the above
we obtain FðvÞ ¼ GðvÞHðvÞ ¼ 1, one of the first Barkhausen condition for linear
systems. This example refers to linear loops, which allow us to apply the Fourier
transform.

The LIC criterion also implies that: If a steady-state signal appears in the loop,
and the loop has a delay, s, independent on the value of the signal and on its
derivatives, then the solution satisfies the condition x tð Þ ¼ x t þ sð Þ, meaning that
the loop can support only periodical signals, moreover, the delay must be a
multiple of the signal period. When the delay is dependent on the signal and its
derivatives, we obtain the condition

x tð Þ ¼ x t þ sðx; _x;€x; . . .Þð Þ ð4Þ

which is a supplementary condition (differential equation) to be satisfied by the
fixed points of the loop.

Assuming that the loop is composed of two systems, characterized by two
function y vð Þ ¼ f ðx vð ÞÞ, x vð Þ ¼ gðy vð ÞÞ, then x ¼ ðg ffi f ÞðxÞ ¼ gðf ðxÞÞ. Further
assuming that all functions are differentiable, we obtain,

dx

dv
¼ dg

dy

df

dx

dx

dv
:

Whenever dx=dv 6¼ 0, it follows that

dg

dy

df

dx
¼ 1: ð5Þ

This condition represents, for loops with two serried systems with differentiable
functions f ; g, both depending only in the input variable, not on its derivatives, the
condition that the functions are one the inverse of the other. This could be named a
loop differential identity condition (LDIC).

When the two functions are linear in the respective variables, the first Bark-
hausen condition is obtained, Ab ¼ 1, where A ¼ of=ox, b ¼ og=ox. We assumed
above that x is real and f ; g are real-valued functions of real variables. Whenever
the function g is invertible on the range of f ðxÞ, the loop has a solution if the
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system satisfies the condition f ¼ g�1, which is an obvious generalization of the
Barkhausen equality A ¼ 1=b.

The differential equation og
oy �

of
ox ¼ 1 does not need to be satisfied when the

solution of the loop is trivial, that is when x is a constant value with respect to the
variable v; in that case, because in that case dx=dv ¼ 0 maintains the differential
equality above always true, independent of g and f.

Recall that a solution of the loop fixed point equation may be stable or unstable
according to the absolute value of the derivative of gðf ð:ÞÞ in a vicinity of the
solution, with a smaller than 1 absolute value of the derivative ensuring the sta-
bility. In the next section, we deal with general conditions for time variable
solutions of the loop.

Assume that we look for solutions of a loop that are functions of time (such
functions are named here ‘‘signals’’). The next remark provides a sufficient con-
dition for solutions of this type of loop.

Remark 1 Denote by f ; g the two functions and assume g is invertible for some
range of y. Then, if the function g is invertible, the loop identity x ¼ ðg ffi f ÞðxÞ is
satisfied by f ðxÞ ¼ g�1ðyÞ for all y in the given range.

A loop with two systems, both with functions depending only on the values of
the signals (not of their derivatives) has a solution if (i) one of the two systems
composing the loop has an invertible function on a domain of values of the
function of the other system and (ii) the inverse function is equal to the function of
the first system.

The above remark provides the principle for a method to build loops having a
given solution, x�ðtÞ. Choose a function g which is invertible on the range of x�ðtÞ.
Then complete the loop with a function f ¼ g�1 on gðx�ðtÞÞjt 2 Rf g.

3 Systems Depending on the Derivatives of the Signal

Consider the loop L ¼ L x vð Þð Þ and the loop condition xðvÞ ¼ L x tð Þ; x 1ð Þ tð Þ; � � � ;
�

x nð Þ tð ÞÞ for a time-dependent function x tð Þ. An equivalent, n-th order differential
equation is readily obtained as

L x tð Þ; x 1ð Þ tð Þ; � � � ; x nð Þ tð Þ
� �

� x tð Þ ¼ 0:

Assuming that all involved functions are derivable, taking once again the
derivative as in (2), one obtains the equation representing the loop as

dx

dt
¼ d

dt
Lðx tð ÞÞð Þ ¼ dL

dxðnÞ
dx nð Þ

dt
þ � � � þ dL

dx

dx

dt
:
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Conversely, any differential equation E x nð Þ; � � � ; x
� �

¼ 0, involving the deriva-
tives of a function x tð Þ can be seen as a loop; for that, take L x tð Þð Þ ¼ E þ x tð Þ. The
interesting situation is when the loop is not trivial, in the sense that it includes two
subsystems, L ¼ HðG xð ÞÞ. Then, the equation writes E ¼ H G x; x 1ð Þ tð Þ; � � �

� �� �
�

x ¼ 0.

Example 1 Consider the second order differential equation €xþ c _xþ kx ¼ 0. We
wish to model it using a loop conveniently designed. Let y ¼ f ð _x; xÞ ¼ a _xþ bx,
gðyÞ ¼ a _yþ by. The loop equation becomes then gðyÞ ¼ aða _xþ bxÞ0þ
bða _xþ bxÞ ¼ x, or aa€xþ ðabþ baÞ _xþ bbx ¼ x, with aa ¼ 1, abþ ba ¼ c, and
bb� 1 ¼ k.

Consider a loop described by the function depending on the input derivatives,
x ¼ Lðx; _x;€xÞ, assuming that xðtÞ is derivable. We assume here that the loop sys-
tems have as variables the input signals and their first derivative, with Gðx; _xÞ and
Hðy; _yÞ functions in the input variable and its derivative, where y ¼ Gðx; _xÞ. It is
easy to see that the loop depends on the second derivative of x, as in the Example
1.

The use of two systems is equivalent to using the d’Alembert decomposition of
second order differential equations into first-order equations (see [8], p. 5). The
loop identity (Barkhausen equality) has the form x ¼ bðGðx; _xÞ; _Gðx; _xÞÞ.

Differentiating the equality

dx

dt
¼ ob

ou
� oG

ox

dx

dt
þ oG

o _x

d _x

dt

� �
þ ob

ov
� o _G

ox

dx

dt
þ o _G

o _x

d _x

dt

� �
ð6Þ

we obtain, assuming that all functions are derivable in x, and x has its nþ 1
derivative,

dx

dt
¼ ob

ou

oG

ox
þ ob

ov

o _G

ox

� �
dx

dt
þ ob

ou

oG

o _x
þ ob

ov
� o

_G

o _x

� �
d _x

dt
: ð7Þ

This is a ð2þ rÞ order differential equation x
00 oH

oy
oG
ox þ

�
oH
oy0

oG0

ox0 Þ þ x
0 oH

oy
oG
ox þ oH

oy0
oG0

ox � 1
� �

¼ 0, where r is the highest order of the derivative

of x in the parentheses.
Suppose that we require a solution x tð Þ ¼ cos xtð Þ. Then, x

0
and x

00
are inde-

pendent and the above equality can hold only if

oH

oy

oG

ox
þ oH

oy0
oG0

ox
¼ 1; ð8Þ

oH

oy

oG

ox
þ oH

oy0
oG0

ox0
¼ 0: ð9Þ
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The above are generalizations of the Barkhausen conditions—compare the first
with oH

oy
oG
ox ¼ 1. We conclude:

Property 3 When _x and €x are independent in a second or larger order differential
loop, (8) and (9) hold.

The conditions (8) and (9) extend Barkhausen equality for differential loops of
order at least 2.

Example 2 Consider the second order differential equation €xþ c _xþ kx ¼ 0. It can
be modeled using a loop conveniently designed. Let y ¼ Gðx; _xÞ ¼ a _xþ by,
x ¼ H y; _yð Þ ¼ a _yþ by. The loop equation becomes then gðyÞ ¼ aða _xþ bxÞ0þ
bða _xþ bxÞ ¼ x, or aa€xþ ðabþ baÞ _xþ bbx ¼ x.

Replacing a ¼ oG=o _x, b ¼ oG=ox, a ¼ oH=o _y, b ¼ oH=oy, and assuming that
_x and €x are independent, the condition (9) is satisfied when abþ ba ¼ 0. The last
condition is known to mean that the loop is without attenuation—allowing the loop
to sustain the oscillation.

4 Conclusions

The broad applicability of loops in technical systems ranging from oscillators to
control applications requires a solid understanding of loops in the broader context
of mappings on sets of functions and of fixed point theorems for such mappings.
According to the application domain, one is interested to have trivial solutions of
the loop, that is, non-oscillations, as in control, or non-trivial solutions, electronic
as in oscillators. Barkhausen, and this chapter, adopted the latter point of view,
emphasizing the ‘‘oscillation conditions.’’

The requirement for the loop to consist of at least two subsystems (two map-
pings and the related mapping composition) brings specificities to the properties of
the solutions. Whenever the mappings are derivable (in a weak, general sense),
assuming the derivatives preserve some properties like chain property (which is
true for the weak derivative in some spaces), the contour of stronger properties of
the solutions appear, as shown in the properties in this chapter. Some of these
properties can be seen as general conditions for a non-trivial fixed point exists,
extending the type of conditions currently called with Barkhausen’s name. A few
examples completed the general perspective proposed in this chapter.

While there is no true novelty in the results presented in this chapter, because
all are only facets and generalizations of well-known facts like the condition of
fixed point, the differential conditions for accepted signals on loops clarify some
cases of loops of practical importance. We analyzed differential loops and deter-
mined conditions of fixed point of such loops. The cases of differential loops
described by equations as x ¼ Lðx; _x;€xÞ show the entire power of the loop concept
and of fixed point conditions. We believe that the terms ‘‘inverse function’’ and
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‘‘fixed point’’ should not lack from any textbook dealing with loops and
oscillations.

N.B. Several serious errors appearing in the brief paper (H.N. Teodorescu,
Revisiting Barkhausen Conditions, ECAI 2011 Conf., Pitesti, (Rev. Univ. Pitesti,
Series Electronics, Computers, and Artificial Intelligence, vol. 4, nr. 1, 2011,
pp. 7–10) have been corrected in this chapter.

Acknowledgments I thank colleagues and referees who made constructive critics on pre-
liminary forms of this chapter.

Appendix

Historical note. Barkhausen has proposed what is better named but less known as
Barkhausen equation, written by him as SDRi = 1, which translates to Gb ¼ 1 or
HG ¼ 1 in the notations used in this chapter. Barkhausen was also interested in the
starting of oscillations (we name the topic today ‘‘stability of oscillations’’), as
proved by the manuscript pictured in [Eugen-Georg Woschni, The Life-Work
of Heinrich Barkhausen http://www2.mst.ei.tum.de/ahmt/publ/symp/2004/
2004_075.pdf]. The oscillation problem has been the subject of Brakhausen’s
doctoral thesis, Das Problem Der Schwingungserzeugung: MitBesondererBer-
ucksichtigungSchnellerElektrischerSchwingungen, published in 1907. According
to the above quoted article on his life, Barkhausen equation first appeared in a
book he published in 1917. More on Barkhausen’s life at http://de.wikipedia.org/
wiki/Heinrich_Barkhausen. Publications by Barkhausen are listed in the Katalog
der DeutschenNationalbibliothek, at https://portal.d-nb.de/opac.htm?query=Woe%
3D118657240&method=simpleSearch.
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Abstract This chapter deals with a new problem of physical correctness detection
in the area of strictly causal system representations. The starting point is energy
and the assumption that a system can be represented by a proper interconnection.
The interconnection or, better, the interaction between physical systems can be
described in terms of power exchange through power ports. The proposed
approach to the problem solution is based on generalization of Tellegen’s theorem
well known from electrical engineering. Consequently, mathematically as well as
physically correct results are obtained. The contribution is mainly concerned with
presentation of a new structural approach to analysis and synthesis of linear and
nonlinear causal systems. It has been proven that complete analysis of system
behavior reduces to two independent tests: the monotonicity test of abstract state
space energy and that of complete state observability, eventually of its dual, i.e.,
complete state controllability property. For comparison, the example of port-
Hamiltonian approach is also presented.
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1 Introduction

It is well known that a large class of real-world systems admits modeling based on
Hamilton’s principle of classical mechanics either in the form of Euler–Lagrange
equations or in the form of Hamilton canonical equations [1]. In deriving both the
sets of equations a crucial role play is the representation of the energy storage in the
system. Although the Hamilton principle was originally formulated for mechanical
systems only, from a general point of view the specific physical nature of the system
is immaterial. Despite the almost generally accepted opinion that both the energy-
based paradigm and system conservativity are necessary for construction of phys-
ically correct system representations, there are also some known approaches in
which a power-based paradigm plays the key role. Most of them are based on the
general concept of state [2, 3]. One of the resulting nonlinear electrical network
models is known as the Brayton–Moser equations [4]. The well-known topological
Brayton–Moser approach [5], leading to a set of the Brayton–Moser equations, is
based on a special choice of physically motivated state variables frequently used in
electrical circuits theory. It represents one of the most powerful systematic tools for
construction of state space representations for nonlinear electrical networks.

It is familiar that there are two basic approaches to system modeling. The first
consists in using mathematical formulas and physical principles (a causality
principle, different forms of conservation laws, power balance relations, etc.) in
order to describe appropriate system behavior. It has been successfully used in
many fields of science and engineering so far. However, there are also situations
where physical laws are not known or cannot be expressed in a proper mathe-
matically exact form. In that case the second basic so-called cybernetical approach
to system modeling can be turned to. It is based on identification methods working
in terms of experimentally gained data [6, 7]. It is possible to divide the identi-
fication methods into two groups: parametric and non-parametric, respectively. If
any prior information about a system structure is not available then one of the non-
parametric procedures has to be chosen for system identification. On the other
hand, assume that a physical structure of an investigated system is known. In such
cases some of the available parametric methods can be used and consequently,
more adequate results from the physical correctness point of view should be
obtained [8–14]. Unfortunately, any reliable explicit knowledge about a physical
system structure is more likely an exception than a rule. Therefore, a system
structure is mostly chosen ad hoc on behalf of heuristic arguments. Subsequently,
it has to be verified whether obtained quantitative results are not in conflict with
obvious qualitative expectations concerning regular system behavior and/or results
of additional experiments performed on a real system. In Fig. 1, the different
energy-based systems description and their relations are shown [7, 15–21].

The chapter is organized as follows: Section 1 is devoted to the problem of
physical correctness of electrical circuit models. In Sect. 2, the state space energy
is introduced and a generalized form of the Tellegen’s theorem called the
Lyapunov–Tellegen’s principle is investigated. In Sect. 3, the power and energy in

54 M. Stork et al.



systems and topological structures are discussed. Section 4 summarizes some
knowledge concerning observability, controllability and state minimality of linear
system representations, as well as state energy additivity property. In Sect. 5, the
problem of stability analysis is used for illustration. In Sect. 6, the abstract form of
the state space energy conservation principle is developed and illustrated by
nonlinear systems. Section 7 demonstrates the application of state space energy
principle for switching system. In Sect. 8 the energy approach based on port
Hamiltonian is used for switching system analysis.

1.1 Physical Correctness in Electrical Circuits Theory

Certainly, any realizable system has to fulfill some causality and energy conser-
vation requirements. Recall that existence of a state space representation is nec-
essary and sufficient for a system to be causal. On the other hand causality does not
imply energy conservation. In electrical engineering, validity of Kirchhoff’s laws
is standardly used as necessary and sufficient condition for energy conservation.
Thus, for the correctness of a mathematical model of an electrical network we
have:

Definition 1 (Physical correctness of an abstract electrical circuit) Electrical
circuit is physically correct if it is not in contradiction with both the voltage and
the current Kirchhoff’s laws.

There arises a natural question of how the concept of physical correctness could
be generalized beyond the electrical circuit theory. Tellegen’s theorem seems to be

Fig. 1 The different energy-based approach simulations and their relations
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a proper starting point, because it has proven to be a very general and extraordi-
narily elegant abstract form of the energy conservation principle for a class of
physically correct system representations, in which voltages and currents have
been chosen as state variables [20– 21].

At first, let us briefly summarize the essential features of the classical version of
Tellegen’s theorem and assume that an arbitrarily connected electrical network of
b components is given. Let us disregard the specific nature of the individual
network components and represent the network structure by an oriented graph with
n vertices and b branches. Let the set of Kirchhoff‘s laws constraints be given as

AiðtÞ ¼ 0 BvðtÞ ¼ 0 ð1Þ

where A is a node incidence matrix, B is loop incidence matrix, and i and v are:

i ¼ ½i1; i2; . . .; in�T ; v ¼ ½v1; v2; . . .; vn�T ð2Þ

Let J be the set of all current vectors i and V be the set of all voltage vectors
v such that i and v satisfy (1). Then the classical Tellegen’s principle can be
expressed in the form as follows:

Theorem 1 (Classical Tellegen’s theorem) If i [ J and v [ V then for the inner
product of both the vectors it holds:

iðtÞ; vðtÞh i ¼ 0 ð3Þ

The most important observation is that the orthogonality condition (3) is
basically not a physical statement, but rather of geometrical nature.

In fact, from abstract system theory point of view, it expresses a neutrality of
interactions between a gradient field of an abstract system state space energy and
the vector field of an abstract state space velocity. Thus for a dual product of a row
gradient vector with a column state velocity vector we could write equivalently:

hgradxEðxÞ; f ðxÞi ¼ 0; gradxEðxÞ ¼ wðxÞ ð4Þ

where E(x) is the total electromagnetic energy accumulated in all the electrical
circuit components and f(x) is the vector field of state space velocity defined by the
corresponding state space representation:

dx

dt
¼ f ðxÞ; xðt0Þ 2 X ffi Rn; 1� n\1

y ¼ hðxÞ; yðtÞ 2 Rn; 1� p\n
ð5Þ

The idea of a generalized Lyapunov-Tellegen‘s principle (4) will be further
developed in Part 2.
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2 State Space Energy Approach and Generalized
Lypuunov–Tellegen’s Principle

As an alternative to the well-known physical energy motivated method of
Lyapunov functions, a new conceptually different approach to stability problems,
has recently been proposed in [23–26] and called the signal energy-metric
approach. The crucial idea is that, in fact, it is not the energy by itself, but only a
measure of distance from the system equilibrium to the actual state x(t), which is
needed for stability and instability analysis.

Thus a state space metric q[x(t), x*], where x* denotes the equilibrium state,
has been defined, and the basic idea of a new state energy-metric approach has
then formally been expressed by the following state space energy definition:

EðxÞ ¼ 1
2
q2 xðtÞ; x�½ � ð6Þ

Let us consider a linearly observed nonlinear abstract system representation
RfSg defined by the state equation in semilinear form

_xðtÞ ¼ f ½xðtÞ� þ B uðtÞ; xðt0Þ ¼ x0;

yðtÞ ¼ C xðtÞ
ð7Þ

with an uncontrolled state velocity vector field given by

f ðxÞ ¼ AðxÞx ð8Þ

1. Let X ffi Rn be a class C1-manifold, representing the state space of the rep-
resentation <fSg containing the unique zero input equilibrium state vector

x� ¼ x�1; x
�
2; . . .; x�n

� �T
; x� 2 X ð9Þ

defined by the condition

uðtÞ ¼ 0; t 2 ½t0;1Þ : f ðx�Þ ¼ 0, x� ¼ 0; _xðtÞjx¼x� ¼ 0 ð10Þ

and x(t) be an instantaneous value of the state vector x in a time instant t:

xðtÞ 2 X ffi Rn ð11Þ

2. Let w be a continuous sufficiently smooth vector mapping of the class Ck; k [ 1

w : X ! Rn ð12Þ
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representing the state space gradient vector

wðxÞ ¼ gradxEðxÞ ð13Þ

of a state space energy scalar field EðxÞ, defined independently of the integration
path by

EðxÞ ¼
Zx1

x�1¼0

w1ðn1; 0; . . .0Þdn1 þ
Zx2

x�2¼0

w1ðx1; n1; 0; . . .0Þdn2 þ � � �

þ
Zxn

x�n¼0

wnðx1; x2; . . .xn�1; nnÞdnn ð14Þ

For the sake of mathematical correctness we have to require the field w to be
nonsingular, fulfilling the condition:

8x 2 X; x 6¼ x� : det JxðwÞ ¼ det
ow
ox

� �
6¼ 0 ð15Þ

and irrotational, i.e., fulfilling the condition:

8x ffi X : curl wðxÞð Þ ¼ 0 ð16Þ

or equivalently, satisfying the Jacobian symmetry condition

JxðwÞ½ �T�JxðwÞ ¼ 0 ð17Þ

3. Let f o be a continuous sufficiently smooth vector field of the class Ck; k [ 1

f o : X ! V ; V ffi Rn ð18Þ

representing the zero-input state space velocity vector defined by

vðtÞ ¼ f o½xðtÞ� ¼ dx

dt

����
uðtÞ¼0

t 2 ½to;1Þ ð19Þ

4. Let h be a continuous sufficiently smooth vector mapping of the class Cn

h : X ! Y ; Y ffi Rp ð20Þ

representing the output observation vector of the internal state of a strictly causal
system representation
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yðtÞ ¼ h½xðtÞ�; t 2 ½to;1Þ ð21Þ

Let D be a continuous scalar mapping of the class C2

D : X ! R ð22Þ

defined by the dual product

hwðxÞ; f oðxÞi ¼ 0 ð23Þ

where wðxÞ is the gradient field of the state space energy defined by

wðxÞ ¼ gradxEðxÞ ð24Þ

and f oðxÞ is the zero input state velocity vector field defined by

f oðxÞ ¼ dx

dt
juðtÞ¼0 ð25Þ

Theorem 2 (Generalized Tellegen’s theorem) If wðxÞ satisfies the relation (13)
and f oðxÞ is defined by (18) then for the dual product of both the vectors it holds:

8x 2 X; 8t; t 2 ½to;1Þ : DðxÞ ¼ hwðxÞ; f oðxÞi ¼ 0 ð26Þ

The proof is obvious by inspection: Because the gradient vector W(x) is at any
fixed state x(t) orthogonal to the state velocity vector f oðxÞ, the state space energy
E(x), defined by integration of the dissipation function D(x) has to be constant
along any trajectory of the uncontrolled system representation <fSg iff DðxÞ ¼ 0
holds identically.

Remark 1 Theorem 2 should be considered rather as a principle than a provable
statement. It represents an abstract form of power balance relation in the case of
zero input power. Equivalently, we may interpret it as a state space energy con-
servation principle in the differential form.

In fact, the proposed approach is closely related to the well-known Direct
method of A. M. Lyapunov, in particular to the Schulz’s variable gradient method
for solving the nontrivial problem of Lyapunov functions generation [2, 7, 8].
Recall that in spite of obvious conceptual similarity, there are at least two fun-
damental diversities of the proposed approach:

• At first, in contrast to the concept of the state space energy which is implicitly
assumed to be unique it is known that unicity of the Lyapunov function is not
warranted by Lyapunov‘s axioms.

• Second, in contrast to the Lyapunov function concept, the concept of the state
space energy does not depend on the chosen structure and parameterization of
the given system representation.
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In order to apply the direct Lyapunov‘s method a proper choice of the unknown
Lyapunov function structure and parameters (or that of its gradient), has to be
made in such a way that a set of axioms required by Lyapunov method will be
fulfilled. It is not an easy task, because no general constructive method for
Lyapunov functions generation has been found, yet. Recall that the class of the
Lyapunov functions is characterized axiomatically under the implicit assumption
that the information about the dynamics of the system is contained in the given
vector field f oðxÞ, which is considered as the only acceptable fixed model of the
system. Consequently, the gradient field wðxÞ is considered as the completely
unknown element of a certain class of vector mappings.

It is obvious from the Generalized Tellegen’s principle (26) that the operation of
the dual product is symmetric. It follows that it can be dualized in such a sense that
instead of the fixed vector field f oðxÞ an equivalence class of vector fields, generated
by the given field will be considered, and instead of the unknown gradient field
representation one specific, but universally acceptable fixed form of the gradient
vector wðxÞ will be chosen within the class of vector mappings, satisfying the
nonsingularity condition (15) and set Jacobi symmetry conditions (17).

The following natural questions arise: Should some forms of the mapping wðxÞ
be preferred? If so, what are the most relevant criteria for such a decision? The
answer to the second question is plausible: besides maximal universality the
requirement of minimal complexity should be the dominant features of the pro-
posed paradigm. The structure symmetry requirement of the Jacobian JxðwÞ in the
form

ow2

ox1
� ow1

ox2
¼ 0;

ow3

ox1
� ow1

ox3
¼ 0;

ow3

ox2
� ow2

ox1
¼ 0;

����������������������������
own�1

ox1
� ow1

oxn�1
¼ 0;

own�1

ox2
� ow2

oxn�1
¼ 0; . . .;

own�1

oxn�2
� own�2

oxn�1
¼ 0;

own

ox1
� ow1

oxn
¼ 0;

own

ox2
� ow2

oxn
¼ 0; . . .;

own

oxn�1
� own�1

oxn
¼ 0;

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;

ð27Þ

reduces the complexity measure given by the number N = n2 of its elements from
n2 to the total number of independent elements

N ¼ nþ 1
2

nðn� 1Þ ð28Þ

where the second term determines the total number of the off-diagonal elements.
Using a proper state space equivalence transformation and putting
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ow1

ox2
¼ ow1

ox3
¼ . . . ¼ ow1

oxn�1
¼ ow1

oxn
¼ 0

ow2
ox3
¼ ow2

ox4
¼ . . . ¼ ow2

oxn
¼ 0

����������������
own�2

oxn�1
¼ own�2

oxn
¼ 0

own�1

oxn
¼ 0;

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

ð29Þ

we can, without any restriction of generality, eliminate all the off-diagonal ele-
ments and further reduce the complexity of the gradient w(x) to its minimal
structural complexity, corresponding to N = n nonvanishing elements:

w1ðx1; x2; . . .; xnÞ ¼ w1ðx1Þ
w2ðx1; x2; . . .; xnÞ ¼ w2ðx2Þ
w3ðx1; x2; . . .; xnÞ ¼ w3ðx2Þ

:

wnðx1; x2; . . .; xnÞ ¼ wnðx1Þ

9>>>>>>=
>>>>>>;
,

JxðwÞ ¼

ow1
ox1

0 . . . 0 0

0 ow2
ox2

0 . . . 0

: : : : :

: : : : :

0 0 . . . 0 own
oxn

2
66666664

3
77777775

ð30Þ

with easy to check nonsingularity condition

det JxðwÞ ¼
Yn

i¼1

owi

oxi
¼
Yn

i¼1

d
dxi

wiðxiÞ 6¼ 0 ð31Þ

As a consequence, the nested additive form of the total state space energy is

EðxÞ ¼ E1ðx1Þ þ E2ðx1; x2Þ þ E3ðx1; x2; x3Þ þ � � � þ Enðx1; x2; x3; . . .; xnÞ ð32Þ

where the kth term is defined by

Ekðx1; x2; x3; . . .; xnÞ ¼
Zxk

x�k

wkðx1; x2; . . .; xn�1; nkÞdnk; k 2 1; 2; . . .; nf g ð33Þ

reduces to the sum of state space energies for a complete set of the individual first
order system components

State Energy-Based Approach 61



EðxÞ ¼ Eðx1; x2; x3; . . .; xnÞ ¼
Xn

k¼1

EkðxkÞ ð34Þ

where kth term defined by

EkðxkÞ ¼
Zxk

x�k

wkðnkÞdnk; k 2 1; 2; . . .; nf g ð35Þ

determines the same amount of the state space energy corresponding to the kth
interacting subsystem as it would be isolated.

Remark 2 The last observation is of crucial importance from the structure of state
space representation point of view, because the class of allowed state space rep-
resentations is now significantly restricted: any state space representation of this
class must namely satisfy the so-called interaction neutrality condition, which
could also be deduced from the generalized Lyapunov–Tellegen’s principle.

Remark 3 It is worthwhile to notice that as a by-product of the Jacobian diago-
nalization the n-dimensional mapping wðxÞ reduces to n equivalent independent
one-dimensional nonsingular mappings wiðxiÞ; i 2 f1; 2; . . .; ng.

Let us now make the last step in the direction of complexity minimization
requiring an additional property of a structural nonsingularity

8k; k 2 1; 2; . . .; nf g :
d

dxi
wiðxiÞ ¼ 1) 8x 2 X ffi Rn : det JxðwÞ ¼ 1 ð36Þ

as expressed by gradient renormalization in the form

w1ðxÞ ¼ x1

w2ðxÞ ¼ x2

w3ðxÞ ¼ x3

..

.

wnðxÞ ¼ xn

9>>>>>=
>>>>>;

ð37Þ

corresponding to the most natural choice of gradient mapping wðxÞ as the identity
mapping, i.e.,:

wðxÞ ¼ xT ¼ x1; x2; . . .; xn½ � ð38Þ

Thus the total state space energy EðxÞ after integration (35) is now expressed as
follows:

EðxÞ � Eðx�Þ ¼ 1
2

xðtÞk k2¼ 1
2
q2

2 x; x�ð Þ
����
x�¼0

ð39Þ
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and from the Lyapunov–Tellegen’s principle the conservativity of the state
velocity vector field follows, or equivalently the state space energy conservation
principle holds:

8x 2 X : xT ; f 0ðxÞ
� �

¼ 0 ,
8t; t 2 ½t0;1Þ : E xðtÞ½ � ¼ E xðt0Þ½ �

ð40Þ

3 Power and Energy in Systems and Topological
Structures

Let us now return to more general dissipativity problems:

_xðtÞ ¼ f ½xðtÞ� þ BuðtÞ; xðt0Þ ¼ x0;

yðtÞ ¼ CxðtÞ
ð41Þ

and with an uncontrolled state velocity vector field given by

f ðxÞ ¼ AðxÞx ð43Þ

Let the immediate value of the output signal power be defined:

PðtÞ ¼ yðtÞk k2; ð44Þ

and the total value of the state space energy, accumulated in a time instance t in
the state x(t) be given by

EðtÞ ¼ 1
2

xðtÞk k2 ð45Þ

Putting uðtÞ ¼ 0; 8t� t0 and assuming validity of the state space energy con-
servation principle in the following differential form

dEðxÞ
dt
¼ �PðtÞ ð46Þ

we get by computing the derivative of the state space energy E[x(t)] along the state
representation of the given system a signal power balance relation in the following
explicit Lyapunov equation-like matrix form

dEðxÞ
dt
¼ 1

2
xTðtÞ½Að�ÞþATð�Þ�xðtÞ ¼ � yðtÞk k2 ð47Þ

Remark 4 In contrast to the standard physical concept of system energy, the
proposed state space energy concept represented by a class C2 mapping
E: X ? R+ is defined independently of any physical variables or parameters
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having any specific physical meaning. In contrast, it depends exclusively on the
abstract system structure and on the corresponding state space topology.

It has been shown in Refs. [8–10] that a special form of a structurally dissipative
state equivalent system representation called dissipation normal form exists and its
internal algebraic structure can be described by the following matrix:

A ¼

�a11 a2 0 0 0 0
�a2 �a22 a3 0 0 0

0 �a3 �a33
. .

.
0 0

0 0 . .
. . .

.
an�1 0

0 0 0 �an�1 �an�1;n�1 an

0 0 0 0 �an �an;n

2
666666664

3
777777775

ð48Þ

Remark 5 It is important to emphasize that any of the internal or external power-
informational interactions may be time-varying or nonlinear with respect to state
or input variables.

Remark 6 It follows directly from expression (47) that the output dissipation
power P[x(t)] is unambiguously determined by the symmetric part AS(x) defined by

AsðxÞ ¼
1
2

AðxÞ þ ATðxÞ
� �

ð49Þ

and is completely independent of the skew-symmetric part:

AAðxÞ ¼
1
2

AðxÞ � ATðxÞ
� �

ð50Þ

of the matrix AðxÞ defined by

AðxÞ ¼ AsðxÞ þ AAðxÞ ð51Þ

Remark 7 Modification of the power balance relation and the state space energy
conservation principle for the general case of non-vanishing input signals is
straightforward.

Remark 8 An abstract form of state space energy conservation principle for a
proper chosen equivalent state space representation follows by integration. Hence,
in case of zero input:

u tð Þ ¼ 0; t� t0 ð52Þ

the total energy accumulated in the system in time t0 must be equal to an amount
of the energy dissipated on the interval [t0, ?) by the vector output signal given by
the expression:
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Eðt0Þ ¼
Z1

t0

yðtÞk k2dt ð53Þ

or, in case of scalar output signal, alternatively, by the expression:

Eðt0Þ ¼
Z1

t0

½yðtÞ�2dt ð54Þ

The topological structure corresponding to the algebraic structure defined by
the matrix (48) is displayed in Fig. 2.

It is important to realize that the topological structure of the system represen-
tation derived from the algebraic structure (48) is strongly over-parameterized. In
many cases it may be reasonable to remove all the redundant diagonal elements of

Fig. 2 Topological structure
of the dissipation normal
form with n inputs and with
n output channels
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the matrix AS(x), and concentrate the total dissipation power into a single (scalar)
observed output signal y(t).

In such a special case of parameter minimal system representation arises, and
the corresponding internal algebraic structure of the state space representation
reduces to:

A ¼

�a1 a2 0 0 0 0
�a2 0 a3 0 0 0

0 �a3 0 . .
.

0 0

0 0 . .
. . .

.
an�1 0

0 0 0 �an�1 0 an

0 0 0 0 �an 0

2
66666664

3
77777775

ð55Þ

The correspondingly modified topological structure of the parametrically
minimal state space representation is displayed in Fig. 3.

Thus any parametrically minimal system representation defined by a matrix
(55) is dissipative if and only if the matrix A has negative trace, i.e., if and only if
the single parameter a1 has a positive value, a1 [ 0. The time evolution of state
space energy E[x(t)] for some typical cases is shown in Fig. 4.

Fig. 3 Parametrically
minimal structure of the
dissipation normal form with
single output dissipation
channel
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4 State Dimension Minimality and Additivity of State
Energy

Let us consider continuous-time linear time-varying strictly causal state space
system representation:

<fSg :
dxðtÞ
dt
¼ AðtÞxðtÞ þ BðtÞuðtÞ; dim xð�Þ ¼ n

yðtÞ ¼ CðtÞxðtÞ; dim uðtÞ ¼ r dim yð�Þ ¼ p

)
ð56Þ

where 1 B r B n, 1 B p B n, and the matrices A(�), B(�), C(�) are supposed to be
known. Assume that the given system S has the asymptotic stability property, and
that its representation <{S} has the minimal order n, i.e., it is controllable and
observable. In such a case the controllability and observability Grammian
matrices Wc(t) and Wo(t) exist, are symmetric and positive definite, and satisfy the
following two linear matrix Lyapunov-like ordinary differential equations [7]:

AðtÞWcðtÞ þWcðtÞATðtÞ þ dWcðtÞ
dt

¼ �BðtÞBTðtÞ

ATðtÞWoðtÞ þWoðtÞAðtÞ þ
dWoðtÞ

dt
¼ �CTðtÞCðtÞ

9>>=
>>;

ð57Þ

Fig. 4 Time evolution of state space energy E[x(t)] for n = 6: a conservative case a1 = 0; b
dissipativity a1 [ 0, a3 = 0; c dissipativity a1 [ 0, a5 = 0; d asymptotic stability a1 [ 0,
ak = 0, k = 2, 3, …, n; e instability a1 \ 0
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Remark 9 Any such representation induces an equivalence class of minimal,
controllable, observable, and asymptotic stable state equivalent system represen-
tations given by the conditions of state equivalence in the form

�AðtÞ ¼ TðtÞAðtÞ þ dTðtÞ
dt

� �
T�1ðtÞ ð58Þ

�BðtÞ ¼ TðtÞBðtÞ ð59Þ

�CðtÞ ¼ CðtÞT�1ðtÞ ð60Þ

generated by the group of linear time-varying state equivalence transformations:

�xðtÞ ¼ TðtÞxðtÞ; xðtÞ ¼ T�1ðtÞ�xðtÞ ð61Þ

Remark 10 It is a well-known fact that in the linear time-invariant case the
Grammian matrices Wc(t) and Wo(t) are closely related to the input and output
signal energy functions, respectively [8, 9]. In the previous part it was shown that
the state minimality property of any linear strictly causal system representation is
equivalent to the property of positive definiteness of both the observability and
controllability Grammian matrices if these are well-defined, i.e., if the represen-
tation has the property of asymptotic stability.

From the mathematical correctness point of view there is no reason to require
such a property in the general case. Hence there is a need to separate the mini-
mality conditions from the asymptotic stability conditions. It is well known that
the minimality of linear time-invariant system representations can instead of
Grammians be tested independently of stability property using rank conditions of
the controllability and observability matrices Hc and Ho defined by the
expressions

Hc ¼ B;AB;A2B; . . .;An�1B
� �

ð62Þ

Ho ¼ CT ; AT CT ; ðATÞ2CT ; . . .; ðATÞn�1CT
h i

ð63Þ

It is easy to show that for any two state equivalent state representations the
following relations hold:

Hc ¼ THc ð64Þ

Ho ¼ ðT�1ÞT Ho ð65Þ

and can be used for determination of the state transformation (61)

T ¼HcH�1
C

ð66Þ

or alternatively
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T ¼ ðH�1
o Þ

T HT
o

ð67Þ

if the structure and parameters of both the equivalent representations are known.
Consider the time-invariant version of the system representations given by

Eq. (56). The finite controllability Grammian matrix Wc(t) at time t is defined as
follows:

WCðtÞ ¼
Z t

0

eAs � B � BT � eAT sds ð68Þ

and has two important properties [8].
First, the controllability Grammian matrix Wc(t) is symmetric and nonnegative

definite

WT
c ðtÞ ¼ Wc� 0 ð69Þ

and secondly, the columns of Wc(t) span the controllable space, i.e., the image of
Wc(t) equals to the image of the controllability Hc:

Im WcðtÞ½ � ¼ Im HcðA;BÞ½ � ð70Þ

It is easy to show that the state vector defined by the chosen structure of
matrices A, B is controllable if and only if Wc(t) is positive definite for some t [ 0.

If the controllability Grammian matrix is invertible, then the minimum energy
input signal u(�) exists and the minimum input signal energy corresponding to the
state transfer from the zero state to x(t) is known to be given by

Energy uð:Þf g ¼ xTðtÞW�1
c xðtÞ; t [ 0 ð71Þ

Similarly, using the observability Grammian matrix Wo(t), the output signal
energy at time t caused by the initial state x(t0) is known to be given by the
quadratic form:

Energy yð:Þf g ¼ xTðt0ÞWoðtÞxðt0Þ; t0\t ð72Þ

where the finite observability Grammian Wo(t) at time t \ +? is defined by the
expression [8]

WoðtÞ ¼
Z t

t0¼0

eAT s � CT � C � eAsds ð73Þ

and has two important properties.
First, the observability Grammian matrix Wc(t) is symmetric and nonnegative

definite

WT
o ðtÞ ¼ WoðtÞ� 0 ð74Þ
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Secondly, for positive values of t, the kernel of finite observability Grammian
matrix is equal to the kernel of observability matrix Ho

K er WoðtÞ½ � ¼ K er HoðA;CÞ½ � ð75Þ

In the case of standard infinite time observability Grammian, i.e., for t ? ?
the largest observation energy produced by any given value of initial state x(t0) is
given by

Eo xðt0Þ½ � ¼ xTðt0ÞWoxðt0Þ ð76Þ

assuming the couple (A, C) is observable and A is such that asymptotic stability
conditions are satisfied. In such case the well-known special form of Lyapunov’s
equation

AT Wo þ AWo ¼ �CT C ð77Þ

which in fact expresses a form of the state-output energy transfer balance relation,
can be used for determination of the unknown output energy function Eo(t).

In the dual case of standard infinite time controllability Grammian, i.e., for
t ? ? the minimal value of the input energy required to transfer the zero initial
state to any state x(t1) is given by

EI xðt0Þ½ � ¼ xTðt1Þ �W�1
c � xðt1Þ ð78Þ

assuming the couple (A, B) is controllable and A is such that asymptotic stability
conditions are satisfied. In such a case the well-known special form of Lyapunov’s
equation

AWc þ AT Wc ¼ �BBT ð79Þ

which in fact expresses a form of the input-state energy transfer balance relation,
can be used as a tool for determination of the unknown input energy function EI(t).

Remark 11 In general, both the energy functions above are generated by sym-
metric positive semidefinite matrices, which depend heavily on the chosen system
representation structure.

From physically motivated energy additivity principle (EAP):

E xð�Þ½ � ¼
Xn

i¼1

Ei xið�Þ½ �; xið�Þ 2 R ð80Þ

it follows that only such system representation structures can be accepted as
physically correct, which are not in contradiction with energy additivity principle,
or equivalently for which the Grammian matrices, generated by state equivalent
triplets of matrices {A, B, C}, are diagonal and nonsingular, i.e., for which it holds:

W ¼ Wo or Wc , W ¼ diag d1; d2; . . .; dnf g; di 6¼ 0 ð81Þ
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5 Stability Analysis Based on State Space Energy

In this part mainly some elementary consequences of dissipativity and the state
space energy-metric approach for stability analysis will be presented. We prove
that the set of real parameters satisfy the following conditions:

1. a1 [ 0 is necessary and sufficient for dissipativity
2. a1 \ 0 is sufficient for structural instability
3. a1 = 0 is necessary and sufficient for conservativity
4. a1 [ 0 is necessary for asymptotic stability
5. Vi, i [ {2, 3, …, n}: ai = 0, a1 = 0 is equivalent to parametric and state

minimality
6. Vi, i [ {2, 3, …, n}: ai = 0, b1 = 0 is equivalent to structural controllability
7. Vi, i [ {2, 3, …, n}: ai = 0, c = 0 is equivalent to structural observability
8. Vi, i [ {2, 3, …, n}: ai = 0, a1 [ 0 is equivalent to structural asymptotic

stability.

Example 1 In order to demonstrate the way the proposed concept may be used, let
us consider a simple linear time-invariant system for n = 6, and for the input
signal u(t) = 0, t [ t0, represented by the linear differential equation with constant
coefficients

yð6Þ þ a1yð5Þ þ � � � þ a4€yðtÞ þ a5 _yðtÞ þ a6yðtÞ ¼ 0 ð82Þ

with characteristic polynomial

AðsÞ ¼ s6 þ a1s5 þ a2s4 þ � � � þ a4s2 þ a5sþ a6 ð83Þ

Now, let the parameters a1, a2, …, an be considered as unknown, and specify
the region of asymptotic stability in the parameter space. The state space repre-
sentation having the required structure (55) is described by

<ðSÞ : _x1ðtÞ ¼ �a1x1ðtÞ þ a2x2ðtÞ
_x2ðtÞ ¼ �a2x1ðtÞ þ a3x3ðtÞ
_x3ðtÞ ¼ �a3x2ðtÞ þ a4x4ðtÞ
_x4ðtÞ ¼ �a4x3ðtÞ þ a5x5ðtÞ
_x5ðtÞ ¼ �a5x4ðtÞ þ a6x6ðtÞ
_x6ðtÞ ¼ �a6x5ðtÞ
yðtÞ ¼ c1x1ðtÞ

ð84Þ

Before we use the expression for the state space energy function in the reduced
form
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EðtÞ ¼ 1
2

xðtÞk k2; ð85Þ

i.e., for the zero input and zero equilibrium state defined by the conditions

uðtÞ ¼ 0; t 2 ½t0;1Þ : f ðx�Þ ¼ 0,
x� ¼ 0; _xðtÞjx¼x� ¼ 0

ð86Þ

Thus, we have to check the necessary and sufficient conditions for existence and
uniqueness of the equilibrium state x� ¼ 0: From Eq. (84) the following set of
linear algebraic equations is obtained:

0 ¼ �a1x1ðtÞ þ a2x2ðtÞ
0 ¼ �a2x1ðtÞ þ a3x3ðtÞ
0 ¼ �a3x2ðtÞ þ a4x4ðtÞ
0 ¼ �a4x3ðtÞ þ a5x5ðtÞ
0 ¼ �a5x4ðtÞ þ a6x6ðtÞ
0 ¼ �a6x5ðtÞ

ð87Þ

The necessary and sufficient condition for existence and unique equilibrium
state x* = 0, resulting from the solution of the set of algebraic equations above
read as

a2 6¼ 0; a4 6¼ 0; a6 6¼ 0 ð88Þ

Remark 12 It means that from the existence of a unique equilibrium state point of
view, the dissipation parameter a1, as well as interaction parameters a3, a5 can be
arbitrary.

Alternatively, using the algebraic structure of the matrix A in the dissipation
normal form for n = 6

A ¼ A6 ¼

�a1 a2 0 0 0 0
�a2 0 a3 0 0 0

0 �a3 0 a4 0 0
0 0 �a4 0 a5 0
0 0 0 �a5 0 a6

0 0 0 0 �a6 0

2
6666664

3
7777775

ð89Þ

we could get conditions (88) from the equivalent invertibility condition of the
matrix A:

det A6 ¼ a6 ¼ a2
2a

2
4a

2
6 6¼ 0 ð90Þ

Remark 13 In the general case of any finite order n the invertibility condition of
matrix An can be checked recursively
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an ¼ ð�1Þn det An ¼ a2
n det An�2 6¼ 0 ð91Þ

with the initialization

det A1 ¼ �a1; for n ¼ 3; 5; 7; . . .; ð92Þ

for the class of system representations of any odd order, and with the initialization

det A2 ¼ a2
2; for n ¼ 4; 6; 8; . . .; ð93Þ

for the class of the conservative system representations.

Remark 14 It is important to emphasize that as a consequence of unique zero
equilibrium requirement the order of any physically correct state space repre-
sentation of a conservative system must be even. On the other hand, for the class of
dissipative and/or anti-dissipative systems no such restriction is needed.

Now, let all the parameters a1, a2,…, an of the characteristic polynomial
A(s) = An(s) be considered as unknown, and let us specify the region of asymptotic
stability in the parameter space. We can compute the instantaneous value of the
state space energy using the expression

E xðtÞ½ � ¼ 1
2

q2 xðtÞ; 0½ � ¼ 1
2

xðtÞk k2¼ 1
2

Xn

i¼1

x2
i ðtÞ ð94Þ

For the derivative of the state space energy function E(x) along the system
representation (84) we get

dEðtÞ
dt

����
< sf g
¼ �a1x2

1ðtÞ ¼ �
a1

c2
1

� y2ðtÞ ð95Þ

where c1 is a real output scaling parameter 0 \ c1 \?.

Remark 15 It is of crucial importance that the dissipation parameter a1 is the only
element of the matrix A, whose sign separates the system dissipativity from its
anti-dissipativity. The critical value of a1 = 0 corresponds to the system con-
servativity and separates stability of the zero equilibrium state from its instability.

Thus, for real output dissipation power y2ðtÞ the state space energy conserva-
tion principle holds if and only if:

PoðtÞ ¼ y2ðtÞ , a1 ¼ c2
1� 0 ð96Þ

or equivalently if and only if the state space energy conservation principle holds

dEðtÞ
dt

����
<ðsÞ
¼ �P0ðtÞ; P0ðtÞ� 0 ð97Þ

It can be concluded from (95) that the total state space energy is constant, i.e.,
the system is conservative, if and only if the observed output vanishes

State Energy-Based Approach 73



PoðtÞ ¼ y2ðtÞ ¼ 0, a1 ¼ c2
1 ¼ 0 ð98Þ

and the system is dissipative if and only if the state space energy monotonously
decreases

PoðtÞ ¼ y2ðtÞ[ 0, a1 ¼ c2
1 [ 0 ð99Þ

Formally, there is no problem to show that the total state space energy
monotonously increases, i.e., the system is anti-dissipative, if it holds a1 \ 0, or
equivalently

dEðtÞ
dt

����
<ðsÞ
¼ þP0ðtÞ; P0ðtÞ� 0 ð100Þ

but we would have to change the physical meaning of the power PoðtÞ ¼ y2ðtÞand
to interpret it as an input power.

Remark 16 Notice that if we put a5 = 0, then the state variables x5 and x6 become
unobservable by the output y; thus only the first isolated subsystem with the state
variables xi, i = 1, 2, 3, 4, which are observable, will be asymptotic stable, while
the second one will oscillate at a constant level of the state space energy. The
situation is illustrated by case (c) in Fig. 4.

Similarly, if we put a3 = 0, then the state variables xi, i = 3, 4, 5, 6 become
unobservable by the output y, and only the observable subsystem

_x1ðtÞ ¼ �a1x1ðtÞ þ a2x2ðtÞ
_x2ðtÞ ¼ �a2x2ðtÞ
yðtÞ ¼ c1x1ðtÞ

ð101Þ

will be asymptotic stable. The situation is illustrated by case (b) in Fig. 4.
In order to be able to interpret the obtained stability results for any given nth

order ordinary differential equation, we need an effective tool to transform any
given state space representation, such as (84), but of arbitrary finite order, into the
form like (81), and back. One straightforward technique suggests to compute
successive derivatives of the output equation up to the order n, combined with
successive elimination all of the state variables as follows:

yðtÞ ¼ c1x1ðtÞ ð102Þ

_yþ a1y ¼ c1a2x2 ð103Þ

€yþ a1 _yþ a2
2y ¼ c1a2a3x3 ð104Þ

vyþ a1€yþ ða2
2 þ a2

3Þ _yþ a1a
2
3y ¼ c1a2a3a4x4 ð105Þ

yð4Þ þ a1
vyþ ða2

2 þ a2
3 þ a2

4Þ€yþ a1ða2
3 þ a2

4Þ _yþ a2
2a

2
4y ¼ c1a2a3a4a5x5 ð106Þ
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yð5Þ þ a1yð4Þ þ ða2
2 þ a2

3 þ a2
4 þ a2

5Þvyþ a1ða2
3 þ a2

4 þ a2
5Þ€y

þ½a2
2a

2
4 þ a2

2a
2
5 þ a2

3a
2
6� _yþ a1a

2
3a

2
5y ¼ c1a2a3a4a5a6x6

ð107Þ

yð6Þ þ a1yð5Þ þ ða2
2 þ a2

3 þ a2
4 þ a2

5 þ a2
6Þyð4Þ

þ a1ða2
3 þ a2

4 þ a2
5 þ a2

6Þvy
þ ða2

2a
2
4 þ a2

2a
2
5 þ a2

3a
2
6 þ a2

2a
2
6 þ a2

3a
2
6 þ a2

4a
2
6Þ€y

þ a1ða2
3a

2
5 þ a2

3a
2
6 þ a2

4a
2
6Þ _yþ a2

2a
2
4a

2
6y ¼ 0

ð108Þ

As a by-product of the state elimination procedure above the following state
transformation relations have been obtained:

x1 ¼
1
c1

y; c1 6¼ 0 ð109Þ

x2 ¼
1

c1a2
a1yþ _yð Þ; c1 6¼ 0; a2 6¼ 0 ð110Þ

x3 ¼
1

c1a2a3
a2

2yþ a1 _yþ €y
	 


; c1 6¼ 0; a2 6¼ 0; a3 6¼ 0 ð111Þ

x4 ¼
1

c1a2a3a4
a1a

2
3yþ ða2

2 þ a2
3Þ _yþ a1€yþ vy

� �
;

c1 6¼ 0; a2 6¼ 0; a3 6¼ 0; a4 6¼ 0
ð112Þ

x5 ¼
1

c1a2a3a4a5

a2
2a

2
4yþ a1ða2

3 þ a2
4Þ _yþ ða2

2 þ a2
3 þ a2

4Þ€yþ a1
vyþ yð4Þ

h i
;

c1 6¼ 0; a2 6¼ 0; . . .; a5 6¼ 0

ð113Þ

x6 ¼
1

c1a2a3a4a5a6

½a1a
2
3a

2
5yþ ða2

2a
2
4 þ a2

2a
2
5 þ a2

3a
2
6Þ _yþ a1ða2

3 þ a2
4 þ a2

5Þ€y;
þ ða2

2 þ a2
3 þ a2

4 þ a2
5Þvyþ a1yð4Þ þ yð5Þ�;

c1 6¼ 0; a2 6¼ 0; a3 6¼ 0; . . .; a6 6¼ 0

ð114Þ

which can be expressed in a vector–matrix form

x ¼ T�x; �x ¼ T�1x ð115Þ

with the corresponding invertible transformation matrix T
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T ¼

1
c1

0 0 0 � � �
a1

c1a2

1
c1a2

0 0 � � �
a2

c1a3

a1
c1a2a3

1
c1a2a3

0 � � �
a1a3

c1a2a4

a2
2þa2

3
c1a2a3

a1
c1a2a3a4

1
c1a2a3a4

� � �
: : : : :

2
66666664

3
77777775

ð116Þ

Remark 17 Notice, that the technique above has the advantage that, in principle, it
works also for a broad class of nonlinear state representations.

In the linear and time-invariant situations various Laplace transform-based
techniques may be more appropriate. A simple method based on computation of
the characteristic polynomial An(s) of the matrix A like that used in (83) will be
presented in the sequel.

Let us consider matrix An as follows:

An ¼

�a1 a2 0 0 0 0
�a2 0 a3 0 0 0

0 �a3 0 . .
.

0 0

0 0 . .
. . .

.
an�1 0

0 0 0 �an�1 0 an

0 0 0 0 �an 0

2
66666664

3
77777775

ð117Þ

where the conditions

c1 6¼ 0; a2 6¼ 0; a3 6¼ 0; . . .; ak 6¼ 0; k 2 2; 3; 4; . . .nf g; a1 ¼ c2
1 ð118Þ

are the observability conditions of the dissipation normal form (117), and simul-
taneously represent the set of necessary and sufficient conditions for existence and
invertibility of the derived state space transformation.

The nth degree characteristic polynomial An(s) of any matrix An is defined by
the determinant

AnðsÞ ¼ det½sI � An�; s ¼ rþ jx ð119Þ

and can be explicitly expressed in the following standard form:

AnðsÞ ¼ sn þ a1sn�1 þ a2sn�2 þ a3sn�3 þ � � � þ an�2s2 þ an�1sþ an ð120Þ

It is easy to prove that for the class of matrices An of the given structure (117)
the characteristic polynomial An(s) can be computed recursively, using the fol-
lowing recursive relation:

AkðsÞ ¼ sAk�1ðsÞ þ a2
kAk�2ðsÞ; k 2 3; 4; . . .; nf g ð121Þ

with the initialization for n = 1 and n = 2:

76 M. Stork et al.



A1ðsÞ ¼ sþ a1; A2ðsÞ ¼ s2 þ a1sþ a2
2 ð122Þ

Using it, for instance, for matrix A6 in the form (89) we obtain:

A6ðsÞ ¼ s6 þ a1|{z}
a1

s5 þ ½a2
2 þ a2

3 þ � � � þ a2
6|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a2

�s4 þ a1½a2
3 þ a2

4 þ � � � þ a2
6�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a3

s4

þ � � � þ a2
2a

2
4a

2
6|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

an

ð123Þ

and by comparing the result (123) with the standard form (120), we obtain a set of
algebraic equations from which the unknown elements ak of matrix An can be
computed for given ai.

For example for the system order n = 6, the set of parameters ai ; i 2
1; 2; . . .; 6f g is obviously given by

a1 ¼ a1

a2 ¼ a2
2 þ a2

3 þ a2
4 þ a2

5 þ a2
6

a3 ¼ a1ða2
3 þ a2

4 þ a2
5 þ a2

6Þ
a4 ¼ a2

2ða2
4 þ a2

5 þ a2
6Þ þ a2

3ða2
5 þ a2

6Þ þ a2
4a

2
6

a5 ¼ a1a
2
3ða2

5 þ a2
6Þ þ a1a

2
4a

2
6

a6 ¼ a2
2a

2
4a

2
6

ð124Þ

and can easily be arbitrary reduced or extended for any finite order.
For instance for n = 5 it reduces to

a1 ¼ a1

a2 ¼ a2
2 þ a2

3 þ a2
4 þ a2

5

a3 ¼ a1ða2
3 þ a2

4 þ a2
5Þ

a4 ¼ a2
2ða2

4 þ a2
5Þ þ a2

3a
2
5

a5 ¼ a1a
2
3a

2
5

ð125Þ

for n = 4 we get:

a1 ¼ a1

a2 ¼ a2
2 þ a2

3 þ a2
4

a3 ¼ a1ða2
3 þ a2

4Þ
a4 ¼ a2

2a
2
4

ð126Þ

and for n = 3 it follows:
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a1 ¼ a1

a2 ¼ a2
2 þ a2

3

a3 ¼ a1a
2
3

ð127Þ

For any finite order the analytical solution has been found easily, and can be
expressed as follows

a1 ¼ a1 ¼ D1;

a2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1a2 � a3

a1

r
¼

ffiffiffiffiffiffi
D2

D1

s

a3 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1a2a3 � a2

3 � a2
1a4

ða1a2 � a3Þa1

s
¼

ffiffiffiffiffiffiffiffiffiffiffi
D3

D2D1

s

ak ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DkDk�3

Dk�2Dk�1

s
; k ¼ 4; 5; 6; . . .; n

ð128Þ

where the set of new parameters Dk k = 1, 2,…,n correspond to the set of diagonal
minors of the Hurwitz determinant. Using the state space energy monotonicity
condition (97), together with the state observability conditions (118), it is easy to
prove the resulting asymptotic stability conditions:

a1 [ 0; a2 6¼ 0; a3 6¼ 0; . . .; ak 6¼ 0; k 2 2; 3; 4; . . .; nf g
, Dk [ 0; k ¼ 1; 2; . . .; n

ð129Þ

which are obviously equivalent to the set of necessary and sufficient stability
conditions representing the well-known Hurwitz stability criterion.

Example 2 (Linear asymptotic stability analysis) For n = 6, the necessary and
sufficient observability conditions are given by the condition:

det Ho 6¼ 0 ð130Þ

where Ho is the observability matrix defined by matrices A and C as follows:

Ho ¼ CT ;AT CT ; ðATÞ2CT ; . . .; ðATÞn�1CT
h i

ð131Þ

and the calculated observability conditions for the order n = 6 are:

a2 6¼ 0; a3 6¼ 0; a4 6¼ 0; a5 6¼ 0; a6 6¼ 0; c1 6¼ 0 ð132Þ

According to (99) the dissipativity appears if and only if the state space energy
monotonously decreases

PoðtÞ ¼ y2ðtÞ[ 0, a1 ¼ c2
1 [ 0 ð133Þ
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Thus the derived set of necessary and sufficient conditions of asymptotic sta-
bility reads as

a1 [ 0; ak 6¼ 0; k 2 2; 3; . . .; 6f g;Dk [ 0; k ¼ 1; 2; . . .; 6 ð134Þ

It has been clearly demonstrated that linear algebraic methods for stability
analysis can be seen as a special case of methods based on the proposed state
space energy approach. It will be shown in the next section that even nonlinear
stability problems can be effectively solved by the same technique. Moreover, the
state space energy interpretation makes it possible to gain a better insight into
many classical results.

6 State Space Energy Approach for Nonlinear Systems

Example 3 (Nonlinear asymptotic stability analysis—Lewis servo system) Let us
consider a well-known nonlinear system called Lewis servomechanism given by
equation:

€yðtÞ þ a1 1� byðtÞsign½yðtÞ�½ � _yðtÞ þ a2yðtÞ ¼ 0 ð135Þ

with a2 [ 0, and a1, b as arbitrary real design parameters. Using the state space
energy approach for:

Aðx1; x2Þ ¼
�a1 1� bx1ðtÞsign½x1ðtÞ�½ �; ffiffiffiffiffi

a2
p

� ffiffiffiffiffi
a2
p

; 0

� �
ð136Þ

the unique Lyapunov function V(x) can be determined by isometric transforma-
tions as the state space energy E(x). For simplicity we assume a2 = 1 and get:

E ¼ 1
2

1
4

a2
1b

2x4
1 � a2

1bx3
1sign x1ðtÞ½ � � a1bx2

1x2sign x1ðtÞ½ � þ ða2
1 þ 1Þx2

1 þ 2a1x1x2 þ x2
2

� �

ð137Þ

The dissipation power P(t) is given by

8a2� 0 :
dE

dt
¼ �2a1x2

1 1� 1
2

bx1sign½x1ðtÞ�
� �

ð138Þ

i.e., the state x* = 0 is asymptotically stable in the region D , X , R2, as shown
in Fig. 5. Phase portraits for different initial conditions are shown in Fig. 5 and
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Fig. 5 Phase portrait and the typical state space topology generated by the state space energy
function of Lewis system. Initial conditions are: a x0 [ [2.35; 0]T, b x0 [ [2.369; 0]T,
c x0 [ [2.378; 0]T, d x0 [ [2.392; 0]T

Fig. 6 State space energy of x1, x2 and total energy for Initial conditions x0 [ [2.35; 0]T

80 M. Stork et al.



state space energy evolution for asymptotically stable system is displayed in
Fig. 6.

For a special case (b = 0), i.e. linear (and for a2 = 1), the total state space
energy reduces to

E x1; x2½ � ¼ 0:5ða2
1 þ 1Þx2

1ðtÞ þ a1x1ðtÞx2ðtÞ þ 0:5x2
2ðtÞ ð139Þ

Example 4 (Nonlinear asymptotic stability analysis—modified Van der Pol
equation). Let us consider a simple nonlinear system given by the representation:

€yðtÞ � e a� by2ðtÞ
� �

_yðtÞ þ a2yðtÞ ¼ 0 ð140Þ

Let matrix C be defined as C = [c, 0], and the structure of the matrix A(x) be

Aðx1; x2Þ ¼
e a� 1

3 bx2
1

	 
 ffiffiffiffiffi
a2
p

� ffiffiffiffiffi
a2
p

0

� �
ð141Þ

The system representation is locally observable if and only if c = 0, a2 [ 0,
and dissipation power is

dEðtÞ
dt

����
<ðsÞ
¼ x1 _x1 þ x2 _x2 ¼ e a� 1

3
bx2

1


 �
x2

1 ð142Þ

Example 5 (Nonlinear asymptotic stability analysis—generation of the Lyapunov
function) Let us consider the same nonlinear system, but instead of the structure of
A(x), the state x(t) is defined by the standard way, i.e.,: x1 = y, x2 = dy/dt. Then
the unique Lyapunov function V(x) can be determined by isometric transforma-
tions of the state space energy function E(x), and for a = b= a2 = 1 we get:

VðxÞ ¼ EðxÞ ¼ 1
2

1
9
e2x6

1 �
2
3

e2x4
1 þ ð1þ e2Þx2

1 � � � �
2
3
ex3

1x2 þ 2ex1x2 þ x2
2

� �

ð143Þ

and again for the linear conservative case (e = 0) it reduces to:

VðxÞ ¼ EðxÞ ¼ 1
2
ðx2

1 þ x2
2Þ ¼

1
2

q2
2 x; 0½ � ð144Þ

Evaluation of state space variables is shown in Fig. 7, phase projection in
Fig. 8, and state space energy in Fig. 9.

Example 6 In this example the chaotic system based on 3rd order of nonlinear
system is simulated. The equation’s are:
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_x1 ¼ ð1� k1x2
2 þ k2x2

3Þx1 þ a2x2

_x2 ¼ �a2x1 þ a3x3

_x3 ¼ �a3x2

ð145Þ

where k1 = 0.1; k2 = 6; a2 = 1; a3 = 0.89 and initial conditions are x0 [ [0;
0.1; 0]T.

Fig. 7 Van der Pol state space variable x1 and x2 time evaluation. For e = 1; a = 2; b = 1;
a2 = 1 and initial conditions x0 [ [1.2; 1.2]T

Fig. 8 Phase projection of x1

and x2 for initial conditions
x0 [ [1.2; 1.2]T
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Fig. 9 Van der Pol space state energy. Mean values of energy E1 = 0.73, E2 = 1.03,
E1 ? E2 = 1.762; initial conditions x0 [ [1.2; 1.2]T

Fig. 10 3D phase portrait of chaotic system
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The state space energy is given as

E ¼ 0:5 x2
1 þ x2

2 þ x2
3

	 

ð146Þ

The dV/dt is

dE

dt
¼ _x1x1 þ _x2x2 þ _x3x3 ¼ 1� k1x2

2 þ k2x2
3

	 

x1 þ a2x2

� �
x1

þ �a2x1 þ a3x3ð Þx2 þ �a3x2ð Þx3 ¼ 1� k1x2
2 þ k2x2

3

	 

x2

1

ð147Þ

The three-dimensional phase portrait is shown in Fig. 10, time evolution of
state variables in Fig. 11, and state space energy of x1, x2 and x3 variables and total
state space energy are shown in Fig. 12.

7 Switching System Example: State Space Energy
Approach

Example 7 In this part the more complex example of state space energy approach
is presented. At the beginning, the non-switched linear LRC circuit (Fig. 13) is
analyzed.

The circuit, according to Fig. 13, can be described as

Fig.. 11 Time evolution of state space variables
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RiL1|ffl{zffl}
uR1

þ L1
diL1

dt|fflfflffl{zfflfflffl}
uL1

þuC1 ¼ v

�uC1 þ L2
diL2

dt|fflfflffl{zfflfflffl}
uL2

þuC2 ¼ 0

�iL1 þ iL2 þ C1
duC1

dt|fflfflfflffl{zfflfflfflffl}
iC1

¼ 0

�iL2 þ C2
duC2

dt|fflfflfflffl{zfflfflfflffl}
iC2

¼ 0

9>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>;

ð148Þ

where state space variables are:

Fig. 12 Time evolution of state space energy, where E1 ¼ 0:5x2
1; E2 ¼ 0:5x2

2; E3 ¼ 0:5x2
3; and

bottom E1 ? E2 ? E3

Fig. 13 The RLC circuit
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x1 ¼ iL1; x2 ¼ iL2

x3 ¼ uC1; x4 ¼ uC2
ð149Þ

and after substitution into (148)

R1x1|ffl{zffl}
uR1

þ L1 _x1|ffl{zffl}
uL1

þ x3|{z}
uC1

¼ v

�x3|{z}
uC1

þ L2 _x2|ffl{zffl}
uL2

þ x4|{z}
uC2

¼ 0

�x1|{z}
iL1

þ x2|{z}
iL2

þ C1 _x3|ffl{zffl}
iC1

¼ 0

�x2|{z}
iL2

þ C2 _x4|ffl{zffl}
iC2

¼ 0

ð150Þ

Energy in the system is given as

EðtÞ ¼ 1
2

L1i2L1ðtÞ þ
1
2

L2i2
L2ðtÞ þ

1
2

C1u2
C1ðtÞ þ

1
2

C2u2
C2ðtÞ

¼ 1
2

L1x2
1ðtÞ þ

1
2

L2x2
2ðtÞ þ

1
2

C1x2
3ðtÞ þ

1
2

C2x2
4ðtÞ

ð151Þ

and state space equations of system S1

_x1

_x2

_x3

_x4

2
6664

3
7775

S1

¼

�R1=L1 0 �1=L1 0

0 0 1=L2 �1=L2

1=C1 �1=C1 0 0

0 1=C2 0 0

2
6664

3
7775

x1

x2

x3

x4

2
6664

3
7775þ

v=L1

0

0

0

2
6664

3
7775;

y ¼ ½ 1 0 0 0�

x1

x2

x3

x4

2
6664

3
7775

ð152Þ

For values of R = 1; C1 = 0.4545; C2 = 0.3454; L1 = 1; L2 = 6.368 the
numerical values of S1 are
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_x1

_x2

_x3

_x4

2
6664

3
7775

S1

¼

�1 0 �1 0

0 0 0:157 �0:157

2:2 �2:2 0 0

0 2:89 0 0

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A

x1

x2

x3

x4

2
6664

3
7775þ

1

0

0

0

2
6664

3
7775

|ffl{zffl}
B

v;

y ¼ ½ 1 0 0 0�|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
C

x1

x2

x3

x4

2
6664

3
7775

ð153Þ

The state space representation (152); (153) must be converted into an appro-
priate version for state space energy approach. Therefore, a1; a2; a3; a4 are cal-
culated from characteristic polynomial of matrix A

x4 þ 1:0|{z}
a1

x3 þ 3:0|{z}
a2

x2 þ 0:8|{z}
a3

xþ 1|{z}
a4

¼ 0 ð154Þ

Values are: a1 = 1; a2 = 1.4832; a3 = 0.5878; a4 = 0.6742 and matrix AH

(system S2) is

AH ¼

�1 1:48 0 0
�1:48 0 0:59 0

0 �0:59 0 0:67
0 0 �0:67 0

2
664

3
775 ð155Þ

Matrix AH was determined, but now transformation matrix must be computed to
find also matrix BH and CH. They can be evaluated by observability.

The system S1 observability matrix OB is:

OB ¼ C CA CA2 CA3
� �T ð156Þ

and numerical values of observability matrix of system S1 are

OB ¼

1 0 0 0
�1 0 �1 0
�1:2 2:2 1 0
3:4 �2:2 1:546 �0:346

2
664

3
775 ð157Þ

The desired matrix CH of system S2 is given as

CH ¼ 1 0 0 0½ � ð158Þ

and the system S2 observability matrix OBH is:

OBH ¼ CH CHAH CHA2
H CHA3

H

� �T ð159Þ
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and numerical values are

OBH ¼

1 0 0 0
�1 �1:483 0 0
�1:2 �1:483 0:872 0
3:4 �2:29 �0:872 0:588

2
664

3
775 ð160Þ

Transformation matrix T is determined by:

T ¼ O�1
BHOB ð161Þ

the transformation matrix is

T ¼

1 0 0 0
0 0 �0:674 0
0 2:52 0 0
0 0 0 �0:588

2
664

3
775 ð162Þ

The transformed system S2 has the form:

_x1H

_x2H

_x3H

_x4H

2
6664

3
7775 ¼

�1 1:48 0 0

�1:48 0 0:59 0

0 �0:59 0 0:67

0 0 �0:67 0

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
AH

x1H

x2H

x3H

x4H

2
6664

3
7775þ

1

0

0

0

2
6664

3
7775

|ffl{zffl}
BH

v

yH ¼ ½ 1 0 0 0�|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
CH

x1H x2H x3H x4H½ �T

ð163Þ

For v = 0 and initial conditions:

iL1 ¼ 0; iL2 ¼ 0; uC1 ¼ 0; uC2 ¼ 1 ð164Þ

Initial energy of the electric circuit is

E ¼ 0:5C2u2
C2
¼ 0:5 � 0:3454 � 12 ¼ 0:1727 ð165Þ

The system initial conditions x0 [ [0 0 0 1]T must also be transformed

x0H ¼ Tx0 ¼ T 0 0 0 1½ �T¼ 0 0 0 �0:5879½ �T ð166Þ

The energy in system S2 is calculated by equation

EHðtÞ ¼
1
2

X4

i¼1

x2
iHðtÞ ð167Þ

The time evolution of energy in RLC system according to Fig. 13 (response on
nonzero initial conditions and zero input voltage) was simulated by SPICE
(Fig. 14) and energy evolution calculated by state space energy approach is shown
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in Fig. 15. It can be seen that booth energy responses are the same. The partial
state space energy time evolutions are displayed in Fig. 16.

It is possible to convert linear continuous system into discrete system. The
matrix of discrete system is computed as

AD ¼ eAH Ts ¼ L�1 ðsI � AHÞ�1
n o

t¼Ts

ð168Þ

where B and C are given by

BD ¼
ZTs

s¼0

eAHsds

0
@

1
ABH ; CD ¼ CH ð189Þ

Numerical values of discrete system was calculated for sampling period
Ts = 0.417 (s) and discretization method ‘‘Zero-order hold.’’ Matrices AD, BD, CD

Fig. 14 Evolution of energy
for uC2 = 1—simulated by
SPICE

Fig. 15 State space energy
approach time evolution
according to Eq. (20) in
Chap. Chap. 7
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AD ¼

0:519 0:4688 0:0635 0:0063

�0:4688 0:8099 0:2257 0:0331

0:0635 �0:2257 0:9321 0:2747

�0:0063 0:0331 �0:2747 0:9609

2
6664

3
7775;

BD ¼

0:3198

�0:1087

0:0092

�0:0005

2
6664

3
7775

ð170Þ

and transfer function:

FðzÞ ¼ 0:3198z3 � 0:915z2 þ 0:9147z� 0:3198
z4 � 3:222z3 þ 4:173z2 � 2:586zþ 0:659

ð171Þ

The pole-zero map of discrete system is shown in Fig. 17. The time evolution
of state space energy of discrete system (for state variable x1D; x2D; x3D; x4D) is
presented in Fig. 18.

EDðtÞ ¼
1
2

X4

i¼1

x2
iDðtÞ ð172Þ

Fig. 16 The partial state space energy time evolutions
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The previous results are used for switching system simulation. The circuit is
shown in Fig. 19.

Values of resistors are R1 = 1X and R2 = 0.5X; C1 = 0.4545; C2 = 0.3454;
L1 = 1; L2 = 6.368. The states of switches are changed in t = 6. From t1 [ h0;6)
the system is charging, t2 [ h6;50i discharging. a1A = R1 = 1 and
a1B = R2 = 0.5 and v = 1. The structure of switching system (which holds state
space energy approach) is shown in Fig. 20. The state space equation of the
1S system for charging is

1 _x1

1 _x2

1 _x3

1 _x4

2
6664

3
7775

1S

¼

�1 1:48 0 0

�1:48 0 0:59 0

0 �0:59 0 0:67

0 0 �0:67 0

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
1A

1x1

1x2

1x3

1x4

2
6664

3
7775þ

1

0

0

0

2
6664

3
7775

|ffl{zffl}
1B

1

1y ¼ ½ 1 0 0 0�|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
1C

1x1
1x2

1x3
1x4

� �T
ð173Þ

The state space equation of the 2S system for discharging (v = 0) is (174). The
2S system start from initial values, which are given by values of state variables,
reaches by the end of charging.

Fig. 17 The pole-zero map
of discrete system. Poles:
0.6836 ? 0.4967i; 0.6836 -

0.4967i; 0.9273 ? 0.2509i;
0.9273 - 0.2509i. Zeros:
0.999; 0.9303 ? 0.3668i;
0.9303 - 0.3668i
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2 _x1

2 _x2

2 _x3

2 _x4

2
6664

3
7775

2S

¼

�0:5 1:48 0 0

�1:48 0 0:59 0

0 �0:59 0 0:67

0 0 �0:67 0

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2A

2x1

2x2

2x3

2x4

2
6664

3
7775

2y ¼ ½ 1 0 0 0�|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
2C

2x1
2x2

2x3
2x4

� �T
ð174Þ

The results are checked by simulation of the system by SPICE. The dissipated
powers on R1 and R2 (in SPICE) are given by:

PR1ðtÞ ¼ R1i2R1ðtÞ; PR2ðtÞ ¼ R2i2
R2ðtÞ ð175Þ

The ER is total energy dissipated on R1 and R2 during charging and discharging
as (in SPICE):

Fig. 18 State space energy time evolution of discrete system

Fig. 19 The switching
system
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ERðtÞ ¼ R1

Zt1

0

i2R1ðtÞþR2

Zt2

t1

i2
R2ðtÞ ð176Þ

The powers dissipated on R1 and R2 calculated by state space energy are given
by:

PR1ðtÞ ¼ a1Ax2
1AðtÞ ¼ R1x2

1AðtÞ;
PR2ðtÞ ¼ a1Bx2

1BðtÞ ¼ R2x2
1BðtÞ

ð177Þ

The ER is total energy dissipated on R1 and R2 during charging and discharging
as:

ERðtÞ ¼ a1A

Zt1

0

x2
1AðtÞþa1B

Zt2

t1

x2
1BðtÞ

¼ R1

Zt1

0

x2
1AðtÞþR2

Zt2

t1

x2
1BðtÞ

ð178Þ

Comparison of Figs. 21 and 22 shows that the booth approach gives the same
results.

Fig. 20 The structure of
switching system. The
dissipation parameters are
a1A = R1 = 1 and
a1B = R2 = 0.5
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8 Switching Power Systems: Port-Hamiltonian System
Approach

Port-Hamiltonian systems can be seen not only as a generalization of the classical
Hamiltonian equations of motion, but also as arising naturally from a modeling
network of (complex) physical systems (see [27–38]); it is, in fact, possible to
describe in the port-Hamiltonian framework not only mechanical systems but also
a broad class of physical systems including passive electro-mechanical systems,
mechanical systems with nonholonomic constraints, and their combinations.

From the control perspective, one of the main advantages in adopting the port-
Hamiltonian modeling framework is that the energy (Hamiltonian) function, which
is usually a good Lyapunov function, explicitly appears in the dynamics of the
system. Given a desired state of equilibrium, if the Hamiltonian of the system
assumes its minimum at this configuration, then asymptotic stability can be
assured by introducing a dissipative effect with the controller input. In this way,
energy decreases until the minimum of energy or, equivalently, the desired
equilibrium configuration is reached.

In order to introduce the class of port-Hamiltonian systems, it is good to start
with a simple mechanical example to show that the equation of motion derived via
the standard Euler–Lagrange equations can easily fit into this framework.

Calling q = [q1, q2,… qn]T the generalized configuration coordinates for a
mechanical system with n degrees of freedom, L the Lagrangian equal to the
difference K - V between the kinetic energy K and the potential energy V, and
s = [s1, s2, sn]T the vector of generalized forces acting on the system, it is possible
to describe the motion of the system via the Euler–Lagrange equations:

d
dt

oL

o _q
ðq; _qÞ


 �
� oL

oq
ðq; _qÞs ð179Þ

In standard mechanical system the kinetic energy is defined as

Fig. 21 Energy and power.
Simulation by SPICE. PR1—
power dissipated on R1 during
charging. PR2—power
dissipated on R2 during
discharging. ER—energy
dissipated on resistors during
charging and discharging.
EC—energy on C1, C2, L1 and
L2 during charging and
discharging
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Kðq; _qÞ ¼ 1
2

_qTMðqÞ _q ð180Þ

where M(q) is the n 9 n inertia matrix, symmetric and positive definite for all q. In
this case the vector of generalized momentum p = [p1, p2,… pn]T is defined as

p ¼ oL

o _q
¼ MðqÞ _q ð181Þ

Defining the state vector (q, p)T the n second order Eq. (179) transform into
2n first order equations

_q ¼ oH

op
ðq; pÞ ¼ M�1ðqÞp

_p ¼ � oH

op
ðq; pÞ þ s

y ¼ oH

op
ðq; pÞ ¼ _q

ð182Þ

where

Hðq; pÞ ¼ 1
2

pT M�1ðqÞpþ VðqÞ ð183Þ

is called Hamiltonian function of the system and represent the total energy of the
system. An immediate property (conservation of energy) follows from (180):

Fig. 22 Energy and power calculated by state space energy approach. PR1—power dissipated on
R1 during charging. PR2—power dissipated on R2 during discharging. ER—energy dissipated on
resistors during charging and discharging. EH—energy of state variables during charging and
discharging
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d

dt
H ¼ oT H

oq
ðq; pÞ _qþ oTH

op
ðq; pÞ _p

¼ oT H

op
ðq; pÞs ¼ _qTs ¼ yT u

ð184Þ

showing that the increase in internal energy of the system H is equal to the
supplied work (yTu is the generalized velocity times generalized forces, i.e.,
power). System (180) is an example of a Hamiltonian system with collocated
inputs and outputs, which more generally could be written in the form:

_q ¼ oH

op
ðq; pÞ ¼ M�1ðqÞp

_p ¼ � oH

op
ðq; pÞ þ BðqÞs

y ¼ oH

op
ðq; pÞ ¼ BTðqÞ _q

ð185Þ

with, in general, q, p [ <n and u, y [ <m and B(q) has proper dimension.
The class of Hamiltonian systems (184) can be further generalized to system

which are described in local coordinates as

_xðtÞ½ � ¼ JðxÞ � RðxÞ½ � oH

ox
ðxÞ

� �
þ BðxÞuðtÞ

yðtÞ ¼ BðxðtÞÞT oH

ox
ðxðtÞÞ

9>>=
>>;

ð186Þ

where

JðxÞ þ JðxÞT ¼ 0; RðxÞ ¼ RðxÞT � 0 ð187Þ

Equations (186) and (187) describe a port-Hamiltonian system with dissipation.
The n 9 n matrices J(x) and R(x) are called interconnection and damping matrix
respectively.

Note that in this case the internal interconnection structure is given by J(x) and
an additional resistive structure is given by R(x), which is determined by the
possible presence of energy dissipation.

In this case the power balance equation reduces to

dH

dt
¼ uðtÞT yðtÞ � oT H xðtÞð Þ

ox
R x tð Þð Þ oH xðtÞð Þ

ox
� uðtÞT yðtÞ

ð188Þ

This relation expresses a fundamental property of port-Hamiltonian systems,
their passivity. Roughly speaking, the internal energy of the unforced system
(u = 0) is non-increasing along system trajectories or, if the port variable is closed
on a dissipative element, then the energy function is always a decreasing function.
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If the definition of Lyapunov stability is recalled, together with the sufficient
condition for the stability of an equilibrium point, then it can be deduced that the
Hamiltonian is a good candidate for being a Lyapunov function.

In this part the example of port Hamiltonian-approach is used for switching
system simulation.

Example 8 SEPIC DC–DC converter

Single-ended primary inductance converter (SEPIC) topology is a good choice
for automotive power systems that require an output voltage between the low and
high values of the input voltage. SEPIC topology fits this application because its duty
ratio can be varied around 50 % to provide an output voltage that is either below or
above the input voltage. Additionally, compared to flyback converters, SEPIC
converters avoid the problems with leakage inductance and snubbers [39, 40].

SEPIC converters can also be used as Power Factor Preregulators (PFP). PFP
have been used to improve input current waveform of off-line power supplies.
There are two major approaches in implementing control circuits in PFP: the
multiplier approach and the voltage-follower approach. The simplest one is the
voltage-follower approach because the converter operates in discontinuous con-
duction mode (DCM), and only one loop control is required. SEPIC and CUK
converters present a great advantage over boost and flyback topologies in DCM: an
input current with low harmonic content can be obtained by correctly choosing
inductors L1, and L2, of the converter with a fixed operation frequency.

The most basic converter is the buck converter. It is so named because it always
steps down, or bucks, the input voltage. The output of the converter is given as

V0 ¼ dBUCK � V1 ð189Þ

where dBUCK is the converter’s duty cycle (on time fraction of the cycle).
Interchange the input and the output of the buck converter, and you get the

second basic converter—the boost. The boost always steps up, hence its name. The
output voltage is always higher than the input voltage, and is given as

V0 ¼
1

dBOOST

� V1 ð190Þ

where dBOOST is the converter’s duty cycle.
What if you have an application where you need to both step up and step down,

depending on the input and output voltages? You could use two cascaded con-
verters, a buck and a boost. Unfortunately, this requires two separate controllers
and switches. The buck–boost converter has the desired step up and step down
functions:
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V0 ¼
�dBUCK

dBOOST

� V1 ð191Þ

The output is inverted. A flyback converter (isolated buck–boost) requires a
transformer instead of just an inductor, adding to the complexity of the
development.

One converter that provides the needed input-to-output gain is the SEPIC
(single-ended primary inductor converter) converter. A basic SEPIC converter
with diode D1 is shown in Fig. 23. The diode can be replaced by switch (Fig. 24).
It has become popular in recent years in battery-powered systems that must step up
or down depending upon the charge level of the battery. The output voltage is
given as

V0 ¼
d

1� d
� V1 ð192Þ

where d is the converter’s duty cycle [41–43].
This suggests that if the duty cycle is greater than 0.5, a higher voltage will be

regulated at the output (boost); if the duty cycle is less than 0.5, the regulated
voltage will be lower (buck). Other relevant results of this analysis are that the
steady-state voltage across the energy-transfer capacitor C1 is equal to V0 in a
lossless system; the dc value of the current through the output inductor L1 is equal
to IOUT; and the dc value of the current through the ground-reference inductor L2 is
IOUT 9 VOUT/VIN. The energy-transfer capacitor also provides dc blocking from
VIN to VOUT. This property can be attractive when there is a risk of a shorted
output.

Fig. 23 Block diagram of
SEPIC DC–DC converter.
The SEPIC converter can
both step up and step down
the input voltage, while
maintaining the same polarity
and the same ground
reference for the input and
output

Fig. 24 Block diagram of
SEPIC DC–DC converter.
The diode D1 is replaced by
transistor T2. (T1 and T2 is
power MOSFET, RDS = 10
mX (max) @ 4.5 Vgs @
25 �C Tj)
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Figure 25 shows the circuit when the power switch is turned on. The first
inductor, L1, is charged from the input voltage source V1 during this time. The
second inductor L2 takes energy from the first capacitor C1, and the output
capacitor C2 is left to provide the load current. The fact that both L1 and L2 are
disconnected from the load when the switch is on leads to complex control
characteristics.

When the power switch is turned off, the first inductor charges the capacitor C1

and also provides current to the load, as shown in Fig. 26. The second inductor L2

is also connected to the load during this time.
The output capacitor sees a pulse of current during the off time, making it

inherently noisier than a buck converter. The input current is usually supplied from
battery.

The SEPIC circuit diagram (according Fig. 25) for T1 on and T2 off can be
described by a set of differential equations

dIL1

dt
¼ 1

L1
�RL1IL1 þ V1ð Þ

dIL2

dt
¼ 1

L2
� RC1 þ RL2ð ÞIL2 þ VC1½ �

dVC1

dt
¼ � 1

C1
IL2

dVC2

dt
¼ � 1

C2

1
RO þ RC2

VC2

ð193Þ

and circuit diagram (according Fig. 26) for T1 off and T2 on can be described by

Fig. 25 When the T1 is
turned on (T2 off), the input
inductor is charged from the
source, and the second
inductor is charged from the
first capacitor. No energy is
supplied to the load capacitor
during this time. Inductor
current and capacitor voltage
polarities are marked in this
figure

Fig. 26 When the T1 is off
and T2 is on, both inductors
provide current to the load
capacitor
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dIL1

dt
¼ 1

L1
� RC1 þ RL1 þ RC2RAð ÞIL1 � RC2RAIL2 � VC1 � RAVC2 þ V1½ �

dIL2

dt
¼ 1

L2
�RC2RAIL1 � RL2 þ RC2RAð ÞIL2 � RAVC2½ �

dVC1

dt
¼ 1

C1
IL1

dVC2

dt
¼ 1

C2
RAIL1 þ RAIL2 �

1
RO þ RC2

VC2

� �
ð194Þ

where

RA ¼
RO

RO þ RC2
ð195Þ

For RC1 = RC2 = 0 ) RA = 1 (resistors RC1, RC2 are shifted in other resistors)
Eqs. (193) and (194) are simplified (for T1 on, T2 off):

dIL1

dt
¼ 1

L1
�RL1IL1 þ V1ð Þ

dIL2

dt
¼ 1

L2
�RL2IL2 þ VC1½ �

dVC1

dt
¼ � 1

C1
IL2

dVC2

dt
¼ � 1

C2RO
VC2

ð196Þ

and for T1 off and T2 on:

dIL1

dt
¼ 1

L1
�RL1IL1 � VC1 � VC2 þ V1½ �

dIL2

dt
¼ 1

L2
�RL2IL2 � VC2½ �

dVC1

dt
¼ 1

C1
IL1

dVC2

dt
¼ 1

C2
IL1 þ IL2 �

1
RO

VC2

� �
ð197Þ

For port Hamiltonian formalism we must adjust Eqs. (196) and (197) according
to (186). Equation (196) (for T1 off and T2 on) is therefore written as (198)
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J1 � R ¼

0 0 � 1
L1C1

� 1
L1C2

0 0 0 � 1
L2C2

1
L1C1

0 0 0
1

L1C2

1
L2C2

0 0

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J1

�

RL1

L2
1

0 0 0

0 RL2

L2
2

0 0

0 0 0 0
0 0 0 1

ROC2
2

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R

ð198Þ

and Eq. (197) after matrix subtracting is changed to (199)

J1 � R ¼

� RL1

L2
1

0 � 1
L1C1

� 1
L1C2

0 � RL2

L2
2

0 � 1
L2C2

1
L1C1

0 0 0
1

L1C2

1
L2C2

0 � 1
ROC2

2

2
66664

3
77775 ð199Þ

The similar procedure is used for Eq. (196) (for T1 on and T2 off)

J2 � R ¼

0 0 0 0
0 0 1

L2C1
0

0 � 1
L2C1

0 0
0 0 0 0

2
664

3
775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J1

�

RL1

L2
1

0 0 0

0 RL2

L2
2

0 0

0 0 0 0
0 0 0 1

ROC2
2

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R

ð200Þ

and final matrix J2 - R has form (for T1 on and T2 off)

J2 � R ¼

� RL1

L2
1

0 0 0

0 � RL2

L2
2

1
L2C1

0

0 � 1
L2C1

0 0
0 0 0 � 1

ROC2
2

2
66664

3
77775 ð201Þ

The oH
ox ðxÞ and B(x) are

oH

ox
ðxÞ ¼

L1x1

L2x2

C1x3

C2x4

2
664

3
775 BðxÞ ¼

1=L1

0
0
0

2
664

3
775 ð202Þ

the whole dynamical model (for T1 off and T2 on) is

_x1

_x2

_x3

_x4

2
664

3
775

S1

¼

� RL1

L2
1

0 � 1
L1C1

� 1
L1C2

0 � RL2

L2
2

0 � 1
L2C2

1
L1C1

0 0 0
1

L1C2

1
L2C2

0 � 1
ROC2

2

2
66664

3
77775

L1x1

L2x2

C1x3

C2x4

2
664

3
775þ

1=L1

0
0
0

2
664

3
775V1 ð203Þ
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y ¼ BðxÞT oH

ox
ðxÞ ¼ 1=L1 0 0 0½ � L1x1 L2x2 C1x3 C2x4½ �T

and dynamical model (for T1 on and T2 off) is

_x1

_x2

_x3

_x4

2
664

3
775

S2

¼

� RL1

L2
1

0 0 0

0 � RL2

L2
2

1
L2C1

0

0 � 1
L2C1

0 0
0 0 0 � 1

ROC2
2

2
66664

3
77775

L1x1

L2x2

C1x3

C2x4

2
664

3
775þ

1=L1

0
0
0

2
664

3
775V1 ð204Þ

y ¼ BðxÞT oH

ox
ðxÞ ¼ 1=L1 0 0 0½ � L1x1 L2x2 C1x3 C2x4½ �T

The above equations of systems (S1—for T1 off and T2 on) can be rewritten as

_x1

_x2

_x3

_x4

2
664

3
775

S1

¼

� RL1
L1

0 � 1
L1

� 1
L1

0 � RL2
L2

0 � 1
L2

1
C1

0 0 0
1

C2

1
C2

0 � 1
ROC2

2
66664

3
77775

x1

x2

x3

x4

2
664

3
775þ

1=L1

0
0
0

2
664

3
775V ð205Þ

y ¼ BðxÞT oH

ox
ðxÞ ¼ 1=L1 0 0 0½ � L1x1 L2x2 C1x3 C2x4½ �T

and system S2—for T1 on and T2 off

_x1

_x2

_x3

_x4

2
664

3
775

S2

¼

� RL1
L1

0 0 0

0 � RL2
L2

1
L2

0

0 � 1
C1

0 0
0 0 0 � 1

ROC2

2
66664

3
77775

x1

x2

x3

x4

2
664

3
775þ

1=L1

0
0
0

2
664

3
775V1 ð206Þ

y ¼ BðxÞT oH

ox
ðxÞ ¼ 1=L1 0 0 0½ � L1x1 L2x2 C1x3 C2x4½ �T

The energy stored in electrical circuit can be calculated by

ES ¼
1
2

L1I2
L1 þ L2I2

L2 þ C1V2
C1 þ C2V2

C2

	 

ð207Þ

And Hamiltonian energy in system is H(x)

HðxÞ ¼ ES ¼
1
2

L1x2
1 þ L2x2

2 þ C1x2
3 þ C2x2

4

	 

ð208Þ

102 M. Stork et al.



Fig. 27 Phase projection of x1, x2 and x3 for SEPIC convertor

Fig. 28 The time evolution of state variables for SEPIC converter. From the upper to the lower
plot: x1, x2, x3, x4
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Fig. 29 The time evolution of total energy in SEPIC converter

Fig. 30 Partial energy in SEPIC converter E1, E2, E3, E4. (energy in L1, L2, C1, C2)
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The SEPIC converter is simulated for parameters V1 = 10; L1 = 0.8 [H];
L2 = 0.8 [H]; C1 = 0.4 [F]; C2 = 10 [F]; RC1 = 0 [X]; RC2 = 0 [X]; RL1 = 0.01
[X]; RL2 = 0.01 [X]; RO = 0.9 [X]; d = 0.6 (duty cycle), period T = 1 [s] and
numerical values of system S1 are

_x1

_x2

_x3

_x4

2
664

3
775

S1

¼

�0:0125 0 �1:25 �1:25
0 �0:0125 0 �1:25

2:5 0 0 0
0:1 0:1 0 �0:1111

2
664

3
775

x1

x2

x3

x4

2
664

3
775þ

1:25
0
0
0

2
664

3
775V1

ð209Þ

y ¼ 1:25 0 0 0½ � 0:8x1 0:8x2 0:4x3 10x4½ �T

and system S2

Fig. 31 The powers flow through the SEPIC converter. From the upper to the lower plot: input
power, all dissipative powers and input power–dissipative powers
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Fig. 32 The time evolution of energy flows through the SEPIC converter: Input energy,
dissipated energy and energy in system

Fig. 33 The time evolution of energy flows through the SEPIC converter (calculated by SPICE):
input energy, dissipated energy and energy in system
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_x1

_x2

_x3

_x4

2
664

3
775

S2

¼

�0:0125 0 0 0
0 �0:0125 1:25 0
0 �2:5 0 0
0 0 0 �0:1111

2
664

3
775

x1

x2

x3

x4

2
664

3
775þ

1:25
0
0
0

2
664

3
775V1 ð210Þ

y ¼ 1:25 0 0 0½ � 0:8x1 0:8x2 0:4x3 10x4½ �T

Eigenvalues of a matrix R:

Eig R ¼ 0; 0:0111; 0:0156; 0:0156½ �T ð211Þ

are therefore positive semidefinite. Denominator of the transfer function of system
S1 is

DenS1 ¼ s4 þ 0:136s3 þ 3:378s2 þ 0:389sþ 0:395 ð212Þ

The roots of the DenS1 are

�0:0085 þ 1:8040i;�0:0085 � 1:8040i;�0:0595 þ 0:3432i;�0:0595 � 0:3432i½ �

The simulation results of SEPIC converter are shown in the following figures. The
state space variables are x1 = IL1, x2 = IL2, x3 = VC1 and x4 = VC2. In Fig. 27 is
shown as 3D phase projection. Time evolution of x1, x2, x3, x4 is displayed in
Fig. 28. Time evolution of total energy (according 208) is shown in Fig. 29 and
partial energy in Fig. 30. The powers flows through the SEPIC converter according

Table 1 Comparison of the state space energy and port-Hamiltonian approach: class of systems

Class of systems State space energy Port Hamiltonian

Linear OK No problems if Hamiltonian is known
Nonlinear OK OK
MIMO Some problems OK
Chaotic Verified by variety

of simulation experiment
Partly

Table 2 Comparison of the state space energy and port-Hamiltonian approach: Property

Property State space energy Port Hamiltonian

Basic idea Geometric orientation Physical orientation
State minimality Necessary Appropriate
Parameter minimality Minimal description Non-minimal description
Asymptotic stability Straightforward (Construction

of Lyapunov function, too)
By means of system passivity

analysis possible
Chaotic behavior synthesis Straightforward Not known so far
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to Eq. (213) (input power, all dissipative powers and input power-dissipative
powers) are shown in Fig. 31.

dH

dt
¼ uðtÞT yðtÞ|fflfflfflfflffl{zfflfflfflfflffl}

Input power

� oT H xðtÞð Þ
ox

R x tð Þð Þ oH xðtÞð Þ
ox|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Dissipative power

� uðtÞT yðtÞ|fflfflfflfflffl{zfflfflfflfflffl}
Input power

ð213Þ

The energy balance is derived from (213) as

H xðtÞ½ � � H xð0Þ½ �|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
Stored energy

¼
Z t

0

uðsÞT yðsÞds

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Supplied energy

�
Z t

0

oH

ox
xðsÞð Þ


 �T

R x tð Þð Þ oH

ox
xðsÞð Þds

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Dissipated energy

ð214Þ

In Fig. 32 the time evolution of energy that flows through the SEPIC converter
is shown: Input energy, dissipated energy and energy in system (according to
Eq. (214)). For confirmation of result calculated from (214), the supplied energy,
dissipated energy, and energy stored in system was calculated by SPICE. All are
shown in Fig. 33.

9 Conclusion

Interaction between physical systems is determined by exchange of energy and
therefore, a first step toward the control interactions is to explicitly model the
energetic properties of physical systems. Energy exchange plays a key role both
for the description and for the control of the physical interaction. In this chapter
some innovative methods for systems description by energy were presented. The
state space energy-based approach seems to open a new perspective in develop-
ment of sufficiently universal and more adequate abstract system representations
for a broad variety of natural systems. For comparison the port-Hamiltonian
approach was also introduced. Similar to the state space energy, the port-Hamil-
tonian description of physical systems puts into evidence all the energetic prop-
erties of the system the amount of energy stored, through the state energy
variables, the energy dissipation, through the dissipative elements, the interfaces
with the external world, through the power ports, and the interconnection structure
along with the parts of exchange energy.

In this chapter was presented that booth approach—state space energy and port-
Hamiltonian can be used to model a wide variety of physical systems by taking
into account explicitly their energetic behavior and the internal interconnection
structure. The main idea of the work was to introduce a new theory and present
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some linear and nonlinear examples. The comparisons of booth approach are
simply presented in Tables 1 and 2.
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Power Systems Stability Analysis Based
on Classical Techniques in Work

Naser Mahdavi Tabatabaei, Aysen Demiroren, Naser Taheri,
Ahmad Hashemi and Narges Sadat Boushehri

Abstract This chapter presents a linearized Phillips–Heffron model of a parallel
AC/DC power system in order to studying power system stability. In addition, a
supplementary controller for a modeling back-to-back voltage source converter
(BtB VSC) HVDC to damp low-frequency oscillations in a weakly connected
system is proposed. Also, input controllability measurement for BtB VSC HVDC
is investigated using relative gain array (RGA), singular value decomposition
(SVD) and damping function (DF) and a supplementary controller is designed
based on phase compensating method. In addition, a supplementary controller for a
novel modeling VSC HVDC to damp low-frequency oscillations in a weakly
connected system is proposed. The potential of the VSC HVDC supplementary
controllers to enhance the dynamic stability is evaluated by measuring the elec-
tromechanical controllability through SVD analysis. The presented control scheme
not only performs damping oscillations but also the voltage and power flow control
can be achieved. Simulation results obtained by MATLAB verify the effectiveness
of the VSC HVDC and its control strategy for enhancing dynamical stability.
Moreover, a linearized model of a power system installed with a UPFC has been
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presented. UPFC has four control loops that, by adding an extra signal to one of
them, increases dynamic stability and load angle oscillations are damped. To
increase stability, a novel online adaptive controllers have been used analytically
to identify power system parameters. Suitable operation of adaptive controllers to
decrease rotor speed oscillations against input mechanical torque disturbances is
confirmed by the simulation results.

Keywords Power system dynamic stability � Power system stabilizer (PSS) �
Phillips–Heffron model � Low-frequency oscillations � Supplementary controller �
Voltage source converter (VSC) � Single-machine infinite bus (SMIB) � Back-to-
back VSC (BtB VSC) � Unified power flow controller (UPFC) � Adaptive
controller

1 Introduction

HVDC transmission was first used commercially in 1954 when a DC submarine
cable linked Gotland Island with mainland Sweden. It was an under cable, 96 km
long with ratings of 100 kV and 20 MW. That HVDC system and the ones that
followed for almost two decades used mercury arc valves for converting from AC
to DC and vice versa starting with the Eel River back-to-back converter appli-
cation in 1972, mercury arc valves were replaced by thyristor in commercial
HVDC applications. Thyristors are silicon-based power semiconductors and were
initially known as silicon controlled rectifiers (SCRs). Similar to diodes they allow
only unidirectional current flow. However, a small current injected at the gate of a
forward biased thyristor permits control of the start of current conduction. Once
the thyristor is conducting, it will cease conduction only if the voltage across the
thyristor reverses and the current it is conducting droops to zero. The HVDC
controls send coordinated signals to the gates of groups of thyristors so that by
switching the DC current through various paths at various times as described later,
the AC–DC or DC–AC conversion process is realized. Approximately, 50 HVDC
transmission projects have been built around the world since 1954, at present,
under construction or being planned. The deregulation and restructuring of the
electric utility industry currently in progress may encourage more applications of
HVDC transmission, perhaps for nontraditional purposes.

As power demand grows rapidly and expansion in transmission and generation
is restricted with the limited availability of resources and the strict environmental
constraints, power systems are today much more loaded than before. This causes
the power systems to be operated near their stability limits. Power system stabi-
lizers (PSSs) aid in maintaining power system stability and improving dynamic
performance by providing a supplementary signal to the excitation system [1].

However, PSSs may adversely affect voltage profile, may result in leading
power factor, and may not be able to suppress oscillations resulting from severe

114 N. Mahdavi Tabatabaei et al.



disturbances, especially those three-phase faults which may occur at the generator
terminals [1]. The availability of flexible AC transmission system (FACTS) con-
trollers, such as static VAR compensators (SVC), thyristor control series com-
pensators (TCSC), static synchronous compensators (STATCOM), and unified
power flow controller (UPFC), can be applied to damping oscillations by adding a
supplementary signal for main control loops [2–4].

Extremely fast control action associated with FACTS-device operations, they
have been very promising candidates for utilization in power system damping
enhancement. It has been observed that utilizing a feedback supplementary con-
trol, in addition to the FACTS-device primary control, can considerably improve
system damping and can also improve system voltage profile, which is advanta-
geous over PSSs [1].

Recently VSC HVDC systems have greatly increased. VSC HVDC trans-
mission links are used in power systems for various purposes, for example,
interconnecting two neighboring systems of using different frequencies, improving
system transient stability, etc. Many existing VSC HVDC control methods pro-
vide various forms of modulation for damping power system oscillation and
improving dynamic performance [5–7]. Power system stabilizers (PSSs) aid in
maintaining power system stability and improving dynamic performance by pro-
viding a supplementary signal to the excitation system [4]. However, PSSs may
adversely affect voltage profile, may result in leading power factor, and may not be
able to suppress oscillations resulting from severe disturbances [8].

A unified power flow controller (UPFC) is one the FACTS devices which can
control power system parameters such as terminal voltage, line impedance, and
phase angle [9, 10]. Recently, researchers have presented dynamic UPFC models
in order to design a suitable controller for power flow, voltage and damping
controls [11–14]. Wang has presented a modified linearized Heffron–Phillips
model of a power system installed with a UPFC [9, 15]. Wang has not presented a
systematic approach to design the damping controllers. Furthermore, no effort
seems to have been made to identify the most suitable UPFC control parameters, in
order to arrive at a robust damping controller and has not used the deviation of
active and reactive powers, DPe and DQe as the input control signals. Abido has
used the PSO control to design a controller and this manner not only is an offline
procedure, but also depends strongly on the selection of the primary conditions of
control systems [16, 17].

2 Analyzing of Power System Stability in BtB VSC SMIB
Network

Recently, HVDC systems have greatly increased. They interconnect large power
systems offering numerous technical and economic benefits. This interest results
from functional characteristics and performance that include for example
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nonsynchronous interconnection, control of power flow, and modulation to
increase stability limits [18]. It is well-known that the transient stability of the AC
systems in a composite AC–DC system can be improved by taking advantage of
the fast controllability of HVDC converters [19–24]. There are, therefore, good
reasons for constructing HVDC links in close proximity to HVAC lines. Most
available control theories assume that a control structure is given at the outset. The
first step for an engineer is to determine the variable that should be controlled, the
variable that should be measured, and the input that should be manipulated.

Power system which is equipped with parallel AC–DC system is a multivariable
system and it is important to choose best input to apply supplementary controller
signal to damp oscillations. It was proposed to using singular value decomposition
(SVD) to measure controllability of BtB VSC HVDC inputs in [25, 26]. These
papers show that, phase angel of rectifier has most controllability rather to others
input.

In this section, an approach is presented to model parallel AC/DC power system
namely Phillips–Heffron model based d-q algorithm in order to studying system
dynamical stability. In addition, a block diagram representation is formed to
analyze the system stability characteristics. By this modeling approach, it is
possible to analyze the small-signal stability of the system and low-frequency
oscillation phenomena which is caused by external disturbances such as variation
of input torque and fault occurring.

Also selection of a suitable signal for applying to a power system is done based
on relative gain array (RGA), singular value decomposition (SVD) and Damping
function (DF). Simulation results carried by MATLAB, show the proposed strat-
egy has fast dynamic response.

2.1 Configuration of Power System

Figure 1 shows a single-machine infinite bus (SMIB) network equipped with a BtB
VSC HVDC. The four input control signals to the HVDC are Mr;PHr;Mi;PHi

where Mr;Mi are the amplitude modulation ratio and PHr;PHi are phase angle of
the control signals of each VSC, respectively.

By applying Park’s transformation and neglecting the resistance and transients
of the coupling transformers, the BtB VSC HVDC can be modeled:

VLd

VLq

� �
¼ 0 �Xs

Xs 0

� �
Ilod

Iloq

� �
þ

MrVdc cosðPHrÞ
2

MrVdc sinðPHrÞ
2

" #
ð1Þ

Vbd

Vbq

� �
¼ 0 �Xsp

Xsp 0

� �
Ibopd

Ibopq

� �
þ

MiVdc cosðPHiÞ
2

MiVdc sinðPHiÞ
2

" #
ð2Þ
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Cdc
_Vdc ¼

�
Mr

2
ðIlod cosðPHrÞ þ Iloq sinðPHrÞÞ

þMi

2
ðIbopd cosðPHiÞ þ Ibopq sinðPHiÞÞ

� ð3Þ

where VL;Vb; Ilo and Ibo are the middle bus voltage, infinite bus voltage, flowed
current to rectifier, and inverter, respectively. Cdc and Vdc are the DC link
capacitance and voltage, respectively.

The nonlinear model of the SMIB system of Fig. 1 is:

_d ¼ xbðx� 1Þ ð4Þ

_x ¼ Pm � Pe � Dxð Þ
M

ð5Þ

_Eq
0 ¼
ðEfd � ðxd � x0dÞItd � E0qÞ

T 0do

ð6Þ

_Efd ¼
ðKAðVref � VtÞ � EfdÞ

TA
ð7Þ

where

Pe ¼ VtdItd þ VtqItq

Vt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

td þ V2
tq

q

Vtd ¼ xqItq

Fig. 1 A SMIB network equipped with a BtB VSC HVDC
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Vtq ¼ E0q � x0dItd

Itd ¼ Ilod þ Ibd

Itq ¼ Iloq þ Ibq

and Pm and Pe are the input and output power, respectively; M and D are the
inertia constant and damping coefficient, respectively; xb the synchronous speed;
d and x the rotor angle and speed, respectively; E0q;Efd and Vt the generator
internal, field, and terminal voltages, respectively; T 0do the open circuit field time
constant; xd; x0d and Xq the d-axis, d-axis transient reactance, and q-axis reactance,
respectively; KA and TA the exciter gain and time constant, respectively; Vref the
reference voltage. Effects of PSS can be considered by adding upss to the Eq. (7)
which this is not a goal in this section. Also from Fig. 1 we have:

�Vt ¼ jXtl
�Itl þ �Vl ð8Þ

�Vt ¼ jXtl
�Itl þ jXlb

�Ilb þ �Vb ð9Þ

�Ilb ¼ �Itl �
�Vt � jXtl

�Itl � �Vo

jXs
ð10Þ

where �Itl, �Vo, �Ilb and �Vb are the armature current, rectifier voltage, infinite bus
current, and voltage, respectively. From Eqs. (8)–(10), we can have:

Itlq ¼
Xlb

Xs

Mr
2 Vdc cosðPHrÞ þ Vb sinðdÞ

ZXq þ A
ð11Þ

Itld ¼
ZE0q � Xlb

Xs

Mr
2 Vdc sinðPHrÞ þ Vb cosðdÞ

Zx0d þ A
ð12Þ

and for inverter side:

Ibopd ¼
Vb cosðdÞ � Mi

2 Vdc sinðPHiÞ
Xsp

ð13Þ

Ibopq ¼ �
Vb sinðdÞ � Mi

2 Vdc cosðPHiÞ
Xsp

ð14Þ

By linearising (1)–(7), (11)–(14):

D _d ¼ xbDx ð15Þ

D _x ¼ DPm � DPe � DDxð Þ
M

ð16Þ
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D _Eq
0 ¼
ðDEfd � ðxd � x0dÞDItd � DE0qÞ

T 0do

ð17Þ

D _Efd ¼
ðKADVt � DEfdÞ

TA
ð18Þ

where:

D _Vt ¼ K5Ddþ K6DE0q þ KVdc
DVdc þ KVMr DMr þ KVPHr DPHr ð19Þ

DPe ¼ K1Ddþ K2DE0q þ KpdcDVdc þ KpMr DMr þ KpPHr DPHr ð20Þ

DEq ¼ K3DE0q þ K4Ddþ KqPHr DPHr þ KqMr DMr þ KqdcDVdc ð21Þ

D _Vdc ¼ q1Ddþ q2DE0q þ q3DVdc þ q4DMr þ q5DPHr þ q6DMi þ q7DPHi ð22Þ

Substitute (19)–(22) in (15)–(18) we can obtain the state variable of the power
system installed with the BtB VSC HVDC to be:

D _d

D _x

D _E0q

D _Efd

D _Vdc

2
6666664

3
7777775
¼

0 xb 0 0 0

� K1
M � D

M � K2
M 0 � Kpdc

M

� K4
T 0

do

0 � K3
T 0

do

1
T 0

do

� Kqdc

M

� KATA
TA

0 � KAK6
TA

� 1
TA
� KAKVdc

TA

q1 0 q2 0 q3

2
66666664

3
77777775
:

Dd

Dx

DE0q
DEfd

DVdc

2
6666664

3
7777775

þ

0 0 0 0

� KpMr

M � KpPHr

M 0 0

� KqMr

T 0
do

� KqPHr

T 0
do

0 0

� KAKVMr
TA

KAKVPHr
TA

0 0

q4 q5 q6 q7

2
66666664

3
77777775
:

DMr

DPHr

DMi

DPHi

2
6664

3
7775

ð23Þ

where DMi;DMr;DPHi and DPHr are the linearization of the input control signals
of the BtB VSC HVDC. The linearised dynamic model of (23) can be shown by
Fig. 2. In this figure Kpu;Kqu;Kvu;Kq and DU are defined below:

Kpu ¼ ½KpMr ;KpPHr ; 0; 0ffi
T

Kqu ¼ ½KqMr ;KqPHr ; 0; 0ffi
T

Kvu ¼ ½KVMr ;KVPHr ; 0; 0ffi
T

Kq ¼ ½q4; q5; q6; q7ffiT

DU ¼ ½DMr;DPHr;DMi;DPHiffiT
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It can be seen that the configuration of the Phillips–Heffron model is exactly the
same as that installed with SVC, TCSC, TCPS, UPFC and STATCOM.

Also from (23) it can be seen that there are four choice of input control signals
of the BtB VSC HVDC to superimpose on the damping function of the BtB VSC
HVDC DMi;DMr;DPHi and DPHr. Therefore, in designing the damping controller
of the BtB VSC HVDC, besides setting its parameters, the selection of the input
control signal of the BtB VSC HVDC to superimpose on the damping function of
the BtB VSC HVDC is also important.

2.2 Input Controllability Measurement

2.2.1 Singular Value Decomposition (SVD)

To measure the controllability of the EM mode by a given input (control signal),
the singular value decomposition (SVD) is employed [25, 26]. Mathematically, if
G is an m� n complex matrix, then there exist unitary matrices U and V with
dimensions of m� m and n� n, respectively, such that:

G ¼ URVH

Fig. 2 Phillips–Heffron model of power system installed with HVDC
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where R ¼ R1 0
0 0

� �
, R1 ¼ diag r1; . . .; rrð Þ with r1� � � � � rr � 0 where r ¼

minfm; ng and r1; . . .; rr are the singular values of G.
The minimum singular value rr represents the distance of the matrix G from all

the matrices with a rank of r � 1. This property can be used to quantify modal
controllability. The matrix H can be written as H ¼ ½h1h2h3h4ffi where hi is a
column vector corresponding to the ith input. The minimum singular value, rmin of
the matrix ½kI � A; hiffi indicates the capability of the ith input to control the mode
associated with the eigenvalue k. Actually, the higher rmin, the higher the con-
trollability of this mode by the input considered. As such, the controllability of the
EM mode can be examined with all inputs in order to identify the most effective
one to control the mode.

2.2.2 Relative Gain Array (RGA)

The relative gain array (RGA) was introduced in Ref. [27]. It provides the designer
with a quick assessment of interaction among the control loops of a multivariable
system. The RGA of an l� m matrix G is defined as:

RGAðGÞ ¼ KðGÞ ¼ G� ðG0ÞT

where G0 is pseudoinverse, ð:ÞT means transpose and 9 denotes the element of
multiplication. The RGA has a number of interesting control properties [27]. RGA
can exhibit the interaction of different input/output pair on the total system. This
property can be used in the measurement of input controllability:

The ith row sum of the RGA is equal to the square of the ith output projection,
and the jth column sum of the RGA is equal to the square of the jth input pro-
jection. For more information readers can refer to Refs. [27, 28].

2.2.3 Damping Function (DF)

The linearised model of the power system installed with the BtB VDC HVDC can
be expressed by Fig. 3 [29–31], where H(s) is the transfer function of the HVDC
damping controller. From Fig. 3 we can obtain the electric torque provided by the
HVDC damping controller to the electromechanical oscillation loop of the gen-
erator to be:

DTHVDC ¼
Kcðk0ÞK0ðk0ÞHðk0Þ
1� KILðk0ÞHðk0Þ

Dx ð24Þ

An ideal HVDC damping controller should contribute a pure positive damping
torque to the electromechanical oscillation loop with DTHVDC ¼ DHVDCDx that is:
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DHVDC ¼
Kc k0ð ÞK0 k0ð ÞH k0ð Þ
1� KIL k0ð ÞH k0ð Þ

ð25Þ

which results in:

DHVDC ¼ Kc k0ð ÞK0 k0ð Þ þ DIPFCKIL k0ð Þ½ ffiH k0ð Þ ¼ F k0ð ÞH k0ð Þ ð26Þ

Fðk0Þ which is named as the forward path of the BtB VSC HVDC damping
controller, has a decisive influence on the effectiveness of the HVDC damping
controller. If we assume the set of the operating conditions of the power system is
XðlÞ;Fðk0Þ can be denoted as the function of system operating condition l and
input control signal of the HVDCuk. The criterion of the selection can be Ref. [26]:

lselected ¼ min F
l
ðk0; l; ukÞ; l 2 XðlÞ ð27Þ

uselected ¼ max F
uk

ðk0; lselected; ukÞ

uk 2 fMr;Mi;ur;uig
ð28Þ

uselected ¼ min
uk

fmax
l

Fðk0; l; ukÞ �min
l

Fðk0; l; ukÞg

uk 2 fMr;Mi;ur;uig; l 2 XðlÞ
ð29Þ

(a) Equation (27) requires that the operating condition, where the HVDC damping
control is least effective, is selected for the design of the controller.

(b) For the efficient operation of the HVDC damping function. The required
damping should be provided at minimum control cost.

(c) A good design of damping controller requires that it provides a steady
damping over all the range of power system operating conditions.

Furthermore, from Eq. (26) we can see that the phase compensation method can
be used to set the parameters of the HVDC damping controller.

ω
)s(K

oscillation loop
electromechanical

δΔ

ωΔ

kuΔ
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( )sK IL
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Fig. 3 Closed-loop system
installed with UPFC dumping
controller
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2.3 Neural Network Controller

This paper an adaptive neural controller (NN) is used as shown in Fig. 4. This
adaptive neural controller is consisted from two separate neural networks as
identifier [29] and controller described in following.

Structure of neural identifier is shown in Fig. 4. This network has four neuron
at hidden and one at output layer. f is activation function that is hyperbolic tangent
in this paper. It is trained using error back propagation method that described in
detail in following [26]. Cost function is defined as:

Eid ¼
1
2
ðDx� Dx̂Þ2 ¼ 1

2
e2

id ð30Þ

where Dx and Dx̂ are power system (i.e., rotor speed deviation) and neural
identifier

output, respectively.

oEid

owid
oh

¼ oEid

oeid

oeid

oðDx̂Þ
oðDx̂Þ

ov

ov

owid
oh

ð31Þ

where wid
oh are weights between output and hidden layer. Using Eq. (28), the

sensitive coefficient of output neuron is calculated and output weights are updated
according Eq. (26).

wid
oh;New ¼ wid

oh;Old � g
oEid

wid
oh

ð32Þ

Structure of neural controller is shown in Fig. 5. This is a feed forward network
including four neuron at hidden and one neuron at output layer. Back propagation
method used to train this network as described in following [26]. Cost function to
training this network is:

Fig. 4 Structure of the online neural controller
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Eco ¼
1
2
ð0� Dx̂Þ2 ¼ 1

2
Dx̂2 ¼ 1

2
e2

co ð33Þ

oEco

owco
oh

¼ oEco

oeco

oeco

oðDx̂Þ
oðDx̂Þ

ov

ov

owco
oh

ð34Þ

where V , wco
oh are the neural identifier output and the weights between output and

hidden layer of neural controller. Using Eqs. (27)–(31), it is possible to calculate
the sensitive coefficient in output neuron of neural controller and correct the
middle and output weights of neural controller (Fig. 6).

Fig. 6 Structure of the online neural controller

Fig. 5 Structure of the online neural identifier
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3 Simulation Results

Power system information is given in Appendix 1. Constant coefficients in Eq. (23)
are calculated according information’s which given in [26, 28]. For given infor-
mation, characteristic equation is:

DðsÞ ¼ s5 þ 67:13s4 þ 684:7s3 þ 799:9s2 þ 9089sþ 28180

with poles: �54:8593; 1:2442� 3:8027j;�2:6505;�12:1114.
According to the above, there are two poles with positive real part and power

system is unstable (for DPe ¼ 0:05). Lead/lag compensator are designed using the
phase compensation method. Parameters of these controllers are given in Table 1.

To assess the effectiveness of the damping controller two different conditions
are considered according Table 2. Rotor speed deviation and electrical power for
suddenly change in mechanical power ðDPm ¼ 0:05Þ.

For SVD analysis, Pe range is from 0.01 to 1.5 pu and Qe ¼ ½�0:3; 0; 0:3ffi. At
each loading condition, the system model is linearized, the EM mode is identified,
and the SVD-based controllability measure is implemented. For comparison
purposes, the minimum singular value for all inputs at Qe ¼ �0:3; 0:0 and 0.3 pu
are shown in Fig. 7, respectively. From these figures, the following can be noticed:

• EM mode controllability via ur always is higher than that of any other input.
• The capabilities of ur; uPSS;Mr;ui to control the EM mode is higher than of Mi.
• All control signals have low EM controllability in low load condition except ur.

The RGA results are shown in Fig. 8. It can be result that between VSC HVDC
inputs, phase angel of rectifier has good controllability in low frequencies
(0–5 Hz) rather to other inputs. This input is selected to apply supplementary NN
controller.

Figures 9 and 10 show the damping of the oscillation mode over the XðlÞ. It
can be seen that, at the heavy load operating condition, the oscillation mode is of
poorest damping. Therefore, this operating condition is selected to design the
damping controller.

Table 1 Parameters of
designed controllers

Mr PHr

T1 0.2 0.14
T2 0.31 0.41
Kdc -53.01 -72.1

Table 2 Load condition Load condition PeðpuÞ QeðpuÞ
l1 0.8 0.015
l2 1.1 0.3
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• The results of calculation of the forward path FðkÞ over XðlÞ as shown by
Fig. 9. With uk ¼ Mi we have FðkÞ � 0 over XðkÞ. Therefore, the oscillation
mode controllability is not controllable if the input control signal is chosen to be
Mi. In the following Mi will not be included in the discussion.

• According to the criteria of Eq. (24), it can be seen that the operating condition
to be selected for the design of the HVDC damping controller is Pe ¼ 0:1 pu.

• Figure 10 indicates uk ¼ ur is most effective input control signal. So the criteria
of Eq. (24) lead to the selection of the input control signal for the UPFC
damping controller as uk ¼ ur.

Fig. 7 SVD results for five
inputs. a Qe ¼ 0, b Qe ¼ 0:3,
c Qe ¼ �0:3
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• The results of applying the criteria of Eq. (29) are:

(a) With uk ¼ ur :
max

l
Fðk0;l;ukÞ�min

l
Fðk0;l;ukÞ

min
l

Fðk0;l;ukÞ ¼ 0:22

(b) With uk ¼ Mr :
max

l
Fðk0;l;ukÞ�min

l
Fðk0;l;ukÞ

min
l

Fðk0;l;ukÞ ¼ 3:166

(c) With uk ¼ ui :
max

l
Fðk0;l;ukÞ�min

l
Fðk0;l;ukÞ

min
l

Fðk0;l;ukÞ ¼ 1:5

Therefore, with uk ¼ ur, the HVDC damping controller provides the smoothest
damping to the oscillation mode. The final result of selection is:

lselected : Pe ¼ 0:1 and uk ¼ ur

Fig. 8 RGA results
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According to Fig. 9 in lselected, magnitude of F is very low. With attention to
Eq. (24), this reason decrease DHVDC. So, we select l : Pe ¼ 0:9 pu for damping
controller designing.

Designed controllers are applied to every input in Fig. 2 individually. It is
observed that if controller is applied to DPHr, rotor speed oscillation is damped
better than others input (because of RGA, SVD and DF results). This supple-
mentary controller is caused the system stability and damping oscillations as
shown in Fig. 11. The Fig. 11 also shows that supplementary neural controller has
good operation rather the lead/lag compensator.

Fig. 9 Damping of oscillation mode over the operating condition

Fig. 10 Magnitude of FðkÞ over XðlÞ
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4 Enhancing of Power System Stability in VSC SMIB
Network

VSC HVDC systems may improve the transient and dynamic performances of
interconnected AC/DC system due to its fast electronic control of power flow and
also the transient stability of AC systems in an AC–DC system can be improved by
taking advantage of the fast controllability of VSC HVDC converters [20–24].

In this section, a novel approach is presented to model parallel AC/DC power
system namely Phillips–Heffron model based d-q algorithm in order to studying
system dynamical stability. In addition, a block diagram representation is formed
to analyze the system stability characteristics. By this modeling approach, it is
possible to analyze the small-signal stability of the system and low-frequency
oscillation phenomena which is caused by external disturbances such as variation
of input torque and fault occurring.

In order to enhance dynamical stability of power system, a supplementary
signal which is the same as that applied for FACTS devices, is superimposed on
the main input control signals in this paper. To measure the controllability of VSC
HVDC supplementary controller by a given input (control signal), the singular
value decomposition (SVD) is employed.

Fig. 11 Rotor speed
deviation. a l1 condition,
b l2 condition
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4.1 Configuration of Power System

Figure 12 shows a SMIB network equipped with a detailed VSC HVDC. As it can be
seen the infinite bus is supplied by HVAC parallel connected with a VSC HVDC
power transmission system. The VSC HVDC consists of two coupling transformer,
two three-phase IGBT based voltage source converters (VSCs). These two con-
verters are connected either back-to-back or joined by a DC cable, depending on the
application. The AC side of each converter is connected to the line through a cou-
pling transformer. The first voltage source converter behaves as a rectifier. It regu-
lates the DC link voltage and maintains the magnitude of the voltage at the connected
terminal. The second voltage source converter acts as a controlled voltage source,
which controls power flow in VSC HVDC feeder. The four input control signals to
the VSC HVDC are Mr;ur;Mi;ui where Mr;Mi are the amplitude modulation ratio
and ur;ui are phase angle of the control signals of each VSC, respectively.

4.1.1 Power System Nonlinear Model

By applying Park’s transformation and neglecting the resistance and transients of
the coupling transformers, the detailed VSC HVDC can be modeled similar to
Eqs. (1)–(3):

Vld

Vlq

� �
¼ 0 xr

�xr 0

� �
Ird

Ilrq

� �
þ

MrVdcr cosðurÞ
2

MrVdcr sinðurÞ
2

2
64

3
75 ð35Þ

Vbd

Vbq

� �
¼ 0 xi

�xi 0

� �
Iid

Iiq

� �
þ

MiVdci cosðuiÞ
2

MiVdci sinðuiÞ
2

2
64

3
75 ð36Þ

Cdc
_Vdc ¼ �ðI1 þ I2Þ ð37Þ

Fig. 12 A SMIB network equipped with a detailed VSC HVDC
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L1
dI1

dt
¼ Vdc � Vdcr � R1I1 ð38Þ

L2
dI2

dt
¼ Vdc � Vdci � R2I2 ð39Þ

where Vl;Vb; Ir and Ii are the middle bus voltage, infinite bus voltage, flowed
current to rectifier, and inverter, respectively. C And Vdc are the DC link capac-
itance and voltage, respectively. Cr;Ci;Vdcr and Vdci are the DC capacitances and
voltages of rectifier and inverter, respectively. The nonlinear model of the SMIB
system of Fig. 12 similar to Eqs. (4)–(7) is:

_d ¼ xbðx� 1Þ ð40Þ

_x ¼ Pm � Pe � Dxð Þ
M

ð41Þ

_E0q ¼
ðEfd � ðxd � x0dÞIt � E0qÞ

T 0do

ð42Þ

_Efd ¼
ðKAðVref � Vt þ uPSSÞ � EfdÞ

TA
ð43Þ

where

Pe ¼ VtdItd þ VtqItq

Vt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

td þ V2
tq

q

Vtd ¼ xqItq

Vtq ¼ E0q � x0dItd

Itd ¼ Ild � Ird

Itq ¼ Ilq � Irq

where Pm and Pe are the input and output power, respectively; M and D the inertia
constant and damping coefficient, respectively; xb the synchronous speed; d and x
the rotor angle and speed, respectively; E0q; Efd and Vt the generator internal, field,
and terminal voltages, respectively; T 0do the open circuit field time constant; xd; x0d
and xq the d-axis, d-axis transient reactance, and q-axis reactance, respectively; KA

and TA the exciter gain and time constant, respectively; Vref the reference voltage.
Effects of PSS can be considered by adding upss to the Eq. (43). Also, from Fig. 12,
similar to Eqs. (8)–(10), we have:

�Vt ¼ jxt�It þ �Vl ð44Þ
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�Vt ¼ jxt�It þ jxl�Il þ �Vb ð45Þ

�Il ¼ �It �
�Vt � jxt�It � �Vr

jxr
ð46Þ

where �It, �Vr, �Il and �Vb are the armature current, rectifier voltage, infinite bus
current and voltage, respectively. From Eqs. (44)–(46) we can have:

Itq ¼
xl
xr

Mr
2 Vdcr cosðurÞ þ Vb sinðdÞ

Zxq þ A
ð47Þ

Itd ¼
ZE0q � xl

xr

Mr
2 Vdcr sinðurÞ � Vb cosðdÞ

Zx0d þ A
ð48Þ

and for inverter side:

Iid ¼
�Vb cosðdÞ þ Mi

2 Vdci sinðuiÞ
xi

ð49Þ

Iiq ¼
Vb sinðdÞ � Mi

2 Vdci cosðuiÞ
xi

ð50Þ

By linearising Eqs. (35)–(41) and (47)–(50), similar to Eqs. (15)–(18):

D _d ¼ xbDx ð51Þ

D _x ¼ DPm � DPe � DDxð Þ
M

ð52Þ

D _E0q ¼
ðDEfd � ðxd � x0dÞDItd � DE0qÞ

T 0do

ð53Þ

D _Efd ¼
ðKAðDVt þ DuPSSÞ � DEfdÞ

TA
ð54Þ

where

D _Vt ¼ K5Ddþ K6DE0q þ KvdcrDVdcr þ KvMr DMr þ KvurDur ð55Þ

DPe ¼ K1Ddþ K2DE0q þ KpdcrDVdc þ KpMr DMr þ KpurDur ð56Þ

DEq ¼ K3DE0q þ K4Ddþ KqurDur þ KqMr DMr þ KqdcrDVdcr ð57Þ

D _Vdcr ¼
C31

Cr
Ddþ C32

Cr
DE0q þ

C33

Cr
DVdcr þ

1
Cr

DI1 þ
C34

Cr
DMr þ

C35

Cr
Dur ð58Þ

Substitute Eqs. (55)–(57) in (51)–(54), we can obtain the state variable of the
power system installed with the detailed VSC HVDC to be (state-space model):
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_X ¼ AXþ BU ð59Þ

where X ¼ ½Dd;Dx;DE0q;DEfd;DVdcr;DI1;DVdc;DI2;DVdciffiT and U ¼ ½DMr;Dur;

DMi;Dui; uPSSffiT where DMi;DMr;Dui;Dur and uPSS are the linearization of
the input control signals of the VSC HVDC and PSS output, respectively.
The linearised dynamic model of Eq. (59) can be shown by Fig. 13. In this figure
Kpu; Kqu; Kvu; Kr and Ki are defined below:

Fig. 13 VSC HVDC block diagram based Eq. (59)
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Kpu ¼ ½KpMr ;Kpur; 0; 0; 0ffiT ; Kqu ¼ ½KqMr ;Kqur; 0; 0; 0ffiT ; Kvu ¼ ½KvMr ;Kvur; 0; 0; 0ffiT

Kr ¼ ½
C34

Cr
;
C35

Cr
; 0; 0; 0ffiT ; Ki ¼ ½0; 0;

C29

Ci
;
C30

Ci
; 0ffi

A ¼

0 xb 0 0 0 0 0 0 0
� K1

M � D
M � K2

M 0 � Kpdcr

M 0 0 0 0

� K4
T 0do

0 � K3
T 0do

1
T 0do

� Kqdcr

T 0do
0 0 0 0

� KAK5
TA

0 � KAK6
TA

� 1
TA
� KAKvdcr

TA
0 0 0 0

C31
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Cr

0 C33
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1
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0 0 0

0 0 0 0 � 1
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� R1
L1

1
L1

0 0
0 0 0 0 0 � 1

C 0 � 1
C 0
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L2
� R2

L2
� 1

L2
C27
Ci

0 0 0 0 0 0 � 1
Ci

C28
Ci

2
6666666666666664

3
7777777777777775

B ¼

0 0 0 0 0
� KpMr

M � Kpur

M 0 0 0

� KqMr
T 0

do

� Kqur

T 0
do

0 0 0

� KvMr KA

TA
� KvurKA

TA
0 0 KA

TA
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0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
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0

2
666666666666664

3
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It can be seen that the configuration of the Phillips–Heffron model is exactly the
same as that installed with SVC, TCSC, TCPS, UPFC, and STATCOM.

Also from Eq. (59) it can be seen that there five choice of input control signals
of the VSC HVDC to superimpose on the damping function of the VSC HVDC
DMi;DMr;Dui;Dur and uPSS.therefore, in designing the damping controller of the
VSC HVDC, besides setting its parameters, the selection of the input control signal
of the VSC HVDC to superimpose on the DF of the VSC HVDC is also important.

4.1.2 Controllability Measure

To measure the controllability of the EM mode by a given input (control signal),
the singular value decomposition (SVD) is employed [8]. Mathematically, if G is
an m� n complex matrix, then there exist unitary matrices Uand V with dimen-
sions of m� m andn� n, respectively, such that:

G ¼ URVH where R ¼ R1 0
0 0

� �
, R1 ¼ diag r1; . . .; rrð Þ with r1� � � �

� rr � 0 where r ¼ minfm; ng andr1; . . .; rr are the singular values of G.
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The minimum singular value rr represents the distance of the matrix G from all
the matrices with a rank of r � 1. This property can be used to quantify modal
controllability [32, 33]. The matrix Hcan be written as H ¼ ½h1h2h3h4ffi where hi is
a column vector corresponding to the ith input.

The minimum singular value, rmin of the matrix ½kI � A; hiffi indicates the
capability of the ith input to control the mode associated with the eigenvalue k.
Actually, the higher rmin, the higher the controllability of this mode by the input
considered. As such, the controllability of the EM mode can be examined with all
inputs in order to identify the most effective one to control the mode.

4.1.3 Design of Damping Controllers

The damping controllers are designed to produce an electrical torque in phase
with the speed deviation. The four control parameters of the VSC HVDC
(DMi;DMr;Dui and Dur) can be modulated in order to produce the damping
torque. The speed deviation Dx is considered as input to the damping controllers.

The structure of VSC HVDC based damping controller is shown in Fig. 3. It
consists of gain, signal washout ,and phase compensator blocks. The parameters of
the damping controller are obtained using the phase compensation technique 9.
The detailed step-by-step procedure for computing the parameters of the damping
controllers using phase compensation technique is given below:

(1) Computation of oscillation natural frequency xn ¼
ffiffiffiffiffiffiffiffi
K1x0

M

q
from mechanical

loop
(2) Computation of \GEPA (Phase lag between Du,DPe) at s ¼ jxn. Let it be c.
(3) Design of phase lead/lag compensator GC:

The phase lead/lag compensator GC is designed to provide the required degree
of phase compensation. For 100 % phase compensation,

\GCðjxnÞ þ \GEPAðjxnÞ ¼ 0 ð60Þ

Assuming one lead-lag network, T1 ¼ aT2, the transfer function of the phase
compensator becomes,

GCðsÞ ¼
1þ saT2

1þ sT2
ð61Þ

Since the phase angle compensated by the lead-lag network is equal to �c, the
parameters a and T2 are computed as,

a ¼ 1þ sinðcÞ
1� sinðcÞ ; T2 ¼

1
xn

ffiffiffi
a
p ð62Þ
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(4) Computation of optimum gain Kdc.

The required gain setting Kdc for the desired value of damping ratio f ¼ 0:5 is
obtained as,

Kdc ¼
2fxnM

GCðsÞj j GEPAðsÞj j ð63Þ

where GCðsÞj j and GEPAðsÞj j are evaluated at s ¼ jxn.
The signal washout is the high pass filter that prevents steady changes in the

speed from modifying the VSC HVDC input parameter. The value of the washout
time constant Tw should be high enough to allow signals associated with oscilla-
tions in rotor speed to pass unchanged. From the viewpoint of the washout
function, the value of Tw is not critical and may be in the range of 1–20 s.

4.2 Simulation Results

As Power system information is given in Appendix 2. Constant coefficients of the
linearised dynamic model of Eq. (59) are calculated according information who
given in Appendix 3. For given information, poles of the VSC HVDC system are:
�17:0984þ 6:6503i;�17:0984� 6:6503i;

�0:1670þ 15:8881i;�0:1670� 15:8881i;�0:0182þ 3:6842i;�0:0182
�3:6842i; 0:7675þ 2:3900i; 0:7675� 2:3900i;�1:4115.

According above, there are two poles with positive real part and power system
is unstable. SVD is employed to measure the controllability of the electrome-
chanical mode (EM) mode from each of the five inputs: Mr; ur; Mi; ui; uPSS. The
minimum singular value rmin is estimated over a wide range of operating condi-
tions. For SVD analysis, Pe ranges from 0.01 to 1.5 Pu and Qe ¼ ½�0:3; 0; 0:3ffi.

At each loading condition, the system model is linearized, the EM mode is
identified, and the SVD-based controllability measure is implemented. For com-
parison purposes, the minimum singular value for all inputs at Qe ¼ �0:3; 0:0 and
0.3Pu is shown in Fig. 14, respectively. From these figures, the following can be
noticed:

– EM mode controllability via is ur always higher than that of any other input.
– The capabilities of ur; uPSS; Mr; ui to control the EM mode is higher than of

Mi.
– All control signals have low EM controllability in low load condition except ur.

To assess the effectiveness of the proposed stabilizers two different conditions
are considered according Table 3. Rotor speed deviation and load angle for sud-
denly change in input power ðDPm ¼ 0:1Þ at t = 3 s is shown in Fig. 15. Sup-
plementary controller is applied ur input in Fig. 12 according to SVD results.
Simulation results are shown in Figs. 15 and 16.
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5 Improvement of Power System Stability in UPFC SMIB
Network

An adaptive controller is able to control a nonlinear system with fast changing
dynamics, like the power system better, since the dynamics of a power system are
continually identified by a model. Advantages of online adaptive controllers over

Fig. 14 SVD results for five
inputs. a Qe ¼ 0, b Qe ¼ 0:3,
c Qe ¼ �0:3

Table 3 Load condition Loading Peðpu) Qeðpu)

Nominal 0.9 0.1
Heavy 1.1 0.4
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Fig. 15 Nominal results. a Rotor speed deviation, b Active power

Fig. 16 Heavy load results.
a Rotor speed deviation for
ur . b Active power for ur ,
c Rotor speed deviation for
Mr
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conventional controllers are that they are able to adapt to changes in system
operating conditions automatically, unlike conventional controllers whose per-
formance is degraded by such changes and require retuning in order to provide the
desired performance [11]. In [34], an adaptive based controller for STATCOM has
been provided and has been used as a VAR compensator in [35–39].

5.1 The Power System Case Study

Figure 17 shows a single-machine-infinite bus (SMIB) system installed with
UPFC. The static excitation system model type IEEE-ST1A has been considered.
The UPFC considered here is assumed to be based on pulse width modulation
(PWM) converters. The UPFC is a combination of a static synchronous com-
pensator (STATCOM) and a static synchronous series compensator (SSSC) which
is coupled via a common dc link.

5.2 State-Space Equations of Power System

If the general pulse width modulation (PWM) is adopted for GTO-based VSCs, the
three-phase dynamic differential equations of the UPFC, similar to Eqs. (51)–(54),
are [17]:

D _d ¼ xbDx ð64Þ

D _x ¼ DPm � DPe � DDxð Þ
M

ð65Þ

dcV

IVSC −

tV

acP

eQ

RVSC −

bV
BtV

Em Eδ Bm Bδ

eP eP

Bi

Ei

tEx

ti

EtV

Ex

Bx
BVx

Fig. 17 UPFC installed in a SMIB system
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D _E0q ¼
ðDEfd � ðxd � x0dÞDItd � DE0qÞ

T 0do

ð66Þ

D _Efd ¼
ðKAðDVref � DVt þ DuPSSÞ � DEfdÞ

TA
ð67Þ

D _Vdc ¼ K7Ddþ K8DE0q � K9DVdc þ KceDmE þ KcdeDdE þ KcbDmB þ KcdbDdB

ð68Þ

The equations below can be obtained with a line arising from Eq. (68).

DPe ¼ K1Ddþ K2DE0q þ KqdDVdc þ KqeDmE þ KqdeDdE þ KqbDmB þ KqdbDdB

ð69Þ

DE0q ¼ K4Ddþ K3DE0q þ KqdDVdc þ KqeDmE þ KqdeDdE þ KqbDmB þ KqdbDdB

ð70Þ

DVt ¼ K5Ddþ K6DE0q þ KvdDVdc þ KveDmE þ KvdeDdE þ KvbDmB þ KvdbDdB

ð71Þ

DVdc ¼ K7Ddþ K8DE0q � K9DVdc þ KceDmE þ KcdeDdE þ KcbDmB þ KcdbDdB

ð72Þ

The state-space equations of the system can be calculated by combination of
Eqs. (69)–(72) with Eq. (68):

_X ¼ AXþ BU ð73Þ

and

X ¼ ½Dd;Dx;DE0q;DEfd;DVdcffiT

U ¼ ½Dupss; DmE; DdE; DmB; DdBffiT

where DmE, DmB, DdE and DdB are a linearization of the input control signal of the
UPFC and the equations related to the K parameters have been presented in
Appendix 6. The linearized dynamic model of Eqs. (69)–(72) can be seen in
Fig. 18, where there is only one input control signal for U. The Fig. 18 includes
the UPFC relating the pertinent variables of electric torque, speed, angle, terminal
voltage, field voltage, flux linkages, UPFC control parameters, and dc link voltage.
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A ¼

0 xb 0 0 0

� K1
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Fig. 18 Modified Heffron–Phillips model of SMIB system with UPFC
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5.3 Adaptive Controller

Figure 19 shows a block diagram of a process with a self-tuning regulator (STR).
The parameters of the power system transfer function are estimated by estimation
block with samples taken from input DdE and output Dx with a specified sampling
time [35, 36]. It has been shown as the discrete mod of the state equation of the
power system (73) as follows:

HðqÞ ¼ DxðqÞ
DdE

¼ BðqÞ
AðqÞ ¼

b0q4 þ b1q3 þ b2q2 þ b3qþ b4

q5 þ a1q4 þ a2q3 þ a3q2 þ a4qþ a5
ð74Þ

The block labeled controller design contains the computation’s Diophantine
equation required to perform a design of a controller with a specified method and
few design parameters that can be chosen externally. The recursive least-square
method (RLS) will be used for parameter estimation and the design method is a
deterministic pole placement (MDPP). A general linear controller can be
described:

RuðtÞ ¼ TucðtÞ � SyðtÞ ð75Þ

where R, S, and T are polynomials. A block diagram of the closed-loop system is
shown in Fig. 20. General equations of R, S, and T are polynomials and have been
calculated by MDPP as follows:

RðqÞ ¼ q4 þ r1q3 þ r2q2 þ r3qþ r4

SðqÞ ¼ s0q4 þ s1q3 þ s2q2 þ s3qþ s4 ð76Þ

TðqÞ ¼ t0q4 þ t1q3 þ t2q2 þ t3qþ t4

gulatorTuningSelf Re−−

onSpecificat

ferenceRe
Controller

Design

Controller
Estimation

Parameters

Input Output

Controller

Parameters

Power
System

SystemPower

Fig. 19 Block diagram of
self-tuning regulator
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The closed-loop characteristic polynomial is thus:

ARþ BS ¼ AC ð77Þ

The key idea of the design method is to specify the desired closed-loop char-
acteristic polynomial AC. The polynomial R and S can then be solved from Eq.
(77). In the design procedure we consider polynomial ACto be a design parameter
that is chosen to give desired properties to the closed-loop system. Equation (78),
which plays a fundamental role in algebra, is called the Diophantine equation. The
equation always has solutions if polynomials A and B do not have common factors.
The solution may be poorly conditioned if the polynomials have factors that are
closed. The solution can be obtained by introducing polynomials with unknown
coefficients and solving the linear equations obtained.

In fact, in an offline state, the adaptive controller parameters are as according to
Fig. 21.

Bm
Am

is the desired transfer function of power system. Bm and Am polynomials

must be chosen in the way that the adaptive controller can omit the perturbation in
input mechanical torque with suitable speed. The desired transfer function used in
this paper according to Eq. (74) offers as below:

yðqÞ
uðqÞ ¼

BmðqÞ
AmðqÞ

¼ q4

q5 þ a1q4 þ a2q3 þ a3q2 þ a4q þ a5
ð78Þ

R
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S
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B
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Cu

u y
∑
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Fig. 20 A general linear
controller with two degrees of
freedom
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oA

R
S
T

Fig. 21 Block diagram of
offline adaptive controller
inputs and outputs
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According to Fig. 20, designing an adaptive offline controller (MDPP tech-
nique) consists of the three following steps:

(1) Selection polynomials of Am, Bm and Ao as below:

	Am ¼ 	A ¼ n ð79Þ
	Bm ¼ 	B ¼ m ð80Þ

	Ao ¼ 	A� 	Bþ � 1 ð81Þ

Bm ¼ BþB� ð82Þ

That Bþ and B� are strongly and poorly damped roots polynomials.

(2) The Diophantine equation is formed as below and will be solved for finding R0

and S polynomials:

AR0 þ B�S ¼ AoAm ð83Þ

(3) Calculating R and T control as below:

R ¼ R0Bþ ð84Þ

T ¼ AoB0m ð85Þ

But the online control design consists of the three following steps:

1. Selection polynomials of Am,Bm and Ao.

2. Calculation of ĥ matrix with RLS as in the equations:

yðqÞ ¼ B

A
uðqÞ ð86Þ

AðqÞyðqÞ ¼ BðqÞuðqÞ ð87Þ

yðqÞ þ a1yðq� 1Þ þ a2yðq� 2Þ þ � � � þ anyðq� nÞ

¼ b1uðqþ m� n� 1Þ þ � � � þ bmuðq� mÞ ð88Þ

yðqÞ ¼ �yðq� 1Þ � � � �yðq� nÞ uðqþ m� n� 1Þ � � � uðq� mÞ½ ffi
� a1 � � � an b1 � � � bm½ ffiT

ð89Þ
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yðqÞ ¼ uTðq� 1Þh ð90Þ

KðqÞ ¼ PðqÞuðqÞ ¼ Pðq� 1ÞuðqÞ½I þ uTðqÞPðq� 1ÞuðqÞffi�1 ð91Þ

PðqÞ ¼ Pðq� 1Þ � Pðq� 1ÞuðqÞ½I þ uTðqÞPðq� 1ÞuðqÞffi�1uTðqÞPðq� 1Þ
¼ ½I � KðqÞuTðqÞffiPðq� 1Þ

ð92Þ

ĥðqÞ ¼ ĥðq� 1Þ þ KðqÞ½yðqÞ � uTðqÞĥðq� 1Þffi ð93Þ

3. Calculation of R, Sand T polynomials with MDPP.

5.4 Simulation Results

The linearized model of the case study system in Fig. 17 with parameters is shown
in Appendix 4 and have been simulated with MATLAB/SIMULINK. In order to
examine the robustness of the damping controllers to a step load perturbation, it has
been applied a step duration in mechanical power (i.e., DPm ¼ 0:01 pu) to the
system seen in Fig. 18. The Fig. 22 is related to an estimation of the control ref-
erence system in the online adaptive controller at nominal condition calculated by
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RLS technique. Some of the coefficients of the transfer function of the power system
in Eq. (76) and their estimation by RLS technique have been shown in Fig. 22.
It can be seen that the estimation of transfer function coefficients have been con-
verged to the polynomials of the reference power system model at less than 20
iterations.

After estimation of the transfer function of the reference control model, in order
to calculate the online adaptive controller polynomial coefficients, the Diophantine
equation must be solved. In the following, it has been shown some of the
parameters R and S in Fig. 23 at a nominal condition. It can be considered that the
coefficients have been converged at less than 20 iterations samples have been taken
from the input and output of the transfer function of the case study with sampling
time Ts ¼ 0:01 s for adaptive control designing. The desired transfer function of
Eq. (79) has been presented in Appendix 5. The Fig. 24 shows the dynamic
responses of Dx with adaptive controller at nominal operating loads due
toDPm ¼ 0:01 pu perturbation., it can be seen that the dynamic response of the
system equipped with an adaptive controller (Fig. 24) has adequate quality
because short settling time as 0.1 s. Also, the dynamic response of the system
equipped with the adaptive controller (Fig. 24) has an agreeable small peek
amplitude amount.

0 20 40 60 80 100
0

5

10

15

Number of Samples

r 2

(a)

0 20 40 60 80 100
-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

Number of Samples

A
m

ou
nt

 o
f P

ol
yn

om
ia

l 
C

oe
ffi

ci
en

t
A

m
ou

nt
 o

f P
ol

yn
om

ia
l 

C
oe

ffi
ci

en
t

S0
(b)

Fig. 23 Adaptive controller
parameters calculated with
Diophantine equation at
nominal operating condition.
a r2, b s0

146 N. Mahdavi Tabatabaei et al.



6 Conclusions

In this chapter, a novel dynamic model based VSC HVDC is considered and a
supplementary controller, which is the same as that applied for HVDC, is designed
for improve power system stability and oscillation damping. SVD, RGA, DF have
been employed to evaluate the EM mode controllability to the four VSC HVDC
input which illustrated that the EM mode has best controllability via the fire angle
of rectifier. Simulation results carried by MATLAB, show the proposed strategy
has fast dynamic response.

In addition, a novel dynamic model based VSC HVDC is considered and a
supplementary controller, which is the same as that applied for UPFC, is designed
for improve power system stability and oscillation damping. SVD has been
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employed to evaluate the EM mode controllability to the four VSC HVDC input.
SVD illustrated that the EM mode has best controllability via the fire angle of
rectifier. Simulation results carried by MATLAB, show the proposed strategy has
fast dynamic response.

Moreover, a UPFC has been used for dynamic stability improvement and state-
space equations has been applied for the design of damping controllers. Simu-
lation results operated by MATLAB/SIMULINK show that using an input speed
deviation signal decreases speed oscillations effectively. According to the simu-
lation results, the designed adaptive controller for the system has the perfect effect
in oscillation damping and dynamic stability improvement.

Appendices

Appendix 1. Parameters of Test System (pu) for BtB VSC HVDC
Network

Machine and Exciter:
xd ¼ 1; xq ¼ 0:6; x0d ¼ 0:3; D ¼ 0; M ¼ 8;

T 0do ¼ 5:044; f ¼ 60; vref ¼ 1; KA ¼ 120; TA ¼ 0:015
Transmission line and transformer reactance: Xtl ¼ 0:15; Xlb ¼ 0:6;

Xsp ¼ Xs ¼ 0:15
BtB VSC HVDC: Vdc ¼ 3; Cdc ¼ 1.
Neural controller: two multilayer feed forward neural network with activation

function: a tanhðbxÞ.
Hidden and output layer for identifier includes 4 and 1 neuron, respectively with

a ¼ b ¼ 1:2; Eta ¼ 0:4:
Hidden and output layer for controller includes 3 and 1 neuron, respectively

with a ¼ 17; b ¼ 0:65; Eta ¼ 0:22.

Appendix 2. Parameters of Test System (pu) for VSC HVDC
Network

Machine and Exciter:
xd ¼ 1; xq ¼ 0:6; x0d ¼ 0:3; D ¼ 0; M ¼ 8;

T 0do ¼ 5:044; f ¼ 60; vref ¼ 1; KA ¼ 120; TA ¼ 0:015
Transmission line and transformer reactance: xt ¼ 0:1; xl ¼ 1; xr ¼ xi ¼ 0:15
VSC HVDC: Vdcr ¼ 2;Vdci ¼ 1:95; Cr ¼ Ci ¼ 2; L1 ¼ L2 ¼ 0:09; C ¼ 0:09
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Appendix 3. Constant Coefficients of the Linearised Dynamic
Model of Eq. (59)

Z ¼ 1þ xl

xr
; A ¼ xt þ xl þ

xt

xr
; ½Affi ¼ Aþ Zx0d; ½Bffi ¼ Aþ Zxq

C1 ¼
Vb cosðdÞ
½Bffi ; C2 ¼ �

xlMrVdc sinðurÞ
2xr½Bffi

; C3 ¼
xlVdc cosðurÞ

2xr½Bffi
; C4 ¼

xlMr cosðurÞ
2xr½Bffi

C5 ¼
Z

A
; C6 ¼

Vb sinðdÞ
½Affi ; C7 ¼ �

xlMrVdc cosðurÞ
2xr½Affi

; C8 ¼ � xlVdc sinðurÞ
2xr½Affi

;

C9 ¼ �
xlMrVdc cosðurÞ

2Xr½Affi

Ca ¼ ðxq � x0dÞIt; Cb ¼ E0q þ ðxq � x0dÞ; K1 ¼ CbC1 þ CaC6; K2 ¼ Itð1þ ðxq � x0dÞC5Þ

Kpdcr ¼ CbC4 þ CaC9; KpMr ¼ CbC3 þ CaC8; Kpur ¼ CbC2 þ CaC7

K3 ¼ 1þ JC5; K4 ¼ JC6; Kqur ¼ JC7; KqMr ¼ JC8; Kqdcr ¼ JC9

K5 ¼ LðVtdxqC1 � Vtqx0dC6Þ; K6 ¼ LVtqð1� x0dC5Þ

KVdcr ¼ LðVtdxqC4 � Vtqx0dC9Þ;KVMr ¼ LðVtdxqC3 � Vtqx0dC8Þ;
KVur ¼ LðVtdxqC2 � Vtqx0dC7Þ

xd � x0d ¼ J; L ¼ 1
Vt
; E ¼ x0d þ xt

xr
; F ¼ xq þ xt

xr

C10 ¼ EC5 �
1
xr
; C11 ¼ EC6; C12 ¼ EC7 �

Mr

2xr
Vdcr sinðurÞ;

C13 ¼
1

2xr
Mr cosðurÞ þ EC8

C14 ¼
1

2xr
cosðurÞ þ EC9; C15 ¼ FC1; C16 ¼

1
2xr

Vdcr sinðurÞ þ FC2;

C17 ¼ �
1

2xr
Mr cosðurÞ þ FC4

C18 ¼ FC3 �
1

2xr
Vdcr cosðurÞ; C19 ¼

1
xi

Vbd; C20 ¼
1

2xi
Mi sinðuiÞ;

C21 ¼
1

2xi
Vdcr sinðuiÞ

C22 ¼
1

2xi
MiVdci cosðuiÞ; C23 ¼

1
xi

Vbq; C24 ¼ �
1

2xi
Mi cosðuiÞ;

C25 ¼ �
1

2xi
Vdci cosðuiÞ; C26 ¼

1
2xi

Vdci sinðuiÞ
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f1 ¼ ½0:5 cosðuiÞIid þ 0:5 sinðuiÞIiqffi; f2 ¼ �½�0:5 sinðuiÞIid þ 0:5 cosðuiÞIiqffi

f3 ¼ �0:5Mi cosðuiÞ; f4 ¼ �0:5Mi sinðuiÞ; f5 ¼ �½0:5 cosðurÞIrd þ 0:5 sinðuiÞIrqffi

f6 ¼ �½�0:5 sinðuiÞIrd þ 0:5 cosðuiÞIrqffi; f7 ¼ �0:5Mr cosðurÞ; f4 ¼ �0:5Mr sinðurÞ

C27 ¼ f3C19 þ f4C23; C28 ¼ f3C20 þ f4C24; C29 ¼ f1 þ f3C21 þ f4C25;

C30 ¼ f2 þ f3C22 þ f4C26

C31 ¼ f7C11 þ f8C15; C32 ¼ f7C10; C33 ¼ f7C14 þ f8C17; C34 ¼ f5 þ f7C13 þ f8C18;

C35 ¼ f6 þ f7C12 þ f8C16

Appendix 4. The Test System Parameters for UPFC HVDC
Network

Generator: M ¼ 2H ¼ 8:0 MJ/MVA, D ¼ 0:0, T 0do ¼ 5:044 s, xd ¼ 1:0 pu,
xq ¼ 0:6 pu, x0d ¼ 0:3 pu

Excitation System: Ka ¼ 100, Ta ¼ 0:01 s
Transformer: XtE ¼ 0:1 pu, XE ¼ XB ¼ 0:1 pu, XE ¼ XB ¼ 0:1 pu
Transmission Line: XBV ¼ 0:3 pu, Xe ¼ XBV þ XB þ XtE ¼ 0:5 pu
Operating Condition: Vt ¼ 1:0 pu, Pe ¼ 0:8 pu, Vb ¼ 1:0 pu, f ¼ 60 Hz
DC Link: Vdc ¼ 2 pu, Cdc ¼ 1 pu

Appendix 5. Adaptive Controller Parameters for UPFC HVDC
Network

Am ¼ ðq� 0:01Þðq� 0:03Þðq� 0:02Þðq� 0:1Þðqþ 0:1Þ
Bm ¼ q4

Ao ¼ 1
	Bm ¼ 	B ¼ m ¼ 4
	Am ¼ 	A ¼ n ¼ 5

Appendix 6. K Parameters for UPFC HVDC Network

K1 ¼
Vtd � Itqx0d
� �

ðxdE � xdtÞVb sin d

xdR
þ ðxqItd þ VtqÞðxqt � xqEÞVb cos d

xqR
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K2 ¼
�ðxBB þ xEÞVtd

xdRxd
þ ðxBB þ xEÞx0dItq

xdR

K3 ¼ 1þ ðx
0
d � xdÞðxBB þ xEÞ

xdR

K4 ¼
ðx0d � xdÞðxdE � xdtÞVb sin d

xdR

K5 ¼
Vtdxqðxqt � xqEÞVb cos d

VtxqR
� Vtqx0dðxdtE � xdtÞVb sin d

VtxdR

K6 ¼
VtqðxdR þ x0dðxBB þ xEÞÞ

VtxdR

K7 ¼0:25CdcðVb sin dðmE cos dExdE � mB cos dBxdtÞÞ

� mB cos dBxdt

xdR
Vb cos dðmB sin dBxqt � mE sin dExqe

K8 ¼ �0:25
mB cos dBxE þ mE cos dExBB

xdR

K9 ¼ 0:25Cdcð
mB sin dBðmB cos dBxdt � mE cos dExdEÞ

2xdR

þ mE sin dEðmE cos dExBd � mB cos dBxdtÞ
2xdR

mB cos dBðmB sin dBxqt � mE sin dExqEÞ
2xqR

þ mE cos dEð�mB sin dBxqE � mE sin dExBqÞ
2xqR

Kpe ¼
ðVtd � Itqx0dÞðxBd � xdEÞVdc sin dE

2xdR

þ ðxqItd þ VtqÞðxBq � xqEÞVdc cos dE

2xqR

KpdE ¼
Vtd � Itqx0d
� �

ðxBd � xdEÞVdcmE cos dE

2xdR

þ ðxqItd þ VtqÞð�xBq þ xqEÞVdcmE sin dE

2xqR

Power Systems Stability Analysis 151



Kpb ¼
Vtd � Itqx0d
� �

ðxdt � xdEÞxdc sin dB

2xdR

þ ðxqItd þ VtqÞðxqt � xqEÞVdc cos dB

2xqR

KpdB ¼
Vtd � Itqx0d
� �

ðxdE þ xdtÞVdcmB cos dB

2xdR

þ ðxqItd þ VtqÞð�xqt þ xqEÞVdcmB sin dB

2xqR

Kpd ¼ ðVtd � Itqx0dÞð
ðxdt � xdEÞmB sin dB

2xdR

þ ðxBd � xdEÞmE sin dE

2xdR

þ ðxqItd þ VtdÞð
ðxqt � xqEÞmB cos dB

2xqR

þ ðxBq � xqEÞmE cos dE

2xqR

Kqe ¼ �
x0d � xd

� �
ðxBd � xdEÞVdc sin dE

2xdR

Kqde ¼ �
x0d � xd

� �
ðxBd � xdEÞmEVdc cos dE

2xdR

Kqb ¼ �
x0d � xd

� �
ðxdt � xdEÞVdc sin dB

2xdR

KqdB ¼ �
x0d � xd

� �
ðxdE � xdtÞmBVdc cos dB

2xR

Kqe ¼ � x0d � xd

� �
ððxBd � xdEÞmE sin dE

2xdR
þ ðxdt � xdEÞmB sin dB

2xdR
Þ

Kve ¼
VtdðxBq � xqEÞVdc cos dE

2VtxqR
� VtqðxBd � xdEÞVdc sin dE

2VtxdR

KvdE ¼
VtdxqðxqE � xBqÞmEVdc sin dE

2VtxqR
� Vtqx0dðxBd � xdEÞmEVdc cos dE

2VtxqR

Kvb ¼
Vtdxqðxqt � xqEÞVdc cos dE

2VtxqR
� Vtqx0dðxdt � xdEÞVdc sin dE

2VtxdR
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Kvdb ¼
VtdxqðxqE � xqtÞmBVdc sin dE

2VtxqR
þ VtqmBx0dðxdE þ xdtÞVdc cos dE

2VtxdR

Kvd ¼
VtdxqðxBq � xqEÞmE cos dE

2VtxqR
þ ðxqt � xqEÞmB cos dB

2xqR

VtqmEx0dðxBd � xdEÞ sin dE

2VtxqR
þ mBðxdt � xqEÞ sin dE

2xdR

Kce ¼ 0:25Cdc

Vdc sin dEðmE cos dExBd � mB cos dBxdEÞ
2xdR

þ Vdc cos dEðmE sin dExBq � mB sin dBxqEÞ
2xqR

Kcde ¼
0:25mE

Cdc

ðcos dEIEq � sin dEIEdÞ

þ 0:25
Cdc

ðmEVdc cos dE
ðmE cos dExBd � mB cos dBxdEÞ

2xdR

þ mEVdc sin dE
ðmB sin dBxqE þ mE sin dExBqÞ

2xqR
Þ

Kcb ¼ 0:25Cdc

Vdc sin dBð�mE cos dExdE þ mB cos dBxdtÞ
2xdR

þ Vdc cos dBðmB sin dExqt � mE sin dExqEÞ
2xqR

KcdB ¼
0:25mB

Cdc

ðcos dBIBq � sin dBIBdÞ

þ 0:25
Cdc

ðmBVdc cos dB
ðmE cos dExdE þ mB cos dBxdtÞ

2xdR

þ mBVdc sin dB
ð�mB sin dExqt þ mE sin dExqEÞ

2xqR
Þ
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Optimal Design of UPFC Based Damping
Controller Using PSO and QPSO

Hossein Shayeghi and Amin Safari

Abstract The Unified Power Flow Controller (UPFC) is regarded as one of the
most versatile devices in the FACTS device family which has the ability to control
the power flow in the transmission line, improve the transient stability, mitigate
system oscillation, and provide voltage support. In this book chapter, the problem
of UPFC based damping controller is formulated as an optimization problem
which is solved using classic and Quantum-behaved Particle Swarm Optimization
technique (QPSO). Two different objective functions are proposed in this work for
the UPFC based damping controller design problem. The first objective function
is the eigenvalues based comprising the damping factor, and the damping ratio of
the lightly damped electromechanical modes, while the second is the time domain-
based multi-objective function. The performance of the proposed controllers under
different disturbances and loading conditions is investigated for a single machine
infinite bus and multi-machine power systems. The results of the proposed con-
trollers are demonstrated through eigenvalue analysis and nonlinear time domain
simulation.

1 Introduction

As power demand grows rapidly and expansion in transmission and generation is
restricted with the limited availability of resources and the strict environmental
constraints, power systems are today much more loaded than before. This causes
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the power systems to be operated near their stability limits. In addition, inter-
connection between remotely located power systems gives rise to low frequency
oscillations in the range of 0.2–2.0 Hz. If not well damped, these oscillations may
keep growing in magnitude until loss of synchronism results [1, 2]. In order to
damp these power system oscillations and increase system oscillations stability,
the installation of Power System Stabilizer (PSS) is both economical and effective.
PSSs have been used for many years to add damping to electromechanical
oscillations. However, PSSs suffer a drawback of being liable to cause great
variations in the voltage profile and they may even result in leading power factor
operation and losing system stability under severe disturbances, especially those
three-phase faults which may occur at the generator terminals [3].

In recent years, the fast progress in the field of power electronics had opened
new opportunities for the application of the Flexible Alternative Current Trans-
mission Systems (FACTS) devices as one of the most effective ways to improve
power system operation controllability and power transfer limits. FACTS-devices
provide a better adaptation to vary operational conditions and improve the usage of
existing installations. The basic applications of FACTS-devices are: power flow
control, increase of transmission capability, voltage control, reactive power
compensation, stability improvement, power quality improvement, power condi-
tioning, flicker mitigation, interconnection of renewable, and distributed genera-
tion and storages [4]. Through the modulation of bus voltage, phase shift between
buses, and transmission line reactance, FACTS-devices can cause a substantial
increase in power transfer limits during steady-state. It has been observed that
utilizing a feedback supplementary control, in addition to the FACTS-device
primary control, can considerably improve system damping and can also improve
system voltage profile, which is advantageous over PSSs.

The UPFC is regarded as one of the most versatile devices in the FACTS device
family which has the ability to control the power flow in the transmission line,
improve the transient stability, mitigate system oscillation, and provide voltage
support. The UPFC is a combination of a static compensator and static series
compensation. It acts as a shunt compensating and a phase shifting device
simultaneously. The UPFC consists of a shunt and a series transformer, which are
connected via two voltage source converters with a common DC-capacitor. The
DC-circuit allows the active power exchange between shunt and series transformer
to control the phase shift of the series voltage. This setup, as shown in Fig. 1,
provides the full controllability for voltage and power flow [5].

Several trials have been reported in the literature of dynamic models of UPFC
in order to design suitable controllers for power flow, voltage, and damping
controls [6]. Nabavi-Niaki and Iravani [7] developed a steady-state model, a small-
signal linearized dynamic model, and a state-space large-signal model of a UPFC.
Wang [8–10] presents the establishment of the linearized Phillips-Heffron model
of a power system installed with a UPFC. Rouco [11] developed a novel unified
Phillips-Heffron model for a power system equipped with a SVC, a TCSC and a
TCPS. Damping torque coefficient analysis has been performed based on the
proposed model to study the effect of FACTS controllers damping for different
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loading conditions. Some authors suggested neural networks [12] and fuzzy
control methodologies [13] to cope with system loading condition to enhance the
system damping performance using the UPFC. However, the parameter’s adjust-
ments of these controllers need some trial and error. Despite the potential of the
modern control techniques with different structures, power system utilities still
prefer the conventional lead-lag damping controller structure. The reasons behind
that might be the ease of online tuning and the lack of assurance of the stability
related to some adaptive or variable structure techniques. A conventional damping
control design approach considers a single operating condition of the system [14].
The controllers obtained from these approaches are simple but tend to lack
robustness since, at times; they fail to produce adequate damping at other oper-
ating conditions.

Recently, global optimization techniques like Genetic Algorithms (GA) and
rule-based bacteria foraging [15–17] have been applied for the UPFC based
damping controller parameter optimization. These evolutionary algorithms are
heuristic population-based search procedures that incorporate random variation
and selection operators. Although these approaches seem to be good methods for
the solution of the controller parameter optimization problem, however, when the
system has a highly epistatic objective function (i.e., where parameters being
optimized are highly correlated), and the number of parameters to be optimized is
large, then they have degraded efficiency to obtain the global optimum solution
and also simulation process takes a lot of computing time. In order to overcome
these drawbacks, classic and quantum-behaved particle swarm optimization
(CPSO and QPSO) techniques are proposed in this research. The PSO technique is
used for optimal tuning of controller parameter to improve optimization synthesis
and the speed of algorithms convergence. The PSO is a novel population-based
metaheuristic, which utilizes the swarm intelligence generated by the cooperation
and competition between the particles in a swarm and has emerged as a useful tool
for engineering optimization. It has also been found to be robust in solving
problems featuring non-linearity, non-differentiability, and high dimensionality
[18–21]. Unlike the other heuristic techniques, it has a flexible and well-balanced
mechanism to enhance the global and local exploration abilities. Also, it suffices to
specify the objective function and to place finite bounds on the optimized
parameters. A CPSO and QPSO for the design of the damping controller
parameters at different operating conditions are proposed in [22]. Our basic

Fig. 1 Principal
configuration of an UPFC
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motivation behind applying these methods in power system model with UPFC is
that these can achieve the desired performance under different operating
conditions.

2 PSO and QPSO Technique

2.1 Particle Swarm Optimization

Particle swarm optimization is one of the latest evolutionary optimization tech-
niques developed by Eberhart and Kennedy [19]. The PSO is a population-based
method and is described by its developers as an optimization paradigm, which
models the social behavior of the birds flocking or fish schooling for food.
Therefore, PSO works with a population of potential solutions rather than with a
single individual [20]. The advantages of the PSO algorithm are its relative sim-
plicity and stable convergence characteristic with good computational efficiency.
The PSO has also been found to be robust in solving problem featuring non-
linearity, non-differentiability, multiple optima, and high-dimensionality [20–22].
In the PSO technique a number of simple entities, the particles, are placed in the
search space of some problem or function, and each evaluates the objective
function at its current location. Each particle then determines its movement
through the search space by combining some aspect of the history of its own
current and best locations by those of one or more members of the swarm with
some random perturbations. The next iteration takes place after all particles have
been moved. Eventually, the swarm as a whole, like a flock of birds collectively
foraging for food, is likely to move close to an optimum of the fitness function. In
the PSO technique, the trajectory of each individual in the search space is adjusted
by dynamically altering the velocity of each particle, according to its own flying
experience and the flying experience of the other particles in the search space. The
position and velocity vectors of the ith particle in the D-dimensional search space
can be represented as xi = (xi1, xi2, …, xiD) and vi = (vi1, vi2, …, viD), respectively.
According to a user-defined fitness function, let us assume that the best position of
each particle, which corresponds to the best fitness value (pbest) obtained by that
particle at time, be Pi = (Pi1, Pi2, …, PiD), and the global version of the PSO
keeps track of the overall best value (gbest), and its location, obtained thus far by
any particle in the population. Then, the new velocities and the positions of the
particles for the next fitness evaluation are calculated using the following two
equations:

vid ¼ w� vid þ c1 � r1:ðPid � xidÞ þ c2 � r2:ðPgd � xidÞ ð1Þ

xid ¼ xid þ cvid ð2Þ
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where, Pid and Pgd are pbest and gbest. The positive constants c1 and c2 are the
cognitive and social components that are the acceleration constants responsible for
varying the particle velocity toward pbest and gbest, respectively. Variables r1 and
r2 are two random functions based on uniform probability distribution functions in
the range [0, 1]. The inertia weight w is responsible for dynamically adjusting the
velocity of the particles, so it is responsible for balancing between local and global
searches and hence requiring less iteration for the algorithm to converge [18]. The
following inertia weight is used in Eq. (1):

w ¼ wmax �
wmax � wmin

iter max
iteration ð3Þ

where, iter_max is the maximum number of iterations and iteration is the current
number of iteration. The Eq. (3) presents how the inertia weight is updated,
considering wmax and wmin are the initial and final weights, respectively. Figure 2
shows the flowchart of the applied PSO algorithm.

2.2 Quantum Particle Swarm Optimization

In classical PSO technique, a particle is depicted by its position vector xi and
velocity vector vi, which determine the trajectory of the particle. The dynamic
behavior of the particle is widely divergent form that of the particle in CPSO
systems in which exact values of xi and vi cannot be determined simultaneously. In
quantum world, the term trajectory is meaningless, because xi and vi of a particle

Evaluate the fitness of each particle

Optimal value of the damping controller parameters

Is stopping cri-

terion met?

Update pbest and gbest

End

Start

Select parameters of the PSO:
N, C1, C2, C and w

Generate the randomly positions 
and velocities of particles

Initialize, pbest with a copy of the posi-
tion for particle and determine gbest

Update velocities and positions accord-
ing to Eqs. (1 and 2)

No

Yes

Fig. 2 Flowchart of the applied PSO technique
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cannot be determined simultaneously according to uncertainty principle. There-
fore, if individual particles in a PSO system have quantum behavior, the PSO
algorithm is bound to work in a different fashion [23]. In the quantum model of a
PSO called here QPSO, the state of a particle is depicted by wave function W(x, t)
instead of position and velocity. Employing the Monte Carlo method, the particles
move according to the following iterative equation:

xiðt þ 1Þ ¼ pþ b: Mbesti � xiðtÞj j: lnð1=uÞ if kffi 0:5

xiðt þ 1Þ ¼ p� b: Mbesti � xiðtÞj j: lnð1=uÞ if k\0:5
ð4Þ

where, u and k are values generated according to a uniform probability distribution
in range [0, 1], the parameter b is called contraction expansion coefficient, which
can be tuned to control the convergence speed of the particle. In the QPSO, the
parameter b must be set as b\ 1.782 to guarantee convergence of the particle [24,
25]. Thus, the Eq. (4) is the fundamental iterative equation of the particle’s
position for the QPSO. Moreover, unlike the PSO, the QPSO needs no velocity
vectors for particles at all, and also has fewer parameters to control (only one
parameter b except population size and maximum iteration number), making it
easier to implement. The experiment results on some well-known benchmark
functions show that the QPSO described by the following procedure has better
performance than the PSO [23].

Where Mbest called mean best position, is defined as the mean of the pbest
positions of all particles. That is

Mbest ¼ 1

N

XN

d¼1

pidðtÞ ð5Þ

Trajectory analyses in [25] demonstrated the fact that convergence of the PSO
algorithm may be achieved if each particle converges to its local attractor,
p defined at the coordinates

p ¼ ðc1pid þ c2PgdÞ=ðc1 þ c2Þ ð6Þ

The procedure for implementing the QPSO is given by the following steps:

Step 1 Initialization of swarm positions: Initialize a population (array) of particles
with random positions in the n-dimensional problem space using a uniform
probability distribution function.

Step 2 Evaluation of particle’s fitness: Evaluate the fitness value of each particle.
Step 3 Comparison to pbest (personal best): Compare each particle’s fitness with

the particle’s pbest. If the current value is better than pbest, then set the
pbest value equal to the current value and the pbest location equal to the
current location in n-dimensional space.

Step 4 Comparison to gbest (global best): Compare the fitness with the popula-
tion’s overall previous best. If the current value is better than gbest, then
reset gbest to the current particle’s array index and value.
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Step 5 Updating of global point: Calculate the Mbest using Eq. (5).
Step 6 Updating of particles’ position: Change the position of the particles

according to Eq. (4), where c1 and c2 are two random numbers generated
using a uniform probability distribution in the range [0, 1].

Step 7 Repeating the evolutionary cycle: Loop to Step 2 until a stop criterion is
met, usually a sufficiently good fitness or a maximum number of iterations
(generations).

3 Power System Modeling

In power systems, the problem of dynamic stability is primarily to keep the
interconnected synchronous machines in synchronism [14]. The stability is also
dependent on several other components such as the speed governors, excitation
systems of the generators, the loads, the FACTS devices, etc. Therefore, an
understanding of their characteristics and modeling of their performance are of
fundamental importance for stability studies and control design. In this chapter, a
quick overview of these models is given with respect to a particular study power
system.

3.1 Overview of the Test Power Systems

Figure 3 shows a SMIB power system equipped with a UPFC. The synchronous
generator is delivering power to the infinite-bus through a double circuit trans-
mission line and a UPFC. The UPFC consists of an excitation transformer (ET), a
boosting transformer (BT), two three-phase GTO based voltage source converters
(VSCs), and a DC link capacitors. The four input control signals to the UPFC are
mE, mB, dE, and dB, where, mE is the excitation amplitude modulation ratio, mB is
the boosting amplitude modulation ratio, dE is the excitation phase angle, and dB is
the boosting phase angle.

A four-machine, two-area power system, shown in Fig. 4, is considered for the
damping control design for UPFC. This system is considered as one of the
benchmark models for performing studies on inter-area oscillation because of its
realistic structure and availability of system parameters [14]. Each area consists of
two generator units. The rating of each generator is 900 MVA and 20 kV. Each of
the units is connected through transformers to the 230 kV transmission line. There
is a power transfer of 400 MW from Area 1 to Area 2. Each synchronous generator
of the multi-machine power system is simulated using a third-order model. The
loads are modeled as constant impedances.
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3.2 Modeling of Network Components

Different types of models have been reported in the literature for each of the power
system components depending upon their specific application [14]. In this section,
the relevant equations governing the dynamic behavior of only the specific types of
models used in this research is described.

3.2.1 Generators

All four generators of the test systems are represented using the subtransient model
with DC (IEEE-DCl A type) excitation system as described in [14]. The resultant
dynamic equations are given by:

_di ¼ xbðxi � 1Þ ð7Þ

δB

Vt

iE

iB

XE

XB

Vdc

Vb

δE mBmE

VSC-E VSC-B

Tr. LineVEt

Fig. 3 SMIB power system equipped with UPFC
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Fig. 4 Multi-machine power system with the UPFC
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_xi ¼
1
Mi
ðPmi � Pei � Diðxi � 1ÞÞ ð8Þ

_E0qi ¼
1

T 0doi

ðEfdi � ðxdi � x0diÞidi � E0qiÞ ð9Þ

_E0di ¼
1

T 0q0:

½�E0di þ ðxqi � x0qiÞ� ð10Þ

Tei ¼ E0qiiqi � ðxqi � x0diÞidiiqi ð11Þ

where
d rotor angle
x rotor speed
Pm mechanical input power
Pe electrical output power
E0q transient emf due to field flux-linkage
E0d transient EMF due to flux-linkage in q-axis damper coil
Efd equivalent excitation voltage
Te electric torque
T0do time constant of excitation circuit.

3.2.2 Excitation System

The differential equations governing the behavior of an IEEE-DClA type excita-
tion system are given by:

_Efdi ¼
1

TAi
ðKAiðvrefi � vi þ uiÞ � EfdiÞ ð12Þ

where
TA regulator time constant
KA regulator gain
vref reference voltage
vi terminal voltage.

4 UPFC Model

The UPFC device is installed in power systems to exert continuous control over the
voltage profile or power flow pattern [4]. This enables the voltage profile and power
flows to be changed in such a way that thermal limits are not exceeded, stability
margins are increased, losses minimized, contractual requirements fulfilled, etc.,
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without violating the economic generation dispatch schedule [26]. However, the
sole presence of these devices does not improve the overall damping of the system
appreciably. To enforce extra damping, supplementary control is required to be
added to these FACTS devices and methods for designing such damping controller
through FACTS-devices occupies a significant part of this book.

In this section, the steady-state and small signal dynamic models of UPFC
device are briefly described. The current injection model is used for steady-state
representation of this device as it is most suitable for incorporation into an existing
power flow algorithm without altering the bus admittance matrix Y [26].

4.1 Modified Heffron-Phillips Model

The dynamic model of the UPFC is required in order to study the effect of the
UPFC for enhancing the small signal stability of the single machine power system.
By applying Park’s transformation and neglecting the resistance and transients of
the ET and BT transformers, the UPFC can be modeled as [8–10]:

vEtd

vEtq

� �
¼ 0 �xE

xE 0

� �
iEd

iEq

� �
þ

mE cos dEvdc
2

mE sin dEvdc
2

" #
ð13Þ

vBtd

vBtq

� �
¼ 0 �xB

xB 0

� �
iBd

iBq

� �
þ

mB cos dBvdc
2

mB sin dBvdc
2

" #
ð14Þ

_vdc ¼
3mE

4Cdc
½ cos dE sin dE �

iEd

iEq

� �
þ 3mB

4Cdc
½ cos dB sin dB �

iBd

iBq

� �
ð15Þ

where, vEt, iE, vBt, and iB are the excitation voltage, excitation current, boosting
voltage, and boosting current, respectively; Cdc and vdc are the DC link capacitance
and voltage.

From Fig. 2 we can have:

�vt ¼ jxtEð�iB þ�iEÞ þ �vEt ð16Þ

�vEt ¼ �vBt þ jxBV�iB þ �vb ð17Þ

vtd þ jvtq ¼ xqðiEq þ iBqÞ þ jðE0q � x0dðiEd þ iBdÞÞ
¼ jxtEðiEd þ iBd þ jðiEq þ iBqÞÞ þ vEtd þ jvEtq

ð18Þ

where, it and vb, are the armature current and infinite bus voltage, respectively.
From the above equations, we can obtain:

iEd ¼
xBB

xd
P E0q �

mE sin dEvdcxBd

2xd
P þ xdE

xd
P
�

vb cos dþ mB sin dBvdc

2

�
ð19Þ
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iEq ¼
mE cos dEvdcxBq

2xq
P � xqE

xq
P
�

vb sin dþ mB cos dBvdc

2

�
ð20Þ

iBd ¼
xE

xd
P E0q þ

mE sin dEvdcxdE

2xd
P � xdt

xd
P
�

vb cos dþ mB sin dBvdc

2

�
ð21Þ

iBq ¼ �
mE cos dEvdcxqE

2xq
P þ xqt

xq
P
�

vb sin dþ mB cos dBvdc

2

�
ð22Þ

where,

xq
P ¼ ðxq þ xT þ xEÞðxB þ

xL

2
Þ þ xEðxq þ xTÞ

xBq ¼ xq þ xT þ xB þ
xL

2

xqt ¼ xq þ xT þ xE; xqE ¼ xq þ xT ; xd
P ¼ ðx0d þ xT þ xEÞðxB þ

xL

2
Þ þ xEðx0d þ xTÞ

xBd ¼ x0d þ xT þ xB þ
xL

2
; xBd ¼ x0d þ xT þ xE; xdE ¼ x0d þ xT ; xBB ¼ xB þ

xL

2

ð23Þ

The xE, xB, xd, xd
0
, and xq are the ET, BT reactance, d-axis reactance, d-axis transient

reactance, and q-axis reactance, respectively. A linear dynamic model is obtained
by linearizing the nonlinear model round an operating condition. The Phillips-
Herffron linearized model of power system with UPFC is given as follows:

D _d ¼ x0Dx ð24Þ

D _x ¼ ð�DPe � DDxÞ=M ð25Þ

D E=
q

�
¼ ð�DEq þ DEfdÞ=T=

do ð26Þ

D _Efd ¼ ðKAðDvref � DvÞ � DEfdÞ=TA ð27Þ

D _vdc ¼ K7Ddþ K8DE=
q � K9Dvdc þ KceDmE þ KcdeDdE þ KcbDmB þ KcdbDdB ð28Þ

DPe ¼ K1Ddþ K2DE=
q þ KpdDvdc þ KpeDmE þ KpdeDdE

þ KpbDmB þ KpdbDdB

ð29Þ

DE=
q ¼ K4Ddþ K3DE=

q þ KqdDvdc þ KqeDmE þ KqdeDdE

þ KqbDmB þ KqdbDdB

ð30Þ

DVt ¼ K5Ddþ K6DE=
q þ KvdDvdc þ KveDmE þ KvdeDdE

þ KvbDmB þ KvdbDdB

ð31Þ

Optimal Design of UPFC Based Damping Controller Using PSO and QPSO 167



where, K1, K2…K9, Kpu, Kqu, and Kvu are linearization constants. The state-space
model of power system is given by:

_x ¼ Axþ Bu ð32Þ

where, the state vector x, control vector u, A and B are:

x ¼ ½Dd Dx DE0q DEfd Dvdc �; u ¼ ½DmE DdE DmB DdB �T

A ¼

0 w0 0 0 0

� K1
M 0 � K2

M 0 � Kpd

M

� K4

T=do

0 � K3

T=do

1
T=do

� Kqd

T=do

� KAK5
TA

0 � KAK6
TA

� 1
TA
� KAKvd

TA

K7 0 K8 0 �K9

2
66666664

3
77777775

B ¼

0 0 0 0

� Kpe

M � Kpde

M � Kpb

M � Kpdb

M

� Kqe

T=

do

� Kqde

T=do

� Kqb

T=do

� Kqdb

T=do

� KAKvc
TA

� KAKvde
TA

� KAKvb
TA

� KAKvdb
TA

Kce Kcde Kcb Kcdb

2
66666664

3
77777775

The block diagram of the linearized dynamic model of the SMIB power system
with UPFC is shown in Fig. 5.

4.2 Power Injection Model

The UPFC consists of series and shunt voltage-source converters, which can be
modeled as controllable voltage sources. The shunt converter is primarily used to
provide active power demand of the series converter through the common DC link.
The shunt converter can also generate or absorb reactive power, if it is desired, and
thereby provides independent shunt reactive compensation for the line. The series
converter provides the main function of the UPFC by injecting a voltage with
controllable magnitude and phase angle in series with the line in the multi-machine
power system case study, Fig. 4. The power balance between the series and the
shunt converters is a prerequisite to maintain a constant voltage across the dc
capacitor connected between the two converters [4].

The reactance xs describes the reactance seen from terminals of the series
transformer and is equal to:

xs ¼ xk:
SB

Ss
: r2

max ð33Þ
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where, xk denotes the series transformer reactance, rmax is the maximum per unit
value of injected voltage magnitude, SB is the system base power, and SS is the
nominal rating power of the series converter.

The UPFC injection model is derived enabling three parameters to be simulta-
neously controlled [27]. They are namely the shunt reactive power, Qsh, and the
magnitude, r, and the angle, c, of injected series voltage Vse. Figure 6 shows the
circuit representation of a UPFC where the series connected voltage source is
modeled by an ideal series voltage which is controllable in magnitude and phase and
the shunt converter is modeled as an ideal shunt current source. In Fig. 6, we get:

Ish ¼ �It þ �Iq ¼ ðIt þ jIqÞejhi ð34Þ

where, It is the current in phase with Vi and Iq is the current in quadrature with Vi.
In Fig. 6 the voltage source Vse is replaced by the current source �Iinj ¼ �jbsVse in
parallel with xs.
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1
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aST
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+1/
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doSTK +
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vdKvuKqdKquK

cuK

puK

9

1
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refVΔ−
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+ +

+

+

+

+
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Fig. 5 Modified Heffron–Phillips transfer function model
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Fig. 6 The UPFC electric
circuit
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The active power supplied by the shunt current source can be calculated from:

Psh ¼ Re½�Við��I�shÞ� ¼ �ViIt ð35Þ

With the UPFC losses neglected, we get:

Psh ¼ Pse ð36Þ

The apparent power supplied by the series voltage source converter is calcu-
lated from:

Sse ¼ �Vse:�I
�
se ¼ rejc �Vi

�
�V 0 � Vj

jxs

��
ð37Þ

Active and reactive powers supplied by series converter are distinguished as
following:

Pse ¼ rbsViVj sinðhi � hj þ cÞ � rbsV
2
i sin c ð38Þ

Qse ¼ rbsViVj cosðhi � hj þ cÞ � rbsV
2
i cos c ð39Þ

Substitution of Eqs. (38) and (35) into (36) gives:

It ¼ �rbsViVj sinðhi � hj þ cÞ þ rbsVi sin c ð40Þ

The current of the shunt source is then given by:

Ish ¼ ð�rbsVj sinðhij þ cÞ þ rbsVi sin cþ jIqÞejhi ð41Þ

From Fig. 7 the bus current injections can be defined as:

�Ii ¼ �Ish � �Iinj

�Ij ¼ �Iinj
ð42Þ

where,

�Iinj ¼ �jbsVse ¼ �jbsr �Vie
jc ð43Þ

Substituting (41) and (43) into (42) gives:

jxsVi Vj

IinjIsh

Fig. 7 Transformed series
voltage source
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�Isi ¼ ð�rbsVj sinðhij þ cÞ þ rbsVi sin cþ jIqÞejhi þ jbsrVie
jðcþhÞ

�Isj ¼ �jbsrVie
jðcþhÞ ð44Þ

where, Iq is an independently controlled variable, representing a shunt reactive
source. Based on Eq. (44), the current injection model can be presented as in
Fig. 8. If there is a control objective to be achieved, the bus current injections are
modified through changes of the UPFC control parameters r, c, and Iq [27, 28].

5 Damping Controller for the UPFC

The damping controller is designed to produce an electrical torque in phase with
the speed deviation according to phase compensation method. The four control
parameters of the UPFC (mB, mE, dB, and dE) can be modulated in order to produce
the damping torque. In this research dE and mB are modulated in order to damping
controller design in the SMIB. The structure of UPFC based damping controller is
shown in Fig. 9. This controller may be considered as a lead-lag compensator [1].
However, an electrical torque in phase with the speed deviation is to be produced
in order to improve damping of the system oscillations. It comprises gain block,
signal-washout block, and lead-lag compensator. The parameters of the damping
controller are obtained using CPSO and QPSO algorithms.

jxsVi Vj

Isi
Isj

Fig. 8 UPFC current
injection model
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6 POD Controller Design Using PSO and QPSO

In the proposed methods, we must tune the UPFC controller parameters optimally
to improve overall system dynamic stability in a robust way under different
operating conditions and disturbances. To acquire an optimal combination, this
research employs CPSO and QPSO to improve optimization synthesis and find the
global optimum value of fitness function. For our optimization problem, two
different objective functions are proposed for the PSSs design problem. The first
objective function [29, 30] is eigenvalues based comprising the damping factor
and the damping ratio of the lightly damped electromechanical modes while the
second is time domain-based multi-objective function [1, 28] and are defined as
follows:

f1 ¼ J1 þ a� J2

J1 ¼
XNP

j¼1

X
ri ffir0

ðr0 � riÞ2; J2 ¼
XNP

j¼1

X
fi � f0

ðf0 � fiÞ2
ð45Þ

f2 ¼
XNP

j¼1

Xn

i¼1

Z tsim

0
t Dxij jdt ð46Þ

where, ri,j and fi,j are the real part and the damping ratio of the ith eigenvalue of
the jth operating point. Also, speed deviation (Dx) of the machines is considered
for the evaluation of the f2. The value of a is chosen at 10. The tsim is the time
range of simulation, n is the number of machines, and NP is the total number of
operating points for which the optimization is carried out. The value of r0

determines the relative stability in terms of damping factor margin provided for
constraining the placement of eigenvalues during the process of optimization. By
optimizing f1, closed loop system poles are consistently pushed further left of the
jx axis with simultaneous reduction in real parts, too. Thus, enhancing relative
stability and increasing the damping ratio over the f0 are achieved. Finally, all the
closed loop system poles should lay within a D-shaped sector are shown in Fig. 10
in the negative half plane of the jx axis for which ri \ -2, fi [ 0.3. It is necessary
to mention here that only the unstable or lightly damped electromechanical modes
of the oscillations are relocated. For the second objective function calculation, the
time-domain simulations of the power system model is carried out for the simu-
lation period. It is aimed to minimize this fitness function in order to improve the
system response in terms of the settling time and overshoots. The advantage of this
selected objective function is that minimal dynamic plant information is needed. It
is necessary to mention here that only the unstable or lightly damped electrome-
chanical modes of oscillations are relocated. The design problem can be formu-
lated as the following constrained optimization problem, where the constraints are
the controller parameters bounds:
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Minimize fi Subject to:

Kmin�K�Kmax

Tmin
i � Ti� Tmax

i

ð47Þ

It is emphasized that with this procedure, robust stabilizer, enable to operate
satisfactorily over a wide range of the operating conditions, are obtained. Typical
ranges of the optimized parameters are [0.01–100] for K and [0.01–1] for T1, T2,
T3, and T4. The optimization of UPFC controller parameters is carried out by
evaluating the multi-objective cost functions as given in Eqs. (45) and (46), which
consider a multiple of operating conditions. The operating conditions are con-
sidered in the single machine and multi-machine power systems are given in the
Tables 1 and 2, respectively.

In single machine power system, the values of r0 and f0 are taken as -2 and
0.3, respectively. In order to acquire better performance, number of particle,
particle size, number of iteration, c1, c2, and c is chosen as 30, 5, 50, 2, 2, and 1,
respectively. Also, the inertia weight, w, is linearly decreasing from 0.9 to 0.4. In
multi-machine power system, number of particle, particle size, number of itera-
tions, c1, c2, and c are chosen as 50, 5, 200, 2, 2, and 1, respectively. It should be
noted that the PSO algorithm is run several times and then optimal set of coor-
dinated controller parameters is selected. The final values of the optimized
parameters with both objective functions f1 and f2 with CPSO and QPSO algo-
rithms in two case studies are given in Tables 3, 4, and 5.

j

σ
0

i 0

i 0

0ζ

σ ≤ σ

ζ ≥ ζ

σ

ω
Fig. 10 Region of
eigenvalue location for f1
objective function
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Table 1 Operating conditions in single machine power system

Operating condition P Q XL

Base case 0.8 0.114 0.3
Case 1 0.2 0.01 0.3
Case 2 1.2 0.4 0.3
Case 3 0.8 0.114 0.6
Case 4 1.2 0.4 0.6

Table 2 Operating conditions in multi-machine power system

Operating condition P1 Q1 P2 Q2 P3 Q3 P4 Q4

Case 1 0.7778 0.2056 0.5556 0.2611 0.8020 0.0697 0.8889 0.2244
Case 2 0.5556 0.2056 0.5556 0.2611 1.3739 0.1502 0.5556 0.2244
Case 3 0.9911 0.1722 0.9444 0.3944 0.0095 0.0712 1.1111 0.2222

Table 3 The optimal parameter settings of the proposed controllers based on the f1 objective
function based on the dE and mB in SMIB

Controller parameters dE mB

J1 J2 f1 J1 J2 f1
K 64.45 94.2 100 100 79.34 68.65
T1 0.4185 0.2566 0.1069 0.6 0.3235 0.01
T2 0.5299 0.1563 0.2022 0.3655 0.1424 0.1105
T3 0.3835 0.1361 0.4347 0.5262 0.4523 0.4704
T4 0.3507 0.0965 0.4134 0.4489 0.5094 0.1235

Table 4 The optimal parameter settings of the proposed controllers based f2 objective function
based on the dE and mB in SMIB

Controller
parameters

QPSO based dE

controller
PSO based dE

controller
QPSO based mB

controller
PSO based mB

controller

K 97.75 74.35 96.70 89.12
T1 0.7111 0.0665 0.0105 0.3227
T2 0.6206 0.0177 0.1112 0.1408
T3 0.5776 0.2565 0.4667 0.9457
T4 0.6412 0.1908 0.1230 0.5011
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7 Results and Discussion

7.1 Eigenvalue Analysis

The electromechanical modes and the damping ratios obtained for all operating
conditions both with and without proposed controllers in the SMIB are given in
Tables 6 and 7. When UPFC is not installed, it can be seen that some of the modes
are poorly damped and in some cases, are unstable (highlighted in Tables 6 and 7).
It is also clear that the system damping with the proposed f1 based tuned UPFC
controller are significantly improved. Moreover, it can be seen that electrome-
chanical mode controllability via dE is higher than that mB input.

7.2 Nonlinear Time Domain Simulation

7.2.1 Single Machine Power System

To assess the effectiveness and robustness of the proposed controllers, transient
conditions are verified by applying a 6-cycle three-phase fault at t = 1 s, at the
middle of the one transmission line. The fault is cleared by permanent tripping of
the faulted line. The performance of the controllers when the multi-objective
function (f1) is used in the design is compared to that of the controllers designed
using the single objective functions J1 and J2. The speed deviation of generator at
base case, case 2, and case 4 due to designed controller based on the dE and mB are
shown in Figs. 11 and 12. It can be seen that the PSO based UPFC controller
tuned using the multi-objective function achieves good robust performance, pro-
vides superior damping in comparison with the other objective functions and
enhance greatly the dynamic stability of power systems.

The performance of the controllers when the quantum-behaved particle swarm
optimization is used in the design is compared to that of the controllers designed
using the classical particle swarm optimization with second objective function.
The speed deviation of generator at nominal, light, and heavy loading conditions
due to designed controller based on the dE and mB are shown in Figs. 13 and 14. It
can be seen that the QPSO based UPFC controller achieves good robust perfor-
mance, provides superior damping in comparison with the CPSO based UPFC
controller and enhance greatly the dynamic stability of power system.

Table 5 The optimal parameter settings of the proposed controllers in multi-machine power
system

Type of algorithm K T1 T2 T3 T4

QPSO 37.05 1.5089 0.0855 0.0981 1.4550
CPSO 17.67 0.93125 0.0312 0.0288 0.4389
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7.2.2 Multi-Machine Power System

To test the validity and robustness of the performance of the proposed control
algorithm, a three-phase fault of 100 ms duration at the middle of one of the
transmission lines between bus-7 and bus-8 is applied. The inter-area and local
mode of oscillations are shown in Figs. 15, 16, 17, respectively. The performance
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of the QPSO based damping controller is quite prominent in comparison with the
CPSO based damping controller and the overshoots and settling time are signifi-
cantly improved for the proposed controller.
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8 Conclusions

In this chapter, in order to maintain the transient stability and damp the power
system oscillation after fault effectively, a robust damping controller for the UPFC
has been designed. Controller design problem is formulated as an optimization
problem for different operating conditions. Then, the CPSO and QPSO algorithms
have been successfully applied to find the optimal solution of the design problem.
Two different objective functions based eigenvalue analysis and time simulation
are proposed in this work for the design of damping controller. The effectiveness
of the proposed controllers has been tested on single machine and multi-machine
power systems through the simulation studies under different operating conditions.
The simulation results show the effectiveness of the proposed controllers and their
ability to provide good damping of low frequency oscillations. Compared with the
CPSO method, the QPSO technique demonstrates its superiority in computational
complexity, success rate, and solution quality.
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Application of PSO and GA
for Transmission Network Expansion
Planning

Hossein Shayeghi and Meisam Mahdavi

Abstract TNEP is one of the important parts of power system planning which
determines the number, time, and location of new lines for adding to transmission
network. It is a hard, large-scale and highly nonlinear combinatorial optimization
problem that can be solved by classic, nonclassic or heuristic methods. Classic
methods like linear programming and Bender decomposition are only based on
mathematical principles, but their difficulty is that if the scale of problem is large,
it is very difficult to find accurate and reasonable solutions. Contrary to classic
methods, nonclassic ones such as evolutionary algorithms like GAs are not based
on mathematical rules and simply can be applied for solution of complex prob-
lems. GA is a random search method that has demonstrated the ability to deal with
nonconvex, nonlinear, integer-mixed optimization problems like the STNEP
problem. Although global optimization techniques like GA to be good methods for
the solution of TNEP problem, however, when the system has a highly epistatic
objective function and number of parameters to be optimized is large, then they
have degraded efficiency to obtain global optimum solution and also simulation
process use a lot of computing time. Heuristic methods like PSO can improve
speed and accuracy of the solution program. PSO is a novel population-based
heuristic that is a useful tool for engineering optimization. Unlike the other heu-
ristic techniques, it has a flexible and well-balanced mechanism to enhance the
global and local exploration abilities. In this chapter, first we review some research
in the field of TNEP. Then, the method of mathematical modeling for TNEP
problem is presented. Afterward, GA and PSO algorithms are described com-
pletely. Finally, effective parameters on network losses with a few examples are
introduced.
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1 Introduction

TNEP is an important part of power system planning. Its task is to determine an
optimal network configuration according to load growth while meeting imposed
technical, economic, and reliability constraints. The basic principle of TNEP is to
minimize the network construction and operational cost while satisfying the
requirement of delivering electric power safely and reliably to load centers along
the planning horizon [1–3]. In majority of power systems, generating plants are
located far from the load centers. In addition, the planned new projects are still so
far from completion. Due to these situations, the investment cost for transmission
network is huge. Thus, the TNEP problem acquires a principal role in power
system planning and should be evaluated carefully, because any effort to reduce
the cost of the transmission system expansion by some fraction of a percent allows
saving of a significant amount of capital. On the other hand, determination of
investment cost for power system expansion is very difficult work, because we
should accept the fact that a costumer plays important role in the competitive
electricity market, so, this cost should be determined from grid owners with
agreement of customer and considering the various reliability criteria [1, 4].

Generally, TNEP could be classified as static or dynamic. Static expansion
determines where and how many new transmission lines should be added to the
network up to the planning horizon. If in the static expansion the planning horizon
is categorized in several stages, then it becomes dynamic planning [5, 6]. In other
words, in static planning, the goal is finding an appropriate number of new circuits
that should be added to the transmission network. In this case, the time of lines
construction is not specified by planner and the total expansion investment is
carried out at the beginning of the planning horizon [7]. But, in dynamic one,
multiple years are considered and an optimal expansion design is outlined over the
whole planning period. In this case, the model includes time restrictions for
considering the coupling among the years. So, the expansion cost along the
planning horizon is minimized while the imposed restrictions are observed [8].
The long-term TNEP is a hard, large-scale, and highly nonlinear combinatorial
optimization problem. Therefore, in expansion planning, approximate models such
as DC, hybrid, and transportation models are often used for representation of
transmission network. After mathematical modeling of the problem, it can be
solved by classic, nonclassic, or heuristic methods [5]. Classic methods are only
based on mathematical principles, so, they cannot be applied directly for solution
of nonlinear complicated problems like TNEP. For this reason, first, such problems
are converted to a linear problem using linearization technique and then are solved.
But its difficulty is that if the scale of problem is large, it is very difficult to find
accurate and reasonable solutions. Linear programming and Bender decomposition
are common classical methods for solution of TNEP problem.

Contrary to classic methods, nonclassic ones are not based on mathematical
rules and their foundation is random search. Complication of these methods is less
than classic ones and simply can be applied for solution of complex problems
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without linearization. Random search algorithms such as evolutionary algorithms,
SA, and Tabu search are examples of nonclassical methods. Heuristic methods like
GRASP and HIPER1 are combination of different approaches. These methods can
improve speed and accuracy of the solution program. In this chapter, first we
review some research in the field of transmission network expansion planning.
Then, the method of mathematical modeling for TNEP problem is presented.
Afterward, GA and PSO algorithms are described completely. Finally, effective
parameters on network losses with a few examples are introduced.

2 TNEP: A Review

For a long time, the only tools available to solve the long-term transmission
expansion planning problem were analysis tools, such as power flow [3]. One of
the first approaches for solving the TNEP problem was proposed by Garver in
1970. He formulated the problem as a power flow problem and used a linear
programming algorithm to find the most direct routes from generation to loads.
After Garver’s paper that was published in 1970 [9], much research has been done
on the field of TNEP problem. Some of this is related to problem solution method.
Some others, irrespective of solution method, proposed different approach for
solution this problem considering various parameters such as uncertainty in
demand, reliability criteria, and economic factors. Also, some of them investigated
this problem and generation expansion planning together. However, most of them
have involved static planning and a few works are about dynamic one. The
dynamic models are currently in an underdeveloped status, and they have exces-
sive limitations concerning the system size and the system modeling complexity
level.

Chanda and Bhattacharjee [10] solved STNEP problem in order to obtain a
maximum reliable network. Reliability criteria are relating to actual systems that
considering them help to maintain a higher degree of reliability of the system.
Later, they [11] proposed a new method for designing a maximum reliable net-
work when failure probabilities of the lines are fuzzy in nature instead of deter-
ministic as mentioned in [10]. Sohtaoglu [12] has studied the effect of economic
factors on STNEP using load flow methods and the objective is minimization of
the capital, variable, and power loss costs. The effects of economic parameters
have been incorporated as a variable coefficient in objective function. Granville
et al. [13] were formulated the STNEP problem by a linearized power flow model
and used the Benders decomposition for its solution. However, classical decom-
position approaches, e.g., Benders decomposition may fail to converge to optimal
solutions due to the nonconvex nature of the STNEP problem. To handle with
these nonconvexities difficulties, HIPER was proposed by Romero and Monticelli

1 Benders hierarchical decomposition approach.
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[14], where the power network constraints were represented by a chain of three
model. The two first models relax all the nonconvexities constraints, which results
in the optimal solution. Then, the nonconvexities are introduced (third model).
Nevertheless, the nonconvexities still exist in the mathematical model used and
application of this approach to networks with a large number of candidate circuits
is limited by computational limitations.

Binato et al. [3] presented a heuristic approach, called GRASP to solve the
static transmission expansion planning problem. The objective is an expansion of a
network with the minimum cost and loss of load. GRASP is an expert iterative
sampling technique that due to its generality and simplicity, is a useful alternate
approach that can be applied to many other kinds of decision problems. However,
this technique is the most time consuming and the local search procedure used in
this approach leads to some difficulties related with pruning by comparison.

Lee et al. [15] adopted branch and bound algorithm in a way to preserve the
discrete nature of investments for solution of STNEP problem. However, some
problems that a planner may face with them exist when uses this algorithm. These
problems are: (1) depending on the problem complexity the convergence of the
algorithm is too slow; (2) there are memory storage problems when the fathoming
rate of the current candidate problems is low; and (3) the difficulty in making an
efficient implementation. Periera and Pinto [16] proposed a technique based on
sensitivity analysis for static expansion of transmission network. But difficulty of
proposed method is that if the number of nodes or number of participants is large,
the planning for expansion is combinatorial complicated and that makes it very
difficult to find reasonable solutions within short computational time. Romero et al.
[17] presented SA for optimizing the investment cost and loss of load of the
network in STNEP. SA mimics the physical process of annealing in solids (i.e.,
heating up a solid, and cooling it down until it crystallizes). It is a point-to-point
search method with a strong theoretical base that its ability to reach global, or near
global, optimal solutions under certain circumstances (slow cooling schedules)
makes it a robust optimization algorithm. However, in the hard combinational
problems such as STNEP problem, both the number of alternatives to be analyzed
and the number of local minimum points increase with the dimension of the
network. This fact can negatively affects on computing time and solution quality of
the problem. Later, Gallego et al. [18] in order to improve the performance of the
SA, proposed PSA approach. The objective function is the same one of Ref. [17].
The simulation results show that the proposed method give not only faster solu-
tions but better ones as well. But, implementation of this method for solving large-
scale, hard, and highly nonlinear combinational problems like long-term STNEP
problem is so hard. Al-Saba and El-Amin [19] proposed a neural network-based
method for solution of the STNEP problem with considering both the network
losses and construction cost of the lines. Also, Contreras and Wu [20] included the
network expansion costs and transmitted power through the lines in objective
function and the goal is optimization of both expansion costs and lines loading.

Recently, Silva et al. [21] used a GA for solving the proposed problem of Ref.
[17]. GA is a random search method that has demonstrated the ability to deal with
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nonconvex, nonlinear, integer-mixed optimization problems like the STNEP
problem. Later, Silva et al. [22] introduced a TS-based method for optimization of
investment cost in transmission expansion planning. TS is an iterative search
procedure that moving from one solution to another looks for improvements on the
best solution visited. The basic concepts of TS are movements and memory. A
movement is an operation to jump from one solution to another while memory is
used with different objectives such as to guide the search to avoid cycles. The
simulation results for two real-world case studies (Brazilian Southern and Bra-
zilian Southeastern network) have been shown that TS is a feasible and powerful
technique to be applied to STNEP problem. Also, the authors have been shown
that the performance of TS for finding the best solutions is almost similar to GA.
Thus, it can be concluded that the most important advantage of GA is its simple
implementation in addition to reach the good solutions, respectively.

So, in [23, 24], the expansion cost of substations with the network losses have
been considered for the solution of STNEP problem using DCGA. The results
evaluation in [23] indicated that the network with considering higher voltage level
save capital investment in the long-term and become overload later. In [24], it was
shown that the total expansion cost of the network was calculated more exactly
considering effects of the inflation rate and load growth factor and therefore the
network satisfies the requirements of delivering electric power more safely and
reliably to load centers. Although global optimization techniques like GA and TS
seem to be good methods for the solution of TNEP problem, however, when the
system has a highly epistatic objective function (i.e., where parameters being
optimized are highly correlated), and number of parameters to be optimized is
large, then they have degraded efficiency to obtain global optimum solution and
also simulation process use a lot of computing time. In order to overcome these
drawbacks, Shayeghi et al. [25] proposed the DPSO approach for solving TNEP
problem. They concluded that ability of DPSO algorithm for finding the more
optimal solutions is more than GA. Also, it is shown that the convergence speed of
the DPSO is more than GA method. DPSO is a novel population-based meta-
heuristic that is a useful tool for engineering optimization. Unlike the other heu-
ristic techniques, it has a flexible and well-balanced mechanism to enhance the
global and local exploration abilities. However, during the running of the algo-
rithm, the particles become more similar, and cluster into the best particle in the
swarm, which make the swarm premature convergence around the local solution.
This phenomenon is caused that the precision of obtained solutions decreases and
the best solution is not resulted. In order to resolve this problem, they [26]
introduced an IDPSOMS algorithm. The lines loading parameter has been
involved in fitness function of STNEP and investment cost in problem constraints.
The proposed improved DPSO is a new conception, collectivity, which is based on
similarity between the particle and the current global best particle in the swarm
that can prevent the premature convergence of DPSO around the local solution.
The results evaluation shows this fact.

Contreras and Wu [27] included the network expansion costs and transmitted
power through the lines in objective function and the goal is optimization of both
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expansion costs and lines loading. Braga and Saraiva [28] presented a multicriteria
formulation for DTNEP problem. The objective function only includes expansion
and generation costs and one of the reliability criteria, i.e., PNS. In [29], authors
investigated DTNEP problem and generation scheduling together using a new
constructive heuristic approach. The goal is minimizing investment and fuel
supply requirement cost of power plants, expansion cost of transmission lines and
network losses. Bulent Tor et al. [30] solved the DTNEP problem considering the
transmission system security and congestion in a competitive electricity market
using Benders decomposition. They showed that annual evaluation of transmission
investments and congestion along with local generation investment costs enables
more realistic assessments of generation and transmission investment decisions.
Mahdavi et al. [31] investigated the effect of bundle lines on static expansion
planning of a multiple voltage level transmission network considering the network
losses by DCGA. For this reason, the expansion cost of related substations from
the voltage level point of view and network losses were included in objective
function. They concluded that considering the effect of bundle lines on static
transmission expansion planning of a network with different annual losses is
caused that the total expansion cost of network (expansion and operational costs) is
considerably decreased and therefore the capital investment significantly saved.
Moreover, it was shown that construction of bundle lines in transmission network
with different voltage levels considering the network losses is caused that the
network lines is overloaded later and the network would have higher adequacy.

3 Mathematical Modeling of the TNEP Problem

As said, TNEP can be classified as STNEP and DTNEP. So, we describe modeling
of both cases separately. General modeling of these two problems will be
described in following sections.

3.1 Classical STNEP Problem Modeling

Normally, DCPF model is used for formulation of the TNEP problem. As known,
the main goal of TNEP is minimizing the investment cost while satisfying the
operational and economic constraints. So, STNEP problem can be formulated as
follows using classical DCPF model.

TC ¼
Xns

i;j¼1

b: clijnij ð1Þ

where TC is the construction cost of lines along the planning horizon; ns is
the number of substations (buses); clij is the construction cost of each line in
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corridor i-j and nij is the number of new circuits added to corridor i-j. It should be
mentioned that b is a coefficient for converting the costs to present worth and can
be acquired from Eq. (2).

b ¼ 1
1þ d

ð2Þ

In Eq. (2), d declares the discount rate. Equation (1) represents the construction
cost of new lines which should be added to the network for delivering safe and
reliable electric power to load centers after the planning horizon. Several
restrictions have to be modeled in a mathematical representation to ensure that the
mathematical solutions are in line with the planning requirements. These con-
straints are as follows (see Ref. [32] for more details):

• DCPF node balance constraint

This linear equality constraint represents the conservation of power at each
node.

Sf þ g� D ¼ 0 ð3Þ

In the above equation, S is branch-node incidence matrix; f is active power
matrix in each corridor. Also, g and D are generation and demand vectors.

• Power flow limit on transmission lines constraint

The following inequality constraint is applied to STNEP in order to limit the
power flow for each path.

fij

�� ���ðn0
ij þ nijÞ ffi fij ð4Þ

where fij is total active power flow in branch i-j that can be calculated by Eq. (5). �fij

and n0
ij are the maximum transmissible power and number of initial circuits of

corridor i-j, respectively. Also, hi and hj declare voltage phase angles of buses
i and j.

fij ¼ cijðn0
ij þ nijÞ ffi ðhi � hjÞ ð5Þ

• Right-of-way constraint

It is clear that for accurate expansion planning of a transmission system, exact
place, and capacity of new circuits should be considered in TNEP problem.
Mathematically, this constraint defines maximum number of circuits that can be
installed into each corridor after planning horizon. Equation (6) represent that
number of circuits installed in each corridor is limited by nmax

ij .

0� nij� nmax
ij ð6Þ
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• Bus voltage phase angle limit constraint

In DCPF model, the bus voltage magnitude is neglected, and only the voltage
phase angle is considered. This parameter is considered as a STNEP constraint and
the calculated phase angle should be less than a predefined value.

hij j � hmax
i

�� �� ð7Þ

Because of network losses effect on TNEP and its important role in determi-
nation of network configuration and arrangement [23], we should consider this
parameter in solving of TNEP problem. Thus, in next section, we express for-
mulation of the STNEP problem in the presence of active power losses.

3.1.1 STNEP Formulation Considering Network Losses

With considering active losses of the network in STNEP problem, the proposed
objective function is defined as follows:

CT ¼ TC þ LC ð8Þ

where CT is total expansion cost of the network. LC is total cost of the network
losses that its calculation method will be explained in following. Equation (8)
should be minimized subjecting to constraints (3)–(7), which have been detailed in
previous section.

Calculation Method of the Network Losses Cost

Regarding the fact that DCLF model has been used for solution of TNEP problem,
network losses cannot be obtained directly using load flow. So, first, active power
flow of each branch (corridor) is calculated by DCLF (Eq. (5)). Then, flow current
of each branch is acquired using this power flow.

Iij ¼
fij

�� ��ffiffiffi
3
p
ffi VL

ð9Þ

In Eq. (9), Iij and VL are flow current of branch i-j and voltage level of the related
line, respectively. Assuming rij as resistance of branch i-j and regarding Eq. (9),
network losses can be calculated as follows:

Loss ¼
Xns

i:j¼1

rij ffi ðIijÞ2 ð10Þ

If we represent generation cost of one MWh by CMWh, total cost of the losses
can be obtained by Eq. (11).
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LC ¼ b ffi kLoss ffi CMWh ffi 8760ffi Loss ð11Þ

In the above equation, kLoss is the losses coefficient. This coefficient that sim-
ulates changes of load is equal to the square of the under the LDC [23]. Usually,
expansion planning of transmission network without expansion of substations and
generation units is not possible practically because of annual load growth.
Expansion of substation can be included in solution of STNEP, but for considering
generation costs in TNEP we should solve DTNEP problem. Since we always face
to dynamic load growth, it is more practical if generation costs are considered in
DTNEP problem. Accordingly, in the next section, we include only expansion cost
of substations in STNEP formulation.

3.1.2 STNEP Formulation Considering Network Losses and Expansion
Cost of Substations

Expansion of substations can include construction of new substations due to
increasing the transformers loading and expansion of substations from voltage
level point of view. Since, construction of new substations is related to SEP
problem, so, here, we only consider expansion cost of substations from voltage
level view point, i.e., if the voltage levels of related substations (the placed sub-
stations on both of the candidate lines) are not equal to the voltage level of its
candidate line, these substations must be expanded from the voltage level point of
view. Therefore, the aim of calculating the expansion cost of the substations is
calculating the expansion cost of substations that their voltage levels are not
matched to the voltage levels of their related candidate lines. For calculating this
cost, the DCFL program is run with the presence of the candidate lines. Then,
according to the transmitted power trough the lines and using the KCL law, the
power of the transmission substations is calculated. In accordance with this
obtained power and, on the other hand, the standard capacities of transformers, the
number of required transformers is determined. Therefore, the total expansion cost
of the substations can be calculated. Consequently, objective function of STNEP
problem considering network losses and expansion of substations from voltage
level point of view is defined as follows:

CT ¼ TC þ LC þ SC ð12Þ

where

SC ¼
X
k2w

SCk ð13Þ

In the above equation, SCk is expansion cost of kth substation and w is set of all
substations. Equation (12) should be minimized subjecting to constraints (3)–(7).
But, it should be noted that, here, �fij which is expressed in Eq. (4) have two
different rates according to voltage level of candidate line.
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3.2 Classical Modeling of DTNEP Problem

DTNEP problem can be formulated as follows using classical DCPF model:

DTC ¼
Xns

i;j¼1

XT

t¼1

btclijn
t
ij ð14Þ

In the above equation, nt
ij and bt are the number of new circuits added to

corridor i-j and inflation rate at year t. T is the planning horizon year. This equation
indicates the construction cost of new added lines to the network during the
planning horizon. Similar to STNEP problem, restrictions have to be modeled in a
mathematical representation. These constraints are as follows [32]:

• Power flow node balance constraint

This linear equality constraint represents the conservation of power at each
node.

Stf t þ gt � Dt ¼ 0 ð15Þ

In this equation, St and ft are branch-node incidence and each corridor’s active
power matrixes at year t, respectively. Also, gt and Dt are generation and demand
vectors at year t.

• Power flow limit on transmission lines constraint

The following inequality constraint shows the limitation of the power flow for
each corridor at year t.

f t
ij

��� ����ðn0
ij þ

Xt

k¼1

nk
ijÞfij ð16Þ

where

f t
ij ¼ cijðn0

ij þ
Xt

k¼1

nk
ijÞ ffi ðh

t
i � ht

jÞ ð17Þ

In the above-mentioned equation, f t
ij, ht

i and ht
j are respectively total active

power flow in branch i-j and voltage phase angles of buses i and j at year t.

• Power generation limit constraint

Since, in DTNEP, load growth of the system is as dynamical and generation
must be increased with load growth, cost of generating plant units should be
considered in solution of DTNEP problem. So, the real power generation of bus

i at year t must be restricted by gt;min
i and gt;max

i as follows:
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gt;min
i � gt

i� gt;max
i ð18Þ

• Right-of-way constraint

Mathematically, this constraint defines maximum number of circuits that can be
installed into each corridor along planning horizon. Since, here, the planning
horizon is divided into multiple stages; this constraint can be represented by two
following restrictions. Equation (19) represents that number of circuits installed in
each corridor at year t is limited by nt;max

ij . Also, Eq. (20) shows that sum of new
constructible circuits in each corridor along the planning horizon is restricted to
nt;max

ij .

0� nt
ij� nt;max

ij ð19Þ

XT

t¼1

nt
ij� nmax

ij ð20Þ

• Bus phase angle limit constraint

In DTNEP, this constraint can be defined by Eq. (21). In this equation, ht;max
j is

maximum voltage phase angle of bus i at year t.

ht
i

�� ��� ht;max
i

�� �� ð21Þ

3.2.1 DTNEP Formulation Considering Network Losses, Expansion
Cost of Substations and Generation Costs

Due to considering network losses, expansion cost of substations and generation
costs in dynamic planning of a transmission network, following objective function
is proposed:

CT ¼ DTC þ DLC þ DSC þ GC ð22Þ

DLC ¼
XT

t¼1

bt ffi kLoss ffi CMWh ffi 8760ffi DLoss ð23Þ

DLoss ¼
Xns

i:j¼1

rt
ij ffi ðIt

ijÞ
2 ð24Þ
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It
ij ¼

f t
ij

��� ���ffiffiffi
3
p
ffi VL

ð25Þ

where rt
ij and It

ij are resistance and flow current of branch i-j at year t. DSC is the
expansion cost of substations from voltage level point of view in dynamic state.
GC is the cost of generation plant units along the planning horizon that consists of
two components. The first component is related to the construction cost of the units
along the planning horizon (Eq. (26)) and second one includes operation cost of
the units over this time (Eq. (27)).

CC ¼
Xns

i¼1

XT

t¼1

btCt
i :n

t
i ð26Þ

OC ¼
Xns

i¼1

XT

t¼1

bt ffi 8760ffiðaiP
2
it þ biPit þ ciÞ ð27Þ

In Eq. (27), Ct
i and nt

i are construction cost and number of generation plant units
constructed in substation i at year t, respectively. Also, ai, bi, and ci are cost
coefficients of the unit i. OC is formulated as an OPF problem. So, GC is equal to
sum of these two components as follows:

GC ¼ CC þ OC ð28Þ

But, due to the policies of the decision makers, the generation amount and
number of units which should be constructed on each bus may be limited to some
specific values. The generation limit constrain was mentioned earlier as Eq. (18),
where gt

i represented real power generation on each bus. But, here, since real
power generation of each unit is shown by Pit, this constraint is reformed as
follows:

Pmin
it �Pit�Pmax

it ð29Þ

Also, number of generation plant units which should be constructed in each bus
is restricted to nt;max

ij .

0� nt
i� nt;max

i ð30Þ

In order to meet the required adequacy of the lines for delivering safe and
reliable electric power to load centers, reliability constrains should be considered
for solution of the problem. Normally, in TNEP, N-1 safe criterion is used for this
purpose. This constraint expresses the robustness of transmission network in
ordinary state and N-1 contingency (when a line fails) for not overloading and
supplying the loads. Shayeghi and Mahdavi [33] defined a new constraint instead
of N-1 safe criterion. They presented this new condition as follows:
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LL� LL max ð31Þ

where LL is lines loading rate of the network and LLmax is maximum of this
amount. This inequality constraint can be included in the DTNEP problem
restrictions. It should be noted that LLmax is an experimental parameter that is
determined according to load growth coefficient and its rate is between 0 and 1.
Reducing rate of this parameter is caused that added lines to the network, the
network adequacy (increasing of overload duration time) and expansion cost are
increased. Also, network losses and lines loading average in operational time are
decreased. Equation (22) should be minimized subjecting to constraints (14)–(21)
and (31). For solving such large-scale problems, there are various methods such as
classic, nonclassic, and heuristic methods. However, only nonclassic and heuristic
methods can be applied to such hard problems. As said in introduction, among the
nonclassic methods DCGA and among heuristic methods IDPSO are good meth-
ods for solution of the long-term and large-scale TNEP problems due to flexibility,
simple implementation, and the advantages which were mentioned in [23, 24, 26]
In following, these two algorithms are described.

4 Genetic Algorithm

GA is part of a class of what is known as evolutionary algorithms that mimics the
metaphor of natural biological evolution [34, 35]. It were first described by John
Holland in the 1960s and further developed by Holland and his students and
colleagues at the University of Michigan in the 1960s and 1970s [36]. This
algorithm is a random search method that can be used to solve nonlinear system of
equations and optimize many practical complex problems such as TNEP. The base
of this algorithm is the selection of individuals. It doesn’t need a good initial
estimation for sake of problem solution. In other words, the solution of a complex
problem can be started with weak initial estimations and then be corrected in
evolutionary process of fitness. GA is based on population of chromosomes which
each of them consists of a linear string of bits. Each chromosome’s organ repre-
sents an unknown parameter of a problem. A bit can include binary or decimal
codes that regarding the codification type are divided into two following catego-
ries: 1-BCGA, 2-DCGA.

4.1 BCGA (Standard Genetic Algorithm)

BCGA that is usually called standard genetic algorithm or GA manipulates the
binary strings, which may be the solutions of the problem. Each chromosome or
individual is exhibited by an L-bit binary string. The number of bits (L) depends
upon the desired resolution and number of problem’s parameter. In every
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optimization problem, there is a space which is referred to as the search or state
space. This space comprises all possible solutions to the optimization problem at
hand. At every evolutionary step also known as generation, the individuals in the
current population are decoded and evaluated according to a fitness function set for
a given problem [37]. In reproduction process, every member of a population
(individual) cooperates in optimization with respect to its fitness value. In other
words, individuals with higher fitness value have a high probability of being
selected for mating whereas less fit individuals have a correspondingly low
probability of being selected [35]. Also, mutation operator is applied as random
variations during reproduction. Finally in iterative algorithm, the population
moves toward evolution and the best individual is accepted as problem solution.
The GA generally includes the three fundamental genetic operators of selection,
crossover and mutation. These operators conduct the chromosomes toward better
fitness. In following, these operators are completely described.

4.1.1 Selection Operator

Selection operator selects the chromosome in the population for reproduction. The
more fit the chromosome, the higher its probability of being selected for repro-
duction. Thus, selection is based on the survival-of-the-fittest strategy, but the key
idea is to select the better individuals of the population, as in tournament selection,
where the participants compete with each other to remain in the population. The
most commonly used strategy to select pairs of individuals is the method of
roulette-wheel selection, in which every string is assigned a slot in a simulated
wheel sized in proportion to the string’s relative fitness. This ensures that highly fit
strings have a greater probability to be selected to form the next generation
through crossover and mutation. After selection of the pairs of parent strings, the
crossover operator is applied to each of these pairs.

4.1.2 Crossover Operator

The crossover operator involves the swapping of genetic material (bit-values)
between the two parent strings. Based on predefined probability, known as
crossover probability, an even number of chromosomes are chosen randomly. A
random position is then chosen for each pair of the chosen chromosomes. The two
chromosomes of each pair swap their genes after that random position. Crossover
may be applied at a single position or at multiple positions.
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Single Position Crossover

As shown in Fig. 1, this operator randomly chooses a locus (a bit position along
the two chromosomes) and exchange subsequences before and after that locus
between two chromosomes to create two offspring [37].

Multiple Position Crossover

Multiple position crossover which is known as uniform crossover randomly
chooses multiple locus (more than one bit position along the two chromosomes)
and exchange subsequences between two chromosomes [37]. Multiple position
crossover for three points is shown in Fig. 2.

4.1.3 Mutation Operator

Each individuals (children) resulting from each crossover operation will now be
subjected to the mutation operator in the final step to forming the new generation.
The mutation operator enhances the ability of the GA to find a near optimal
solution to a given problem by maintaining a sufficient level of genetic variety in
the population, which is needed to make sure that the entire solution space is used
in the search for the best solution. In a sense, it serves as an insurance policy; it
helps prevent the losses of genetic material. This operator randomly flips or alters
one or more bit values usually with very small probability known as a mutation
probability (typically between 0.001 and 0.01). It is done by changing the gene
from 1 to 0 or vice versa. Similar to crossover, this operator can be classified to

Crossover 

Crossover011001

100101

100001

011101

Fig. 1 Single position crossover

Crossover 1 0 0 0 0 1 

0 1 1 1 0 0 

0 1 1 0 0 0 

1 0 0 1 0 1 

Fig. 2 Multiple position crossover

Application of PSO and GA for Transmission Network Expansion Planning 201



single and multiple mutations. These two types of mutation are illustrated in
Fig. 3. Practical experience has shown that in the transmission expansion planning
application the rate of mutation has to be larger than ones reported in the literature
for other application of the GA.

4.2 DCGA

Although binary codification is conventional in GA but it has some features that
we use decimal codification [31]: (1) Avoiding difficulties which are happened at
coding and decoding problem, (2) Preventing the production of completely dif-
ferent offspring from their parents and subsequent occurrence of divergence in
mentioned algorithm. In this method crossover can take place only at the boundary
of two integer numbers. Mutation operator selects one of existed integer numbers
in chromosome and then changes its value randomly, i.e., the gene value is ran-
domly increased or decreased by one providing not to cross its limits. Repro-
duction operator, similar to standard form, reproduces each chromosome
proportional to value of its objective function. Thus, the chromosomes which have
better objective functions will be selected more probable than other chromosomes
for the next population. After mutation, the production of new generation is
completed and it is ready to start the process all over again with fitness evaluation
of each chromosome. The process continues and it is terminated by either setting a
target value for the fitness function to be achieved, or by setting a definite number
of generations to be produced. A typical chromosome for a network with six
corridors is shown in Fig. 4. In the first corridor, one transmission circuit, in the
second corridor and finally in the sixth corridor, two transmission circuits have
been predicted. The flowchart of DCGA has been shown in [23].

011001

010001

Mutation

011001

110000

Mutation

(a) (b)

Fig. 3 Mutation operator
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5 PSO Algorithm

PSO algorithm, which is tailored for optimizing difficult numerical functions and
based on metaphor of human social interaction, is capable of mimicking the ability
of human societies to process knowledge [38]. It has roots in two main component
methodologies: artificial life and, evolutionary computation. It lies somewhere in
between evolutionary programming and the GAs [24]. As in evolutionary com-
putation paradigms, the concept of fitness is employed and candidate solutions to
the problem are termed particles or sometimes individuals, each of which adjusts
its flying based on the flying experiences of both itself and its companion. Vectors
are taken as presentation of particles since most optimization problems are con-
venient for such variable presentations. In fact, the fundamental principles of
swarm intelligence are adaptability, diverse response, proximity, quality, and
stability [39]. It is adaptive corresponding to the change of the best group value.
The allocation of responses between the individual and group values ensures a
diversity of response. The population is responding to the quality factors of the
previous best individual values and the previous best group values. As it is
reported in [38], this optimization technique can be used to solve many of the same
kinds of problems as GA and does not suffer from some of GAs difficulties. It has
also been found to be robust in solving problem featuring nonlinearing, nondif-
ferentiability, and high-dimensionality. It is the search method to improve the
speed of convergence and find the global optimum value of fitness function. PSO
starts with a population of random solutions ‘‘particles’’ in a D-dimension space.
The ith particle is represented by Xi = (xi1, xi2,…,xiD). Each particle keeps track of
its coordinates in hyperspace, which are associated with the fittest solution it has
achieved so far. The value of the fitness for particle i is stored as Pi = (pi1,
pi2,…,piD) that its best value is represented by (pbest). The global version of the
PSO keeps track of the overall best value (gbest), and its location obtained thus far
by any particle in the population. PSO consists of, at each step, changing the
velocity of each particle toward its pbest and gbest according to Eq. (31). The
velocity of particle i is represented as Vi = (vi1, vi2… viD). Acceleration is
weighted by a random term, with separate random numbers being generated for
acceleration toward pbest and gbest. The position of the ith particle is then updated
according to Eq. (32) [38]:

vidðt0 þ 1Þ ¼ xffi vidðt0Þ þ c1r1ðPid � xidðt0ÞÞ þ c2r2ðPgd � xidðt0ÞÞ ð31Þ

xidðt0 þ 1Þ ¼ xidðt0Þ þ cvidðt0 þ 1Þ ð32Þ

where Pid and Pgd are pbest and gbest. It is concluded that gbest version performs
best in terms of median number of iterations to converge. However, pbest version
with neighborhoods of two is most resistant to local minima. The results of past

011001211321
Fig. 4 A typical
chromosome
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experiments about PSO show that x was not considered at an early stage of PSO
algorithm. However, x affects the iteration number to find an optimal solution. If
the value of x is low, the convergence will be fast, but the solution will fall into
the local minimum. On the other hand, if the value will increase, the iteration
number will also increase and therefore the convergence will be slow. Usually, for
running the PSO algorithm, value of inertia weight is adjusted in training process.
It was shown that PSO algorithm is further improved via using a time decreasing
inertia weight, which leads to a reduction in the number of iterations [39]. In Eq.
(31), term of c1r1 (Pid -xid (t0)) represents the individual movement and term of c2r2

(Pgd -xid (t0)) represents the social behavior in finding the global best solution.
Regarding the fact that parameters of the TNEP problem are discrete time type and
the performance of standard PSO is based on real numbers, this algorithm cannot
be used directly for solution of the TNEP problem. There are two methods for
solving the TNEP problem based on the PSO technique [40]: (1) BPSO, (2) DPSO.
In the following, details of both algorithms are presented.

5.1 BPSO

Regarding the fact that parameters of the TNEP problem are discrete time type and
the performance of standard PSO is based on real numbers, this algorithm cannot
be used directly for solution of the TNEP problem. Thus, in order to overcome this
drawback a BPSO algorithm is used for solution of the TNEP problem. In this
method, in a D-dimensional binary solution space, the position of ith particle can
be expressed by an D-bit binary string as Xi = (xi1, xi2,…,xiD), where Xi e {0,1}.
Since each bit Xi is binary-valued, the term of (Pid-xid (t’)) or (Pgd-xid (t’)) has
only three possible values 0, 1, and -1. Moreover, it should be mentioned that
although PSO algorithm is further improved via using a time decreasing inertia
weight but the results of past research about BPSO show that the time-varying
inertial weight does not improve the convergence of BPSO [41] and a constant
weight of 1.0 is suggested. Therefore, velocity of particle i that is represented by
circuit’s change of each corridor is updated by the following equation:

vidðt0 þ 1Þ ¼ vidðt0Þ þ c1r1ðPid � xidðt0ÞÞ þ c2r2ðPgd � xidðt0ÞÞ ð33Þ

Pid � xidðt0Þ ¼ 1; if Pid ¼ 1; xid ¼ 0
Pid � xidðt0Þ ¼ 0; if Pid; xid ¼ 0 or Pid; xid ¼ 1

Pid � xidðt0Þ ¼ �1; if Pid ¼ 0; xid ¼ 1

In Eq. (33), t’ is the number of algorithm iterations and the velocity vid (t0 ? 1)
is a real number in [-Vmax, Vmax]. According to Eq. (32), for updating the position
of the ith particle, the real value vid (t0 ? 1) must be added to the binary value xid

(t0), but this is not possible mathematically. So an intermediate variable S (vid

(t0 ? 1)) via the sigmoid limiting transformation is defined as Eq. (34) [41]:
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Sðvidðt0 þ 1ÞÞ ¼ 1

1þ e�vidðt0þ1Þ ð34Þ

Equation (34) maps the domain of [-Vmax, Vmax] into the range of [1/(1+eVmax ),
1/(1+e�Vmax )], which is a subset of (0, 1). The value of S (vid (t0 ? 1)) can be
therefore interpreted as a probability threshold. A random number with a uniform
distribution in (0, 1), R, is then generated and compared to S (vid (t0 ? 1)). Thus,
the position of the particle i can be updated as follows:

xidðt0 þ 1Þ ¼ 1; if RhSðvidðt0 þ 1ÞÞ
xidðt0 þ 1Þ ¼ 0; if R� Sðvidðt0 þ 1ÞÞ

ð35Þ

The probability that xid (t0 ? 1) equals to 1 is S(vid (t0 ? 1)) and the probability
that it equals to 0 is 1-S(vid (t0 ? 1)). The flowchart of the proposed algorithm has
been given in [42].

5.2 IDPSOMS

DPSO is better than BPSO due to avoid difficulties which are happened at coding
and decoding problem, increasing convergence speed and simplification. In this
approach, the each particle is represented by three arrays: starting bus ID, ending
bus ID and number of transmission circuits (the both of constructed and new
circuits) at each corridor. In the DPSO iteration procedure, only the number of
transmission circuits needs to be changed while starting bus ID and ending bus ID
are unchanged in calculation. So, the particle can omit the starting and ending bus
ID. Thus, particle can be represented by one array. A typical particle with 12
corridors is shown in Fig. 5.

In Fig. 5, in the first, second, third corridor and finally 12th corridor, one, two,
three and two transmission circuits have been predicted, respectively. Also, the
particle’s velocity is represented by circuit’s change of each corridor. x is con-
sidered as a time decreasing inertia weight that its value is determined by Eq. (36).

x ¼ 1
lnðt0Þ ð36Þ

Finally, position and velocity of each particle is updated by the following
equations:

vidðt0 þ 1Þ ¼ Fix½xffi vidðt0Þ þ c1r1ðPid � xidðt0ÞÞ þ c2r2ðPgd � xidðt0ÞÞ� ð37Þ

xidðt0 þ 1Þ ¼ xidðt0Þ þ vidðt0 þ 1Þ ð38Þ

Xtypical = (1, 2, 3, 1, 0, 2, 1, 0, 0, 1, 1, 2)Fig. 5 A typical particle
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where vmin B vid B vmax, and fix (.) is getting the integer part of f. When vid is
bigger and smaller than vmax and vmin, make vid = vmax and vid = vmin, respec-
tively. While, xid is bigger than upper bound of circuit number allowed to be added
to a candidate corridor for expansion, then make xid equal the upper bound. While
xid \ 0, make xid = 0. The other variables are the same to Eqs. (31) and (32). In
the DPSO, particle is attracted toward the global best particle and particles become
more and more similar as iteration go on which make the algorithm lack of the
diversity fast. In order to measure how much similar two particles are, the fol-
lowing formula is used to measure the similarity between two particles [43]:

sði; jÞ ¼

1; dði; jÞ\dmin

1� ½dði; jÞ
smax

�b dmin� dði; jÞ\dmin

0 dði; jÞ� dmax

8>>><
>>>:

ð39Þ

where s(i, j) represents the similarity of two particles i and j. d(i, j) shows the
distance of two particle i and j in the space. dmax and dmin are specified parameters
which are determined according to the function optimized. b is a constant
parameter that is considered as 1 here. It should be noted that s(i, j)[[0,1] and its
value is considered 1 for every particle i. From Eq. (39), it can be concluded that
the smaller distance of two particles leads to their larger similarity. So, the con-
ception similarity can be used to measure how much similar two particles are.

If gbest and pbest of the ith particle is fixed and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1þ x� ðc1 þ c2Þ2 � 4x

q
\2 xi(t0) converges to the weighted centre of gbest and pbest ðc1r1Pid þ
c2r2PgdÞ=ðc1 þ c2Þ [44]. Thus, while pbest keeps on updating, pbest and sub-
sequent xi(t’) converges to gbest. It is concluded from the above analysis that
particles in the basic DPSO tend to cluster too closely as the iteration goes on.
When gbest is found by one particle, the other particle will be drawn toward it. So
to measure the cluster degree of the particle swarm (swarm diversity), a conception
collectivity is defined as follow [43]:

Cðt0Þ ¼ 1
n

Xn

i¼1

sði; gÞ ð40Þ

where s(i, g) denotes the similarity of the particle i to gbest at the t0th gener-
ation; C(t0) is used to measure the cluster degree of t0th generation of the whole
particle swarm. If the swarm is going to converge to gbest found so far, the
evolution of DPSO will be stagnated as iteration goes on and be lack of the
diversity. If all particles end up in gbest, they will stay at the gbest without much
chance to escape. If the identified gbest is only local, it would be disadvantageous
to let some of the particles explore other areas of the search space while the
remaining particles stay at this optimum to finetune the solution. In order to keep
the diversity of the particle swarm when particles started to cluster, our model is
designed that the position xi of the ith particle is randomly mutated according to
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the swarm collectivity and its similarity to the gbest. So, the following formula is
designed [43].

if rand\affi Cðt0Þ ffi sði; jÞ then xid ¼ N þ xid ð41Þ

where rand and N are random numbers between 0 and 1. a is a coefficient which
can be considered constant or variable. Here, in order to keep the tradeoff of the
exploration and the exploitation, the parameter a is considered variable, i.e., its
value is decreased linearly with iteration going on, and equal to zero ultimately,
which makes the algorithm to improve the exploration in global domain in the
early times, and keep the exploitation in local fields in the later times
a ¼ 1þ 1=ð1þ ln tÞ. Also, it can be known from Eq. (41): larger collectivity of the
swarm and similarity of the particle to gbest are, more possible it is for the particle
to randomly mutate and increase the diversity of particle swarm. The flowchart of
the proposed IDPSOMS algorithm has been described in [26]. Now, we present
examples of TNEP problem that have been solved using GA and PSO methods.

Example 1. Consider Garver’s 6-bus system which all details are given in [24].
Solve the STNEP problem for this network if only the construction cost of lines is
to be a minimum. Assume that the units have no generation limits and the reli-
ability constraint is N-1 safe criterion. The planning horizon is year 2021 (15 years
ahead: according to Ref. [23], it has been accounted with respect to 2006, so,
15 years after 2006 is 2021).

Solution: So, we modeled the problem mathematically as Eq. (1) that is sub-
jected to constraints (3)–(6) and N-1 safe criterion. DCGA method is applied for
solution of this problem with following input data (Table 1):

Due to the stochastic nature of the GA, there is no guarantee that different
executions of the program converge to the same solution. Thus, in this study, the
program has been executed for four times as continual, i.e., after running of the
genetic program, obtained results are inserted in initial population of next run and
this process is iterated for three times. In addition to this continual run, a more
suitable criteria termination has accomplished that is production of predefined
generations after obtaining the best fitness and finding no better solution. In this
work, a maximum number of 1,000 generations has been chosen (N = 1000).
After applying DCGA, the results are obtained in Table 2.

Also, total expansion cost of the network (CT) is 96.175 Million $ (M$).

Table 1 Input data

Parameter Value

Load growth factor (LGF) 1.07
The number of initial population 5
b, nmax

ij , PC, PM and CMWh ($/MWh) 0.1, 4, 0.3, and 1 and 36.1
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Example 2. Let us consider the same Example 1. Now, solve the STNEP
problem with considering network losses.

Solution: The mathematical model of the problem is as Eq. (8) with constraints
of given in Example 1. Due to considering the different voltage levels for the
transmission lines and also for simplicity in programming the selected chromo-
some is divided into two parts [23]. After running the DCGA problem, the results
are obtained as Table 3 and 108.415 M$ is obtained for CT.

Example 3. Consider the same system of Example 1 with changes applied to
voltage levels of lines and substations. Assume that voltage level of all lines is
230 kV and voltage level of substations is as follows: substations 1–5 are 230/63
and substation 6 is 400/63. Please find the optimal expansion design considering
expansion cost of substations from voltage level view point under two following
cases: neglecting and considering network losses.

Solution: For both cases, the constraints are exactly similar to previous
examples but the objective function is different.

Case 1. Regardless of the network losses

CT ¼ TC þ SC

Here, DCGA is applied to the problem and the results are acquired according to
Table 4.

Table 2 Configuration of the network

Corr. VL (kV) NC Corr. VL (kV) NC

2–6 230 4 4–6 230 4
3–5 400 2 5–6 230 1

Table 3 Configuration of the network considering losses

Corr. VL (kV) NC Corr. VL (kV) NC Corr. VL (kV) NC

2–6 400 4 3–5 400 2 4–6 230 3

Table 4 Configuration and expansion costs of network neglecting losses

Corr. VL (kV) NC Corr. VL (kV) NC TC (M$) SC (M$) CT (M$)

2–6 230 4 4–6 230 4 89.18 31.475 120.655
3–5 230 3 5–6 230 1 – – –

Table 5 Configuration and expansion costs of the network considering losses

Corr. VL (kV) NC Corr. VL (kV) NC TC (M$) SC (M$) CT (M$)

2–6 400 3 4–6 230 3 99.809 31.257 131.066
3–5 230 3 5–6 230 1 – – –
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Case 2. Considering the network losses

CT ¼ TC þ LC þ SC

The simulated results are given in Table 5.
As seen, solution of STNEP problem with consideration of network losses is

caused that CT value and the number of 400 kV lines constructed are increased in
the network. For more investigation, the total expansion cost of the network for
two proposed configurations (considering and neglecting network losses) after
planning horizon is shown in Fig. 6. As shown in Fig. 6, the total expansion cost
of the network for the second configuration (most of its lines are 400 kV) is more
than that of the first one until about 6 years after the planning horizon (year 2021),
but then the total expansion cost for the first configuration (all the lines are
230 kV) becomes more than that of the other one. In the beginning, it can be seen
that regardless of the loss, the first configuration is suitable. However, 6 years after
the expansion time (when network losses is considered), the second configuration
is more economic and saves capital in the long term. Also, from the transmitted
power point of view through the lines, the second configuration is more suitable
than the first one, because it is overloaded 2 years later than first configuration. As
seen, we solve the STNEP problem with different objective functions and con-
sidering different parameters such as losses and voltage level of lines and sub-
stations. In these examples, it was showed that network losses has important role
for determining configuration and arrangement of the network with different
voltage levels of lines. Considering this parameter in transmission expansion
planning decreases the operational costs considerably and the network satisfies the
requirement of delivering electric power more safely and reliably to load centers.
So, studying effective parameters on network losses can be helpful. So, in next
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section, we will introduce important parameters which can be affected on network
losses and subsequent STNEP problem solution.

6 Effective Parameters on Network Losses in TNEP

The effect of three important parameters, i.e., IRF, LGF and bundle lines on
network losses for solution of STNEP problem have been investigated in this
section. For this reason, the losses cost and also the expansion cost of related
substations from the voltage level point of view are included in the objective
function. We describe influence of these three parameters on STNEP solution in
the following sections.

6.1 IRF

One of important parameters that affected on network losses is IRF. So, for
evaluating effect of this parameter on the network losses in STNEP problem with
various voltage levels and subsequent adding expansion cost of substations to
expansion costs, the problem is formulated as Eq. (12) subjecting to constraints
(3)–(6) and (31). DCGA method with input data given in Table 6 is performed
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Table 6 Input data of proposed method

Parameter Value

LGF, CMWh, nmax
ij , PC, PM, N, LLMax 1.07, 36.1, 4, 0.1, 1, 1000, 0.5

The number of initial population 5

210 H. Shayeghi and M. Mahdavi



under two cases. In case 1, the IRF is considered zero, but in case 2, value of this
parameter is assumed 5 %. The load growth is considered 7 % for both cases.
Chromosome structure is divided into two parts [23]. It should be noted that
planning horizon for both cases is 10 years ahead when the paper has been written
(Shayeghi et al. 2008a) (from 2007 to 2017).

Case 1. In this case, IRF is 0 and the DCGA is applied to the same case study
system of Example 1 and the results (lines which must be added to the network up
to planning horizon year) are given in Table 7. The first and second configurations
are obtained neglecting and considering the network losses, respectively (Table 7).

TC and SC for first and second configuration in case 1 and considering IRF = 0
are 0 and 55.79 M$, respectively. Considering and neglecting the losses in
objective function of the STNEP problem, is resulted in similar configurations for
expansion of the network. The reason is that, when the inflation rate is zero the
network losses cannot compete with expansion costs (expansion cost of substations
and lines) well. Also, expansion cost of substations has obtained zero. Because the
voltage level of the proposed lines for network expansion has been existed in their
both first and end substations and therefore substations have not required expan-
sion from the voltage level point of view.

Case 2. Here, the IRF is assumed 5 % and similar to the previous case, the
results are given in Table 8. Total expansion cost of expanded network with the
two proposed configurations has been shown in Fig. 4 of Ref. [24].

TC and SC for first and second configurations in case 2 and considering
IRF = 5 % are 0 and 81.28 M$, respectively. Due to the obtained results, it can be
concluded that inflation rate has important role in determining of the network
configuration. Also, considering this economic parameter in transmission expan-
sion planning is caused that the total expansion cost of the network (expansion
costs and the operational cost) is calculated more exactly and network losses effect

Table 7 First and second configurations in case 1 for IRF = 0

First configuration Second configuration

Corr. VL (kV) NC VL (kV) NC

2–6 230 3 230 3
4–6 230 3 230 3
3–5 400 1 400 1

Table 8 First and second configurations for IRF = 5 %

Corr. First configuration Second configuration

VL (kV) NC VL (kV) NC

2–6 230 3 430 3
4–6 230 3 230 3
3–5 400 1 400 1
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on transmission expansion planning is increased with growing rate of this
parameter.

6.2 LGF

Second important parameter that affected on network losses is LGF. So, for
evaluating effect of this parameter on the network losses, we consider the same
objective function and constraints is presented in Sect. 6.1. Effects of LGF on the
network losses are evaluated in this section under three cases. In case 1, 2, and 3
the LGF is considered 4, 7, and 10 %, respectively. For three cases, the IRF and
planning horizon year is 10 % and 2017 [24].

Case 1. In this case, the LGF is 4 %. Tables 9 and 10 show the results with
applying of the DCGA method on the Garver’s network described in previous
section.

Case 2. Here, the LGF is considered 7 % and the desired method is applied to
the case study system and the results are given in Table 11.

Also, TC and SC for first and second configurations in are 55.79 and 81.28 M$,
respectively.

Table 9 The First and second configurations for LGF = 4 %

Corr. First configuration Second configuration

VL (kV) NC VL (kV) NC

2–6 230 3 400 2
4–6 230 2 400 1

Table 10 Expansion cost of network with first and second configurations for LGF = 4 %

First configuration Second configuration

SC 0 6.99 M$
TC 37.16 M$ 47.79 M$
CT 37.16 M$ 54.78 M$

Table 11 The first and second configurations for LGF = 7 %

Corr. First configuration Second configuration

VL (kV) NC VL (kV) NC

2–6 230 3 400 3
4–6 230 3 230 3
3–5 400 1 400 1
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Case 3. In this case, LGF is assumed 10 %. The results are shown in Table 12
with applying of the proposed method on the Garver’s network. TC and SC for first
and second configuration in this case are 85.99 and 99.92 M$, respectively.

As expected and from Figs 6, 8, and 10 of Ref. [24], regardless to the network
losses, growing of the load growth factor is caused that more 230 and 400 kV lines
are added to the network. The reason is that, the power flow capability through the
lines is improved with growing this factor. Also, it can be said that the LGF has
important effect on the network losses. Because the curve of the second config-
uration cuts the curve of first one earlier and subsequent more 400 kV lines are
added to the network with growing this factor. Thus, the LGF plays important role
in determining of the network configuration in solving of the TNEP problem.

6.3 Bundle Lines

Bundle lines can affect on STNEP problem directly and indirectly, i.e., number of
bundles has role in both reductions of network losses and lines construction costs
separately. Therefore, here, we investigate this parameter under two sections. In
Sect. 6.3.1, we study role of this parameter only on STNEP problem while its
effect on network losses is investigated in Sect. 6.3.2. In following, we describe
details of them. For studying the effect of this parameter on the network losses and
STNEP, we should introduce a real case study system which includes bundle lines.
The transmission network of the Azerbaijan regional electric system is used to test
and evaluation of the proposed idea. This actual network has been located in
northwest of Iran. All details of the test system are given in [31].

6.3.1 Effect of Bundle Lines on STNEP

In this section, the goal is evaluation of role of bundle lines only in STNEP.
So, it’s the mathematical model is defined as objective function of case 1 in

Example 3. Constrains are defined as Eqs. (3)–(6) and:

0� nb230� nbmax
230

Table 12 The First and second configurations for LGF = 10 %

Corr. First configuration Second configuration

VL (kV) NC VL (kV) NC

2–6 230 4 400 3
4–6 230 3 230 4
3–5 400 2 400 2
3–6 230 1 – –
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0� nb400� nmax
400

where nb230 and nb400 are number of bundles for new 230 and 400 kV lines added
to the network respectively that their values are limited to nbmax

230 and nbmax
400 . In

order to study the effect of bundle lines on STNEP using DCGA, with input data
given in Table 13, the chromosome structure is represented based on two cases. In
case 1, the bundle of lines has not been considered in chromosome structure, but in
case 2, the bundle of lines has been included in chromosome. In the following, the
details of these cases are specified.

Case 1. In this case, with respect to neglecting the effect of bundle lines for
solution of STNEP problem in a multiple voltage level transmission network and
also simplicity in programming, selected chromosome is divided into two parts
(Fig. 1 of Ref. [31].

Case 2. Here, unlike case 1, for considering the effect of bundle lines, another
new part which describes the number of bundle lines is added to selected chro-
mosome in case 1 (Fig. 2 of Ref. [31]). In order to evaluate the role of bundle lines
and planning horizon year in an actual transmission network, the proposed idea is
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Table 13 Input data of solution method

Parameter Value

LGF, CMWh, b, nt;max
ij , nbmax

230 , nbmax
400 , PC, PM, N 1.08, 36.1,1.15, 4, 3, 2, 0.3, 0.1, 3500

The number of initial population 5

Table 14 First configuration (case 1) and second configuration (case 2) in scenario 1

First configuration Second configuration

Corr. VL (kV) NC VL (kV) NC NB

8–9 230 2 230 2 2
2–8 230 2 230 1 2
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test on the case study system, considering and neglecting the bundle lines based on
two scenarios.

Scenario 1:
In this scenario, the planning horizon year and the maximum loading are

considered as follows: (1) planning horizon year is 10 (year 2018: according to
[31], the reference year is 2008). (2) LLMax = 50 %. The proposed method is
applied to the case study system and the results (lines which must be added to the
network during the planning horizon year) are given in Table 14. The first and
second configurations are obtained neglecting and considering the bundle lines,
respectively Also, SC is zero for both configurations, and TC is 11.222 and
9.665 M$ for first and second configurations, respectively. Due to given results,
although the bundle lines are more expensive than lines which have no bundle
conductors, it can be seen that the second configuration is more economic than first
one. In other words, the proposed GA has been decreased the expansion cost of
lines and subsequent the total expansion cost of network by constructing of bundle
lines instead of increasing the number of circuits.

Moreover, the capital investment saving for second configuration in comparison
with first one is about 1.5 million dollars (this cost is equal to subtraction of total
network expansion costs of two mentioned configurations). Thus, expansion of the
network by second configuration is caused that about 13.4 % of total expansion
cost of network with first configuration is saved. Accordingly, considering the
bundle lines in transmission expansion planning is caused that total expansion cost
of the network is calculated more precisely. It is well known, ability of trans-
mitting the power of 400 kV lines is more than the lines with voltage level of
230 kV, i.e., construction of these lines can prevent useless increasing the number
of 230 kV lines. On the other hand, expansion cost of 400 kV lines is more than
other lines (230 kV) and construction of them in corridors which their sending and
receiving substations have not voltage level of 400 kV, which would be caused
substations are expanded and subsequent total expansion cost of the network is
increased. Consequently, if expansion cost of these lines and substations can
compete with the expansion cost of 230 kV lines, construction of them is sug-
gested by the proposed method. However, expansion of the network by 400 kV
lines is not economic and it is rejected by the DCGA based method. Its reason is
that, in mid-term, expansion cost of the lines with higher voltage levels (here,
400 kV) and substations cannot compete with another expansion cost (expansion
cost of 230 kV lines).

Scenario 2:
In this scenario, in order to more studying behavior of the network in long term

from bundle and voltage level of the lines point of view, planning horizon year and
maximum loading of lines and substations have been increased and decreased,
respectively. Thus, planning horizon and maximum loading are considered as
follows: (1) Planning horizon year is 15 [31] (year 2023: the reference year is
2008), (2) LLMax = 0.3 (30 %). The proposed method is tested on the above-
mentioned case study and the results are given in Tables 15. Also, the expansion
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costs are listed in Table 16. Similar to for LLMax = 0.5, it can be seen that with
considering the bundle lines the second configuration is more economic. More-
over, DCGA has decreased the total expansion cost of network by constructing the
bundle lines instead of increasing the number of circuits. Thus, although the cost of
lines which have bundle conductors is more than unbundled lines, construction of
them reduces the both expansion cost of lines and substations and therefore is
caused that the total expansion cost of network decreases considerably. According
to Table 16, the capital investment saving of second configuration in comparison
with first one is about 26 million dollars. This cost is about 27 % of total expansion
cost of network with first configuration that is considerable rate.

According to Table 15, the number of added candidate corridors to the network
for second configuration is less that first one. Consequently, it can be said that
construction of bundle lines in transmission network prevents useless expansion of
unbundled lines in separate corridors and subsequent is caused that the size of the
proposed network configuration for expansion decreased and therefore the trans-
mission expansion planning is optimized. It is well known that, the loading of lines
can be decreased when planning horizon year is increased. On the other hand,
ability of transmitting the power and loading of 400 kV lines are more than and
less than 230 kV lines, respectively. Due to the above discussion, although

Table 15 Proposed configurations for scenario 2

First configuration Second configuration

Corr. VL (kV) NC VL (kV) NC NB

1–7 – – 230 1 2
1–9 230 2 230 1 1
1–11 230 1 – – –
1–8 230 1 – – –
2–8 400 2 400 2 3
4–8 230 2 230 1 2
6–8 230 2 – – –
7–8 400 1 – – –
9–8 – – 230 2 2
8–10 230 2 – – –
8–18 1 2 – – –
5–15 230 1 – – –
10–18 230 1 – – –
11–18 230 2 400 1 3
11–15 – – 230 1 2

Table 16 Expansion costs of network in scenario 2 for LLMax = 0.3

First configuration Second configuration

Expansion Cost of Substations 25.6 million $US 22.4 million $US
Expansion Cost of Lines 71.019 million $US 48.378 million $US
Total Expansion Cost of Network 96.619 million $US 70.778 million $US
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construction cost of 400 kV lines is more than 230 kV and construction of them
would be caused substations are expanded, increasing of planning horizon years
and decreasing of maximum loading of lines is caused 400 kV lines are expanded
in addition to expansion of 230 kV lines, too. From voltage level of the added lines
point of view, it can be seen that considering of bundle lines in long-term trans-
mission expansion planning with different voltage levels is caused that from
among expansion plans, configuration which its ratio of 400 lines to 230 kV lines
is more than the first configuration will be selected. Its reason is that bundle lines
with voltage level of 400 kV are overloaded later than the bundle lines with lower
voltage levels (in here, 230 kV). Moreover, it can be seen that nearly all the
mentioned lines (230 and 400 kV) have been added to the network with their
maximum the number of bundle conductors (2 and 3), respectively.

The results analysis of both scenarios reveals that considering the bundle lines
in transmission expansion planning is caused the both expansion cost of lines and
substations and therefore the total expansion cost of network are decreased.
Moreover, it can be said that although cost of bundle lines are more than those
which have not bundle conductor, constructing this type of lines in transmission
network with different voltage levels prevents useless expansion of unbundled
lines in separate corridors and subsequent is caused that the size of the proposed
network for expansion is reduced and therefore the transmission expansion plan-
ning is optimized. Thus, with considering the effect of these lines in expansion
planning of a transmission network the capital investment cost is considerably
saved and then the total expansion planning is calculated more exactly. Conse-
quently, bundle lines play important role in transmission expansion planning and
subsequent determination of network arrangement and configuration. In addition,
from voltage level of the added lines point of view, considering the bundle lines in
long-term TNEP problem with different voltage levels is caused that, from among
expansion plans, configuration which its ratio of 400 lines to 230 kV lines is more
than the first configuration will be selected.

6.3.2 Effect of Bundle Lines on Network Losses in STNEP

Bundle lines can affect indirectly on STNEP problem. In other words, it can affect
on network losses and subsequent influence on STNEP problem. So, the objective
function is Eq. (12) with the constraints described in Sect. 6.3.1. Similar to pre-
vious section, in order to evaluate the effect of bundle lines on the network losses
and subsequent transmission expansion planning, DCGA method is tested on
Azerbaijan network with the same input data considering and neglecting the
network losses for two cases. It should be noted that the planning horizon year and
maximum loading of lines and substations are 15 (year 2023: according to [33], the
start time is 2008) and 30 % for both cases, respectively.

Case 1. Proposed method neglecting the bundle lines is applied to above-men-
tioned test network and the results are given in Tables 17 and 18.
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Table 17 Proposed configurations in case 1

Corr First configuration Second configuration

VL (kV) NC VL (kV) NC

1–9 230 2 230 2
2–8 400 2 400 2
4–8 230 2 230 2
6–8 230 2 230 2
7–8 400 1 400 1
8–10 230 2 230 2
5–15 230 1 230 2
1–11 230 1 230 1
5–18 230 1 230 1
1–18 230 1 230 1
10–18 230 2 230 2

Table 18 Expansion costs of proposed configurations in case 1

First configuration Second configuration

Expansion Cost of Substations 25.6 million $US 25.6 million $US
Expansion Cost of Lines 72.019 million $US 73.679 million $US
Total Expansion Cost of Network 96.619 million $US 99.279 million $US

Table 19 Proposed configurations in case 2

Corr. First configuration Second configuration

VL (kV) NC VL (kV) NC NB

1–9 230 1 – – –
8–9 230 2 230 2 2
4–8 230 1 230 2 2
6–8 – – 230 2 2
2–8 400 2 400 2 3
5–15 – – 230 2 2
8–18 230 1 230 2 2
11–15 – – 230 1 2
11–18 400 1 400 1 3
1–7 230 1 230 1 2
10–18 - – 400 2 3

Table 20 Expansion costs of proposed configurations in case 2

First configuration Second configuration

SC 25.6 million $US 19.2 million $US
TC 48.378 million $US 64.998 million $US
TC 70.778 million $US 84.198 million $US
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Case 2. In this case, the proposed idea considering the effect of bundle lines is
tested on case study, and the results are given in Tables 19 and 20.

In this case, from the transmitted power through the lines point of view, the first
configuration is overloaded 16 and second one is overloaded 19 years after
expansion time, too. Construction of bundle lines in transmission network with
various voltage levels is caused the total expansion cost is decreased and calcu-
lated more exactly. Moreover, it can be seen that most of the mentioned lines (400
and 230 kV) have been added to the network with their maximum the number of
bundle conductors (2 and 3), respectively. Finally, it can be concluded, considering
the network losses, with considering the bundle lines is caused the network lines
are overloaded later. Thus, construction of these lines increases the network
adequacy and consequently network satisfies the requirement of delivering electric
power more safely and reliably to load centers. We presented various examples for
STNEP which solved by DCGA. As said, PSO algorithms like DPSO and IDPSO
are better methods than DCGA for solution of such problems. So, we present new
examples for showing more robustness and efficiency of these methods. In these
examples, it is tried that a new mathematical model is introduced for STNEP and
then solved by DPSO and IDPSO in comparison with and DCGA.

Example 4. Assume a STNEP problem has been formulated as follows:

Fitness ¼ Toverload

S.t.: Eqs (3)–(6), N-1 safe criterion and C�Cmax.
where Toverload is required time for missing the expanded network adequacy

(year) and Cmax is maximum construction cost of lines (maximum investment)
along the planning horizon for expanding the network.

Remark. The lines adequacy of network is necessary to provide load demands
when the network is expanding because its lack (i.e., lines overloading) caused to
load interrupting. Consequently, if expanded network is more reliable and there-
fore its lines overloaded later, will be more economic and caused to utilize
favorably. It should be noted that the lines adequacy of transmission network is
proportional to the investment cost. In fact, the lines adequacy is increased by
increasing the investment cost and using the exact planning and the proper solution
method. On the other hand, with a low costing, the network operates weakly to
support load demand and becomes overloaded early. Thus, with compromising
between two parameters, i.e., investment cost and network adequacy rate and
finally defining a total index, STNEP can be implemented in order to have a
network with maximum efficiency technically and economically. By defining the
foregoing fitness function, a design for transmission network expansion could be
acquired to represent a maximum probabilistic adequacy according to a maximum
value of specified investment cost (Cmax). The goal of solving mentioned model is
obtaining number of required circuits for appending to the network until it is
brought to a maximum adequacy with minimum cost during one specified horizon
year. Maximize above-mentioned objective function using DPSO.
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Solution: To prove the validity of the proposed planning technique, it was
applied to the same system described in Example 1, but, here, all the existed lines
and substations are 230 and 230/63 kV, respectively. It should be mentioned that
the planning horizon year is 2014 (5 years ahead: the reference year is 2009 [25]).
In following, test results of proposed algorithm on mentioned network will be
described in comparison with DCGA approach. To acquire better performance and
fast convergence of the proposed algorithm, parameters which are used in DPSO
algorithm have been initialized according to Table 21.

By implementing the proposed method (DPSO) on the network according to
various investment costs, the results are given in Table 22.

Network adequacy versus network expansion cost has been depicted in Fig. 7.
As shown in Fig. 7, increasing in higher investment cost (Cmax = 70–80 and
90–100), changes the network adequacy more slightly than other investment costs.
Thus, a parameter, named adequacy index on expansion cost rate, is defined for
obtaining best design according to the investment cost and the network adequacy.
This parameter is the network adequacy rate (year) per the investment cost. Thus, a
high value is desirable for this index. According to Fig. 7, the optimized point is
47.09 million dollars for the investment cost (Cmax = 50) [25].

Convergence curves of DPSO method for different cases which illustrated in
[25] show the fitness function is optimized more and faster than DCGA one. Thus,
it can be concluded that optimization of lines loading in TNEP by DPSO algorithm
is more precise, faster and finally better than DCGA method.

Table 21 Value of parameters for DPSO algorithm

Parameter Value

Problem dimension 15
Number of particles 30
Number of iterations 1000
C1, C2, vmax, vmin 1.7, 2.3, 3, -3

Table 22 Proposed configurations for Cmax = 50-100 M$

C 50 60 70 80 90 100
Corridor NC NC NC NC NC NC

2–6 4 4 – – – –
3–5 2 2 1 – 1 –
3–6 2 1 4 1 4 4
4–6 3 3 3 3 4 3
5–6 – 2 2 4 3 4
2–4 – – – 1 1 –
2–5 – – – 4 1 –
1–3 – – – – – 1
1–5 – – 1 – 1 –
1–6 – – – – – 2
2–3 – – 2 2 2 3
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Example 5. Solve the STNEP problem described in Example 4 using IDPSO.
Solution: For having better a good form in convergence curves, we convert the

maximization problem of previous example to minimization problem. In other
words, objective function is defined as Fitness = 1/To. where TO is the same
Toverload. IDPSO is applied to the same test systems of Example 4 with following
parameters (Table 23).

By applying IDPSOMS on the network according to various investment costs
(Cmax changes between 30 and 80 million dollars by 10 million steps), the results
are obtained as follows (the dash lines into figures are number of required circuits
for adding to the network until planning horizon year) [26].

It is noted that, by investment cost limit increasing, required lines which could
be appended to the network is increased and overloaded later. However, it seems
that the network adequacy may be acquired with lower relative investment cost.
Thus, the parameter of adequacy index on expansion cost rate is used for obtaining
best design (see [25] for more details), as shown in Fig. 9. A high value is
desirable for this index. According to Fig. 9, the optimized point is 28.38 million
dollars for the investment cost (Cmax = 30) [26].

In order to show the efficiency and correctness of the proposed IDPSOMS,
DPSO algorithm is applied to the desired STNEP problem and years of missing the
network adequacy versus maximum investments for both methods are shown in
Fig. 10.

Regarding the simulation results of both case study systems, it can be concluded
that optimization of the lines loading problem in STNEP by IDPSOMS is caused
that for the same expansion costs the network adequacy is more increased than
DPSO. IDPSOMS by preventing the premature convergence of the algorithm
around local solutions is caused that the fitness function is optimized more than

Table 23 Value of parameters for IDPSOMS algorithm

Parameter Value

Problem dimension 15
Number of particles 20
Number of iterations 300
C1, C2, vmax, vmin, dmin, dmax, Smax 1.7, 2.3, 2, -2, 3, 20, 198

Table 24 Input data for IDPSO algorithm

Parameter Value

Problem dimension 15
Number of particles 20
Number of iterations 300

C1, C2, vmax, vmin, dmin, dmax, Smax, nt;max
1 , nt;max

3 , nt;max
6

1.7, 2.3, 2, -2, 3, 20, 198, 6, 8, 6

LLmax 30 %

ai ($/MW2-hr), bi ($/MW-hr), ci, Pmin
it 0.009, 25, 0, 25 % of ith unit capacity

222 H. Shayeghi and M. Mahdavi



DPSO one. Thus, it can be concluded that optimization of lines loading in TNEP
by IDPSOMS algorithm is more precise and finally better than DPSO method.

Example 6: Solve the DTNEP problem for Garver’s network Using IDPSO
method if the construction cost of lines, network losses and generation costs is to
be minimum. So, the problem is formulated as follows:

CT ¼ DTC þ DLC þ GC

Table 25 The number of generation units constructed along the planning horizon

Year
Substation

1 2 3 4 5

1 0 1 0 0 0
3 1 1 1 0 0
6 1 0 0 0 0

Table 26 The generation amount of power plant units along the planning horizon

Year 1 2 3 4 5
Substation

1 100 125 125 125 125
3 300 336 391 373 399
6 303 293 291 366 399
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Fig. 11 Proposed configuration during the planning horizon for: a first year, b second and third
year, c fourth year, and d fifth year
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S.t. (15)–(17), (19)–(21), (29)–(31).
In this network, the existing generation plants on buses 1, 3, and 6 are con-

sidered as four units of 25 MW, five units of 50 MW and three units of 25 MW,
respectively. Also, construction cost of each power plant is assumed 800000 $/
MW. IDPSO is applied to test case study system with following input data
(Table 24):

The results are obtained as follows. Also, the number of generation plant units
are constructed along the planning horizon is listed in Table 25. Moreover, gen-
eration amount of these power plant units are given in Table 26 (Fig. 11).
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Applications in Control of the Hybrid
Power Systems

Nicu Bizon, Mihai Oproescu and Marian Raducu

Abstract This chapter analyses the control of the Hybrid Power Sources (HPS)
based on some applications performed. Usually, a HPS combines two or more
energy sources that work together with the Energy Storage Devices (ESD) to
deliver power continuously to the DC load or to the AC load via the inverter
system. In the automotive applications, the ESD stack can be charged from the
regenerative braking power flow or from other power sources like the thermo-
electric generator or the renewable source. The last may have a daily variable
power flow such as the photovoltaic panels integrated into a car’s body or into
buildings. In the first section, an efficient fuel cell/battery HPS topology is pro-
posed for high power applications to obtain both performances in energy con-
version efficiency and fuel cell ripple mitigation. This topology uses an inverter
system directly powered from the appropriate Polymer Electrolyte Membrane Fuel
Cell (PEMFC) stack that is the main power source and a buck Controlled Current
Source (buck CCS) supplied by a batteries stack, which is the low power auxiliary
source. The buck CCS is connected in parallel with the main power source, the
PEMFC stack. Usually, the FC HPS supply inverter systems and PMFC current
ripple normally appear in operation of the inverter system that is grid connected or
supply the AC motors in vehicle applications. The Low Frequency (LF) ripple
mitigation is based on the active nonlinear control placed in the tracking control
loop of the fuel cell current ripple shape. So the buck CCS will generate an anti-
ripple current that tracks the FC current shape. This anti-ripple current is injected
into the output node of the HPS to mitigate the inverter current ripple. Conse-
quently, the buck CCS must be designed in order to assure the dynamic requested
in the control loop. The ripple mitigation performances are evaluated by some
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indicators related to the LF harmonics mitigation. It is shown that good perfor-
mances are also obtained with the hysteretic current—mode control, but the
nonlinear control has better performances. The nonlinear control of the buck CCS
is implemented based on a piecewise linear control law. This control law is simply
designed based on the inverse gain that is computed to give a constant answer for
all levels of the LF current ripple. The control performances are shown by the
simulations performed. Finally, the designed control law will be validated using a
Fuzzy Logic Controller (FLC). In the second and the third section is proposed and
analysed a nonlinear control for FC HPS based on bi-buck topology that further
improves FC performance and its durability in use in the low and medium power
applications. The nonlinear voltage control is analysed and designed in the second
section using a systematic approach. The design goal is to stabilise the HPS output
voltage. This voltage must have a low voltage ripple. Additionally, the power
spectrum of this ripple must be spread in a wide frequencies band using an anti-
chaos control. All the results have been validated with several simulations.

Keywords Fuel cell � Hybrid power sources � Inverter systems � Ripple miti-
gation � Spread power spectrum � Energy efficiency � Nonlinear control

1 Introduction

The PEMFC stack represents one of the most used solutions as main energy source
in the Energy Generation Systems (EGS) and vehicle applications. This is due to
its new performances in applications: Small size, ease of construction, good energy
efficiency, fast start-up and low operating temperature. Even if there are a lot of
advantages in their using, the extensive use in such applications is unfortunately
still limited due to their relatively short lifetime [1]. As it is known, the inverter
current ripple is one of the main factors for low performances regarding the
PEMFC energy efficiency [2, 3] and the PEMFC life cycle [4–6]. Also, it is known
that the LF FC current ripple affects in much measure the PEMFC life cycle,
causes hysteretic losses and subsequently more fuel consumption. The LF inverter
current ripple contributes with up to 10 % reduction in the available output power
[7, 8]. Consequently, some limits for the LF FC current ripple or other slower load
transients on different frequencies bands are specified. The FC stack has a rather
large capacitance that can mitigate the High Frequency (HF) current ripple if the
limits are not exceeded. Usually, only one limit for the HF ripple is specified.

The USA National Energy Technology Laboratory (NETL) published the first
guidelines for the FC current ripple limits that can assure PEMFC stack operation
without degradation of its performance [9]. The FC current ripple limits are given
experimentally as values of the Ripple Factor (RF) measured for different fre-
quency bands (for example, LF RF must be up to 5 % from 10 to 100 % load, but
should not exceed 0.5 A for lighter loads; HF RF must be up to 40 % from 10 to
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100 % load, but should not exceed 2 A for lighter loads). Lower values for the RF
are certainly recommended to be obtained by an appropriate active control to
further increase the PEMFC performances. For example, the interleaved control
technique used in the parallel topology of the power converters supplied from the
same PEMFC stack may be a solution for the FC current ripple mitigation [10, 11].

On the other hand, the slow FC power profiles (variations below grid fre-
quency) represent the ‘‘load following’’ action of the EGS control and two control
loops must be used: (1) the load following control loop will set the fuelling values
according to the load requirements, and (2) the energy harvesting loop will use a
Maximum Power Point (MPP) tracking technique to increase the energy amount
extracted from the PEMFC stack in a real-time optimisation manner. The MPP
signal from the PEMFC should be tracked within 1 % with a current-mode con-
troller for purposes of both PEMFC reliability and efficiency [12–14].

In vehicle applications usually appear high energy demands that will cause high
current slopes and obviously voltage drops, which are recognised as fuel starvation
phenomenon. Consequently, it is necessary to add ESDs in the vehicles supplied
by the PEMFC stack [15–17]. The ESDs having the short time response (for
example, the ultracapacitors stack) could be used as a Power Dynamic Compen-
sators (PDC). Batteries and ultracapacitors are usually used as ESDs and PDCs,
respectively. Those devices are used in the hybrid ESDs stack to compensate the
fast power demand, reducing the FC starvation phenomenon by improving the
dynamic performance of the HPS [18]. For the above considerations, it is obvi-
ously that the hybrid ESDs and fuel cell stacks need to be merged technologies in
the HPS topologies. Usually, a HPS topology uses two or more energy sources and
a hybrid ESD/PDC stack that work together as an embedded power unit (named as
power hub) to deliver or store energy. Consequently, the challenge for the power
management of the HPS is to enhance the performance of the entire HPS through
these technologies working together [19]. The current slopes are given experi-
mentally for different levels of the PEMFC stacks power (about 10 A/s per each
kW of the rated power) [20–22]. Recently, some HPS topologies of FC/ultraca-
pacitor type have been reported for vehicle applications [23], such as FC/battery
HPS [24] and FC/ultracapacitor/battery HPS [8, 25]. In this chapter a FC/battery
HPS topology is analysed from the control point of view and behaviour under
dynamic load. The control goal is to mitigate the PEMFC current ripple as much as
possible. Some ripple models for the PEMFC stack and appropriate power inter-
faces used to mitigate the FC current ripple are analysed in [26–29]. The state-of-
art for the FC HPS topologies is presented in one of the chapters of this book, too.

In the Sect. 1, the analysis will be focused on modelling, designing and oper-
ating of the FC HPS with active control used to mitigate the inverter ripple based
on a nonlinear control law. A high power FC/ESD/PDC HPS topology is proposed
to obtain both performances in energy conversion and in ripple mitigation. This
topology uses an inverter system that is directly powered from the appropriate FC
stack and a buck CCS, which is also powered from the FC stack. In the next
sections, a FC/ESD/PDC HPS structure based on the bi-buck topology is con-
sidered for medium power applications. The control goal for the buck CCS is the
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same: high mitigation of the FC current ripple based on an active control. The
necessity of a nonlinear gain in the control loop is shown by simulation. After that,
this control law is validated through a FLC that generates a 2-D control surface
based on two input control variables: (1) the output voltage error and the FC
current ripple. One of the contour projections for this 2-D control surface can be
chosen as a nonlinear control law. On the other hand, the control goal for the buck
Controlled Voltage Source (CVS) is to stabilise the HPS output voltage having a
low voltage ripple that is spread in wide frequencies band. The simulation results
successfully show that nonlinear voltage control performs good performances in
the frequency-domain (high spreading level of the power spectrum) and in the
time-domain (low RF level of the output voltage), too. Conclusions are given in
the Sect. 6.

2 Problem Statement and Used Models

In order to estimate the inverter current ripple using the Matlab-Simulink
�

tool-
boxes, some simulations are made for the inverter systems of mono-phase and
three-phase type. The obtained results are shown in one of the chapters of this
book. The LF current ripple of the input inverter current is back propagated from
load to the DC output of the HPS via the inverter system. Obviously, the power
spectrum of the current ripple has the HF harmonics situate at multiples of the
carrier frequency, but their levels are much smaller than the levels of the LF
harmonics. The HF harmonics were generated by the switching action of the
inverter system. Usually a PWM pure sine command is used, having the carrier
frequency in range of 10–100 kHz.

As it was known, the main harmonic for the grid-connected mono-phase
inverters is situated at twice of the grid frequency and the significant LF harmonics
are situates at multiples of this harmonic. If the grid frequency is of 50 Hz, then
the significant LF harmonics are situates at frequencies of 100 Hz, 200 Hz and
300 Hz. Also, for the grid-connected three-phase inverters, the main harmonic is
situated at triple of the grid frequency. Thus, the significant LF harmonics are
situates at frequencies of 150 Hz, 300 Hz and 600 Hz. If the mono- and three-
phase inverter supply an AC load (for example, an electrical AC machine), then
the main harmonic is situated at twice or triple of the working frequency and the
significant LF harmonics are situated at multiples of it. Those results obtained
(namely, the spectral distribution observed for the LF harmonics of the current
ripple, and the observed levels of these harmonics in simulations and experiments
performed) will be considered in designing an equivalent load for the inverter
system behaviour. The equivalent load is implemented by a CCS having the
control signal a superposition of three rectified sine wave with frequency of 50 Hz,
150 Hz and 300 Hz. Also, the levels for these harmonics can be set independently.
Those levels are set to 30, 5 and 5 A for case shown in Fig. 1. The HF current
ripple is not considered in the load model because the PEMFC stack has a high
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tolerance to it. The DC reference current, IHPS(base), will be chosen in correlation
with the MPP of the used PEMFC stack (see Figs. 1 and 2).

Three types of PEMFC stack will be used in simulation: one for high power
applications and two for medium power applications. Also, two types of batteries
stack will be used in accordance with the power level of application implemented.
This statement is also valid for used type of ultracapacitors stack.

Next subsections will briefly present the HPS models and the parameters values
set for the PEMFC model used.

2.1 Fuel Cell Model

Some detailed PEMFC models are now available in the literature [30–32]. One
that combines in a well manner, the PEMFC operating relationships are now
available in Matlab—Simulink

�
.

Three preset PEMFC models are used in this chapter, having the main
parameters specified below [33–35]:

• 1.26 kW PEMFC stack that for a FuelFr = 10.5 lpm will have the MPP
approximately at 45 A and 27 V (Fig. 3a);

Fig. 1 The equivalent load current (top) and its power spectrum (bottom); adapted from [35]
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• 6 kW PEMFC stack that for a FuelFr = 47 lpm will have the MPP approxi-
mately at 120 A and 50 V (Fig. 3b).

• 50 kW PEMFC stack that for a FuelFr = 1400 lpm will have the MPP
approximately at 240 A and 560 V (Fig. 3c).

Other parameters of the preset model for the used Fuel flow rate (named FuelFr
and measured in litres per minute, lpm) are shown in Fig. 3, too.

2.2 Energy Storage Devices Models

Usually, the medium power FC HPS topologies use a power interface based on the
MPP tracking control to extract the maximum energy from the PEMFC stack via a
grid-connected inverter. Off-grid power systems also use MPP tracking controller
to harvest the energy from the PEMFC stack. The power delivered by the FC HPS
must always be bigger than the needed load power. The flow rate regulator (which
is driven by the FC current) control the power delivered by the PEMFC to assure
this requirement until the maximum available FC power. In the transitory regime,
when the load power requirements are less or greater than the power currently
available (which must always be near the MPP), the power difference is delivered
by an auxiliary energy source (wind turbine or/and photovoltaic panel) or an ESD

Fig. 2 The Simulink diagram used to obtain the static characteristics of the PEMFC stack used
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(usually a batteries stack). If the CVS controller sets a constant voltage in the HPS
output node, then the energy management based on the power balance implies an
ESD current controlled by the CCS controller. The buck CCS extracts the

Fig. 3 The PEMFC static characteristics; adapted from [33, 35], a 1.26 kW PEMFC static
characteristics at the fuel flow rate of 10.5 lpm, b 6 kW PEMFC static characteristics at the fuel
flow rate of 47 lpm, c 50 kW PEMFC static characteristics at the fuel flow rate of 1400 lpm
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necessary energy from the ESD in order to compensate the sharp power profiles for
the dynamic loads (the power difference that appears for short time in output
node). A PDC stack (usually an ultracapacitors stack) is used directly (in parallel
with the PEMFC stack) or via a bidirectional DC–DC power converter.

If a bi-buck topology is used, then the HPS output voltage will be lower than
the PEMFC voltage at MPP. This value was chosen to be 25 and 40 Vdc for the
case of using the 1.26 and 6 kW PEMFC stack, respectively. The batteries stacks
were chosen in relation with those voltage values. Detailed models for battery are
now available in the literature [35] and one generic is now available in Matlab—
Simulink�, too. A preset NiMH battery model will be used. For the preset model
the model parameters based on the battery type, nominal voltage value and the
rated capacity are used. The initial State-Of-Charge (SOC) is set to 80 % in all
simulations. The used parameters are specified below for each PEMFC’s stack:

• For the 1.26 kW PEMFC: The NiMH battery parameters are set to 40 V and 20
Ah for the nominal voltage and rated capacity, respectively (see discharge
characteristics on Fig. 4a);

• For the 6 kW PEMFC: The NiMH battery parameters are set to 60 V and
200 Ah for the nominal voltage and rated capacity, respectively (see discharge
characteristics on Fig. 4b).

• For the 50 kW PEMFC: The NiMH battery parameters are set to 800 V and 100
Ah for the nominal voltage and rated capacity, respectively (see discharge
characteristics on Fig. 4c).

The set values are chosen to obtain a reasonable value for the duty cycle of the
PWM command applied to the buck CCS.

Batteries technology represents a good option to be used as ESD in different
power applications, while the ultracapacitors technology represents an attractive
option to be used as PDC in burst power applications.

The ultracapacitors stack provides the difference between the load demand and
the power delivered by the PEMFC/battery hybrid system. In this chapter a
PEMFC/ultracapacitors/battery hybrid system is adopted. The capacitance value
used for the ultracapacitors stack depends on the imposed HF voltage ripple, the
switching frequency and the load power level. A first order model is used to model
the ultracapcitors stack.

2.3 Load Test Model

It is obvious that the LF ripple current appears on the HPS DC voltage bus in the
same way for all multi-phase inverter systems topologies. Consequently, the
equivalent load for the inverter system was implemented by a CCS that is con-
trolled to cover all these cases. The control signal can be a superposition of three
rectified LF sine waves having different levels for these LF harmonics.
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Fig. 4 The NiMH battery
discharge characteristics;
adapted from [33], a 20 Ah
(40 V) NiMH battery, b 200
Ah (60 V) NiMH battery,
c 100 Ah (800 V) NiMH
battery
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The levels for the LF harmonics of 50 Hz, 150 Hz and 300 Hz are set at 30 A,
30 A and 5 A for the example shown in Fig. 5. The DC reference current,
IHPS(base), defines the base level from which the current ripple shall be deemed (see
Figs. 1 and 5).

As it was mentioned before, the current slopes are given experimentally for
different power of the PEMFC stacks and the recommended value is 10 A/s per
each kW power. So the recommended limit for the PEMFC stacks considered is of
12, 60 and 500 A/s, respectively. The maximum current slope is higher than 20 A/
ms (2,000 A/s) for the both current load shapes shown in Figs. 1 and 5. So it is
much higher than the admissible FC current slope. If a ripple of 30 Ap-p (peak-to-
peak value) is considered for the load current, then the RF value for the PEMFC
stacks considered, RFload_current, will be about of 30 A/45 A = 66.7 %, 30 A/120
A = 25 % and 30 A/240 A = 12.5 %, respectively. Thus, the RF for the load
current was set high enough to show the performances of the ripple mitigation for
the HPS under proposed control. Of course, all the above can be easily changed by
using a new set of parameters for the equivalent load. Values used in the simu-
lation will be mentioned in each case.

It can be noted that if the ripple mitigation loop operates, then the buck CCS
will compensate the main part of this ripple and the rest will propagate back to the
PEMFC stack. Moreover, this remaining ripple can be spread in a large HF band
through the anti-chaos control of the CVS (see the Sect. 6 of this chapter). Con-
sequently, the both LF and HF RFPEMFC_current values will be lower than the
recommended limits. Considering a current slope higher than 20 A/ms, it is
obvious that these parameters of the load model will ensure an unacceptable

Fig. 5 The load current (top)
and its power spectrum
(bottom); adapted from [33]
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dynamic for the PEMFC stack. So the dynamic of the HPS power flows must be
compensated via a buck CCS converter. Further details about the HPS operation
will be shown in the modelling section of the bi-buck HPS topology and the
appropriate control section.

3 Nonlinear Control of the High Power FC HPS

This section is organised as follows. The issues of high-power HPS topologies
based on PEMFC stack as main energy source are presented in the first subsection.
Some simulation results for the FC HPS that supplies an inverter system or an
equivalent load are shown in the second subsection. The necessity to have a
nonlinear gain in the control loop is analysed in the third subsection. Its design is
shown, too. The possibility to design this nonlinear control law by a fuzzy logic
controller is shown in the fourth subsection. Last subsection concludes this section.

3.1 The High-Power HPS Topology

The EGS architecture with the mitigation control for the FC current ripple is
shown in Fig. 6. The topology of the buck CCS and the structure of its controller
are shown in Figs. 7 and 8. The modelling of the FC/battery HPS topology and the
design of the nonlinear law control that can replace the linear gain, GIfc, are
presented in [35]. The low-pass filter inductance, Lf, is used to connect in parallel
the PEMFC stack and the buck CCS. Because the ripple of the FC current, IFC,
without use of the buck CCS, and the anti-ripple generated by the buck CCS
current, ICCS, will have almost the same magnitude, Lf value could be equal to the
buck CCS inductance, Lbuck (for example, Lf = Lbuck = 100 lH). The Lf induc-
tance and the internal capacitance of the PEMFC stack forms a low-pass filter that
mitigates the HF current ripple. The Cf capacitor is used to obtain the imposed RF
voltage on the HPS DC bus (usually, Cf [ 100 lF).

The value of the Lbuck inductance must be chosen small to assure a short time
response of Buck CCS, but large enough to operate it in the current continuous
mode (for example, 50 \ Lbuck [lH] \ 150 if a 6 kW PEMFC stack is used and
the load ripple is 30 Ap-p) [26]. The mitigation control loop must have a short time
response to better track the shape of the inverter current ripple. So a value close to
the minimal value (also named as critical value) must be used. However, note that
a too low value could increase the HF ripple over the imposed limits. The HF
ripple magnitude dependents on the hysteresis value that is set for the relay block
(see Fig. 8). So the hysteresis value was chosen to obtain a HF ripple up to the
imposed limits. Considering the simplicity of the circuit design, the hysteretic
control was chosen to be used as a current-mode control method. The switching
frequency for the buck CCS will be in range of 5–50 kHz if 10 Amps is used for
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Fig. 6 The EGS architecture that use a FC/battery HPS topology having a control loop to
mitigate the FC current ripple; adapted from [33, 35]
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the hysteresis value. The GIfc gain value set the mitigation performance, defining
the tracking accuracy of the ripple shape for the inverter current that is propagated
back to the PEMFC stack. Thus, the buck CCS will generate an ICCS current,
which is in fact an anti-ripple that will be injected in the HPS output node to
mitigate the inverter current ripple. The anti-ripple will be generated based on the
gained FC ripple (not based on the gained inverter ripple) to reduce the HF ripple
in the FC ripple. Also, it is obvious that both FC and inverter ripples have the same
LF shape in the FC EGS architecture without current ripple mitigation control
(Fig. 9). This architecture without current ripple mitigation control is used to
compare the mitigation performances.

The FC HPS topology that is shown in Fig. 10 has an equivalent load that
replaces the inverter system.

As it was mentioned, the use of an equivalent load instead of the inverter
system will speed-up simulation, without affecting the analysis of the mitigation
performances that is performed in the LF range for different shapes of ripples.

3.2 Simulation Results

Some simulation results considering the FC EGS architecture, with and without
control feature to mitigate the inverter ripple, are shown in Figs. 11 and 12. The
shape of the buck CCS current will track the LF shape of the input inverter current
(Fig. 12b). This is put in evidence by the magnitudes of the LF harmonics, which

Fig. 7 The structure of the
buck CCS

Fig. 8 The structure of the CCS controller [35]
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Fig. 9 The FC EGS architecture without current ripple mitigation control
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are almost the same for the both currents [35]. The LF harmonics magnitudes of
the FC current for two GIfc gains are shown in Fig. 11. Note that the 100 Hz
harmonic magnitude decreases from 0.6661 A for GIfc = 10 (Fig. 11a) to
0.07755 A for GIfc = 100 (Fig. 11b), but not in a linear manner. Further simu-
lations performed showed that the mitigation ratio is not linear versus the GIfc gain,
which vary in range 1–100 [35]. The mitigation ratio is computed as ratio of the
ripples in the HPS and the FC outputs. The mitigation ratio could be also computed
as ratio of RF values, RFHPS/RFFC, considering that average values are almost
equal for the FC and the HPS currents. In the same manner the mitigation ratios for
different LF harmonics can be defined. For example, the load current for the
equivalent load shown in Fig. 1 has the base value, IHPS(base), 240 A, the ripple
peak-to-peak 30 Ap-p and the 100 Hz harmonic magnitude 7.397 A. Thus, the
mitigation ratio of the 100 Hz harmonic is about 7.397/0.6661 % 11.1 and 7.397/
0.07755 % 95.4 for case of GIfc = 10 and GIfc = 100, respectively.

The effective mitigation ratio of the 100 Hz harmonic is about 0.1629/
0.07755 % 2.1 for GIfc = 100 (see Figs. 11b and 12a). Also, the effective miti-
gation ratios for the 300 Hz and 600 Hz harmonics are about 2.1 165/65 % 5.3
and 2.1�45/17 % 5.6, respectively.

3.3 The Design of the Nonlinear Control Law Based
on Simulation Results

The characteristic of the FC current ripple versus GIfc gain is shown in Fig. 13a. It
is obvious that this is a nonlinear law. The ripple mitigation ratio, RM, is defined
as a ratio of the load current ripple and FC current ripple, RM = DIload/DIFC.

Fig. 10 The FC HPS topology with a current ripple mitigation control and equivalent load
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Fig. 11 The simulation
results for the FC EGS
architecture with current
ripple mitigation control,
a case GIfc = 10, b case
GIfc = 100
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Fig. 12 The simulation
results for the FC EGS
architecture without current
ripple mitigation control,
a The fuel cell current ripple
(top) and its power spectrum
(bottom), b The input inverter
current (top) and its power
spectrum (bottom)

Applications in Control of the Hybrid Power Systems 243



The characteristic of the RM versus the GIfc gain is shown in Fig. 13b.
Consequently, the characteristic of the Ripple mitigation ratio, RM, versus the

FC current ripple can be computed, as it is shown in Fig. 13c (marker j), con-
sidering different GIfc gain in range. If the control goal is to have ripple mitigation
almost constant for different load current ripple, then the GIfc must have the shape
of the nonlinear gain (marked with d in Fig. 13c) that is symmetrically against
vertical axis (the dashed line).

This nonlinear gain could be simply implemented by a piecewise linear (PWL)
function, using for example a look-up table (see Fig. 14a):

X ¼ 0; 2:5; 3:5; 4; 4:49; 4:5½ � and Y ¼ 10; 20; 40; 100; 200; 200½ �:

The PWL nonlinear gain is shown in Fig. 14. The nonlinear CCS controller
structure is shown in Fig. 14, too. The control gain has a nonlinear part (the PWL
nonlinear gain) and a linear part (GIfc), which increases the mitigation performance
by choosing a gain value in range 1–10. Note that a higher value than 10 will
increase the switching frequency over 50 kHz [35].

Simulation results for the FC HPS topology with the CCS nonlinear controller
that uses a PWL nonlinear gain are extensively presented in [35]. For example, the
ripple mitigation ratio of the 100 Hz harmonic value is about 7.397/0.032 % 231,
so its effective RM will be about 231/95.4 % 5.1. The nonlinear control goal is
validated based on the simulations performed for all the LF harmonics, resulting
that the effective RM has almost the same value [35].

3.4 The Design of the Nonlinear Law Based on a Fuzzy
Logic Controller

The nonlinear control law will be also designed through a FLC to validate the
obtained RM characteristic versus the FC current ripple. If the GIfc constant gain is
set to 10, then the X vector will be scaled with 10 and renamed as Xg. Conse-
quently, the nonlinear gain that includes both constant and variable gains can be
implemented by the following PWL function:

Xg ¼ 0; 0:25; 0:35; 0:4; 0:449; 0:45½ � and Y ¼ 10; 20; 40; 100; 200; 200½ �:

The methodology to design the FLC is detailed in [34]. The shapes of the
membership functions that result for the FC current ripple (fc), the ripple miti-
gation ratio (rm), which are the input variables and the output command signal
(com) are shown in Fig. 15, plot a, b and c, respectively. Five membership
functions are defined for both input variables in correlation with pair of vectors
(Xg, Y). These are named as VS = Very Small, S = Small, M = Medium,
B = Big and VB = Very Big. It can be observed that their peaks are located at
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values of the Xg and Y vectors. Also, five membership functions are uniformly
defined for the output variable in range 0 to 1. They are named as VS = Very
Small, S = Small, M = Medium, B = Big and VB = Very Big.

Fig. 13 The performance
characteristics of the FC HPS
topology with current ripple
mitigation control [35], a FC
current ripple versus GIfc

gain, b RM versus GIfc gain,
c RM versus FC current
ripple
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The rules base is shown in Table 1. The proposed CCS controller that uses this
FLC is shown in Fig. 15d. The Mamdani implication and centre of gravity de-
fuzzification method are used. The resulting control surface and the contour pro-
jections for different levels of the command signal are shown in Fig. 15, plot e and f,
respectively. It can be observed that the projection contour of the 0.7 level is so
similar with the shape of the PWL nonlinear gain shown in Fig. 14a, considering the
constant gain, GIfc = 10, i.e. using the pair of vectors (Xg, Y). This result validates
the previous design made through the trial and the error method using the simulation
results. The 0.7 level will be set for the threshold of the relay used to convert the FLC
output into a PWM command. A 0.2 hysteresis is set for the same relay.

As a conclusion, in this section a systematic design of a nonlinear controller is
presented. Two ways to design the nonlinear control law are proposed. The first
one is based on simulations to draw the characteristic of the ripple mitigation ratio
versus the FC current ripple. The nonlinear control law is designed by symmetry.

Fig. 14 The nonlinear CCS controller, a PWL nonlinear gain, b The structure of the nonlinear
CCS controller [35]
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Fig. 15 Design of the FLC
for the CCS controller [35],
a Fuel cell current ripple
memberships, b Ripple
mitigation ratio memberships,
c Command signal
memberships, d CCS
controller using a FLC,
e FLC control surface,
f Contours of the FLC control
surface
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Fig. 15 continued

Table 1 FLC rules base [35]

Command signal Fuel cell current ripple (A)

VSfc Sfc Mfc Bfc VBfc

Ripple mitigation VSrm Mcom Scom VScom VScom VScom
Srm Bcom Mcom Scom VScom VScom
Mrm VBcom Bcom Mcom Scom VScom
Brm VBcom VBcom Bcom Mcom Scom
VBrm VBcom VBcom VBcom Bcom Mcom
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The second one is based on the FLC control surface. The 0.7—cut of this surface is
projected in plane of the input variables, defining almost the same nonlinear
control law.

4 Nonlinear Control of Medium Power FC HPS

Some interesting control solutions to mitigate the FC current ripple are presented
in [7, 36, 37] for medium power FC HPS. The FC power is considered constant,
near to MPP, and this operating regime will be set in the proposed HPS topology
shown in Fig. 16a. The HPS topology proposed is based on a bi-buck structure.
Using an appropriate control the FC current ripple is mitigated and spread in wide
frequency band. This section is organised as follows. The Sect. 4.1 briefly presents
the HPS proposed. Modelling and designing of the HPS based on bi-buck topology
are shown in the second subsection. Designing of the proposed nonlinear law for
current and voltage control is presented in Section 3 and 4, respectively. Some
selected simulation results are shown, too. The Sect. 4.2 concludes this section.

4.1 The Medium-Power HPS Topology

As it is known, the boost or full-bridge converter topologies are suitable to boost
the FC voltage and to mitigate the FC current ripple with appropriate control [7,
36, 37], but here a bi-buck topology will be used [38]. One of the buck converters
will operate as CVS, while the other will operate as CCS. The buck CCS will
generate an anti-ripple via the tracking control implemented in the CCS controller
to mitigate the load current ripple. The buck CCS will operate as an active LF
ripple filter, spreading the LF ripple in wide frequency band via the anti-control
scheme implemented in the CVS controller. The CVS controller must assure a
stabilised output voltage, Vout, too. So the voltage error will be used as an input.
An anti-control scheme to chaotify the switching command of a buck converter is
proposed in [39]. In this way, the remained LF ripple power spectrum is spread in
the HF band, increasing the PEMFC life cycle. Consequently, the HPS power
interface has two control loops: One for adjusting the output voltage at the
imposed value by the reference voltage, Vref, and other for mitigating the LF
current ripple through compensation. A nonlinear control of the voltage-mode and
the current-mode will be designed for this power interface. The HPS power
interface based on a bi-buck topology is shown in Fig. 16b.

The current ripple mitigation technique proposed in [40] is tested here by
simulation. The nonlinear controller law is designed by the trial and the error
method. Also, this innovative bi-buck converter topology is proposed in [33, 34] as
a multi-port power interface (see Fig. 17) and its appropriate voltage- and current-
mode control will be further analysed in the Sects. 4.1 and 4.2.
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Fig. 16 a A three-phase inverter system (with pure sine PWM command) powered by the 20 kW
(435 V, 44 A) HPS, b The bi-buck HPS topology [33]
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4.2 Modelling and Designing of the HPS Power Interface

For a 1.26 kW HPS (1.26 kW PEMFC/1 F ultracapacitor/20 Ah NiMH battery) the
design parameters are set to Vout % Vref = 25 V, IFC(AV) % IMPP = 45A (so
VFC(MPP) % 27 V based on FC characteristic), VBat = 40 V and the profile of the
load current was shown in Fig. 5. These parameters will be considered below in
the HPS design. The load current, iout, is given by relationships written based on
average (AV) and alternative (AC) components:

Fig. 16 continued

Fig. 17 The HPS power
interface of bi-buck type;
adapted from [33, 34]
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iout þ iCf ¼ i1 þ i2 )
IoutðAVÞ ¼ I1ðAVÞ þ I2ðAVÞ

ioutðACÞ þ iCfðACÞ ¼ i1ðACÞ þ i2ðACÞ

(
ð1Þ

If the output voltage ripple is considered small, then the AC current through the
filtering capacitor, iCf(AC), will be much lower than the AC load current, iout(AC):

i1ðACÞ þ i2ðACÞ ¼ ioutðACÞ þ iCfðACÞ ffi ioutðACÞ ð2Þ

If the LF current ripple compensation control loop operates correctly, then
i1(AC) � i2(AC), too, resulting:

i2ðACÞ ffi ioutðACÞ

I2ðAVÞ ¼ IoutðAVÞ �
g1VFCðMPPÞ

Vout

� IMPP

ð3Þ

where g1 is the energy efficiency of the buck CVS. This is calculated as the ratio
between the output power (delivered to the load) and the input power (delivered by
the PEMFC stack).

Because the unidirectional CCS topology is cheaper than a bidirectional CCS
topology, the first topology was considered here. Consequently, the relationships
for the AC components must be redefined in terms of a positive ripple. If a base
current is defined as a value slightly smaller than the minimum value of the
respective current (as it is shown in Fig. 5 for the load current, iout), then the
difference from the base current can be defined as a positive ripple. Consequently,
the above relationships may be rewritten as:

iout ¼ IoutðbaseÞ þ ioutðrippleÞ

i2 ¼ I2ðbaseÞ þ i2ðrippleÞ

(
)

i2ðrippleÞ ffi ioutðrippleÞ

I2ðbaseÞ ¼ IoutðbaseÞ �
g1VFCðbaseÞ

Vout

� IFCðbaseÞ

8<
: ð4Þ

where IFC(base) % IMPP - I*FC(ripple)p–p, and I*FC(ripple)p–p is the FC current ripple
(peak-to-peak) without the buck CCS.

Based on this definition the PEMFC current does not exceed IMMP, even if the
compensation loop is not yet in the operating phase or it is accidentally mal-
functioned. If I*FC(ripple)p–p % 10 % IMPP is chosen, then the base operating point
is IFC(base) % 40 A (where VFC(base) % 33 V). In this case all HPS operating
phases are carried out normally (without exceeding the allowable limit parameters)
and the PEMFC base operating point is still close enough to the MPP. If the
compensation loop starts to operate, then the anti-ripple is generated in the range
defined by the gap chosen towards the MPP. The energy delivered by the auxiliary
power source (for example, a batteries stack) is minimised if the base current,
I2(base), is set to be zero (or slightly greater than zero). In this case:

IoutðbaseÞ ffi
g1VFCðbaseÞ

Vout

� IFCðbaseÞ ¼ I1ðbaseÞ ð5Þ
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Considering g1 % 0.9, then Iout(base) % 48 A. Also (see Fig. 5):

I2ðAVÞ ffi I2ðrippleÞðAVÞ ffi IoutðrippleÞðAVÞ � 23 A ð6Þ

Considering g2 % 0.9 (where g2 is the power efficiency of the buck CCS), then:

IBatðAVÞ ffi
Vout

g2VBat

� I2ðAVÞ � 16 A ð7Þ

As it was mentioned before, the current levels of the batteries stack could be
temporally higher than this minimum level that is computed with Eq. 7, due to the
relatively large response time of the FC stack. In this transitory regime of the FC
stack, the supplementary power flow is supplied via the buck CCS from the
batteries stack. If it is necessary, a mixed batteries and ultracapacitors stack may
be used to assure high energy demands in a short time. Of course, it is necessary to
have a small response time for the buck CCS, too. Generally, the basic PWM
converters (like buck, boost and buck-boost topologies) are second-order systems,
in which one state variable is the inductor current and the other state variable is the
capacitor voltage (which is also equal to the output voltage). Of course, the bi-
buck HPS topology (see Fig. 17) can be modelled by a third-order system that
usually uses as state variables the filtering capacitor voltage (which is equal to the
output voltage) and both inductor currents. It will be shown below that the HPS
topology can be also modelled by second-order systems, if the load power profile
is given by the load current modelled through a CCS. Modelling analysis is
focused on the current-mode control of the buck CCS that can compensate the
inverter current ripple via the anti-ripple generated by the buck CCS. The DC
components and the LF components are of interest in designing the current-mode
control [14]. Consequently, the LF components are used to characterize the buck
CCS dynamic and the proposed model tries to emulate the behaviour of the bi-
buck converter in the LF range.

If c1 and c2 are switching command for the IGBT transistors (c1 = 1/
0 ) IGBT1 on/off and c2 = 1/0 ) IGBT2 on/off), then (neglecting the series
resistance of the inductors and filter capacitor) the operating equations are:

c1vFC ¼ L1
di1

dt
þ vout

c2vBat ¼ L2
di2

dt
þ vout

i1 þ i2 ¼ iout þ iCf

iCf ¼ Cf
dvout

dt

ð8Þ

With a simple manipulation of the equations above, a second-order differential
equation is obtained:
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L2

L1 þ L2
c1vFC þ

L1

L1 þ L2
c2vBat ¼

L1 � L2

L1 þ L2

diout

dt
þ vout þ Cf �

L1 � L2

L1 þ L2

d2vout

dt2 ð9Þ

Considering identical inductors (L1 = L2 = L, having the same series resis-
tance, rL), the second-order differential Eq. (9) can be rewritten as:

1
2

c1VFC þ c2VBatð Þ � rL

2
iout �

L

2
diout

dt
¼ Vout þ

Cf rL

2
dvout

dt
þ Cf L

2
d2vout

dt2
ð10Þ

where the second-order system parameters are the natural frequency, xn [rad/s],
and the dimensionless damping ratio, n:

xn ¼
ffiffiffiffiffiffiffiffi

2
Cf L

s
; n ¼ Cf rL

4
xn ¼

rL

ffiffiffi
2
p

4

ffiffiffiffiffi
Cf

L

r
ð11Þ

As it was mentioned above, this model can show the output voltage dependence
to the load current. If series resistance of the inductor, rL, and of the filter
capacitor, rC, will be considered in modelling, then the operating equations are:

c1vFC ¼ rLi1 þ L
di1

dt
þ vout

c2vBat ¼ rLi2 þ L
di2

dt
þ vout

i1 þ i2 ¼ i ¼ iout þ iCf

vout ¼ rCiCf þ
1

Cf

Z
iCfdt

ð12Þ

The model of the HPS system is obtained by summing the first two relations in
(11). If the voltage of FC and batteries stacks will be considered almost constant
during a LF period (dvFC/ dt % 0 and dvBat/ dt % 0; see Fig. 18), then, by dif-
ferentiating the last relationship, a second-order differential equation is obtained,
too:

1
2

c1vFC þ c2vBatð Þ � vout ¼
rL

2
iþ L

2
di

dt
) 0 ffi dvout

dt
þ rL

2
di

dt
þ L

2
d2i

dt2 ð13Þ

The second-order differential equation for the filtering current, iCf, is obtained
by differentiating the last two relations of (12) and then using them in (13):

di

dt
¼ diout

dt
þ diCf

dt
iCf

Cf
þ rC

diCf

dt
¼ dvout

dt

9>>=
>>;
)

� rL

2
Cf

diout

dt
� L

2
Cf

d2iout

dt2

ffiiCf þ
rL

2
þ rC

� � diCf

dt
þ L

2
Cf

d2iCf

dt2

ð14Þ

The switching frequency is chosen to be in a range of approximately 10 kHz
value and the designed range for the filtering capacitor is from 10 lF to 100 lF.
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Neglecting the series resistor of the capacitor, the amplitude (peak-to-peak) of
the filtering current can be estimated by using the last equation of (8):

ICfðp�pÞ ffi Cf fsVFC � RFV ð15Þ

where RFV is the voltage ripple factor defined for the output voltage:

RFV ¼
Dvout

Vout

ð16Þ

The design goal for the CVS controller is to obtain a RFV \ 4 % using a
filtering capacitor in range from 10 to 100 lF.

The amplitude of the filtering current is about 0.6 and 2 A for the test loads
considered (Figs. 1 and 5, respectively). Thus, the assumption regarding the level
of the filtering current was correct (see last relation of (1)). This assumption
mentions that this current is smaller than the ripple of the output current, so:

i ¼ iout þ iCf ffi iout ð17Þ

If the LF range is considered to be from 50 to 1000 Hz, then the time of a ripple
pulse, 2Dtp, (named above as a LF period) will be in range from 1 to 20 ms (see
Figs. 19 and 20). The voltages of both FC and batteries stacks and also output
voltage can be considered constant during this short time:

vout ffi Vout; vFC ffi VFC; vBat ffi VBat ð18Þ

Also, the voltage over the series resistor of the inductor is much smaller than
the output voltage:

Fig. 18 The HPS behaviour powered by 6 kW PEMFC [34]
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rL

2
iout\\Vout ð19Þ

Taking into account these assumptions, the first two relations of (8) can be
rewritten. Summing both relations, the relation that can model the HPS behaviour
in all operation phases will be obtained (see Fig. 18):

c1VFC þ c2VBatð Þ=2� Vout

L=2
¼ diout

dt
¼

dioutðrippleÞ
dt

ð20Þ

The CVS starts to operate after the start-up phase of the PEMFC stack, when
the PEMFC voltage became bigger than the output voltage reference, Vref(out). In
all this time the load is powered via the CCS. If the CVS starts to operate, then the
FC stack current appears. The mitigation phase starts when the FC stack current
become bigger than IFC(base) value. From now on, the load is mainly powered via
the CVS and the load ripple will be mitigated via the CCS. During this phase both
converters operate and four states of the transistor’s conduction appear (see
Table 2).

Fig. 19 Zoom of the buck CCS behaviour during the mitigation phase (6 kW PEMFC case) [34]

Fig. 20 Zoom of the buck CCS behaviour during the mitigation phase (1.26 kW PEMFC) [34]

Table 2 The conduction states of the HPS operation during the start-up of the mitigation phase
[34]

State C1 C2 The duration
of state (s)

The current
slope (A/s)

The average number
of switching periods
into a state

I 1 1 ton1on2 s1 n1

II 1 0 ton1off2 s2 n2

III 0 1 toff1on2 s3 n3

IV 0 0 toff1off2 s4 n4
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For each conduction state, the current slope for the output current can be
estimated using the Eq. (20), as shows:

s1 ¼
DioutðIÞ
ton1on2

ffi VFC þ VBatð Þ=2� Vout

L=2
; s2 ¼

DioutðIIÞ
ton1off2

ffi VFC=2� Vout

L=2

s3 ¼
DioutðIIIÞ
toff1on2

ffi VBat=2� Vout

L=2
; s4 ¼

DioutðIVÞ
toff1off2

ffi �Vout

L=2

ð21Þ

The relationship that gives the LF ripple amplitude of the load pulse is:

DIoutðrippleÞ ¼ n1s1ton1on2 þ n2s2ton1off2 þ n3s3toff1on2 þ n4s4toff1off2 ð22Þ

If both converters normally operate, then the same Eq. (20) is operational,
considering:

vout ffi Vout ffi Vref outð Þ; vFC ffi VFC baseð Þ; vBat ffi VBat baseð Þ ð23Þ

During the mitigation phase, the buck CCS generates an anti-ripple current that
makes an active compensation of the output current ripple. In this HPS operation
regime, the buck CCS behaviour can be shown using the second relationship of
(8):

c2VBat � Vout

L
ffi di2

dt
¼

di2ðrippleÞ
dt

ffi
dioutðrippleÞ

dt
ð24Þ

A zoom of the buck CCS current shape is shown in Figs. 19 and 20 for the HPS
powered by a 6 and 1.26 kW PEMFC stack, respectively. A pulse of the LF buck
CCS current shape has a rise time (Dtr) and a fall time (Dtf). During the rise and
fall time phase the buck CCS current rises to DIout(rise) value and falls from
DIout(fall) value. The positive and negative slopes are (see also the Table 3):

s5 ¼
Di2ðrÞ
ton2ðrÞ

¼
Di2ðf Þ
ton2ðf Þ

ffi VBat � Vout

L
; s6 ¼

Di2ðrÞ
toff2ðrÞ

¼
Di2ðf Þ
toff2ðf Þ

ffi �Vout

L
ð25Þ

In this phase, when both converters operate normally, the behaviour of the buck
CVS can be shown using relationships (8). The converters operate independently
to satisfy the control goals under the switching command generated by each
controller (see Fig. 21). The simulation results shown in Fig. 18 are obtained using
a hysteretic current-mode control. In the next section the simulation results will be

Table 3 The CCS behaviour during the mitigation phase [34]

CCS current
[phase]

C2 The average time of
each phase (s)

The current
slope (A/s)

The average number of switching
periods into a phase

Rise 1 ton2(r) = T2D2r s5 nr

Rise 0 toff2(r) = T2(1-D2r) s6 nr

Fall 1 ton2(f) = T2D2f s5 nf

Fall 0 toff2(f) = T2(1-D2f) s6 nf
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also shown for a constant frequency method, the peak-current-mode control (PCC)
method.

Some design relationships will be written below. For example, the ripple
amplitude for the buck CCS current during the rise phase is about:

DIoutðriseÞ ¼ nrðs5ton2ðrÞ þ s6toff2ðrÞÞ ¼ nrT2½s5D2r þ s6ð1� D2rÞ� ð26Þ

Fig. 21 Zoom of the bi-buck converter behaviour during the mitigation phase [34], a 1.26 kW
PEMFC case, b 6 kW PEMFC case
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Consequently, the average number of the switching periods into the rise time
phase is:

nr ffi
Dtr
T2
ffi

DIoutðriseÞ
T2½s5D2r þ s6ð1� D2rÞ�

ð27Þ

Thus, the average value for the duty cycle of the CCS command is:

D2r ¼
DIoutðriseÞ � nrT2s6

nrT2ðs5 � s6Þ
ð28Þ

In the same manner, during the fall time phase the average value for the duty
cycle of the CCS command will be:

D2f ¼
�DIoutðfallÞ � nf T2s6

nf T2ðs5 � s6Þ
ð29Þ

The ratio of the duty cycles, rD, can be compute as:

rD¼
D D2r

D2f
ð30Þ

Obviously, if the rise time is almost equal to the fall time, then:

Dtr ffi Dtf )
DIoutðriseÞ ffi DIoutðriseÞ ¼ DIoutðrippleÞ

nr ffi nf ¼ n

(
ð31Þ

Considering the above data and a switching frequency, fs, of 10 kHz for both
PWM controllers (the buck CVS and the buck CCS controllers), the duty cycle of
the switching commands (c1 and c2, respectively) will be:

D1 ¼
ton1

T
¼ Vout

VFC

ffi 0:75; D2 ¼
ton2

T
¼ Vout

VBat

ffi 0:625 ð32Þ

The LF to HF current ripple ratio, Kripple, is defined as a ratio between the LF
current ripple (peak-to-peak), I(LF ripple)p–p and the HF current ripple (peak-to-
peak), I(HF ripple)p–p:

Kripple¼
D IðLF rippleÞp�p

IðHF rippleÞp�p

ffi
fðHF rippleÞ
fðLF rippleÞ

ð33Þ

where fðHF rippleÞ ¼ fs ¼ 10 kHz. Considering the LF power spectrum up to 500 Hz
fðLF rippleÞ ¼ 500 Hz
� �

, the HF current ripple is more than twenty times lower than
the LF current ripple. Taking into account that the PEMFC stack is tolerant to the
HF current ripple, it is obvious why the HF current ripple is not considered in the
model of load, even if this HF ripple appears (see Fig. 12).
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When IGBT1 is on (see Fig. 17) the second Eq. (8) can be written as:

VBat ¼ L2
Di2

ton2
þ Vout ) L2 ffi

Voutð1� D2ÞT
IðHF rippleÞp�p

ð34Þ

The value of the buck CCS inductance defines the response time in the tracking
loop of the load current shape. Therefore, the mitigation performance for the LF
current ripple is shown in Fig. 5 will be obtained for:

L2 ffi
Voutð1� D2ÞKripple

fs � IðLF rippleÞp�p

ffi 0:625 � 10�3 H ð35Þ

As it is known, if the PWM voltage-mode control is used, then the output
voltage ripple factor is given by:

Dvout

Vout

ffi p2

2
� 1� D1ð Þ � f �LC

fs

� �2

; f �LC ¼
1

2p
ffiffiffiffiffiffiffiffi
LCf

p ð36Þ

If CVS and CCS use the same type of inductor, L1 ¼ L2 ¼ L ¼ 100 lH, having
a series resistance about rL ¼ 100 mX, and the RF for the output voltage is set to
4 %, then the filter capacitance, Cf, must be greater that 10 lF. A value of 47 lF is
chosen to assure a ripple factor less than 4 %. If a variable-frequency control
method will be used, then the switching frequency will be in a range of around
10 kHz. The current ripple amplitude of the filtering capacitors, iCf(AC), can be
estimated using the Eq. (15):

ICfðp�pÞ ffi Cf fs
Dvout

D1
¼ Cf fsVFC

Dvout

Vout

ffi 0:6 A ð37Þ

Consequently, the assumptions that were used to write the above relations have
been checked.

If the load current is constant, then an equivalent load resistance can be defined
as Rout = Vout/Iout. Thus, the associate frequencies are:

fRC ¼
1

2p
� 1
Cf Rout

; fRL ¼
1

2p
� Rout

L=2
; fLC ¼

xn

2p
ð38Þ

If the load current is set in the range of the continuous current mode (CCM)
operation for the buck CVS, which means Iout \ Iout(base) % 48 A and Rout [ Vout/
Iout % 0.5 X, then the associated frequencies will have the same order of mag-
nitude. For example, if Iout % 25 A, then Rout = 1 X, and the associated fre-
quencies are fRC = 3.3863 kHz, fRL = 1.5915 kHz and fLC = 2.3215 kHz. The
same order of magnitude for the associated frequencies of the second-order system
means that the system response time is about of 2p/xn, i.e. 500 ls. The switching
period must be lower than the system response time, so the decision to use a
10 kHz switching frequency (or up to this value) represents a good designing
option towards applying of the stiff system theory.
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5 Voltage and Current-Mode Control Techniques Applied
to FC HPS

5.1 Current-Mode Control

In this section, the simulation results for three types of current-mode control
(hysteretic control, PCC and nonlinear control) for the buck CCS will be pre-
sented. Because the first two control methods are classical and easy to be designed,
then only the controller structure and the used parameters are shown in the sub-
sections below. Besides those, the systematic design of the nonlinear control law is
presented.

5.1.1 Hysteretic Current-Mode Control

The structure of the CCS hysteretic controller is shown in Fig. 22. The fuel cell
base current, IFC(base), is chosen to be close to the MPP value of the FC current,
IMPP. The positive ripple of the FC current, Ifc(ripple), is quite a lot amplified in the
control loop in order to be easily tracked by the CCS current, I2.

The Ripple Factor for a current type signal, RFI, is defined as a ratio between
the peak-to-peak ripple and its base value:

RFI ¼
DIðrippleÞ

IðbaseÞ
ð39Þ

Consequently:

RFout ¼
DIoutðrippleÞ

IoutðbaseÞ
ð40Þ

RFFC ¼
DIFCðrippleÞ

IFCðbaseÞ
ð41Þ

Fig. 22 The structure of the CCS hysteretic controller [34]
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So, considering the relationships (41) and (42), the mitigation loop gain, GIfc,
must be established in accordance:

GIfc ¼
DICCSðrippleÞ
DIFCðrippleÞ

ffi
DIoutðrippleÞ
DIFCðrippleÞ

ffi RFout

RFFC

�
g1VFCðbaseÞ

Vout

) GIfc ffi
RFout

RFFC

� G1ðbaseÞ

ð42Þ

Thus, considering the imposed value of RFFC, the mitigation loop gain, GIfc,
can be designed based on the known value of the RFout. For example, if Ifc(rip-

ple)p–p % 10 % IMPP is chose, then the base operating point (IFC(base), VFC(base)) is
about (40 A, 33 V) and (108 A, 55 V) for the 1,26 kW and 6 kW HPS, respec-
tively. Using the simulation results performed and shown above for GIfc = 100,
the RF and G*Ifc values can be computed for the 1,26 kW PEMFC stack, as below:

RFout ffi
95� 50

50
¼ 90%

RFFC ffi
43:38� 42:9

42:9
ffi 1:1%

9>=
>;) G�Ifc ffi

90
1:1
� 0:9 � 33

25
ffi 95:5 ð43Þ

The RF and G*Ifc values for the 6 kW PEMFC stack and GIfc = 100 are:

RFout ffi
240� 120

120
ffi 100 %

RFFC ffi
95:5� 91:5

91:5
ffi 4:4 %

9>=
>;) G�Ifc ffi

92
4:4
� 0:9 � 55

40
ffi 28:1 ð44Þ

Also, the simulation results for the 1.26 kW PEMFC stack and GIfc = 80 are
shown in Fig. 23. In this case, the G*Ifc gain is computed:

RFout ffi
95� 50

50
¼ 90 %

RFFC ffi
43:85� 43:1

43:1
ffi 1:74 %

9>>>>=
>>>>;
) G�Ifc ffi

90
1:74
� 0:9 � 33

25
ffi 61 ð45Þ

From these results it can be concluded that between the set gain (GIfc) and the
computed gain (G*Ifc) there is a nonlinear relation of dependence. This nonlinear
law will be analysed in the subsection dedicated to the nonlinear control.

5.1.2 Peak-Current-Mode Control

The structure of the CCS PCC controller is shown in Fig. 24. The buck converter
will operate at the switching frequency of 10 kHz set by the pulse generator.

The simulation results are shown in Fig. 25 for the 1.26 kW HPS using
GIfc = 80. It can be observed that the mitigation performances are almost the same
for both hysteretic and PCC controllers (see Figs. 23 and 25).
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The output voltage is shown in Fig. 26. The power spectrum is spread in the LF
band based on the anti-control technique implemented in the CVS controller,
which will be explained later in this chapter. Note that the switching frequency
harmonics can still be seen, thus this kind of control could be further improved.

Taking into account that the spectrum of the FC current is almost the same for
the both CCS controllers (see Figs. 23 and 25), it is obvious that the buck CCS
current spectrum will be almost the same, too (see Fig. 27). Because the FC ripple

Fig. 23 The FC current (top)
and its power spectrum
(bottom): 1.26 kW HPS case,
having the CCS Hysteretic
controller with GIfc = 80
[34]

Fig. 24 The structure of the CCS PCC controller [34]
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Fig. 25 The FC current (top)
and its power spectrum
(bottom): 1.26 kW HPS case,
having the CCS PCC
controller with GIfc = 80
[34]

Fig. 26 The output voltage
(top) and its power spectrum
(bottom): 1.26 kW HPS case,
having the CCS PCC
controller with GIfc = 80
[34]
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is much smaller than the load ripple, it is observed that the magnitudes of the
fundamental frequency for the buck CCS current and the load current are almost
equal (see Figs. 5 and 27). Obviously, the magnitudes difference will be propa-
gated back to the PEMFC stack (see Fig. 25).

The same results are obtained for the 6 kW HPS using both CCS controllers.

Fig. 27 The buck CCS
current (top) and its power
spectrum (bottom): 1.26 kW
HPS case, having the CCS
PCC controller with
GIfc = 80 [34]

Fig. 28 The FC current
ripple versus GIfc gain set
[34]
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5.1.3 Nonlinear Current-Mode Control

In the previous two sections it was shown that the mitigation performance of the
FC current ripple depends on GIfc gain. Using simulation for a 1.26 kW HPS that
uses a CCS hysteretic controller, the characteristics of the FC current ripple versus
the set GIfc gain and the FC harmonic magnitude versus the set GIfc gain can be
drawn (see Fig. 28). It can be observed that almost the same shape as in Fig. 13a is
obtained. Thus, the mitigation ripple based on CCS gives almost the same FC
ripple whatever level power is. The characteristic of the computed gain (G*Ifc)
versus the set gain (GIfc) is shown in Fig. 29. These characteristics were drawn in
the same manner used for the 6 kW HPS case study. These characteristics also
show that the GIfc gain must be nonlinear in order to obtain the same FC ripple
factor for different load ripple. So the CCS controller must have both ripples as
input variable. The design of the CSS controller will be shown in the next sub-
section based on the FLC controller.

5.1.4 Designing of the Nonlinear Control Law

An accurate model of the HPS system is too complex due to the nonlinearities that
are included in all models of the HPS subsystems. Consequently, the nonlinear
control law will be designed based on FLC.

First of all, the input variables are defined as it was mentioned above. Obvi-
ously, the first input is the FC current ripple. The second variable was chosen to be
the CCS current ripple. This signal tries to track the load ripple, so it is a measure
of it, too. The CCS current is generated via the buck CCS as an anti-ripple of the
inverter ripple, which is the HPS output ripple (Iinverter(ripple) % Iload(ripple)). Thus,
this is also a measure of it (I2(ripple) % Iload(ripple)). Compared to the CCS current

Fig. 29 The computed gain
G*Ifc versus GIfc gain set [34]
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ripple, the inverter ripple has HF components with high magnitudes (see Fig. 12)
that could perturb the tracking loop. If a low-pass filter will be used to obtain the
LF profile of the inverter ripple, then a variable phase shift will appear between the
input variables. Consequently, the CCS current ripple is better to be considered as
a second variable, to overcome these problems (see Fig. 30).

Also, the input variables were normalised, considering their ripple factors
(noted as RFfc and RFload). The membership functions for both input variables,
RFfc and RFload, are shown in Fig. 31. Four membership functions are defined for
both input variables in correlation with the design goal. They are named as
VS = Very Small, S = Small, B = Big and VB = Very Big (see Fig. 31). Also,
five membership functions are uniformly defined for the output variable, named
the CCS command signal (com). They are named as VS = Very Small,
S = Small, N = Nominal, B = Big and VB = Very Big.

The rules base is shown in Table 4.
The Mamdani implication and the centre of gravity defuzzification method are

used. The desired control surface is obtained through the position of the mem-
bership functions for the input variables (see Fig. 32). The contours projected for
different levels of the CCS command signal are shown in Fig. 33.

The base reference for different currents is defined to have a positive ripple. The
base reference for the CCS current, I2(base), was set close to zero (1 A) to reduce
the size of the battery that supplies the buck CCS converter. The battery will
be designed to meet the load ripple and some transient peaks of power. The
base reference for the FC current, IFC(base), was chosen close to the MPP
(IFC(base) = IFC(base)– Ifc(ripple)p–p) to increase the energy efficiency of the FC stack.
The FC ripple, Ifc(ripple)p–p, was set to 4 A, up to the value that it is obtained
without the use of the buck CCS converter (setting GIfc = 0 in the tracking loop;
see Fig. 28). The base reference for the load current, Iout(base), is computed using
the G1(base) gain:

Fig. 30 The structure of the CCS FLC controller [34]
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Fig. 31 The membership
functions for the FLC
variables [34], a Membership
functions for the FC ripple
factor, b Membership
functions for the load ripple
factor, c Membership
functions for the CCS
command signal
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G1ðbaseÞ ¼
D g1VFCðbaseÞ

Vout

ffi
IoutðbaseÞ
IFCðbaseÞ

ð46Þ

If the relay block has the on/off switching levels at 0.45 and 0.5
(0.475 ± 0.025), then the nonlinear characteristic of the RFfc versus RFload

Table 4 The FLC rules base [34]

Command signal RFfc

VSfc Sfc Bfc VBfc

RFload VSrm Ncom Scom VScom VScom
Srm Bcom Ncom Scom VScom
Brm VBcom Bcom Ncom Scom
VBrm VBcom VBcom Bcom Ncom

Fig. 32 The FLC control
surface [34]

Fig. 33 The projected
contours for the FLC control
surface [34]
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obtained for the 0.475 command level (see Fig. 33) can be considered in the design
of the transfer characteristic; the equivalent load RF (EqRFload) versus RFfc (see
Fig. 34). This nonlinear control law of EqRFload versus RFfc can be also obtained
directly using a single input—single output (SISO) FLC. The designing of the
SISO FLC is given below.

The input variable, RFfc, and the output variable, EqRFload, have the same
membership functions defined as in Fig. 31. The rules base is shown in Table 5.
The Mamdani implication and the centre of gravity defuzzification method are
used. The FLC control surface obtained is shown in Fig. 27.

Obviously, this characteristic is close to one of the projected contours shown in
Fig. 33, namely the one that is obtained for the level of command signal set to
approximately 0.48. Thus, the structure of the CCS FLC controller is redesigned as
in Fig. 35 based on this nonlinear control law shown in Fig. 34. The nonlinear
control law can be simply implemented based on a PWL nonlinear gain. For
example, the PWL nonlinear gain having the input vector [0, 4, 16, 20] and the
output vector [0, 40, 80, 80]) is easy to be implemented.

5.1.5 Simulation Results

The start-up of the mitigation process is almost the same as in the case of the FC
HPS that uses the CCS hysteretic controller (see Fig. 18). The simulation results

Fig. 34 The nonlinear
control law of the EqRFload
versus RFfc [34]

Table 5 The SISO FLC rules base [34]

RFfc

VSfc Sfc Bfc VBfc

EqRFload VSload Sload Bload VBload
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for the 1.26 kW HPS, which uses the PWL nonlinear controller proposed, are
shown in Fig. 36. It can be observed that the mitigation performances are better
compared to the use of the hysteretic or PCC controller (to compare, see Figs. 23

Fig. 36 The FC current (top)
and its LF power spectrum
(bottom): 1.26 kW HPS case
with the CCS PWL nonlinear
controller [34]

Fig. 35 The structure of the CCS nonlinear controller [34]
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and 25). For example, the 100 Hz harmonics have a magnitude of approximately
0.074 (using PWL nonlinear controller) instead of approximately 0.17 (using
hysteretic controller). Thus, the magnitude of 100 Hz harmonic is about two times
smaller (0.074/0.17 % 1/2).

The output voltage and its power spectrum are shown in Fig. 37 for a 1.26 kW
HPS that uses the PWL nonlinear controller. The power spectrum was spread in
the HF band up to 20 kHz. This HF ripple also appears in the power spectrum of
the FC current (see Fig. 38), but it is much smaller than the LF ripple, being up to
the allowable limits. Consequently, it is well tolerated by the PEMFC stack. The
main advantage of the PWL nonlinear controller is its design that is not dependent
to the level of HPS power. The simulation results for a 6 kW HPS are shown in
Figs. 39 and 40 to prove this advantages. So using the simulation, results are
shown in Figs. 39 and 40, the RF and GIfc values can be computed as below:

RFout ffi
188� 110

110
¼ 71 %

RFFC ffi
91� 89:7

89:7
ffi 1:4 %

9>=
>;) G�Ifc ¼

90
1:4

� �
ð0:9 � 55Þ

40
¼ 79 ð47Þ

Fig. 37 The output voltage
(top) and its power spectrum
(bottom): 1.26 kW HPS case
with CCS PWL nonlinear
controller [34]

272 N. Bizon et al.



It can be observed that the RF of the FC current, RFFC, has now almost the
same value (1.1 % and 1.4 %) for the both HPS power levels, not four times higher
(see relationships 43, 44 and 47).

The case of a three-phase inverter system powered by a 20 kW HPS (see
Fig. 16a) is analysed in order to show that the proposed PWL nonlinear controller
will operate almost as well if an inverter system is used instead of the equivalent
load. The current and the voltage of the 20 kW PEMFC stack are approximately

Fig. 39 The FC current (top)
and its LF power spectrum
(bottom): 6 kW HPS case
with CCS PWL nonlinear
controller [34]

Fig. 38 The HF power
spectrum of the FC current:
1.26 kW HPS case with CCS
PWL nonlinear controller
[34]
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45 A and 435 V, close to the MPP. The reference voltage of the buck CVS is set to
400 V.

The simulation results for the FC current and voltage are shown in Figs. 41 and
42 considering the bi-buck topology for the FC HPS (Fig. 17). The RF of the FC
current is about of 0.8 %. The RF of the HPS output voltage is approximately 3.5
and 0.3 % using a Cf filter capacitance of 470 and 4700 lF, respectively (see
Fig. 43).

Fig. 41 The FC current (top)
and its power spectrum
(bottom) for the 20 kW HPS
case [34]

Fig. 40 The behaviour of the 6 kW HPS case with CCS PWL nonlinear controller [34]
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Fig. 42 The FC voltage
(top) and its power spectrum
(bottom) for the 20 kW HPS
case [34]

Fig. 43 The HPS output
voltage for the 20 kW HPS
case [34], a Cf = 470 lF,
b Cf = 4,700 lF
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The three-phase inverter system structure is a full-bridge that uses a switching
command of pure sine PWM type (having the carrier frequency set to 10 kHz). A
classic voltage control of the AC output voltage is used.

The input current and its power spectrum are shown in Fig. 44. This current has
LF harmonics (see middle plot of Fig. 44) and, for example, the magnitude of the
300 Hz fundamental harmonic is 1.886 A. This LF current ripple will be mitigated
by the injection of an anti-ripple current via the buck CCS. The buck CCS current
and its power spectrum are shown in Fig. 45.

Fig. 44 The input current of
the three-phase inverter
system [34]
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It can be observed that the magnitude of the 300 Hz fundamental harmonic is
1.553 A. The difference between those currents (0.333 A) is the output current of
the CVS (see Fig. 40) and this current ripple is back propagated to the PEMFC
stack. The 300 Hz fundamental magnitude of the PEMFC current is 0.03566 A
(see Fig. 41). The mitigation ratio for the fundamental harmonic of the inverter
ripple is approximately 1.8 %. Also, the mitigation of the fundamental harmonic
based on the use of the buck CVS is about nine times (0.333/0.03566 % 9.34)

Fig. 45 The buck CCS
current [34]
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It can be observed that the LF shape of the buck CCS current (top plot of
Fig. 45) tracks the LF shape of the input inverter current (top plot of Fig. 44). This
is because the buck CVS mitigates the LF harmonics in the same ratio, which is
about 9. The power spectrum of the HPS signals, which is shown in Figs. 41, 42
and 45, reveals that this is spread in a large band.

This section analyses the bi-buck topology as a solution to mitigate the inverter
ripple. The simulation results have shown that the mitigation performance depends
on the magnitude of the ripple and on the level of the load power. Consequently, a
nonlinear controller for the buck CCS is necessary to be designed in order to
overcome these issues. The RF for the inverter ripple is up to 3 % that is reported
in [43].

The nonlinear controller for the buck CVS will be presented in next section.

5.2 Voltage-Mode Control

The nonlinear control law of the CVS controller will be designed based on a SISO
FLC.

5.2.1 Designing of the Nonlinear Voltage Controller

Note that the buck CVS converter is the power interface of the FC stack (see
Fig. 16) and the CVS controller structure is shown in Fig. 46.

The rules base used to obtain a nonlinear characteristic to mitigate the output
voltage ripple is very simple: (1) if the output voltage ripple is small, then the loop
gain must be small; (2) if the output voltage ripple increases, then the loop gain
must rise quickly; (3) if the output voltage ripple is high, then the loop gain must
be limited to a value that ensures the stability of the overall feedback loop. The
main design questions are related to how small must be, how quickly must increase
and how big should be the limit of the loop gain. The fuzzy logic reasoning based
on systematic approach will be used to design the CVS nonlinear control law. The
CVS controller is a single input—single output system. The input is the output
voltage error, verror, and the output is the v2 voltage, having values in range of [-
1 V, 1 V] and [-10 V, 10 V], respectively.

Fig. 46 The CVS controller
that implement the voltage-
mode nonlinear control
proposed [33]
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The v2 voltage range must be correlated with the range of the chaotifying
signal, which can be any periodic signal. The saw-tooth signal, v1(t), will be used
in this section as a chaotifying signal:

v1ðtÞ ¼ VL þ VH � VLð Þ tðmod TswÞ
Tsw

ð48Þ

This is a ramp voltage that decreases in a time period, Tsw = 1/fsw, from a
higher voltage, VH, to a lower voltage, VL. The values used in all simulations are
VH = 9 V, VL = 1 V and fsw = 10 kHz. These were chosen as in [41] in order to
compare the obtained results.

The output voltage is set to 25 V, so a RF of 4 % means an output voltage error
of 1 V. Consequently, the range of the output voltage error was chosen to be [-
1 V, 1 V]. The CVS controller was replaced with a proportional controller.
Through the trial and the error method a gain of 10 for which the RF is of 4 % was

Fig. 47 The membership
functions for the output
voltage error [33]

Fig. 48 The membership
functions for the output
voltage the of nonlinear
voltage-mode controller [33]
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found. So, the range [-10 V, 10 V] was chosen for the V2 voltage. Thus, for the
output voltage error, seven membership functions are symmetrically defined in
these ranges (see Fig. 47: Very_Big_Negative (VBN), Big_Negative (VBN),
Negative (N), Zero_Equal (ZE), Positive (P), Big_Positive (BP), and Very_Big_
Positive (VBP)) and V2 voltage (see Fig. 48: Very_Very_Small (VVS), Ver-
y_Small (VS), Small (S), Zero (Z), Big (B), Very_Big (VB) and Very_Very_Big
(VVB)). Taking in account the basic idea to obtain the nonlinear characteristic of
the CVS controller, the base of rules is shown in Table 6:

The control law is obtained by defining the position of the peaks for the
membership functions. The Z and ZE triangular membership functions have the
peak set to zero. The rest of the triangular membership functions for the output
voltage error have the peaks set to ±50 mV, ±250 mV and ±1000 mV, which
means a RF of 0.2, 1 and 4 %, respectively.

The triangular membership functions for the V2 voltage (namely the B and VB,
and their symmetrical membership functions, S and VS, respectively) have the
peaks to ±100 mV and ±500 mV in order to result the same gain (100 mV/
50 mV = 500 mV/250 mV = 2).

Table 6 The rules base for CVS fuzzy controller [33]

Rule Output voltage error Output voltage of the CVS controller

1 VBN VVS
2 BN VS
3 N S
4 ZE Z
5 P B
6 VP VB
7 VBP VVB

Fig. 49 The nonlinear
voltage control characteristic
(thin line) and PWL voltage
control characteristic (thick
line) which is fitted on it [33]
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The VVS and VVB trapezoidal memberships are defined
(as ±0.5, ±1, ±10, ±10) to result an output voltage ripple factor up to 4 %. The
peaks of the VBN and VBP triangular membership functions were set to ±1 V in
order to have a small gain at ±1 V output voltage error (equal with 1 V/1 V = 1)
and a high gain at ±10 V output voltage error (equal with 10 V/1 V = 10).

The obtained nonlinear voltage-mode control law is shown in Fig. 49. Note that
the Mamdani implication, max–min fuzzy connectives and the centre of the area
defuzzification strategy were used. The PWL voltage-mode control law that fit the
nonlinear voltage-mode control law is also shown in Fig. 49.

The PWL voltage-mode control law can be easily implemented by the fol-
lowing look-up table [42]:

– input vector: [-1, -0.5,-0.15, 0.15, 0.5, 1];
– output vector: [-10, -10, -0.4, 0.4, 10, 10].

A mathematical approach of the buck CVS in a closed control loop can be
performed based on this PWL voltage-mode control law [32]. The saw-tooth signal
operates as a chaotifying signal (see Fig. 50). It is observed that output voltage of
the nonlinear controller is a distorted signal, obtained from the output voltage error
via the PWL voltage-mode control law.

The performance of the output voltage regulation for the CVS controller is
evaluated for different load currents (see Fig. 51). It can be seen that the output
voltage is well regulated to the reference voltage of 25 V. The PEMFC time
constant was set to 0.2 s.

5.2.2 Simulation Results

Two performance indicators, PI1 and PI2, are used to quantify the spreading level
of the output power [32, 42]:

PI1 ¼
Df10 %

fCOG

; PI2 ¼
Speak

THD
ð49Þ

where:

Fig. 50 Signals related to CVS controller operation with saw-tooth as chaotifying signal [33]
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Speak is the maximum spectral magnitude (as % of DC component), excluding
the harmonics of the chaotifying signal that can possibly occur (see Fig. 52);

Df10 %Sp—the frequencies band where the magnitude of the power spectrum is
10 % over the Speak;

fCOG—the frequency that is the centre-of-gravity of the power spectrum;
THD—the total harmonic distortion factor of the output voltage.
For example, the performance indicators could be interpreted as below:

– If PI1 [ 50 % then Df10 % Sp [ fCOG=2, and this means a large frequencies band
where the most part of the spread power spectrum is situated;

– If PI2 \ 50 %, then Speak \ THD/2, and this means no high peak in the power
spectrum.

The performance indicators are estimated for different load currents (see
Fig. 52). Thus, the performance indicators are about PI1 % 27 kHz/18 kHz %
150 % and PI2 % 1400/6183 % 23 %, and PI1 = 11 kHz/17 kHz = 65 % and
PI2 % 2200/8000 % 28 %, for simulation results shown in Figs. 53 and 54,
respectively. So, a well spreading performance is obtained in both cases. Note that
the harmonics of the chaotifying signal occur in last case and all simulations
shown in Fig. 51. This situation can be avoided by pseudo-randomise of the saw-
tooth period. The output voltage ripple factor, RFVout = Dvout/Vout, is approxi-
mately 0.24 % and 2.4 %, respectively.

The performance indicators PI2, PI1 and RFVout are estimated in Table 7, for the
case study shown in Fig. 52. Note that the level of the load current influences the
performance indicators by changing the associated frequencies of the buck CVS
converter (fRL and fRC).

Fig. 51 The behaviour of the CVS controller tested with step-up load current [33]

282 N. Bizon et al.



Fig. 52 The output voltage (top) and its power spectrum (bottom) for different load current,
using the simulation parameters: fsw = 10 kHz, L = 100 lH, and C = 47lF [33], a Iout = 15 A,
b Iout = 20 A, c Iout = 25 A, d Iout = 30 A, e Iout = 35 A, f Iout = 40 A
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If the buck parameters are L = 100 lH and C = 47 lF, then the natural fre-
quency, fLC, will be 2.3215 kHz. So, looking into Table 7 and also taking in
account other simulation results, it can be concluded that a well spreading level of
the power spectrum could be obtained if the associated frequencies have the same
order of magnitude. The output voltage ripple factor is up to 4 % for the load
current in the rated range. The response in the output voltage is lower than the
voltage ripple if a 5 A step-up in the load current is used (Fig. 51). These results
have shown the control robustness of the CVS controller. If a load current pulse
over 10 A is used, then small voltage spikes appear on the output voltage during
the rise and fall time of the load current pulse (Fig. 55). These spikes can be better
compensated using a higher value for the filtering capacitor on the DC bus or via
the buck CCS.

The resistive parameter of the load pulse, Rout(pulse), is 2/3X from 40 to 80 ms
and 1 X in rest. Thus, the load current pulse is 12.5 A, and the FC current pulse
can be estimated by (47):

IFCðpulseÞ ffi
Vout

g1VFCðpulseÞ
� IoutðpulseÞ ¼

V2
out

g1VFCðpulseÞRoutðpulseÞ
ð50Þ

The dynamic of the buck CVS converter is shown in phases plane (Fig. 56).
The chaotifying effect is shown in a zoom, where the limit cycles are shown

Fig. 53 The output voltage
(top) and its power spectrum
(bottom) with the parameters
[33]: fsw = 15 kHz,
L = 100 lH, C = 47 lF,
Rout = 1 X
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around the steady-state point of (25 V, 25 A). The simulations are performed for
the 6 kW PEMFC with a fuel flow rate of 47 lpm, which set the MPP at
approximately 120 A and 50 V. Considering the RF of the output voltage as
before, i.e. 4 %, the CVS controller can be designed in the same manner. Thus,
considering a switching frequency of 10 kHz, the HPS parameters are
L1 = L2 = L = 200 lH and Cf = 100 lF, so fLC = 1.1254 kHz. The perfor-
mance indicators are shown in Table 8 for different load currents. These results
validate the following conclusions: (1) the design of the CVS controller is less
dependent to the load power level and (2) the performances regarding the voltage
ripple and the spreading of the power spectrum are maintained for different load
power levels in range. The restriction to power level means that the associated

Table 7 The performance indicators for the case study shown in Fig. 52 [33]

Iout [A] fRL [kHz] fRC [kHz] PI1 [%] PI2 [%] RFVout [%]

15 2.6526 2.0318 79 32 5.6
20 1.9894 2.7090 42 52 4
25 1.5915 3.3863 35 41 3.2
30 1.3263 4.0635 25 47 3.2
35 1.1368 4.7408 34 46 3.2
40 0.9947 5.4180 27 55 3.2

Fig. 54 The output voltage
(top) and its power spectrum
(bottom) with the parameters
[33]: fsw = 15 kHz,
L = 100 lH, C = 47 lF,
Rout = 2/3 X
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frequencies of the buck CVS converter (fRL fLC and fRC), the saw-tooth frequency
(fsw), and the closed loop frequency, f0, must verify the Eq. (51):

max fRC ; fRL ; fLCð Þ\ fsw \ f0 ð51Þ

In this chapter the MPP was considered as an operating point for the PEMFC
stack. If the load is dynamic, having an unknown power profile, then the load
following control loop must be used to set the fuel flow in correlation with the
requested power. As it is known the MPP tracking process is relatively slow, the
searching time being dependent to the MPP algorithm chosen and to the PEMFC
time constant [44, 45]. A new HPS topology was proposed and analysed. The
multi-port topologies are proposed to overcome the issues that usually appear in

Fig. 56 The buck CVS dynamic in the phases plane [33]

Fig. 55 The buck CVS tested with a pulse load current [33]
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hybrid vehicle applications [46, 47]. In this chapter a multi-port topology of bi-
buck type is proposed to mitigate the inverter ripple based on a buck CCS that
generates an anti-ripple.

In this last section, the buck CVS is presented. The design goal for the CVS
controller is to regulate the output voltage and reduce the electromagnetic inter-
ferences. The RF of the output voltage is up to 4 % even if the anti-control
technique is used to spread the power spectrum. The spreading in the HF band of
the LF ripple, which remains after active compensation via the buck CCS, leads to
an increase of the PEMFC life cycle as well.

Two performance indicators are used to quantify the spreading level of the
power spectrum. The first one is a measure of the width of the frequencies band
where the most part of the power spectrum is situated. The second one is a measure
of the peaks level in the power spectrum.

The proposed nonlinear CVS controller is designed to assure the best perfor-
mances in both frequency and time domain. All the reported results have been
validated in several simulations. The following performances are obtained: a RF of
the output voltage up to 4 % for the load current in the rated range, about
3–37 kHz width for the frequencies band of the spread power spectrum, and power
peaks in range of 30–55 % from THD.

6 Conclusion

The LF current ripple appears in the normal operation of the FC inverter system
and this is propagated back via the power converters to the PEMFC stack. Also, in
FC vehicle applications, high energy demands appear in a short time. That will
cause high current pulses with high slopes, which are propagated back as a LF
current ripple, too.

In this chapter, the bi-buck topology is analysed as a multi-port topology for the
FC HPS. The bi-buck converter was designed to mitigate this LF current ripple via
a buck CCS that will inject an anti-ripple into the point of the common coupling.
In this node the dynamic load, the buck CVS and the buck CCS are connected. The
anti-ripple is generated to track the shape of the LF inverter current ripple based on
an active control implemented in the CCS controller. The use of a nonlinear
control law improves the mitigation performances.

Table 8 The performance indicators for a 6 kW PEMFC/200 Ah battery HPS [33]

Iout (A) fRL (kHz) fRC (kHz) PI1 (%) PI2 (%) RFVout (%)

20 1.9894 0.636 47 50 4.5
40 0.994 1.2732 37 44 3.7
60 0.663 1.9099 28 45 3.5
80 0.497 2.5465 30 41 3.8

100 0.397 3.1831 32 49 4
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The buck CVS is used to spread the LF ripple that remains after active com-
pensation. For high power HPS applications, the buck CVS can be removed to
increase the HPS efficiency. The FC stack can operate under a dynamic load near
the MPP by setting the fuel flow rate via a load following control and a MPP
tracking control. For a dynamic load it is necessary to assure the power balance by
adding an ESD (mixed stack of batteries and ultracapacitors) on a low or a high
voltage bus. In the last case a bidirectional converter is necessary.

Some state-of-art architectures for the FC HPS are showed in this chapter. For
the analysed HPS architectures nonlinear control laws that can effectively mitigate
the current ripple to a RF of approximately 3 % (better than the RF reported in the
literature), without increasing the voltage ripple factor over 4 %, were proposed.

Acknowledgments Some figures, tables and text are reproduced from [33–35] here with kind
permission from Elsevier Limited, UK [February 16, 2013].

References

1. Kirubakaran A, Jain S, Nema RK (2009) A review on fuel cell technologies and power
electronic interface. Renew Sustain Energy Rev 13:2430–2440

2. Wajiha S, Rahul AK, Arefeen M (2006) Analysis and minimization of input ripple current in
PWM inverters for designing reliable fuel cell power systems. J Power Sources 156:448–454

3. Fontes G (2007) Interactions between fuel cells and power converters: Influence of current
harmonics on a fuel cell stack. IEEE T Power Electron 22(2):670–678

4. Gemmen RS (2001) Analysis for the effect of the ripple current on fuel cell operating
condition. ASME 369(4):279–289

5. Woojin C, Gyubum J, Prasad NE, Jo WH (2004) An experimental evaluation of the effects of
ripple current generated by the power conditioning stage on a proton exchange membrane
fuel cell stack. JMEPEG 13:257–264

6. Schmittinger W, Vahidi A (2008) A review of the main parameters influencing long-term
performance and durability of PEM fuel cells. J Power Sources 180:1–4

7. Auld AE, Smedley KM, Mueller F, Brouwer J, Samuelsen GS (2010) Load-following active
power filter for a solid oxide fuel cell supported load. J Power Sources 195:1905–1913

8. Thounthong P, Raël S, Davat B (2009) Energy management of fuel cell/battery/
supercapacitor hybrid power source for vehicle applications. J Power Sources
193(1):376–385

9. NETL (2001) NETL published fuel cell specifications for future energy challenge 2001
competition (accessed in May 2, 2012, on http://netl.doe.gov)

10. Thounthong P, Davat B (2010) Study of a multiphase interleaved step-up converter for fuel
cell high power applications. Energy Convers Manage 51:826–832

11. Hwang JC, Chen LH, Yeh SN (2007) Comprehensive analysis and design of multi-leg fuel
cell boost converter. Appl Energy 84:1274–1288

12. Methekar RN, Patwardhan SC, Gudi RD, Prasad V (2010) Adaptive peak seeking control of a
proton exchange membrane fuel cell. J Process Control 20:73–82

13. Zhong ZD, Huo HB, Zhu XJ, Cao GY, Ren Y (2008) Adaptive maximum power point
tracking control of fuel cell power plants. J Power Sources 176:259–269

14. Bizon N (2010) On tracking robustness in adaptive extremum seeking control of the fuel cell
power plants. Appl Energy 87(10):3115–3130

288 N. Bizon et al.

http://netl.doe.gov


15. Thounthong P, Davat B (2007) A PEM fuel cell power source for electric vehicle applications
with supercapacitor or battery as auxiliary. In: Alemo PV, Commack ED (eds.) Progress in
fuel CELL research. Nova press, New York (chapter 8)

16. Lukic SM, Cao J, Bansal RC, Rodriguez F, Emadi A (2008) Energy storage systems for
automotive applications. IEEE Trans Ind Electron 55:2258–2267

17. Kim MJ, Peng H (2007) Power management and design optimization of fuel cell/battery
hybrid vehicles. J Power Sources 165:819–832

18. Tang Y, Yuan W, Pan M, Li Z, Chen G, Li Y (2010) Experimental investigation of dynamic
performance and transient responses of a kW-class PEM fuel cell stack under various load
changes. Appl Energy 87:1410–1417

19. Rodatz P, Paganelli G, Sciarretta A, Guzzella L (2005) Optimal power management of an
experimental fuel cell/supercapacitor powered hybrid vehicle. Control Eng Practice
13(1):41–53

20. Thounthong P, Davat B, Raël S, Sethakul P (2009) An overview of power converters for a
clean energy conversion technology. IEEE Electronic Mag 3(1):32–46

21. Thounthong P, Chunkag V, Sethakul P, Sikkabut S, Pierfederici S, Davat B (2010) Energy
management of a fuel cell/solar cell/supercapacitor hybrid power source. J Power Sources
196(1):313–324

22. Corbo P, Corcione FE, Migliardini F, Veneri O (2009) Experimental study of a fuel cell
power train for road transport application. J Power Sources 145:610–619

23. Uzunoglu M, Alam MS (2006) Dynamic modeling, design, and simulation of a combined
PEM fuel cell and ultracapacitor system for standalone residential applications. IEEE T
Energy Conver 21:767–775

24. Xu L, Li J, Hua J, Li X, Ouyang M (2009) Adaptive supervisory control strategy of a fuel
cell/battery-powered city bus. J Power Sources 194:360–368

25. Bizon N, Lefter E, Oproescu M (2007) Modeling and Control of the energy sources power
interface for automotive hybrid electrical system. In: 21st JUMV international automotive
Conference on science and motor vehicles, paper NMV0752—Pages 12 (accessed in May 2,
2012, on http://riedal-dz.com/resources/52_bizon.pdf)

26. Bizon N, Oproescu M (2010) Control performances of the bi-buck interface used for inverter
current ripple compensation. Int J Tech Phys Prob Eng 1(1):5–10

27. Bizon N (2010) Development of a fuel cell stack macro-model for inverter current ripple
evaluation. Rev Roum Sci Techn–Électrotechn et Énerg 55(4):405–415

28. Woojin C, Jo HW, Prasad E (2006) Development of an equivalent circuit model of a fuel cell
to evaluate the effects of inverter ripple current. J Power Sources 158:1324–1332

29. Kim JS, Choe GY, Kang HS, Lee BK (2010) Effect of load modeling on low frequency
current ripple in fuel cell generation systems. J Electr Eng Technol 5:307–318

30. Spiegel C (2008) PEM fuel cell modeling and simulation using MATLAB, Elsevier Press,
Amsterdam

31. Gou B, Na WK, Diong B (2010) Fuel cells: modeling, control, and applications. CRC Press,
(chapter 3):13–52

32. Payman A, Pierfederici S, Tabar FM (2008) Energy control of supercapacitor/fuel cell hybrid
power source. Energy Convers Manage 49:1637–1644

33. Bizon N (2011) Nonlinear control of fuel cell hybrid power sources: Part I–Voltage control.
Appl Energy 88(7):2559–2573

34. Bizon N (2011) Nonlinear control of fuel cell hybrid power sources: Part II –current control.
Appl Energy 88(7):2574–2591

35. Bizon N (2011) A new topology of fuel cell hybrid power source for efficient operation and
high reliability. J Power Sources 196(6):3260–3270

36. Wang Y, Choi Y, Lee E (2009) Efficient and ripple-mitigating dc–dc converter for residential
fuel cell system. Electr Power Energy Syst 31:43–49

37. Kim JS, Choe GY, Kang HS, Lee BK (2011) Robust low frequency current ripple elimination
algorithm for grid-connected fuel cell systems with power balancing technique. Renewable
Energy 36:1392–1400

Applications in Control of the Hybrid Power Systems 289

http://riedal-dz.com/resources/52_bizon.pdf


38. Bizon N (2008) Control of the Bi-buck power interface used for inverter current ripple
minimization. Sci J of the Electrical Eng Facult Valahia Univ 1:7–12

39. Bizon N (2009) DC–DC converter operation with power spectrum spreading using a
nonlinear control law. Mediterr J Meas Control 5(2):78–90

40. Bizon N, Raducu M, Oproescu M (2008) Fuel cell current ripple minimization using a bi-
buck power interface. In: 13th IEEE international power electronics and motion control
conference 2008, IEEE Catalog CFP0834A-CDR 1:621–628

41. Morel C, Bourcerie M, Chapeau-Blondeau F (2005) Improvement of power supply
electromagnetic compatibility by extension of chaos anticontrol. J Circuits, Syst, Comput
14(4):757–770

42. Bizon N (2009) DC–DC converter operation with power spectrum spreading using a
nonlinear control law. Mediterr J Meas Control 5(2):78–90

43. Liu C, Lai JS (2007) Low frequency current ripple reduction technique with active control in
a fuel cell power system with inverter load. IEEE Trans Power Elect 22(4):1453–1463

44. Bizon N (2013) Energy harvesting from the FC stack that operates using the MPP tracking
based on modified extremum seeking control. Appl Energy 104:326–336

45. Bizon N (2013) FC energy harvesting using the MPP tracking based on advanced extremum
seeking control. Int J Hydrogen Energy 38(14):1952–1966

46. Bizon N (2012) Energy efficiency for the multiport power converters architectures of series
and parallel hybrid power source type used in plug-in/V2G fuel cell vehicles. Appl Energy
102:726–734

47. Bizon N (2012) Energy efficiency of multiport power converters used in plug-in/v2g fuel cell
vehicles. Appl Energy 96:431–443

290 N. Bizon et al.



Index

A
AC-DC system, 116, 129
Adequacy, 192, 198, 199, 210, 214, 220–222
Anti-chaos control, 228, 236

B
Back to back voltage source converter

(BtBVDC), 113
Barkhausen

conditions, 41–44, 46, 47, 50
identity, 43

Batteries, 14, 28, 229, 231, 233, 234, 249,
252–255, 274, 278, 288

Bender decomposition, 188, 189, 192
Bi-buck topology, 228, 229, 234, 249,

274, 278
Biomass energy

bio-chemical, 21
direct combustion, 21
thermo-chemical, 21

Boost converter, 97, 249, 253
BPSO, 204, 205
Brayton-Moser equations, 54
BtBVSC

HVDC, 113, 114, 116, 119–122, 148
Buck converter, 97, 99, 249, 262
Bundle lines, 192, 210, 213, 215–224

C
Chaotic, 81, 83, 107
Combined cycle power plant, 5–6, 21, 22
Conventional generation, 2
Conventional generators, 2, 28, 31, 32, 34
Conservative

system, 73
Controllability

Grammian, 68–70
Grammian matrix, 67, 69
matrix, 70
measure, 113, 116, 120, 121, 125, 129,

134–136
Controlled current source (buck CCS),

227–229, 233, 234, 236, 237, 239,
249, 253, 256–261, 263, 265–267,
276–278, 284, 287

Controlled voltage source (CVS), 130, 230,
233, 236, 249, 252, 255–257, 259,
260, 263, 274, 277–282, 284–287

Convergence, 159, 160, 162, 190, 191,
203–205, 221, 222

CPSO, 159, 161, 171–173, 175, 179, 184
Crossover operator, 200–201
Cybernetical approach, 54

D
Damping

controller, 115, 120–122, 125–127, 135,
136, 145, 148, 157–159, 171, 179

function, 113, 116, 120–122, 134
factor, 157, 172
ratio, 157, 172, 175

DC-capacitor, 158
DCGA, 191, 192, 199, 202, 207, 208,

210–212, 215–218, 220, 221
DCPF, 192–194, 196
Dissipativity, 63, 67, 71, 73, 78
DPSO, 191, 204–206, 220–223
DTNEP, 192, 195–197, 199, 223
Dynamic model, 158, 166–168, 189

N. Bizon et al. (eds.), Analysis, Control and Optimal Operations in Hybrid
Power Systems, Green Energy and Technology, DOI: 10.1007/978-1-4471-5538-6,
� Springer-Verlag London 2013

291



E
Eigenvalue analysis, 157, 175, 184
Electromagnetic interferences, 287
Electromechanical mode, 157, 172, 175–177
Energy efficiency, 228, 252, 267
Energy generation systems (EGS), 228, 229,

232, 240, 242, 243
Energy harvesting, 229
Energy storage devices (ESD), 227, 229,

232–234, 288
Excitation system, 114, 115, 139, 150,

163–165

F
Fuel cell

AFC, 25, 27
MCFC, 25–27
PAFC, 24, 25, 27
PEM, 25
SOFC, 25–27

Fixed point
Brouwer, Kakutani, and Schauder

theorems, 45
theorem, 44, 50

Flexible AC transmission system (FACTS),
115, 129, 157, 158, 163, 166

Function space, 41, 43, 46, 73, 81
Fuzzy control, 159

G
GA, 159, 187, 189–191, 199, 200–203,

207, 216
Gas turbine power plant

closed cycle gas turbine plant, 5
open cycle gas turbine, 4–5

Geothermal
hot dry rock, 19
hydrothermal, 19
magma conduits, 19
under high pressure layers/, 19

Geothermal energy, 13, 18–20
Geothermal power plant

binary cycle, 20
combined/hybrid, 20
dry steam, 19, 20
flash-steam, 20
rotational separation turbine, 20

Grammian, 68, 69
matrix, 69
matrices, 67, 68, 70

H
Hamilton

Hamiltonian, 55, 94–97
Hamiltonian energy, 94–96, 102, 108
Hamiltonian equations, 54, 94, 95
Hamiltonian system, 54, 55, 94–97, 108
Hamilton‘s principle, 54, 55

High frequency (HF) current ripple, 228, 259
Hydroelectric power plant, 7
Hybrid power sources (HPS), 29–32, 34,

227–234, 236, 237, 239, 241, 244,
249, 252, 253, 255–257, 262, 265,
266, 270, 272, 274, 285–288

Hybrid power system
management, 34

Hysteretic current—mode control
damping controller, 254, 261–262

I
IDPSOMS, 191, 205, 207, 222, 223
IRF, 210–212
Interleaved control technique, 229
Inverter current ripple, 230, 234, 237, 239,

253, 287
Inverter system, 227, 229, 230, 234, 237, 239,

273, 276, 287

L
Loop

Lyapunov, 59, 60, 67, 70, 79, 94, 97, 107
equation, 63
function, 57, 81, 59, 60, 63, 70, 81, 94,

97, 70
stability, 70, 81, 97

Linear programming, 188, 189
LGF, 207, 210, 212, 213
Life cycle, 249, 287
Load following control, 229, 286, 288
Low frequency (LF) ripple mitigation, 227

M
MATLAB, 113, 116, 145, 147, 148
Matlab-simulink� toolboxes, 230
Mitigation of ripple, 227, 229, 236–247, 249,

266
Multimachine power system, 157, 163, 164,

168, 173–175, 178
Mutation operator, 200–202
Multiple position crossover, 201

292 Index



N
Neural

adaptive neural controller, 123
identifier, 123, 124

Network adequacy, 199–210, 215, 220–222
Nonlinear control, 227–230, 237, 241, 244,

246, 249, 261, 262, 266, 270–274,
278, 281, 287, 288

Nuclear power plant, 6, 7

O
Observability

Grammian, 67, 69, 70
Grammian matrix, 69, 70
Grammian matrices, 68
matrix, 70, 78, 87

Oscillation
condition, 42, 43, 50, 158

P
Particle swarm optimization (PSO), 157,

159–162, 173–175, 180–184, 189,
203, 204, 207, 220

Phillips-Heffron model, 113, 114, 116, 120,
129, 134, 158

Photovoltaic
amorphous silicon thin film solar cell, 17
crystalline silicon solar cell, 17

Port Hamiltonian, 94, 96, 97, 100, 107, 108
Power injection model, 168
Power flow limit, 193, 196
Power generation limit, 196
Piecewise linear control law, 228
Power system stability, 113–115, 129,

137, 147
Power system stabilizer (PSS), 114, 115, 118,

131, 133, 158, 172
Polymer electrolyte membrane fuel cell

(PEMFC), 24, 25, 27, 227–234, 236,
237, 239, 249, 251, 252, 255–259,
262, 265, 272, 273, 277, 281,
285–287

Q
Quantum particle swarm optimization

(QPSO), 157, 159–162, 171–175,
179, 180–184

R
Renewable energy resource, 1, 2, 13, 38
Relative gain array (RGA), 113, 116, 121, 125,

127, 128, 147
Right-of-way constraint, 193, 197
Ripple factor (RF), 228–230, 236, 237, 241,

255, 260, 261, 262, 267, 268, 270,
272–274, 278–282, 284, 285, 287,
288

Ripple mitigation, 229, 236, 239–249

S
Single-ended primary inductance converter, 97
Single value decomposition (SVD), 113, 116,

120, 125, 126, 128, 129, 134, 136,
147, 148

SMIB, 115–117, 129–131, 137, 139, 141, 163,
164, 168, 171, 174, 175

Stability
sufficient stability, 78

State space energy, 54–59, 61–64, 67, 71, 73,
74, 78–81, 84, 87–93, 95, 107, 108

Steam power plant, 3
Storage system, 26, 28, 35, 38
Spread power spectrum, 282, 287
Starvation phenomenon, 229
State-of-charge (SOC), 234
Static synchronous compensators

(STATCOM), 115, 120, 134, 139
STNEP, 189–192, 193–196, 208–211, 213,

215, 218, 220, 222
Supervisory control system

actuator, 34
data base, 32, 34
hardware, 30
interface, 29, 30, 32, 34
sensor, 32
software, 30

System, 2, 3, 5, 10–12, 14–17, 20–26, 28–38,
41–50, 54–71, 73, 77, 79–81,
86–98, 105–108, 114–117,
119–125, 129, 139–143, 158–169,
188, 189, 191–193, 211–213,
228–230, 253, 254, 261, 266,
273, 287

Switching, 29, 34, 55, 84, 91, 94, 97, 114,
230, 234, 237, 244, 249, 253,
254, 256, 257, 259, 260, 269,
276, 285

Index 293



T
Tidal energy

a reservoir for ebb, 22
a reservoir for flood, 22
a two-way reservoir for ebb and flood, 22
tidal current power plant, 23
two high and low reservoirs with one-way

system, 23
two reservoirs for ebb and flood, 23

Tellegen’s principle, 54, 56, 57, 60, 62, 63
Tellegen’s theorem, 53–56, 59
Thyristor control series compensators (TCSC),

115, 120, 134, 158
TNEP, 187–189, 191–195, 198, 199, 204, 207,

210, 213, 218, 221, 223
Tracking control, 227, 232, 249, 288

U
Unified power flow controller (UPFC)

model, 165–171

controller, 172, 173, 175
control parameters, 115, 135, 140, 171
injection model, 166, 168, 169, 171

Ultracapacitors, 229, 231, 234, 253

V
VSC

HVDC, 113, 115–117, 119, 120, 122, 125,
129, 130, 132–136, 147, 148

W
Wind turbine

Darrieus, 15, 16
Evans, 15, 16
Savonius, 15, 16

294 Index


	Foreword
	Preface
	Contents
	1 Overview of Hybrid Power System
	Abstract
	1…Introduction
	2…Main Power Plants
	2.1 Steam Power Plants
	2.2 Gas Turbine Power Plant
	2.2.1 Open Cycle Gas Turbine
	2.2.2 Closed Cycle Gas Turbine

	2.3 Combined Cycle Power Plants
	2.4 Nuclear Power Plants
	2.5 Hydroelectric Power Plant

	3…Generators
	3.1 AC Generators
	3.2 DC Generator
	3.3 Diesel Engines
	3.4 Transformers

	4…Renewable Energy Resources
	4.1 Wind Turbines
	4.1.1 Standalone Wind Turbine Power Plant
	4.1.2 Grid-Connected Wind Turbine Power Plant
	4.1.3 Wind Turbine Model
	4.1.4 Wind Turbines

	4.2 Photovoltaic Systems
	4.2.1 Cell, Module, and Array
	4.2.2 Types of Solar Cell
	4.2.3 Application of Photovoltaic Cells
	4.2.4 Photovoltaic Cell Model

	4.3 Geothermal Power Plant
	4.3.1 Geothermal Resources
	4.3.2 Types of Geothermal Power Plants

	4.4 Biomass Power Plants
	4.5 Tidal Power Plants
	4.6 Fuel Cell Power Plant
	4.7 Storage Systems

	5…Supervisory Control of Hybrid Power System
	5.1 Operation Strategies
	5.2 The Control System Architecture

	6…Hybrid Power System Modeling, Control, and Management
	7…Conclusion
	References

	2 Revisiting and Generalizing Barkhausen’s Equality
	Abstract
	1…Introduction
	2…General Setting and Non-Differential Loops
	2.1 Terminology
	2.2 Basic Conditions

	3…Systems Depending on the Derivatives of the Signal
	4…Conclusions
	Acknowledgments
	A.x(118). Appendix
	References

	3 State Energy-Based Approach as a Tool for Design and Simulation of Linear and Nonlinear Systems
	Abstract
	1…Introduction
	1.1 Physical Correctness in Electrical Circuits Theory

	2…State Space Energy Approach and Generalized Lypuunov--Tellegen’s Principle
	3…Power and Energy in Systems and Topological Structures
	4…State Dimension Minimality and Additivity of State Energy
	5…Stability Analysis Based on State Space Energy
	6…State Space Energy Approach for Nonlinear Systems
	7…Switching System Example: State Space Energy Approach
	8…Switching Power Systems: Port-Hamiltonian System Approach
	9…Conclusion
	Acknowledgments
	References

	4 Power Systems Stability Analysis Based on Classical Techniques in Work
	Abstract
	1…Introduction
	2…Analyzing of Power System Stability in BtB VSC SMIB Network
	2.1 Configuration of Power System
	2.2 Input Controllability Measurement
	2.2.1 Singular Value Decomposition (SVD)
	2.2.2 Relative Gain Array (RGA)
	2.2.3 Damping Function (DF)

	2.3 Neural Network Controller

	3…Simulation Results
	4…Enhancing of Power System Stability in VSC SMIB Network
	4.1 Configuration of Power System
	4.1.1 Power System Nonlinear Model
	4.1.2 Controllability Measure
	4.1.3 Design of Damping Controllers

	4.2 Simulation Results

	5…Improvement of Power System Stability in UPFC SMIB Network
	5.1 The Power System Case Study
	5.2 State-Space Equations of Power System
	5.3 Adaptive Controller
	5.4 Simulation Results

	6…Conclusions
	A.x(118). Appendices
	A.x(118).0 Appendix 1. Parameters of Test System (pu) for BtB VSC HVDC Network
	A.x(118).0 Appendix 2. Parameters of Test System (pu) for VSC HVDC Network
	A.x(118).0 Appendix 3. Constant Coefficients of the Linearised Dynamic Model of Eq. (59)
	A.x(118).0 Appendix 4. The Test System Parameters for UPFC HVDC Network
	A.x(118).0 Appendix 5. Adaptive Controller Parameters for UPFC HVDC Network
	A.x(118).0 Appendix 6. K Parameters for UPFC HVDC Network

	References

	5 Optimal Design of UPFC Based Damping Controller Using PSO and QPSO
	Abstract
	1…Introduction
	2…PSO and QPSO Technique
	2.1 Particle Swarm Optimization
	2.2 Quantum Particle Swarm Optimization

	3…Power System Modeling
	3.1 Overview of the Test Power Systems
	3.2 Modeling of Network Components
	3.2.1 Generators
	3.2.2 Excitation System


	4…UPFC Model
	4.1 Modified Heffron-Phillips Model
	4.2 Power Injection Model

	5…Damping Controller for the UPFC
	6…POD Controller Design Using PSO and QPSO
	7…Results and Discussion
	7.1 Eigenvalue Analysis
	7.2 Nonlinear Time Domain Simulation
	7.2.1 Single Machine Power System
	7.2.2 Multi-Machine Power System


	8…Conclusions
	References

	6 Application of PSO and GA for Transmission Network Expansion Planning
	Abstract
	1…Introduction
	2…TNEP: A Review
	3…Mathematical Modeling of the TNEP Problem
	3.1 Classical STNEP Problem Modeling
	3.1.1 STNEP Formulation Considering Network Losses
	Calculation Method of the Network Losses Cost

	3.1.2 STNEP Formulation Considering Network Losses and Expansion Cost of Substations

	3.2 Classical Modeling of DTNEP Problem
	3.2.1 DTNEP Formulation Considering Network Losses, Expansion Cost of Substations and Generation Costs


	4…Genetic Algorithm
	4.1 BCGA (Standard Genetic Algorithm)
	4.1.1 Selection Operator
	4.1.2 Crossover Operator
	Single Position Crossover
	Multiple Position Crossover

	4.1.3 Mutation Operator

	4.2 DCGA

	5…PSO Algorithm
	5.1 BPSO
	5.2 IDPSOMS

	6…Effective Parameters on Network Losses in TNEP
	6.1 IRF
	6.2 LGF
	6.3 Bundle Lines
	6.3.1 Effect of Bundle Lines on STNEP
	6.3.2 Effect of Bundle Lines on Network Losses in STNEP


	References

	7 Applications in Control of the Hybrid Power Systems
	Abstract
	1…Introduction
	2…Problem Statement and Used Models
	2.1 Fuel Cell Model
	2.2 Energy Storage Devices Models
	2.3 Load Test Model

	3…Nonlinear Control of the High Power FC HPS
	3.1 The High-Power HPS Topology
	3.2 Simulation Results
	3.3 The Design of the Nonlinear Control Law Based on Simulation Results
	3.4 The Design of the Nonlinear Law Based on a Fuzzy Logic Controller

	4…Nonlinear Control of Medium Power FC HPS
	4.1 The Medium-Power HPS Topology
	4.2 Modelling and Designing of the HPS Power Interface

	5…Voltage and Current-Mode Control Techniques Applied to FC HPS
	5.1 Current-Mode Control
	5.1.1 Hysteretic Current-Mode Control
	5.1.2 Peak-Current-Mode Control
	5.1.3 Nonlinear Current-Mode Control
	5.1.4 Designing of the Nonlinear Control Law
	5.1.5 Simulation Results

	5.2 Voltage-Mode Control
	5.2.1 Designing of the Nonlinear Voltage Controller
	5.2.2 Simulation Results


	6…Conclusion
	Acknowledgments
	References

	Index



