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Preface 

The purpose of this book is to describe methods for solving problems in 
applied electromagnetic theory using basic concepts from functional anal­
ysis and the theory of operators. Although the book focuses on certain 
mathematical fundamentals, it is written from an applications perspective 
for engineers and applied scientists working in this area. 

Part I is intended to be a somewhat self-contained introduction to op­
erator theory and functional analysis, especially those elements necessary 
for application to problems in electromagnetics. The goal of Part I is to ex­
plain and synthesize these topics in a logical manner. Examples principally 
geared toward electromagnetics are provided. 

With the exception of Chapter 1, which serves as a review of basic 
electromagnetic theory, Part I presents definitions and theorems along with 
associated discussion and examples. This style was chosen because it allows 
one to readily identify the main concepts in a particular section. A proof 
is provided for all theorems whose proof is simple and straightforward. A 
proof is also provided for theorems that require a slightly more elaborate 
proof, yet one that is especially enlightening, being either constructive or 
illustrative. Generally. theorems are stated but not proved in cases where 
either the proof is too involved or the details of the proof would take one 
too far afield of the topic at hand, such as requiring additional lemmas that 
are not clearly useful in applications. 

The material introduced in Part I is subsequently applied in Part II to 
problems in classical electromagnetics. A variety of problems are discussed, 
with some emphasis given to spectral formulations. Although the problem 
formulations and solution procedures are largely taken from the applied 
electromagnetics literature, the intrinsic connection to mathematical oper­
ator theory is highlighted, and the benefits of abstracting problems to an 
operator level are emphasized. For example, the completeness property of 
the eigenfunctions associated with many differential waveguide operators 
(justifying associated modal expansions) follows immediately after identi­
fying the operators as being of the regular Sturm-Liouville type. Similarly, 
the fact that discrete, real-valued resonance frequencies occur in perfectly 
conducting electromagnetic cavities follows from spectral properties of the 
Laplacian operator. lVIany other examples that illustrate related concepts 
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are provided in the text. 
Note that functional analysis and operator theory is covered in a vast 

mathematical literature, and a considerable amount is at a level appropri­
ate for applied scientists. However, the application-related texts are geared 
principally toward quantum mechanics, not electromagnetics. On the other 
hand, classical electromagnetic theory is presented in a wide array of excel­
lent texts. The majority of these texts make use of operator theory either 
implicitly or explicitly, although the governing operator theory is often cov­
ered briefly and, understandably, in an ad-hoc manner. The present work is 
intended to provide both the background functional analysis and operator 
theory and its associated applications to electromagnetics. 
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Part I 
Basic Theory 

The basic theory part of the text consists of five chapters. Chapter 1 
presents some fundamental concepts from classical electromagnetic the­
ory. The chapter begins with a presentation of the governing (Maxwell's) 
equations for macroscopic electromagnetic phenomena, relevant constitu­
tive parameters and boundary conditions, and time-domain and transform­
domain formulations. Wave equations are formulated for both fields and 
potentials, and methods for solving the various wave equations are dis­
cussed in some detail. Green's functions are developed, reading to im­
proper integrals and a careful treatment of the source-point singularity. 
The volume equivalence principle is presented, leading to the formulation 
of domain integral equations, and surface integral equations are developed 
for perfectly conducting scatterers. The chapter concludes with conditions 
under which solutions of the wave equations are unique. 

The second chapter covers some basic concepts from functional analysis, 
including metric spaces, linear spaces, narmed spaces, and inner product 
spaces. The material in this chapter is intended to present, from an ap­
plied perspective, the concepts necessary for understanding the notion of 
function spaces, particularly Hilbert and Banach spaces. Much of the pre­
sented material is associated with properties of operators encountered in 
electromagnetic problems. 

Chapter 3 introduces linear operator theory, primarily for Hilbert 
spaces. In some sense this and the next chapter form the core of the first 
part of the text, in that the basic properties of various types of operators 
are presented. The main properties of linear operators and, as a subclass, 
linear functionals are described, as are operator adjoints. Properties of var­
ious classes of operators, including self-adjoint, symmetric, normal, unitary, 
and compact, are discussed. The important concepts of Green's functions 
and Green's operators are introduced, and the chapter concludes with a 
partial discussion of solvability conditions for operator equations. 

The fourth chapter covers the spectral theory of linear operators in 
Hilbert spaces, with special emphasis on the eigenvalue problem. The 

1 



2 Part I: Basic Theory 

spectral properties of operators on both finite- and infinite-dimensional 
spaces are described for a variety of operator types. Spectral theorems are 
presented which describe classes of operators that admit relatively simple 
spectral representations. Functions of operators are discussed, followed by 
spectral methods for solving operator equations. 

Chapter 5 is devoted to the important Sturm-Liouville operator. The 
regular Sturm-Liouville problem is considered in detail, and salient points 
from the theory of singular Sturm-Liouville problems are presented. Spec­
tral properties of Sturm-Liouville operators are discussed, both in the self­
adjoint and nonself-adjoint cases, and many examples directly applicable to 
the waveguiding problems considered in Part II are presented. The chap­
ter concludes with a discussion of special functions and classical orthogonal 
polynomials that arise from certain singular Sturm-Liouville problems. 



1 
Electromagnetic 
Fundamentals 

The coverage of electromagnetics in this chapter is somewhat brief, espe­
cially the physical aspects of the theory, since it is assumed that the reader 
is familiar with basic field theory at an undergraduate or beginning gradu­
ate level. For a more extensive introduction to electromagnetic theory, the 
references at the end of this chapter may be consulted. 

The chapter begins with a presentation of Maxwell's equations for 
macroscopic electromagnetic phenomena, relevant constitutive parameters 
and boundary conditions, and time-domain and transform-domain formu­
lations. Then some important field theorems are presented. They lead to 
insight into the field theory and are necessary for formulating and solving 
many problems in electromagnetics. Next, wave equations are formulated 
for both fields and potentials in the form of vector Helmholtz equations and 
vector wave equations. Methods for solving the various wave equations are 
discussed in some detail. The topic of differentiating the weakly singular 
volume integrals associated with solutions of the wave equations are con­
sidered for both the scalar and vector cases, leading to a discussion of the 
depolarizing dyadic contribution for the electric dyadic Green's function. 
The volume equivalence principle is described, leading to the formulation of 
domain integral equations. Surface integral equations are then developed 
for perfectly conducting scatterers. The chapter concludes with conditions 
under which solutions of the wave equations are unique. 

3 
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4 1. Electromagnetic Fundamentals 

1.1 Maxwell's Equations 

1.1.1 Maxwell's Equations-Differential Form 

Classical macroscopic electromagnetic phenomena are governed by a set 
of vector equations known collectively as Maxwell's equations. Maxwell's 
equations in differential form are 

\7 . D(r, t) = Pe(r, t), 

\7 . B(r, t) = Pm(r, t), 

a 
\7 x E(r, t) = - at B(r, t) - Jm(r, t), 

a 
\7 x H(r,t) = atD(r,t) +Je(r,t), 

(1.1 ) 

where E is the electric field intensity (V 1m), D is the electric flux density 
(C/m2 ), B is the magnetic flux density (Wb/m2 ), H is the magnetic field 
intensity (Aim), Pe is the electric charge density (C/m3), J e is the electric 
current density (A/m2 ), Pm is the magnetic charge density (Wb/m3), and 
J m is the magnetic current density (V 1m2 ), and where V stands for volts, 
C for coulombs, Wb for webers, A for amperes, and m for meters.1 

The equations are known, respectively, as Gauss' law, the magnetic­
source law or magnetic Gauss' law, Faraday's law, and Ampere's law. The 
magnetic charge and magnetic current density have not been shown to 
physically exist, and so often those terms are set to zero. However, their 
inclusion provides a nice mathematical symmetry to Maxwell's equations. 
More importantly, they are useful as sources in equivalence problems, such 
as in problems concerning aperture radiation (see, e.g., Chapter 9). 

The constitutive equations 

D(r, t) = EoE(r, t) + P(r, t), 

B(r, t) = fLoH(r, t) + fLoM(r, t), 
(1.2) 

provide relations between the four field vectors in a material medium, 
where P is the polarization density (C/m2 ), M is the magnetization den­
sity (Aim), EO is the permittivity offree space (c:::: 8.85 x 10-12 F/m), and 
fLo is the permeability of free space (c:::: 41f X 10-7 Him), and where F stands 
for farads and H for henrys. For dimensional analysis, C = A . s = F . V 
and Wb = V . s = H . A, where s stands for seconds. 

The form (1.2) notwithstanding, often the field quantities E, B are con­
sidered the fundamental fields because these are implicated by the funda­
mental Lorentz force law 

F = q (E + v x B) 

1 Rationalized mksA units are used throughout. For a detailed discussion of units, 
see [38]. 
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where F is the force on charge q, which has velocity v. However, there is 
some debate on this issue [1]. 

The polarization and magnetization densities are associated with elec­
tric and magnetic dipole moments, respectively, in a given material. These 
dipole moments include both induced effects and permanent dipole mo­
ments. In free space these quantities vanish. 

In general, we will assume, unless otherwise noted, that all of the rel­
evant electromagnetic quantities are continuous and continuously differen­
tiable2 at most points in space. If we apply multiple partial derivative 
operators to quantities, it will be implicitly assumed that those quantities 
are sufficiently differentiable, with the resulting differentiated quantities 
being continuous. This allows, among other things, the free interchange 
of the order of partial derivative operators3 and the application of vari­
ous vector calculus theorems such as the divergence theorem. Additional 
smoothness conditions are suggested by the time-harmonic or temporal 
transform-domain quantities, as will be discussed later. Certain continuity 
requirements are not necessarily expected at the location of sources or at 
material boundaries. 

In the preceding equations r is the "field-point" position vector r = 
L~=l XiXi in n-dimensional space, e.g., for n = 3 in rectangular coordi­
nates, r = x:x: + yy + zz. Generally, a primed coordinate system will denote 
the "source-point" position vector, e.g., r' = xx' + yy' + zz'. The vector 
that points from the source point to the field point is denoted by 

R(r, r') == r - r' = R(r, r') R 

with R(r, r') = Ir - r'l = R(r', r) and 

R(r, r') = (r - r')/ Ir - r'l = -R(r', r). 

An important equation that demonstrates that charge conservation is 
embedded in (1.1) is known as the continuity equation. Taking the diver­
gence of Ampere's law we have 

aD 
0= \7. \7 x H = \7. J + \7.-

e at 
2 A function of one variable i~ said to be continuously differentiable in an open region 

(a, b) if the first derivative is continuous in (a, b). For a function of n variables we 
consider the open region 0 ~ R n and the generalized partial derivative described on 
p.69. 

3If 02 f(x, y)/ox oy and a2 f(x. y)/ay ox arc both continuous in a region 0, then 

0 2 f(x, y) a2 f(x, y) 

oxoy oyox 

throughout that region [11, p. ::l6]. In fact, it is sufficient that 0 f(x, y)/ox, 0 f(x, y)/oy, 
and either a2 f (x, y) / ax ay or rP .f (x, y) / ay ax are continuous in 0 for the equality of 
the two second partial derivatives to hold. 
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and, upon interchanging the spatial and temporal derivatives and invoking 
Gauss' law, we obtain the continuity equation 

ape 
\7. J e + at = O. 

Similarly, starting with Faraday's law we obtain 

aPm 
\7 . Jm + at = O. 

Conversely, the two divergence equations are not independent equations 
within the set (1.1), in the sense that they are embedded in the two curl 
equations and the continuity equation. Therefore, in macroscopic electro­
magnetics for w #- 0, one may consider the relevant set of equations to be 
solved as 

a 
\7 x E(r, t) = - at B(r, t) - Jm(r, t), 

a 
\7 x H(r, t) = at D(r, t) + Je(r, t), (1.3) 

\7 . J (t) = _ aPe(m)(r, t) 
e(m) r, at' 

subject to appropriate boundary conditions. For w = 0, the divergence 
equations must also be included in (1.3). 

1.1.2 Maxwell's Equations-Integral Form 

Starting with the differential (point) form of Maxwell's equations, an inte­
gral (large-scale) form may be derived. Applying the divergence theorem 

Iv \7. A dV = is n . A dS = is A- dS 

(see Appendix A.4) to the divergence and continuity equations, and Stokes' 
theorem is \7 x A . dS = i A· dl 

to the curl equations, leads to the integral form 

Is D(r, t) . dS = i Pe(r, t) dV, 

Is B(r, t) . dS = i Pm(r, t) dV, 

i E(r, t) . dl = - :t is B(r, t) . dS -is Jm(r, t) . dS, (1.4) 

i H(r, t) . dl = :t is D(r, t) . dS + is Je(r, t) . dS, 

1 Je(m)(r,t). dS = -dd r Pe(m)(r,t)dV, Is tJv 
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assuming that the conditions implied by the divergence and Stokes' theo­
rems are satisfied and that the derivative and integral operators may be 
interchanged. Throughout this chapter V is an open region bounded by a 
closed surface S. 

1.1.3 Boundary Conditions 

Knowledge of the variation of a field quantity across a regular smooth (non­
singular) boundary is often necessary in solving or formulating electromag­
netic problems. These boundary conditions are usually deduced from the 
integral form of ~Iaxwell's equations (1.4) and can be given as [2] 

n x (H2 - Hd = J e .Sl 

n x (E2 - E l ) = -Jrn.s, 

n· (D2 - Dd = Pe,s. 

n· (B2 - B l ) = Pm,s. 

(1.5) 

where J e,s, J rn.s (Pe,s, Pm,s) are surface currents (charges) on the boundary, 
E 2, H2 are the fields infinitely close to the boundary on the side into which 
n, the unit vector normal to the surface, is directed, and E l , HI are the 
corresponding fields infinitely close to the boundary on the opposite side. 
The tangential boundary conditions arise from the curl equations, whereas 
the normal boundary conditions are deduced from the divergence equa­
tions. Thus, the normal boundary conditions are not independent from 
the tangential boundary conditions. 

When J,.s = 0 (Jm.s = 0) the tangential magnetic (electric) fields are 
continuous across the interface. This is usually the case of physical interest, 
true surface currents being a theoretical construct. However, as a practical 
matter, one often considers an idealized material having infinite electrical 
(magnetic) conductivity, such that electric (magnetic) surface currents will 
occur. An illuminating discussion of electromagnetic boundary conditions 
can be found in [3]. 

1.1.4 Time-Harmonic and Transform-Domain Fields 

Time-Harmonic Fields 

Often the fields of interest vary harmonically (sinusoidally) with time. Be­
cause Maxwell's equations are linear, if we assume linear constitutive equa­
tions (which is often the case, with a notable exception being certain optical 
materials), then time-harmonic sources p, J will maintain time-harmonic 
fields E, D, B, H. Assuming we can separate the space and time depen-
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dence of the field and source quantities,4 e.g., 

E(r, t) = Eo(r) cos(wt + q'JE), 

B(r, t) = Bo(r) cos(wt + q'JB), 

etc., we can eliminate the time derivatives in the following manner. Con­
sidering the electric field, we form 

E(r, t) = Eo(r) Re {ei(wtHE )} = Re {Eo(r)eiwtei<PE} 

= Re {E(r)eiwt }, 

where E(r) == Eo(r)ei<PE is a complex phasor. We have assumed that Eo(r) 
is a real-valued vector, consistent with the usual assumption that the time­
domain field is real-valued. The other field quantities follow similarly. 

Next, consider, for instance, Faraday's law, 

This can be rewritten as5 

Re {[\7 x E(r) + iwB(r) + Jm(r)] eiwt } = 0, 

which must be true for all t. When wt = 0, Re{\7xE(r)+iwB(r)+Jm(r)} = 

0, and when wt = 1f /2, 1m {\7 x E(r) + iwB(r) + Jm(r)} = O. If both the 
real part and the imaginary part of a complex number are zero, then the 
number itself is zero, and thus \7 x E(r) = -iwB(r) -Jm(r). Repeating for 
all of (1.1) and the continuity equations, we get the time-harmonic forms 

\7 . D(r) = Pe(r), 

\7 . B(r) = Pm(r), 

\7 x E(r) = -iwB(r) - Jm(r), 

\7 x H(r) = iwD(r) + Je(r), 

\7 . Je(m)(r) = -iwPe(m)(r), 

(1.6) 

4To be general, we should allow the various scalar components of fields to have 
different phases. However, for simplicity, here we assume that all scalar components of 
a vector field have the same phase. 

5For the real-part operator [25, pp. 16-17] 

Re (fI) + Re (h) = Re (h + h) , ~ Re (/1(r)) = Re (~/1(r)) , 
aXi aXi 

Re(a/1) = aRe(fI) , J Re (/1 (r)) dXi = Re J /1 (r) dXi, 

where h, 12 E C, a E R. This is similar for the operator Im (-). 
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where all quantities are time-harmonic phasors. 6 Time-domain quantities 
can be recovered from the phasor quantities as, for instance, E(r, t) = 
Re {E (r ) e iwt } . Due to the properties of the operator Re (. ), other than 
the condition that the quantities in (1.1) are time-harmonic, no additional 
constraints need to be placed on the quantities appearing in (1.1) for (1.1) 
to imply (1.6). 

Transform-Domain Fields 

If the electromagnetic sources vary arbitrarily with time (time-harmonic 
variation being a special case), it is often convenient to work in the temporal 
Fourier transform domain. The Fourier transform pair is given as 7 

K(r, w) = F {K(r, tn = [: K(r, t)e-iwtdt, (1. 7) 

1 Joc . K(r, t) = F- 1 {K(r,w)} = 21f -00 K(r,w)e2wt dw. (1.8) 

To see how Maxwell's equations are Fourier-transformed, consider again 
Faraday's law. Assuming each field quantity E, B is Fourier transformable8 

and substituting the various transforms into Faraday's law leads to 

\7 x - E(r,w)eiwtdw = - -- B(r,w)eiwtdw 1 [00 a 1 JCXJ 
21f . -00 at 21f -oc 

Assuming the differential and integral operators can be interchanged,9 we 

6Note that in the time-harmonic case we obtain the convenient correspondence 
a/at +-> iw and I (.) dt +-> (iw)-l 

7Note that we use the same symbol for a function and its transform. The correct 
interpretation should be clear from the context of the problem. 

8 Classically. a function I (t) is Fourier transformable if it is absolutely integrable, i.e., 

I~ II (t)1 dt < 00. Sufficient conditions for a function I to be absolutely integrable are 

that I (t) is piecewise smooth and that I (t) -+ 0 sufficiently fast (e.g., I (t) = 0 (C1-e:) 
for c > 0) as t -+ ±oo. Integrals for which J~= I (t) dt exists yet I2XJ= II (t)1 dt does 

not exist are called conditionally convergent. Classical functions leading to conditionally 
convergent integrals, as well as generalized functions, usually can be Fourier-transformed 
within generalized function theory. 

9Leibnitz's rule covers the interchange of differential and integral operators for proper 
integrals having finite, possibly variable limits of integration (see note on p. 31). For 

improper integrals of the type Ja= I(x, y)dy, it can be shown that [44, p. 243], [35, 

p.392] 

d JOO J= a - I(x,y)dy = - I(x,y)dy 
d:r; ax 

a a. 

if f,af/ax are continuous on [c,d] x [a. 00). Ja= f(x,y)dy converges on [c,d]' and 
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have 

- {\7 x E(r,w) +iwB(r,w) + Jm(r,w)}e,wtdw = o. 1 Joo . 
21f -00 

Because K(r, t) = F- 1 {K(r, w)} = 0 for all t implies that K(r, w) 
F {K(r, t)} = F {o} = 0, we obtain \7 x E(r, w) = -iwB(r, w) - Jm(r,w). 
Repeating for all equations yields 

\7. D(r,w) = Pe(r,w), 

\7 . B (r, w) = Pm (r, w), 

\7 x E(r,w) = -iwB(r,w) - Jm(r,w), 

\7 x H(r, w) = iwD(r, w) + Je(r, w), 

\7 . Je(m)(r,w) = -iwPe(m)(r,w). 

(1.9) 

The frequency-domain quantities have the units of the corresponding 
time-domain quantities multiplied by time units (seconds). Elimination of 
the temporal derivative allows for the electric (magnetic) field to be easily 
found once the corresponding magnetic (electric) field is determined. Note 
also that assuming the time-domain fields are real-valued, from (1.7) we 
have 

E(r,w) = E(r, -w) 

and similarly for the other quantities appearing in (1.9), where the overbar 
indicates complex conjugation. 

For general linear anisotropic media, the constitutive equations (1.2) 
become 

D(r,w) = f"(r,w)· E(r,w), 

B(r, w) = ~(r, w)· H(r, w), 

where f", /1 are the dyadic permittivity (F jm componentwise) and perme­
ability (H7m componentwise), respectively, of the medium, although we'll 
often work with the simpler form 

D(r,w) = E'E(r,w), 

B(r,w) = /1H(r,w), 

valid for homogeneous, isotropic media. 

(1.10) 

Another relationship that is often useful for lossy media is the point 
form of Ohm's law, 

Je(r, w) = Q:e(r, w) . E(r, w), 

Jm(r, w) = Q:m(r, w) . H(r, w), 
(1.11) 

j~= 8f(x,y)/8x dy converges uniformly on [c,d]. The same relation holds for improper 

integrals of the form J: f(x, y)dy with f (x, b) unbounded. 
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where!z'e (ohms-1/m componentwise) is the dyadic electrical conductivity 
of the medium and !Z.Tn (ohms/m componentwise) is the dyadic magnetic 
conductivity of the medium, with V = A-ohms. 

If we assume at some point in space the source quantities (p, J) and 
constitutive quantities (f, IJ., !z't( m)) are infinitely differentiable, and the con­
stitutive quantities invertible, then (l.9) implies at that point the field 
quantities are infinitely differentiable, at least in the sense of the curl. To 
see this, consider that for the curl equations in (1.9) to make sense E, H 
must be differentiable in the sense of the curl. However, from (l.10), and 
assuming that the constitutive quantities are differentiable and invertible, 
then D, B must be differentiable. If that is the case, and assuming the 
differentiability constraints on the source terms hold, then \7 x E, \7 x H 
must be differentiable. Therefore, we are allowed to apply another curl 
operator to the curl equations in (l.9), resulting in \7 x \7x applied to the 
left-side terms and a single curl operator acting on the right-side terms. 
But from previous arguments the single curl terms on the right side are 
differentiable, and therefore so are the double curl terms. Continuing in 
this way proves the statement. 

At most points in space the constitutive quantities will be differentiable 
and invertible; in fact they are often modeled as nonzero piecewise constant 
functions. It is at discontinuity points of the constitutive quantities or 
source densities that field components may experience a discontinuity. 

Equations (l.9) seem very similar to (l.6), and indeed they are identi­
cal under formal time-independent operations. The difference is in inter­
pretation: In (l.6) the quantities are time-harmonic phasors, having the 
same units as the time-domain quantities, with time dependence recov­
ered as E(r. t) = Re {E(r)e iwt }. However, in (l.9) the quantities reside in 
the Fourier transform domain and carry units of the corresponding time­
domain field multiplied by units of time, with recovery of the time depen­
dence only through Fourier inversion. In many cases the inversion contour 
in the w-plane needs to be carefully considered. 

Allowing for generalized functions, in the special case of time-harmonic 
fields in the Fourier transform domain, 

F {Eo ( r ) cos ( Wo t )} = Eo ( r ) 1T { 5 (w - wo) + 5 (w + wo)} , 

and recovery of the time-dependent fields through Fourier inversion is triv­
ial. In the following we work with equations most generally of the form 
(l.9), although the w dependence is typically not shown. 

Complex Constitutive Parameters 

In the transform domain it becomes particularly easy to separate applied 
quantities from induced effects. In (l.9) the field quantities represent the 
total fields at a point in space. Assume that an impressed current density 
J~(r) of. 0 maintains E, D, H, B of. 0, which, in turn, results in J~(r) = 
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O'e·E(r) =I- 0, where J~ is an induced conduction current density. The total 
electric current is 

and Faraday's law becomes 

\7 x H(r) = iw§:· E(r) + J~(r) + Q:e ' E(r) 

= iw (§: - ~Q:e) . E(r) + J~(r). 

Defining a new complex permittivity tensor as 

(~ i ) c:: == c:: - -0' - - w-e 

leads to 

\7 x H(r) = iw~' E(r) + J~(r), 
where we have separated the induced effects from the applied source. Re­
peating for Jm(r) = J~(r) + Q:m·H(r) = J~(r) + J~ and noting that 

we have 

where 

\7 . J~(m) + iWP~(m) = 0, 

\7 . (~. E(r)) = p~(r), 

\7. (It· H(r)) = p~(r), 

\7 x E(r) = -iwl::' H(r) - J~(r), 

\7 x H(r) = iw~· E(r) + J~(r), 

It == (Ii - ~Q:m) . - - w 

(1.12) 

Assuming §:, Ii are real, the imaginary parts of ~, fJ account for conduction 
loss. In gene-;::al, other loss mechanisms may also be present [4]. In this 
case §:, Ii will themselves be complex, with imaginary parts relating to 
those other loss mechanisms. Even more generally, in other media (such as 
gyrotropic) §:, Ii may have imaginary components that are not related to 
loss (see Sectio~ 1.2.2). In any case we can write the above quantities as 

~ = (~' - i~/I) , 

I:: = (I::' - il::/I) , 

where, in general, each component ~', ~/I, 1::', 1::/1 is a function of (r, w). 
The material dyadics will usually be invertible at most points of space, i.e., 
~-l, fJ- 1 will exist such that fJ' fJ- 1 = fJ- 1 . fJ = .L with I being the identity 
dyadic, and similarly for the other constitutive quantities. 
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For later convenience it IS useful to relax our notation III (1.12) and 
simply work with 

V' . (f.. E(r)) = Pe(r), 

V' . (f:.L: . H ( r )) = Pm ( r ) , 

V' X E(r) = -iwf:.L:· H(r) - Jm(r), 

V' X H(r) = iwf.· E(r) + Jc(r), 

(1.13) 

where it should be kept in mind that if f:.L:, f. are complex dyadics, generalized 
cond uction currents may be already accounted for, and J e, J m need to be 
interpreted accordingly. 

1.2 Field Theorems 

In this section we consider several field theorems that are important in 
electromagnetics and that are utilized in later sections. 

1.2.1 Duality 

Maxwell's equations (1.13) are symmetric among electric and magnetic 
quantities, except for a sign change. This symmetry can be utilized to 
simplify some electromagnetic problems. Considering the set of equations 
comprising Maxwell's equations and the continuity equations, the substi­
tutions 

E --'> H,H --'> -E,B --'> -D,D --'> B,Je --'> J m • 

J.", --'> -J e , Pc --'> Pm. Pm --'> -Pc. f. --'> f:.L:, f:.L: --'> f. 
(1.14) 

leave the set unchanged. lo This duality is often used when a solution 
(Ee, He) is obtained for the fields caused by electric sources J p , Pe, with 
magnetic sources set to zero. Then, upon the replacements 

one has the solution for the electric and magnetic fields (Em, Hm) main­
tained by magnetic sources. 

laThe substitution is not unique: 

E --+ H. H --+ E. B -+ -D, D -+ -B, J e --+ -Jm , 

is also valid. 
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1.2.2 Poynting's Theorem 

In analogy with electrical circuit theory where V . I represents power in 
watts (W = V . A), it is well known that E x H represents electromagnetic 

power density (W 1m2 ). The quantity Ex H is called the Poynting vector. 
Assuming the fields are time-harmonic with period 21T, the time-average 
Poynting's vector (directed time-average complex power density) can be 
written as 

1 127r 
[E(r,t) x H(r, t)]avg = - E(r,t) x H(r, t) d (wt) 

21T 0 

= ~Re{E(r)xH(r)}. 
2 

We can study energy conservation by forming the complex Poynting theo­
rem, 

which can be written in integral form by taking the volume integral and 
invoking the divergence theorem (outward unit normal), leading to 

J ~ (E x H) . dS = - 2iw 1 ~ (H . .I!: . H - E·~ . E) dV 152 v 4 

-1 ~ (H. Jm(r) + KJe) dV. 
v 2 

(1.15) 

The left side above can be interpreted as being the net time-average com­
plex power flow out of the region V bounded by S. In (1.15) the material 
dyadics are the complex quantities defined in the last section, accounting 
for material loss as well as polarization effects. 

If we separate the total current density into induced and applied terms 
Je(r) = J:(r) + Q:e·E(r) and Jm(r) = J~(r) + Q:m·H(r), where the Q:e(m) 
account for all loss mechanisms (and to be consistent we now consider the 
material dyadics to only account for polarization), we have 

J1( -) j'l(- --) ls2 ExH ·dS=-2iw v 4: H'.0..H-E·~·E dV 

-Iv ~ (H . J~ + KJ~ ) dV (1.16) 

-1 ~ (H. (J' ·H + KG' .E) dV. v 2 -m -e 

The first term on the right side represents stored power, the second term 
(including the negative sign) is interpreted as the complex power supplied 
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by the sources J~( m)' and the la8t term represents the complex power dis­
sipated by the medium characterized by CZe(m)' 

By setting the impressed sources to zero and considering real power 
flow we can gain insight into the allowed properties of the constitutive 
parameters of the region. Because Re (iE-D) = (i/2) (E-D - E.D), 

i 1 (-) iuJ /. ( - - ) Re - Ex H . dS = Re - . E-~ . E - H . f:i' . H dV 
s 2 2 . y 

=1:.Iv [(E-~. E - E·~. E) 

- (H. f:i" H - H· fi:' H)] dV 

= i:.Iv [E- (~- ~ T) . E + H· (fi: - f:i'T) . H] dV, 

(l.l7) 
where ~ T is the transpose of ~. 

For a passive lossless medium containing no sources, the left side of 
(1.17) must equal zero because there is no net time-average real power flow 
into or out of the region. Therefore, assuming uJ > 0, unless the expression 
on the right side happens to integrate to zero, which will not occur for 
V arbitrary, or E- (~- ~ T) . E = -H· (71- pT) . H, which will generally 

not occur, then i (~ - ~ T) and i (fi: - f:i' T) m~t vanish. This leads to the 
conclusion that for a pa8sive lossless medium 

(l.l8) 

requiring the permittivity dyadics to be Hermitian. This condition does 
not require the material dyadics to have real-valued entries, although for 
an isotropic lossless medium. 1m (c) = Im({l) = O. For most lossless mate­
rials, the material dyadics will be real-valued and hence symmetric. As a 
counterexample, gyrotropic media, a category that includes biased electron 
plasmas and biased ferrites. do not have real-valued material parameters 
in the 10s81ess case [5, p. 91]. 

If we now consider a passive, lossy medium without sources, the left 
side of Poynting's theorem must be negative, representing a net inward 
flow of real time-average power to compensate for power dissipated in the 
medium. Then i (~- ~ T) and i (fi: - f:i'T) must be negative-definite (see 
Definition 3.19) quantities. 

1.2.3 The Lorentz Reciprocity Theorem 

The Lorentz reciprocity theorem describes the mutual interaction between 
two groups of sources. Here we follow the method outlined in [2]. Consider 
an inhomogeneous, anisotropic medium characterized by ~, 11, which will 
be considered to be symmetric: clyaclics, ~ = ~ T , f:i' f:i'T. -Such media 
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are called reciprocal 11 (this implies that lossless reciprocal media have real­
valued material dyadics). Let E I, HI and E2, H2 be the fields caused by 
sources J el , J ml and J e2 , J m2 , respectively. Starting with Maxwell's curl 
equations 

we form 

'V x EI(r) = -iwl!:' HI(r) - Jml(r), 

'V x HI(r) = iw~' EI(r) +Jel(r), 

'V x E2(r) = -iwl!:' H2(r) - J m2 (r), 

'V x H2(r) = iw~' E2(r) + J e2 (r), 

'V. (EI X H2 - E2 x HI) 

(1.19) 

= H2 . 'V X EI - EI . 'V X H2 - HI . 'V X E2 + E2 . 'V X HI' 

Substituting for 'V x E I ,2, 'V X H I ,2 and using symmetry of the material 
dyadics lead to 

'V. (EI X H2 - E2 x Hd = -H2 . J ml - EI . J e2 + HI' J m2 + E2 . J e1 . 

Taking the volume integral and invoking the divergence theorem lead to 

is (EI X H2 - E2 x Hd . dS 

= fv (-H2 . J ml - EI . J e2 + HI' J m2 + E2 . Jed dV 

= - (H2, Jml)p + (E2, Jel)p - (EI , J e2 )p + (HI,Jm2 )p' 

(1.20) 

where we use the reaction (pseudo) inner product (see Definition 2.34), 

(A,BJ p = fv A· B dV. 

Equation (1.20) is known as the Lorentz reciprocity theorem. 
Various special cases are often useful. For instance, assume n x EI = 

n x E2 = 0 on surface S, such as in the case of a perfectly conducting 
surface. Because (EI x H 2) . n = H2 . (n x Ed, the surface terms vanish 
and we obtain 

(E2' Jel)p - (H2' JmlJ p = (EI, J e2 )p - (HI, J m2 )p' 

We obtain the same result if we consider an infinite region containing 
sources having compact support. Then the surface integral over the in­
finite surface S vanishes since the fields will satisfy a radiation condition 
(see Sections 1.5 and 3.4.3). 

For a region without sources we have 

is (EI x H2 - E2 x HI) . dS = O. 

11 In the case of a nonreciprocal medium, the derivation of the reciprocity theorem is 
more involved. See [5, p. 408J for details. 
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1.3 Wave Equations 

Although there are many techniques for solving Maxwell's equations, in 
this text we are primarily interested in solving the differential Maxwell 
equations in the temporal transform domain. Even with the time deriva­
tives eliminated from (1.1), the two curl equations in (1.13) still represent a 
complicated set of two first-order, vector, coupled partial differential equa­
tions. These equations can be decoupled in several ways, as considered in 
the following. 

1.3.1 Vector Wave and Vector Helmholtz Equations 
for Electric and Magnetic Fields 

Repeating from (1.13), we start with 

\7 x E(r) = ~iw~(r) . H(r) ~ Jm(r), 

\7 x H(r) = iw.c;:(r)· E(r) + Je(r). 

Taking the curl of ~(r)-l . \7 x E(r) and of .c;:(r)-l . \7 x H(r) leads to 

\7x~(r)-l . \7 x E(r)~w2.c;:(r) . E(r) (1.21) 

= ~iwJe(r) ~ \7 x l1(r)-l . J (r), 
~ m 

\7x.c;:(r)-l . \7 x H(r)~w2~(r). H(r) (1.22) 

= ~iwJm(r) + \7 x .c;:(r)-l . Je(r), 

where (l.22) could also be obtained from (l.21) using duality. These are 
the vector' wave equations for the fields. Either (l.21) or (l.22) may be 
solved, with the undetermined field quantity found via the curl equations. 

Various simplifications to the above can be found. For instance, if the 
medium is isotropic, we have 

\7xl1(r)-l\7 x E(r)~w2c(r)E(r) 

= ~iwJe(r) ~ \7x l1(r)-l Jm(r), 

\7xc(r)-l\7 x H(r)~w2tL(r)H(r) 

= ~iwJm(r) + \7x c(r)-lJe(r). 

Furthermore, if the medium is isotropic and homogeneous, 

\7 x \7 x E(r) ~ W2cILE(r) = ~iwI1Je(r) ~ \7 x Jm(r), 

\7 x \7 x H(r) ~ w2cI1H(r) = ~iwcJm(r) + \7 x Je(r). 

(l.23) 

(l.24) 

Of course (l.24) also applies to individual homogeneous subregions within 
an isotropic inhomogeneous region. The equivalence of the wave equations 
(l.24) and Maxwell's equations (1.1:3) (for isotropic homogeneous space) 
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is discussed in [6, pp. 74-75], assuming sufficient differentiability require­
ments. 

Noting that \7 x \7 x A = \7 (\7 . A) - \72 A, we also have for isotropic 
homogeneous media 

2 2 \7 Pe \7 E(r) + W Ef.LE(r) = iWILJe(r) + \7 x Jm(r) + -, 
E 

\72H(r) + W 2E/LH(r) = iwEJm(r) - \7 x Je(r) + \7 Pm. 
/L 

(1.25) 

These are known as vector Helmholtz equations. 12 Yet another form can 
be obtained using the continuity equations, leading to 

(1.26) 

1.3.2 Vector and Scalar Potentials and Associated 
Helmholtz Equations 

The source terms on the right side of (1.25) and (1.26) are quite compli­
cated. Introducing a potential function can simplify the form of the source 
term, which in turn leads to a reduction of many vector problems to scalar 
ones. Another benefit of the potential approach is that the integrals pro­
viding the potentials from the sources are less singular than those relating 
the electric and magnetic fields to the sources. For simplicity we proceed 
assuming homogeneous isotropic media. 

Consider first only the case of electric sources in (1.13). By virtue of 
the identity \7 . \7 x A = 0, Maxwell's equation \7. B 0 leads to the 
relationship 

B = \7 x A, (1.27) 

where A is known as the magnetic vector potential (Wb/m). Substitution 
of this into Faraday's law results in \7x (E + iwA) = O. From the vector 
identity \7 x \7 <P = 0 we can obtain 

E = - iwA - \7<Pe, (1.28) 

where <Pe is known as the electric scalar potential (V). Ampere's law then 
becomes 

1 1 
\7xH(r)=-\7x\7xA = -(\7\7.A-\72 A) 

/L /L 
= iWEE(r) + Je(r) = iWE (-iwA - \7<Pe) + Je(r), 

12Note, however, that we cannot obtain Maxwell's divergence equations directly from 
(1.25). This implies that we need to solve (1.25) subject to \i' ·E(r) = Pe(r)/c, \i' ·H(r) = 
Pm(r)/JL. 
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leading to 
(1.29) 

where k 2 = W 2'1£. 

SO far only the curl of A has been specified. According to the Helmholtz 
theorem a vector field is determined by specifying both its curl and its 
divergence. We are at liberty to set \7 . A such that the right-side of (1.29) 
is simplified. Accordingly, we let \7 . A = -iWflEcPe, which is known as the 
Lorenz gauge, resulting in 

(1.30) 

Because we also have \7. E = - iw\7· A-\72 cPe = Pe/E, then 

(1.31) 

Now consider only magnetic sources. Maxwell's equation \7. E = 0 
leads to 

E = -\7 x F. (1.32) 

where F is known as the electric vector potential (V). Substituting into 
Ampere's law leads to \7x (H + iWEF) = 0, while the vector identity 
\7 x \7 cP = 0 results in 

H = -iWEF - \7cPm, (1.33) 

where cPm is known as the magnetic scalar potential (A). Faraday's law is 
then 

\7 x E(r) = -\7 x \7 x F = - (\7\7. F-\72 F) 

= -iwIIH(r) - Jm(r) = -iwfJ (-iWEF - \7cPm) - Jm(r), 

leading to 
\72 F + k 2 F = \7 (\7 . F + iWflcPrn) - Jm(r). 

Accordingly, let \7 . F = -iWflcPm, resulting in 

Because we also have \7 . H = - iWE\7 . F- \72 cPm = Pm/ fl, then 

\72 cPm + k2 cPrn = -Pm/fl· 

(1.34) 

(1.35) 

(1.36) 

To summarize, for the various potentials in the Lorenz gauge the Helm­
holtz equations are 

(1.37) 
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The Lorenz gauge, and the corresponding gauge for static fields (V . A = 0, 
V . F = 0), known as the Coulomb gauge, are the usual ones of interest. 
However, for problems involving spherical coordinates, other choices are 
sometimes preferable (see Section 10.4). 

Note that the Helmholtz equations for the potentials have much simpler 
source terms than those for the fields. In particular, in a homogeneous space 
the vectors A, F will be colinear with the source terms J e(m)' respectively, 
often reducing the vector problem to a simpler scalar one. 

Using superposition we obtain the fields from the Lorenz-gauge poten­
tials as 

1 
B = V x A - iWlLeF + -;--VV· F, 

zw 
1 

E = -iwA + --VV· A - V x F. 
iWlLe 

(1.38) 

Boundary conditions for the potentials follow from those of the fields, (1.5). 

1.3.3 Solution of the Scalar Helmholtz Equations 
and Scalar Green's Functions 

So far we have considered vector wave and vector Helmholtz equations for 
the fields, vector Helmholtz equations for the vector potentials, and scalar 
Helmholtz equations for the scalar potentials. To begin the discussion of 
solving these equations, we first study the solution of the scalar Helmholtz 
equation. Because13 V 2 A =x V 2 Ax + Y V 2 Ay + Z V 2 Az , it is worthwhile 
to study 

(1.39 ) 

where 1j; represents any of the terms Ax, F'a, rPe, rPm (Ax, Fa being the nth 
component of A, F, respectively) and s represents the various source terms 
ILJe,a, Jm,a, Pe/e, Pm/ IL associated with Aa , Fa, rPe, rPm, respectively. 

We now consider the solution of (1.39), using the well known method 
of Green's functions (see also Section 3.9.3). 

Green's Functions for the Scalar Helmholtz Equation 

The Green's function for a particular linear problem is defined as the solu­
tion to the equation governing the problem for a unit point-source excita­
tion. By linearity one can then obtain the solution for an arbitrary source 
as a superposition of point-source responses. We therefore define the scalar 
Green's function for the scalar Helmholtz equation to be the solution of 

(V2 + k 2 ) g(r, r') = -5(r - r'), (1.40) 

where it is customary to explicitly denote the source-point and field-point 
coordinates, r', r, respectively. Of course, (1.40) must be understood in the 

13Note that this convenient decomposition occurs only in rectangular coordinates. 
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sense of generalized functions [7] (see [8] for a nice presentation of distri­
bution theory in electromagnetics). In this chapter we use predominantly 
classical analysis rather than distributional theory, although we retain the 
delta-function notation and make use of the properties 

b(r-r')=O, r#-r', 

Iv b (r - r') dV = 1, 

Iv b (r - r') f (r) dV = f (r') , 

where in the integrals we assume the point r = r' occurs in V. We will first 
determine the Green's function itself and then solve for the response 'ljJ(r) 
in terms of the Green's function. 

Consider an unbounded medium with origin at r' = O. From (1.40), 
and noting the spherical symmetry of the point source b (r), we see that in 
spherical coordinates with radial distance from the origin r > 0 we expect 
g(r) = g(r) to be well behaved since it satisfies 

(\72 + k 2 ) g(r) = 0, 

which can be written as 

(::2 + k2 ) r g(r) = O. 

The solution of the above is obviously 

rg(r) = Ae-ikr + Be+ikr , 

and, since r =1= 0, we have 

e-ikr e+ikr 
g(r) =A--+B--. 

r r 

The first term represents an outward-traveling spherical wave (for an 
eiwt time dependence, or by consideration of (1.8)), and the second term 
an inward-traveling wave. Because we assume no sources at infinity, B = 0, 
and the constant of integration A can be determined by enforcing the proper 
singular behavior of the Green's function at r = O. Let 

for some a > 0, where ga ---'> 9 as a ---'> O. Note that ga is finite at r = O. 
Substituting ga for gin (1.40) and integrating over a small spherical volume 
Vel centered at the origin lead to 

1 e-ikr(l-e-;;:) 1 e-ikr (l_e-;;:) 
\72 dV + k2 dV = -ljA. 

V5 r V5 r 
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We then note that as Vo ---+ 0 (, ---+ 0) with a fixed, the second integral 
on the left side vanishes since the integrand iS14 0(1/,) while the volume 
element is 0(r2 ). The first term is 

1 e-ikr(l-e-!i:) 
v·v dV 

Vo r 

i e-ikr(l-e-!i:) 
= n· V dS 

So r 

127r17r ~~ e-ikr [r (-ik + (ik + 1) e-!i:) - (1 - e- !i:)] 2 . 
= r·r ~ , smBdBd¢ 

o 0 r 

= -41f 

for a ---+ 0 (with r initially fixed, then r ---+ 0), where the divergence theorem 
has been used. Therefore, A = 1/ 41f and, restoring the dependence r - r/, 
we have 

-i k Ir-r'l 
g(r, r/) = : I 'I' 1f r - r 

(1.41) 

which is recognized as the usual free-space scalar Green's function for the 
Helmholtz equation. This represents a particular solution to (1.40) and 
behaves as a classical function everywhere except at r = r/, where it must 
be regarded in a distributional sense. If desired, we can add homogeneous 
solutions of (1.40) to (1.41) to satisfy some desired boundary condition, 
leading to 

e-iklr-r'l h( ') 
g(r,r/) = 4 I 'I+ g r,r, 1fr-r 

(1.42) 

where gh satisfies (V2 + k2) gh(r, r/) = 0 (and so is well behaved at r = r/). 
Similar methods lead to 

(1.43) 

in two dimensions (H6 1J for an e- iwt time dependence), r =xx+yy so that 

Ir - r/l = V(x - X,)2 + (y - yl)2, and 

e-ik Ix-xii h( ') 
g(X,X') = 2ik +g x,x (1.44) 

14The expression "f is O(v)" or "f = 0 (v)," expressed as "f is of the order of v," 
means there exists k > 0 such that If I :s; k Ivl. If f, v are functions of r, then f = 0 (v) 
could apply in the neighborhood of a point or in a region. In typical engineering usage 
one means that f is of the same order of magnitude as v, although f could be much 
smaller in magnitude as well. 

For later use note that the expression "f is o(v)" or "f = a (v)," as E ---+ 0 means 
If / vi ---+ o. That is, f has a lower order of magnitude than v. If v ---+ 0 as E ---+ 0, then 
f goes to zero faster than v. 
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n 

s 
£, ~ 

v 

Figure 1.1: Electromagnetic sources s in region Vc c::: V bounded by a 
smooth surface S containing a medium characterized by constants c, f-L. 

in one dimension. 
For static problems (k = 0) the small argument limits of c -; k Ir-r' I and 

H'6(k Ir - r'l) lead to, respectively, 

( ') 1 h( ') gr,r =41 'I+ g r,r, 7fr-r 
(1.45) 

g(r. r') = - L In(lr - r'l) + gh(r, r') (1.46) 

where for the one-dimensional static problem we have 

') 1 'I I I g(:x:.x = --Ix-x +g'(x,x). 
2 

(1.47) 

It is important to note that the source-point singularity at r = r' encoun­
tered in n 2: 2 dimensions arises from the static case k = O. 

Solution of the Scalar Helmholtz Equation 

We now turn to solving (1.39), where we will concentrate on the three­
dimensional case. Consider the geometry depicted in Figure 1.1 show­
ing a volume V containing a medium characterized by constants c, f-L and 
bounded by a smooth surface S (normal unit vector n points inward). All 
sources reside within S, and we are concerned with determining field values 
inside S. 

We use Green's second theorem, 

(1.48) 

and letUJl = 1/}(r) andl/J2 = g(r,r'), leading to 

l/J(r' ) = i g(r, r') s(r) dV - is [g(r, r ' )V'1/)( r) -~}(r) V' g(r, r ' )]· dS. (1.49) 
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The volume integral extends over all parts of V where s(r) i=- 0, shown as 
Vc (~ V) in the figure, and the right side vanishes for r' ~ V. In (1.49) r' 
now represents the field point and r the source point. 

The above equation represents a general solution to (1.39) in the sense 
that no boundary conditions have been specified on 1/J or g. All we have 
required is that 1/J,g satisfy (1.39) and (1.40), respectively. Although we 
are not concerned here with the uniqueness of the Green's function, we 
must specify boundary conditions on 1/J for (1.39) to have a unique solution 
(see Section 1.5). Often these conditions will simplify the surface term in 
(1.49). For instance, if 1/J(r)l s = 0 (homogeneous Dirichlet condition) or 

~~ Is = 0 (homogeneous Neumann condition), the surface integral in (1.49) 

is simplified. 
We are at liberty to take 9 as any solution to (1.40). For example, 

we may take 9 to be the free-space Green's function (1.41), even in the 
presence of boundaries. If 9 in (1.49) contains homogeneous solutions to 
(1.40) as well, desirable behavior of 9 on S may be achievable. For instance, 
we may be able to choose gh such that g( r) I s = 0, further simplifying the 
evaluation of the surface integral in (1.49). If one of the surface terms 
in (1.49) vanishes because of the boundary condition on 1/J, then if the 
remaining surface term can be made to vanish by choice of the Green's 
function, (1.49) reduces to the volume term, which represents an explicit 
solution of (1.39). Also, for a surface with apertures, by proper choice 
of the Green's function it may be possible to reduce the surface integral 
term to one only over the apertures. However, often the Green's function 
for a particular space is difficult to obtain, and one utilizes the free-space 
Green's function. In this case (1.49) represents an integral relation for 1/J 
rather than an explicit solution of (1.39). 

We may also use (1.49) to obtain an expression for the solution due to 
a source with compact support in free space. Suppose s(r) has compact 
support Vc C V. Then, with 9 being the free-space Green's function and 
letting the boundary S of V recede to infinity (and assuming the existence 
of appropriate radiation conditions as discussed in Section 1.5), we obtain 

1/J(r') = 1 g(r, r') s(r) dV, 
Vc 

(1.50) 

valid for rEV (both interior and exterior to Vc ). 

One can criticize the derivation of (1.49) since Green's theorem (1.48) 
requires 1/Jl,2, 81/Jl,2/8n to be continuous in the closed region V U S with 
1/Jl,2 having piecewise continuous second derivatives in V . With the source 
density s at least piecewise continuous, from (1.39) one would expect 1/J to 
have piecewise continuous second derivatives in V. However, the substi­
tution 1/J2 = g(r, r') violates the conditions of Green's theorem. We can 
alleviate this difficulty by following the usual procedure of excluding the 
point r' = r from our integration. Considering Figure 1.2 (note again that 
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Figure l.2: Region V containing sources s. Observation point r' is excluded 
from V by arbitrary exclusion volume Vo. 

the unit normal vector n points into V), we exclude the point r' from the 
volume V by containing it within an arbitrary volume Vo bounded by the 
smooth surface Sii. The application of Green's second theorem to the re­
gion V - Vii, with the substitutions 1/Jl = 1/J(r) and 1/J2 = g(r, r'), is now 
rigorously valid. leading to 

l-vo [?jJ(r)V 2g(r,r') - g(r,r')V 21/J(r)] dV 

We write this as 

= 1 (g(r, r') V?jJ( r) - 1/!(r) V g(r, r')) . dS. 
)s+ss 

1 (g(r. r') V1/J( r) - 1j!(r) V g(r, r')) . dS = r g(r, r') s(r) dV h8 Jv-~ 

-.i (g(r,r')V1/J(r) -1/!(r)Vg(r,r'))· dS, 

where, taking the limit as 6 -+ 0, the left side becomes15 

~im 1 e- ikR V1/J(r)· ndS - lim 1 1/J(r) e- ik
R

R (ik) (-Ii) . n dS 
0-.0 )so 41r R 5-.0 J"8 41r 

i C-ikR (-R.n) 
- lim 1/J(r) -4- R2 dS. 

0-.0 S8 1r 

The first term vanishes since R <::: 6 (6 is the maximum chord of Vo) so that 
the integrand is 0 (1/6), while the surface element is 0 (62). The second 

15The possible inclusion of l' in g does not affect the result since gh is regular at 
r = r', and so we use the free-space Green's fUllctioll. 
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term vanishes for the same reason, while the third term leads to 1j;(r'). In 
evaluating the third term we assume 1j;(r) is well behaved for r near r', 
so that it can be brought outside the integral as a constant on So. The 
solid-angle formula [4, p. 9] 

R·n ---w- dS = 47r, (l.51) 

where both unit vectors point outward from S8 and R = 0 is contained 
inside So then leads to the desired result. For r' E V we therefore get 

1j;(r') = lim r g(r, r') s(r) dV - 1 [g(r, r')\i'1j;(r) - 1j;(r)\i' g(r, r')]· dS, 
8--'00 lv-vb Is 

(l.52) 
where for r' ~ V the right side of (l.52) is zero. 

In order to reconcile (l.49) with (l.52), it is useful to recall some details 
from the theory of improper integrals and potential theory. 

1.3.4 Improper Integrals Associated with Scalar 
Green's Functions 

Classically, if a function f(r, r') is piecewise continuous everywhere in a 
region V, except at r = r' where it becomes unbounded, then the improper 
integral Iv f(r, r') dV is said to exist (converge to a unique function of r') 
and is equal to 

lim r f(r, r') dV 
0--'00 lv-vb 

if the latter integral exists [9, p. 147], [10, p. 412], [11].16 In the latter 
expression V8 is a small volume containing the singular point r', and so Vo = 
V8 (r') . The only restrictions on 110 are that the point r' is interior to V8 and 
that the maximum chord of V8 does not exceed 6. As the limit is taken, 
the shape, position, and orientation with respect to r' are maintained. 
The integral is said to exist (converge) if the limiting integral converges 
to a finite value independent of the shape of the exclusion region. For 
our purposes we will broaden the concept of convergence and say that an 
integral is conditionally convergent17 (exists in a conditional sense) if the 
limiting integral converges to a finite value that is dependent of the shape 
of the exclusion region. 

If the integral does not converge, it is said to diverge. This general 
topic can also be considered as a regularization problem in the theory of 

16By definition, in the Riemann integral theory Iv fer, r') dV is understood as 

limo~o f fer, r') dV, while for the Lebesgue theory these quantities are quite dif-
V-Vb 

fercnt [46, p. 8]. The following remarks apply in the Riemann sense. 
17This notion of conditional convergence is different from that described in the footnote 

on p. 9. 
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generalized functions [7, p. 10], although that method will not be pursued 
here. 

A useful check for the existence of an improper integral is that if the 
improper integral Iv f(r, r') dV exists, then [9, p. 147] 

lim r f(r, r') dV = O. 
O~O Jv" 

It can also be observed that if we regard the improper integral Iv f(r, r') dV 
as limo~o J~ _ v, f(r, r') dV, the tempting decomposition 

r f(r, r') dV = lim r f(r, r') dV + lim r f(r, r') dV Jv o~OJV-V8 !i~OJV8 

does not make sense unless we know a priori that the left volume integral 
converges, in which case lim6~o IV6 f(r, r') dV = O. On the other hand, for 
Vs finite and containing the singular point r', the decomposition 

if(r,r')dV = i-vs f(r,r')dV + is f(r,r')dV 

is meaningful in the sense that the term Ivs f(r, r') dV is then regarded as 

lim6->o Ivs _ v" f(r, r') dV, which will exist if the original integral exists. 
It is also useful for later purposes to state that the relation 

r [h(r,r')+h(r,r')]dV= r h(r,r')dV+ r h(r,r')dV, Jv Jv Jv 
where we assume the left-side integral exists, is only strictly valid when 
both right-side integrals independently exist. The existence of the two 
right-side integrals does not necessarily follow from the existence of the 
left-side integral. 18 

As an example of an improper integral in one dimension, 

fa 1 [;.-0 1 fa 1 ] 
1= -. dx = li.nl -. dx + - dx = lim [In(c:) - In(O)]. 

J. (E~()) :1" ,x (E~O) -a 8 --..0 • -a . U ri........,.O 

If the limit variables are related, say c: = aO, then 1= In(a) and the integral 
converges (conditionally) to a number for a given a, but that number is 

18 As a one-dimensional example, Jo1 [(eX / xl - (1/ xl] dx can he evaluated in terms of 

an exponential integral to yield ::,- 1.3179, while neither Jo1 (e x /xldx nor Jo1(1/xldx 
exists individually. It is also true that 

lim ([(e x /xl-(1/xl]dx= lim [t(eX/xldx- t[(l/Xl dX] 
o~O+ Jo Ii~O+ Is Js 

exists, whereas [lim8~()+ Iol(e X / :rl dx -lim8~O+ I li
1 cl/ x) dX] does not exist. 
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not unique. 19 Note that if E, r5 are unrelated then the integral is not even 
finite. So it is seen that in this instance the value of the integral depends 
on the "shape" of the exclusion region. For this one-dimensional case, the 
integral f~a (1/ xn) dx converges for n > 1, exists as a Cauchy principal 
value for n = 1, and experiences no singularity for n < 1. 

As a related example, 

l a 1 l a 1 - dx = lim - dx = lim 
o xn 0->0+ Ii xn 6->0+ -1 +n 

which is not finite for n ~ 1 but exists for 0 :::; n < 1. 
We find a similar situation for integrals over R3; the improper integral 

fv (1/ Rn) dV (with R = Ir - r'l) converges, meaning 

lim r R1 dV 
6->0 lV-Va n 

exists in the sense described above, for 0 :::; n < 3 [9, p. 148]. The integrand 
(1/ Rn) with 0 < n < 3 is called weakly singular or is said to have an 
integrable singularity, and for n ~ 3 the integral is divergent. For a more 
general type of integral given as 

r k(r, r') u(r) dV 
lv Rn 

similar conditions on n hold as long as k and u are reasonably well behaved 
at r = r' (see Section 3.6.2). In fact, the nature of k may cause integrals 
that would otherwise be divergent to converge (see [12] for an in-depth 
discussion of the singular case n = 3). 

The above discussion also applies to N-fold integrals in N-dimensional 
space: For n eRN, the improper integral fn(l/ Rn) dn converges for 
o :::; n < N and diverges for n ~ N [10, p. 417]. The same holds for integrals 
on an N-dimensional surface in an (N + 1) dimensional space. Note for 
N = 1 that the "polar" integral foa (1/ xn) dx is the one-dimensional analog 
of fn(l/ Rn) dn. 

A very useful sufficiency test for convergence is the following [9, p. 147], 
[10, p. 419].20 

19The case E = <5 for this conditionally convergent integral is called the Cauchy prin­
cipal value of the integral, i.e., 

P.v. [~ f(x) dx == 1~ [[~8 f(:r) dx + l a 
f(x) dX] . 

Sometimes a divergent improper integral has a Cauchy principal value due to cancellation 
effects on either side of the singularity. In N dimensions the Cauchy principal value is 
defined using N-dimensional balls [10, p. 413]. 

2oComparison tests of this nature provide sufficient conditions for convergence of im­
proper integrals. Their usefulness lies in the fact that they are very easy to apply. 
Cauchy tests, which are not discussed here, are necessary and sufficient yet are more 
difficult to apply in practice. 
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Theorem 1.1. If J~ f (r) dD zs an N -fold improper integral as described 
above, and there is a function g(r) such that If(r)1 ::; g(r) for all r Ene 
RN and such that J~2 g(r) dn is convergent, then Jo f(r) dn is convergent. 21 

ConveT'sely, if theT'e is a function g(r) such that If(r)1 2 g(r) faT' all r En 
and such that Jo g(r) dn diveT'ges, then J~ f(r) dn diveT'ges. 

We now move on to integrals of the form 

1 -ik Ir-r'l 1 
¢(r) = s(rl ): I 'I dV' = s(r') g(r, r') dV' , 

v 7rr-r v 
(l.53) 

where again the volume integral is to be interpreted as lim6-+o Jv _ vJ) dV' 
and we assume the source density s(r) is at least piecewise continuous. 

This expression is found to occur for rEV as well as for r ~ V (see, 
e.g., (l.50)). Because for small k Ir - r' I we can expand the exponential 
term in (l.53) in a Taylor's series, 

the Green's function can be written as 

e-iklr-r'l 1 [1 . 1 2 I ] 
-,--------,-:- = - -- - zk - -k Ir - r I + ... 
47r Ir - r'l 47r Ir - r'l 2 

near the source-point singularity. Regarding the singularity of (l.53) it is 
then useful to consider the electrostatic scalar potential 

1 s(r') I' 1 s(r') I 

¢p(r) = I 'I dV = lun I 'I dV , v 47r r - r 6-+0 v _ Vo 47r r - r 
(l.54) 

which is the solution to Poisson's equation, \72¢p(r) = -s(r). 

In the following we will take g(r, r') = (e -i k Ir-rll) / (47r Ir - r'l), where 
k may be zero for the static case or nonzero for the dynamic case. The 
singular nature of the volume integral is not substantially affected by the 

presence or absence of the term e -i k Ir-r'l (which does, of course, affect 
the form of the differentiated integrand), since the source-point singularity 
arises from the static case. The solution (l.53) will be called a fundamental 
solution of the Helmholtz equation. 22 

21 In general, absolute convergence, which means convergence of Jo If(r) I dr!, implies 

ordinary convergence. In (N 2: 2) dimensional space, ordinary convergence implies 
absolute convergence as well [10. p. 4211. 

22Note that often 9 itself is called a fundamental solution. 
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First Derivatives of Fundamental Solutions 

For the case r ~ V, r = rl cannot occur so that (1.53) represents a proper 
convergent integral over fixed limits. As such it can be differentiated arbi­
trarily often, with derivatives brought under the integral sign23 (see, e.g., 
[9, pp. 121-122] for the case k = 0). We now consider the case rEV. 

It is well known that if s(r) is piecewise continuous in V the volume 
integral (1.53) exists for any r (i.e., converges independent of the shape of 
Va) as 6 ----+ O. This is easy to see from Theorem 1.1. Indeed, 

1 I e-ik Ir-r'l I 1 Is(r/)1 I 
1¢(r)1 = s(r) 4 I II dV:S -I -II dV , v 7fr-r v r-r 

assuming k is a real constant. Because s(r) is piecewise continuous in the 
finite region V, and hence bounded in V, Is(r)1 :S B. Then, for r '::::' rl 

Is(r/)1 B B 
Ir - r/l :S Ir - r/l < Ir - r/l n , 

1 < n < 3, and so the integral converges. 24 

Moreover, the volume integral (1.53) is uniformly convergent to a con­
tinuous function ¢(r) and, in fact, is differentiable with derivatives allowed 
to be taken under the integral sign25 (see [9, pp. 150-152]' [10, pp. 471-
475] for the case k = 0, and [13, pp. 28-32] for the case of k a real-valued 
constant), 

~8 lim r s(r/)g(r, r/) dV' = lim r s(r/) ~8 g(r, r/) dV'. 
UXi IS--->OJV- V8 IS--->OJV- V8 UXi 

(1.55) 

23By an extension of Leibnitz's theorem (see p. 31) for multidimensional space, for 
a proper integral over fixed finite limits a sufficient condition for this to occur is that 
both the original and the differentiated integrands are continuous. As an example, for 
rEO, r' E A, where 0, A are bounded regions in N, M-dimensional space, respectively, 
we have 

~ r fer, r') dO = r ~ fer, r') dO 
OX i irl in oX i 

if f, of / ax are continuous on the closed region i1 X A [lO, p. 469J. Note that we also 
have 

11 fer, r') dOdT = 11 fer, r') dTdO 

if f is continuous on 0 X A. 

24In fact, it can be shown that I</J(r) I ::; B 27l' (3V / 47l')2/3. 
25For an N-dimensional improper integral of this type (0 finite, f unbounded at 

r = r') the expression 

a 1 ') 1 a I -;:;-;- fer, r dO = -, -, fer, r ) dO 
UX i n n oX i 

is valid if f and the resulting differentiated integrand are continuous over the regions of 
interest and the right side integral is uniformly convergent. 
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The resulting differentiated integrals are everywhere continuous. 
Because Vel = V8(r) (see, e.g., [14], [15]), the validity of passing a / ax; 

through the limiting integral needs to be established carefully, as can be 
seen from the cited references. In some situations this interchange of op­
erations can also be accomplished through the use of Leibnitz's theorem 
[16], [17].26 \Vhen (1.55) holds. one can see that the "extra terms" given 
in Leibnitz's theorem, generated by the rigorous interchange of operators, 
vanish. 

Using (1.55), one can see that for first derivatives (usually a¢ / ax; and 
\7 ¢ in the scalar potential case, and \7 . A and \7 x A in the case of the 
vector potential) the final result is the same as if the derivative was formally 
passed through the integral without regard for either the limiting operation 
or the integration limits depending on the differentiation variable (see also 
[15], [16] for the proof in the vector potential case). Thus we obtain 

\7 lim 1 
0--->0 v-v" 

.s(r') g(r, r') dV' = lim 1 .s(r') \7g(r, r') dV', 
6--->0 V-V" 

a l' 1 -- 1m 
ax; 6--->0 v-v" 

s(r') g(r. r') dV' = lim 1 s(r') aa. g(r, r') dV', 
8--->0 V-V8 x; 

s(r') g(r. r') dV' = )im 1 s(r') . \7g(r, r') dV', 
0--->0 v-v" 

\7x lim 1 
.1--->0 V-Va 

s(r') g(r, r') dV' = lim 1 -s(r') x \7 g(r, r') dV', 
6--->0 v-v" 

(1.56) 
where the right-side integrals are uniformly convergent [10, p. 472]. 

Second Derivatives of the Fundamental Solution 

Second derivatives of the fundamental solution (1.53) may not necessarily 
exist when rEV, but if the source density is piecewise continuous in V, 

26In the one-dimensional case, for 91 (x), 92 (x) continuously differentiable functions 
on Xl < :r < :1'2 and f(x,y), f~(x.y) continuous on gl(X) < y < g2(X), Xl < x < x2, 
Leibnitz's theorem states 

In the case of interest here one has to be careful with this procedure since Lcibnitz's 
theorem and its generalization to three dimensions [16] apply to proper integrals. If, 
however. it can be shown that 

~ lim J s(r')g(r, r') dV' = lim -!!-- r s(r')g(r, r') dV' 
o:ri 6~O v-v" 8--->0 ox, ./V-V8 

holds, then Leibnitz's theorem may be rigorously applied. The validity of this inter­
change for the curl operator am! the type of integrand of interest here is described 
in [16]. 
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then at any point in V (the bounding surface B is not part of V) where the 
source density s (r) satisfies a Holder condition (see Definition 2.5) 

Is(r) - s(r/)I :S klr - r/le", (1.57) 

where k > 0 and 0 < a :S 1, then the second-order partial derivative 

02 
( ) 02 

. 1 (/) ( /) / 
!) ¢ r = a a hm s r 9 r, r dV 

oXj UXi Xj Xi 6--+0 V-Vo 
(1.58) 

exists as well [9, pp. 153-156], [13, p. 41]. If the source density satisfies the 
same Holder condition everywhere in V, then second partial derivatives are 
(Holder) continuous in V, although they will not, in general, be continuous 
on the boundary B. 

Even if existence of the second-derivative is established, second-derivative 
operators may not generally be brought under the integral sign without 
careful consideration of the source-point singularity. If the integral and 
second-derivative operator are formally interchanged, the integral of the re­
sulting differentiated integrand is often no longer convergent, let alone uni­
formly convergent (the differentiated integrand being singular, 0 (1/ R3 ) ). 

One procedure to evaluate (1.58) is motivated by a method presented in 
[18, p. 248] for the case of i = j with 9 being the static Green's function. 
Generalizing this method for any i, j, and for 9 being the free-space Green's 
function (static or dynamic), we obtain 

02 lim r s(r/) g(r,r/) dV' 
oXj oXi 6--+0 Jv-vo 

= -s(r) 1 ~ g(r, r/) Xi· n dB' Is oXj 

+ lim r [s(r/) - s(r)] a ?~ / g(r, r/) dV', 
6--+0 JV - V8 Xi Xj 

(1.59) 

where B is the boundary surface of V, n is an outward unit normal vector 
on B, and r, r/ E V. This equation holds for s being Holder continuous, 
with the derivation of (1.59) presented in Appendix B. 

The form (1.59) can be used to pass various second-order derivative 
operators (V2, V x Vx, VV·, etc.) through integrals of the form (1.53), 
scalar or vector case as appropriate. For instance, it is a simple matter 
to use (1.59), with g(r, r/) = 1/ 41f Ir - r/I, to verify that (1.54) is a so­
lution to Poisson's equation and that in the dynamic case with g(r, r/) = 
e-iklr-r'I/41flr-r/l, (1.53) satisfies the Helmholtz equation (1.39). In­
deed, for the dynamic case 

3 

(V2 + k2 ) lim r s(r/) g(r, r/) dV' = -s(r) 1 L !)o g(r, r/) Xi· n dB' 
6--+0 Jv -Vo Is i=l U Xi 
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+ Ji~ fv _ v, [1*') -s(r) I t iJ ,,~~r; o( r, r') + s( r') k' g(r, r') 1 dV' 

= -s(r) 1 (\7 g(r, r')) . n dS' 
Ts 

+ F!!6./,-vo [s(r') [\72 + k2 ] g(r,r') - s(r) \72 g(r,r')] dV' (1.60) 

where the first term in the integrand of the volume integral vanishes since 
the point r = r' is excluded from the domain of integration. Note that 
\72 9 = \7 . \7 g; then the remaining volume integral is converted to a surface 
integral using the divergence theorem, such that the right side of (1.60) 
becomes 

s(r) [- 1 n· \7 g(r, r') dS' + lim 1 n· \7 g(r, r') dS'] Ts 0--->0 Ts+so (1.61 ) 

The integrals over S cancel, leaving the integral over the exclusion surface. 
Because \7g(r,r') = -R/41TR2 on the limitingly small surface So, and 

using the solid-angle formula 1s8 (n· R / 41T R2) dS' = 1, (1.61) becomes 
-s(r), proving the statement that (1.53) is a solution of (1.39). For statics 
(k = 0), it turns out to be the integral over S that provides the source 
contribution. 

It is important to note that the surface integral terms have combined to­
gether such that the solid-angle formula can be applied. This occurs for the 
Laplacian operator, but not generally for other second-order derivative op­
erators. The usual procedure of formally passing the operator \7 2 through 
the volume integral (1.53), often justified by noting that the integral is over 
primed coordinates while \72 is with respect to unprimed coordinate8, is 
not rigorously valid since the limits of integration are in fact functions of 
the variable r through the limiting process. 27 This interchange happens to 
work for the Laplacian operator, which has led to this widespread practice, 
but does not generally yield correct results for other second-order deriva­
tive operators. This fact is obvious for 82 /8 Xj 8 Xi from (1.59) and will 
be shown later for the important second-order differential operator (\7\7.) 
acting on integrals of the form (1.53) with vector source terms s. 

To see what effect the assumption of Holder continuity has on the 
second-derivative formula (1.59) for the volume integral (1.53), it is suf­
ficient to study the static Green's function and consider the term for i = j, 

27This can be remedied by formally interchanging the derivative and integral operators 
and considering the resulting differentiated integrand as a generalized function. It may 
then be possible to perform a regularization of the resulting divergent integral [7, p. 10] 
leading to the correct result (see [19], [20] for the operator a2 / aXj aXil. Note that al­
though the consideratioll of generalized functions allows for many convenient operations, 
like interchanging the order of operators, termwise differentiation of infinite series, etc., 
one often needs to apply generalized function theory carefully to obtain correct results. 
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noting that 

82 1 

8xj 8xi Ir - r'l 
3(Xi - x;)2 

Ir - r'I 5 

1 
3· Ir - r'l 

3 Because IXi - x;1 :::; Ir - r'l, the first term is less than or equal to 3/ Ir - r'l , 
and so we'll consider the term 

r [s(r') - s(r)] 1 3 dV'. 
1v Ir - r'l 

(1.62) 

If the source density s is Holder continuous, satisfying (1.57), we conclude 
that the above term exists because 

1 1 1Is(r') - s(r)1 d ' [s(r') - s(r)] 3 dV' < 3 V 
v Ir - r'l - v Ir - r'l 

Ir - r'le> dV' 

Ir - r'I 3 

1 dV' 
Ir - r'1 3 -e> ' 

where 0 < a :::; 1, and by Theorem 1.1 the integral converges. 

Alternative Method for Evaluating Second Derivatives 
of the FundaIllental Solution 

Another method of evaluating the second partial derivatives of the fun­
damental solution (1.53) was developed in [19], [20] with regards to the 
electric dyadic Green's function singularity. Using concepts from general­
ized function theory [7], it is shown that 

(1.63) 

where Vt: is an arbitrary finite region within V containing the point r, and 
n, Ii both point inward to Vt: (as in Figure B.l if Vt: replaces Vs). The 
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right side of (1.63) is independent of Vo: [19], but it is not quite proper to 
take the limit as Vc: vanishes, at least in a termwise fashion. The fact that 
Vc: should remain finite is pointed out in [21] for a related expression. The 
problem is that if 

1 EP e-iklr-r'l 
lim s(r') 8 '8' I 'I dV' 
c:->O V-Vc Xj xi 47Tr-r 

exists, then 

1 82 -iklr-r'l 
lim . s(r') 8 '8 ,e I 'I dV' 
0:--->0 v,. x] x i 47Tr-r 

must vanish. Because the second-derivative operator introduces a singu­
larity 0 (1 / R3 ), this clearly will not occur for most source densities of 
interest. Therefore, taken individually, the limiting procedure is meaning­
less. 

In general, though, as long as the three terms are kept together, the 
limiting procedure leads to the correct answer. Therefore, operationally, 
we can use the result 

[j2 j. (,)e-iklr-r'l , 
• .5 r , dV 
8xj 8xi v 47Tlr-rl 

1 82 -ik Ir-r'l 
= lim 8(r') 8' ,e I 'I dV' 

0:--->0 V-VE x j 8xi 47Tr-r 
(1.64) 

_ .s(r) lim 1 (Xj· n) (Xi ·2:ii) dB' 
HO !ss 47T Ir - r'l 

where it can be seen that the middle term on the right side of (1.63) has 
vanished for c --7 o. 

This can also be writt(~n in the operational form 

[)2 J -iklr-r'l J 
8. [) .s(r'/" I 'I dV' = .s(r') g;i(r, r') dV', 

Xj Xi V 47T r - r V 

where 

g~i(r,r') ::=P.V· 8 ~~ ,g(r,r')-Lji (r)6(r-r'), 
Xj Xi 

(1.65) 

with . i (Xj.n)(Xi·:ii) , 
LJ;(r) = hm 2 dB 

E--->O Sc 47T Ir - r'l 
(1.66) 

and P.V. indicates the integral for that term should be performed in the 
principal value sense. 28 

28This concept is slightly different than the usual principal value integral, since the 
shape of the exclusion volume must correlate with the shape of So in L j i· 
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Both terms on the right side of (1.64) are generally dependent on 
the shape of the exclusion volume but together form a unique, shape­
independent result. To see this, consider an exclusion sphere centered at 
r = 0 with outward normal vector n =R = -i', leading to Lij = 1/ (36ij). 
Alternately, for a pillbox with normal along the x3-axis, Lij = 6ij6i 3. 

Therefore, the second term on the right side of (1.64) is finite and shape­
dependent. Because we know the left side exists, the first term on the right 
side of (1.64) must be finite and shape-dependent such that the sum of the 
two terms is finite and shape-independent. 

It is interesting to see the origin of the problem with the limiting proce­
dure from another perspective. Starting from the second-derivative formula 
(1.59), one can derive the generalized function result (1.63). Indeed, for 
the static case we have from (1.59) 

-s(r) 1 >:1
0 4 I 1 'I Xi . n dB' + r [s(r') - s(r)] 0 O~ I 1 'I dV' 

Is U Xj 7f r - r lv Xi Xj 47f r - r ()i 0 1 ~ , 
= - s r --;:;--- I 'I Xi . n dB suxj 47fr-r 

+ r [s(r') - s(r)] 0 O~ I 1 'I dV' 
lv-vee Xi xj47fr-r 

+ r [s(r') - s(r)] 0 O~ 4 I 1 'I dV', 
lv, Xi Xj 7f r - r 

where the decomposition Iv (-) dV' = Iv _ Vc (.) dV' + Ivc (-) dV' is clearly 
permissible for VE finite and, in fact, is allowed for the case of limiting Vc 
since limE--->o Iv, (-) dV' = 0 (because we have kept the term [s(r') - s(r)] 
together; if we first split the corresponding integral into two integrals, then 
VE must remain finite). The last term on the right side is recognized as 
Eji in (1.63) (by direct calculation one can see that the order of the par­
tial derivatives may be interchanged in this case, even though the term is 
discontinuous at r = r'), and so we will consider the remaining terms. The 
second term on the right side is then written as 

(1.67) 

where the first term is recognized as A ji . We therefore have the term 

-s r -- x . n dB - s r dV ( ) i 0 1 ~ '( ) 1 02 1 , 
soxj 47f lr-r'l ~ v_v,OXi oxj 47f lr-r'l 

(1.68) 
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remaining. To show this is equivalent to Cji in (1.63) we again use (1.48) 
to express the volume term as 

r 82 1 dV' = _ r 82 1 dV' 
lv_v,8xi8xj41l'lr-r'l lv-v, 8x~8xj41l'lr-r'l 

=- - x··ndS i 8 1 ~ , 

8+8, 8Xj 41l' Ir - r'l ~ . 
(1.69) 

Substituting (1.69) into (1.68) leads to 

which is the term Cji in (1.63). A similar technique recovers the result 
(1.63) for the dynamic case. 

To get an idea of why the limiting procedure is not strictly valid in 
(1.63), we can examine the steps in deriving (1.63) from (1.59). An impor­
tant point is that the splitting of the integral into two integrals described 
in (1.67) is valid as long as Ve remains finite, since the source-point sin­
gularity is avoided. As lime--+o is taken, that decomposition is no longer 
strictly valid since individually the terms 

1 82 1 
lim s(r') , dV', 
10--+0 v-v, 8Xi8xj47l'lr-rl 

1 82 1 
s(r) lim , dV' 

10--+0 v-v, 8Xi 8xj 47l' Ir - r I 

do not exist. Therefore, it is clear that the volume Vc in (1.63) must remain 
finite. If one recognizes that the two terms on the right side of (1.64) are 
both finite yet shape-dependent (and therefore conditionally convergent), 
then the limiting procedure is acceptable within that framework. 

Returning to the solutions (1.49) and (1.52), it is concluded that the 
volume integral in (1.49) needs to be regarded in the same limiting form as 
(1.52) to make sense. If this is then recognized, the formal manipulations 
leading to (1.49) indeed produce the correct answer. The proof that (1.52) 
satisfies the original Helmholtz equation is complicated by the necessity 
of careful consideration of the second derivative of the fundamental solu­
tion (1.53). In the remainder of the text we take the improper integral 
Iv f(r, r') dV to mean lim8--+0 Iv- v8 f(r, r') dV unless otherwise specified. 
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1.3.5 Solution of the Vector Wave and Vector 
Helmholtz Equations-Dyadic Green's 
Functions and Associated Improper Integrals 

Dyadic Green's Functions and Solutions of the Vector 
Helmholtz Equations 

As an example of solving (1.26), consider again the situation depicted in 
Figure 1.1, which shows a volume V containing a medium characterized 
by constants c, J1, bounded by a smooth surface S. For convenience let 
k 2 = w2 J1,c, such that we can write (1.26) as 

\72E(r) + k2E(r) = -ie, 

\72H(r) + k2H(r) = -im 

at any point rEV, where 

ie == -iwJ1, [I + :;] . Je(r) - \7 x Jm(r), 

im == -iwc [I + :;] . Jm(r) + \7 x Je(r). 

(1. 70) 

We can use the result (1.52) for each rectangular component of (1.70) and 
add the components together to form the vector solution, but we'll consider 
the problem using another approach. 

Consider the dyadic Green's function defined by 

\72G(r, r') + k 2G(r, r') = -IJ(r - r'), (1.71) 

where r, r' E V. We can solve for the Green's dyadic using the method of 
Levine and Schwinger [22], [2, p. 96]. From (1.71), and using the fact that 
(\72 + k 2 ) g(r, r') = -b(r - r'), we have 

(\72 + k 2 ) G(r, r') = 1 (\72 + k 2 ) g(r, r') 

or 
(\72 + k2 ) (G(r,r') - Ig(r,r')) = Q. 

A particular solution to the above is 

-ikR 

G(r, r') = Ig(r, r') = 1 e47r R ' 

which is a free-space dyadic Green's function. 

(1. 72) 

Using the vector-dyadic Green's second theorem (n points into V from 
S) 

l [(\72 A) . B-A.\72B] dV = is {(n x A)· (\7xB) + (n x \7 x A)· B 

+ [n· A \7. B - n· B \7. A]} dS, 
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with B = G(r. r') and A = E(r) or H(r), we have 

E(r') =.Iv i,(r) . G(r, r') dV + .Is. (n x E(r)) . (V'xG(r, r')) dS 

+ 1: {( n x V' x E ( r )) . G ( r, r') 
18 

39 

+ [n· E(r) V' . G(r, r') - n· G(r, r') V' . E(r)]} dS, 

H(r') =.{ im(r) . G(r, r') dV + is (n x H(r)) . (V'xG(r, r')) dS 

(l. 73) 

+ .Is {(n x V' x H(r)) . G(r, r') 

+ [n· H(r) V' . G(r, r') - n· G(r, r') V' . H(r)]} dS. 

It is easy to see that the integrals on the right side of (l.73) vanish 
identically for r external to S (since the delta-function is never encountered 
during the volume integration). Of course the same procedure applies to 
the vector Helmholtz equations for the vector potentials A, F in (l.37), 
yielding 

A(r') = .Iv tLJ,(r) . G(r. r') dV + is (n x A(r)) . (V' x G(r, r')) dS 

+ 1: {(n x V' x A(r))· G(r,r') 
18 

+ [n· A(r) V' . G(r, r') - n· G(r, r') V' . A(r)]} dS, (l.74) 

F(r') = .Iv Jm(r) . G(r, r') dV + .Is (n x F(r)) . (V' x G(r, r')) dS 

+ 1: {(n x V' x F(r)) . G(r, r') 
18 

+ [n· F(r) V' . G(r, r') - n· G(r, r') V' . F(r)]} dS, 

with fields E, H recovered from the potentials using (l.38). From the previ­
ous discussion it is clear that for r' E V the volume integrals are improper 
and we need to interpret them in the limiting sense. Because the sin­
gularity is the same as in the scalar case (l.53), the volume integrals all 
converge, first partial derivatives a / ax; can be brought under the integral 
sign, and second partial derivatives exist assuming the vector source terms 
(ie(m),Je(m)) obey a Holder condition. Homogeneous solutions can also be 
added to (l. 72) so that the total Green's dyadic satisfies specified boundary 
conditions. 

As with the derivations in the scalar case, the formal manipulations 
leading to (l. 73) and (l. 74) can be criticized since the continuity require­
ments on the functions in the vector-dyadic Green's second theorem were 
violated. A limiting procedure similar to that used to derive (l.52) can 
be used to overcome this difficulty. Indeed, for the electric field, applying 
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the Green's theorem to the volume V - Vo bounded by the smooth surface 
S + So as depicted in Figure 1.2 leads to 

1 [(\7 2E(r)) . G(r,r')-E(r).\7 2G(r,r')] dV 
V-Vo 

= j (n x E(r)) . (\7xG(r, r')) dS 
J8+80 

+ j (n x \7 x E(r)) . G(r, r') dS 
J8+80 

+ j [n· E(r) \7 . G(r, r') - n· G(r, r')\7 . E(r)] dS. 
J8+80 

(1.75) 

Consider the integration over So in the limit /j ---+ O. Because G(r, r') = 
I g(r, r'), we see that the second integral on the right side, and the second 
term in the third integral on the right side, will vanish as /j ---+ 0, assuming 
E(r) is well behaved at r = r'. Using \7 x Ig(r,r') = I x \7g(r,r') and 
\7. I g(r,r') = \7g(r,r'), we obtain 

lim j [(nxE(r)).(\7xG(r,r'))+n.E(r) \7.G(r,r')]dS 
0-->0 J88 

= lim j [E(r)(n. \7g(r,r')) + (n· E(r))\7g(r,r') 
0-->0 J80 

- n(\7g(r, r')· E(r))JdS. 

For simplicity, assume the exclusion volume is spherical and use 

~ e- ikO (1 ) \7g(r,r') = -R(r,r') 47f/j "J +ik 

and n = R, such that the last two terms cancel and the above term becomes 

i 12K 1K e- ikO (1 ) lim (·)dS=-E(r')lim --;: ~+ik /j2sinBdBdrP 
0-->0 88 0-->0 0 0 47fU U 

= -E(r'). 

We therefore obtain from (1.75), after substituting \7 2E(r) = -ie-k2E(r), 
\72G(r, r') = -k2G(r, r'), 

E(r') = lim 1 ie(r)· G(r,r') dV + j (n x E(r)· (\7xG(r,r')) dS 
0-->0 V-Va J8 
+ is {(n x \7 x E(r)) . G(r, r') (1.76) 

+ [n· E(r) \7 . G(r, r') - n· G(r, r') \7 . E(r)]} dS 
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in agreement with the formal method. 29 Similar manipulations, or duality, 
lead to the magnetic field equation and the equations for the potentials. 

We now further consider the forms of the solutions (l.76) to the vector 
Helmholtz equations. The equations for E, H are somewhat unsatisfactory 
due to the complicated form of the physical source densities Je(m) ap­
pearing in ie(m)' Actually, if the source densities are given functions with 
sufficiently nice properties (in this case perhaps Je(m) being sufficiently dif­
ferentiable), then (l.76) and similar equations provide numerically stable 
formulations that are quite useful since the integrand singularity is fairly 
weak, being 0(1/ R). On the other hand, these source densities may be nu­
merically determined or approximated such that subsequent differentiation 
can introduce large errors. In this case we would like to move the deriva­
tive operators onto the known Green's function. Also, from an analytical 
standpoint it is very convenient to work with terms involving a Green's 
dyadic and an undifferentiated current density. Both situations lead us to 
look for an integral of the form limc5--->o Iv-vo Je(r) . Gec(r, r') dV. 

Free Space Electric Dyadic Green's Function and Solution 
of the Vector Helmholtz Equation 

For convenience we will consider a current density having compact support 
residing in an infinite, homogeneous space characterized by fL, E. We can 
obtain this case if we let the surface S recede to infinity, and both E and 
G satisfy a radiation condition. 

lim 7' (\7 x E + ik r x E) = 0, 
r-+OCJ 

lim 7' (\7 x G + ik r x G) = Q, 
T-+CX:' 

in which case the surface integrals in (l.76) vanish. But rather than ma­
nipulate the resulting volume integrals in (l.73), it is more convenient to 
obtain the desired integral relation directly as discussed in the following. 

A rigorous method to achieve the desired form is described in consider­
able detail (for the case of electric sources, the magnetic-source case follows 

29 As an aside, using various vector and dyadic identities one can show that (1.76) can 
be put in the classic Stratton-Chu form [41, pp. 464-470] (see also [48, pp. 17-21]) 

E(r') = .Iv [-iWj1 J e (r) g(r, r') + pe~r) 'V g(r, r') + 'V g(r, r') X Jrn (r)] dV 

+ is {(n x E(r)) x 'Vg(r, r') - iWj1 (n x H(r)) g(r, r') (1.77) 

+ (n· E(r))'Vg(r,r')} dS. 
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easily) in [14],30 yielding 

, J ' L (r') . Je(r') E(r) = - iW/1 lim Je(r) . Gee(r, r ) dV - ---'--'--. -'--'--
0->0 V-Va ZWE; 

+ lim J Jm(r)· Gem(r, r') dV, 
0->0 V-Va 

(1. 78) 

where 

Gee(r, r') = [I + ~;] g(r, r'), 

Gem (r, r') = - V g(r, r') X I, (1. 79) 

L (r') = - 1 n Vg(r, r') dS = ~ 1 nR};, r') dS, 
!So 47f !So 

and both n, R point outward from So into V - Vo. In general, G ai3 provides 
the field a caused by the source (3. 

In connection with the scalar problem considered previously, from (1.64) 
and (1.66) we see that 

Lji(r') =Xj ·L(r') 'Xi, 

8~ g(r, r') = Xj . VV g(r, r') . Xi, 
8Xj Xi 

so that operationally 

82 J -ik Ir-r'l 
( ') e dV' 

8xj 8xi V s r 47flr-r'l 

= lim I s(r') Xj . VV g(r, r') . Xi dV' 
0->0 lV-Va 

- s(r) Xj . L (r') . Xi. 

(1.80) 

(1.81) 

(1.82) 

The dyadic Gee is the free-space electric dyadic Green's function, and 
L is known as the depolarizing dyadic [14]. The depolarizing dyadic arises 
from careful consideration of the strong source-point singularity in Gee' 
The limit limo->o can be omitted in the integral for L since the integral is 
independent of the size of Vo and only dependent on its shape. Further­
more, it is easy to sec that the singularity associated with Gem is 0(1/ R2), 

30In this important paper it is the vector Helmholtz equations 

2 [ () J~(r)] k2 [ () J~(r)] _ \7 x \7 x J~(r) \7 Er +-.- + Er +-.- -- . , 
tWE tWE tWE 

\72H(r) + k2H(r) = -\7 x J~(r) 

that are actually solved. 
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such that the associated volume integrals converge independently of the 
shape of the exclusion volume. It is otherwise with the term Gee' which is 
0(1/ R3 ).31 

As explained in [14], the volume integral associated with Gee is depen­
dent on the shape of Vel in just the right way to cancel the shape dependence 
of the depolarizing dyadic terrn, resulting in a unique value for E indepen­
dent of the shape of the exclusion volume. This is the vector/dyadic version 
of the same phenomena encountered in the scalar case (1.64). A discussion 
of the depolarizing dyadic in the time domain may be found in [6]. 

Using duality we obtain 

( ') . . 1 ( ) (') L . J m (r') H r = _. IWc lUll J m r . G mm r, r dV - ---.--'--"'--
6~0 v-~ IW~ 

+ lim r Je(r) . Gme(r, r') dV, 
0-·,0 lv - v' 

(1.83) 

where 

Gmm(r, r') = [I + :;] g(r, r') = Gee(r, r'), 
(1.84) 

Gme(r, r') = V' g(r, r') x I = -Gem (r, r'). 

Using the symmetry property of the free-space Green's dyadics,32 

[Gee(r. r')] T = Gee(r', r), 

[Gem(r,r,)]T = Gem(r',r) = -Gem(r,r'), 
(1.85 ) 

the expressions (1.78) and (1.83) take on the conventional form 

. . 1 ') (') , L· Je(r) E(r) = - lW~ 11m Gee(r, r . J e r dV - ---.---'--'-
b~O v-~ zwc 

+ lim r .Gcm(r,r')·Jm(r')dV', 
0->0 lv-v, 

( .. /. ') (') , 1.. Jm(r) H r) = - IWc 11m Gmm(r, r . J m r dV - __ ._.c....:.... 

6~1l. v-v" IW~ 

(1.86) 

+ Fmll r Grne(r, r') . Je(r') dV'. 
()~ lv-vs 

31 Note that the operations involved in the definition of Gee (r, r') are readily carried 
out, leading to 

Gec(r, r') = g(r, r') { (31=ta -!) (k2~2 - ik1R) - (aa -!) } , 
where a = a(r, r'). One can see that the source-point singularity is much stronger, 

o (1/ R3 ), for the electric dyadic Green's function than for the Green's function !g(r, r'), 

which has an 0 (J / R) singularity. 
32These are easily shown using the explicit forms for Gee and Gem' A more general 

method for determining symmetry properties of other (than free-space) dyadic Green's 
functions is shown in [3J. 
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The form of the symmetric dyadic 1. for various exclusion volumes is pre­
sented in [14]. For a sphere, 1. = 1/3 is independent of the position of the 
origin within the sphere. For a cube with origin at the center of the cube, 
1. = 1/3 as well. For a pillbox of arbitrary cross-section 1. = Xi Xi, where 
Xi is a unit vector in the direction of the axis of the pillbox. The same 
dyadic is found for the "slice" exclusion volume [17], which is the natural 
form of the pillbox for laterally infinite layered-media geometries. Note the 
similarity with the values for the scalar term L j i (1.66). 

For theoretical developments, it is often useful to absorb the depolariz­
ing dyadic term into the volume integral. For instance, we may write 

/\ ( ') _ {. (')} 1.8 (r - r') Gee r, r = P.V. -ZW/-lGee r, r - =---':-. -~ 
ZWE 

/\ ( ') _ {. (')} 1.8 (r - r') G mm r, r = P.V. -zwEGmm r, r - --'.---'-
ZW/-l 

(1.87) 

where P.V. indicates that the associated term is to be integrated in the 
principal value sense. This leads to the simpler form 

E(r) = Iv G;e(r, r') . Je(r') dV' + Iv Gem(r, r') . Jm(r') dV', 

H(r) = Iv G~m(r,r') . Jm(r') dV' + Iv Gme(r,r') . Je(r')dV'. 

Origin of the Depolarizing Dyadic 

(1.88) 

Aside from the method of [14], the origin of the depolarizing dyadic is also 
clear when one obtains the fields from the potentials. Consider the case of 
electric sources. We will use (1.59) to evaluate the electric field from the 
magnetic vector potential. 33 Starting from 

. 1 
E(r) = -zw A(r)+-. - V'V' . A(r) 

ZWE/-l 

= (-iW + -. _1_V' V'.) lim r /-lg(r, r')Je(r') dV' 
ZWE/-l 8->0 JV-V8 

and using (1.59), we obtain 

E(r)=-iwlim r /-lg(r,r')Je(r')dV' 
8->0 JV- V8 

(1.89) 

1 3 r 3 {)2 

+ iWE ~ Xi J~JV-V8 t; [Jje(r') - Jje(r)] {)Xi{)Xj g(r,r')dV' 

3 3 

- ~ LXi L Jje(r) J {){) g(r, r') Xj . ndS', 
ZWE i=l j=l Is Xi 

33See also [15], [16] for the case where E is obtained from A via the magnetic field. 
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which can be shown to be equal to 

E(r) = - iWfL lim r g(r, r') Je(r') dV' 
Ii--+O./ v-v, 

+ ~ lim r V V g(r, r') . [Je(r') - Je(r)] dV' 
'lWE Ii--+O J v - 178 

(1. 90) 

- -. - Je(r) . n Vg(r, r') dS'. 1 i' 
'lWE S 

Recall that S is the boundary of V, not the boundary of Vb. All terms 
in the last expression are convergent, and so the limiting operation may 
be suppressed according to cOllvention. Of course, this means that there is 
no depolarizing dyadic term associated with (1.90). To obtain (1.86) from 
(1.90), we need to decompose the middle term in (1.90) into two terms as 

lim r VVg(r,r')· [Je(r') -Jc(r)] dV' 
0--+0./17 - V8 

= lim r V V g(r, r') . Jc(r') dV' 
o--+O./V-V8 

(1.91) 

-lim r VVg(r,r')dV' ·Je(r). 
il--+O./Y_Y/i 

As before in obtaining (1.67), the individual integrals on the right side of 
(1.91) are not convergent, and so the decomposition is not strictly allowed 
in the sense of obtaining two "independent" convergent integrals. Taken 
together, though, the two terms lead to a shape-independent, finite result, 
just as in the scalar case. Proceeding in this manner, the second term 
may be rigorously converted into a surface integral since the point r = r' 
is excluded from the domain of integration. Substituting VV g(r, r') = 

- V' V g(r, r') and using the dyadic gradient theorem (see Appendix A.4), 
we get a surface term that cancels with the surface integral in (1.90), and a 
surface integral over the exclusion surface, which provides the depolarizing 
dyadic contribution. 

It can be seen then that one view of the origin of the shape depen­
dence of the volume integral in (1.86) is the improper decomposition of 
the (convergent) second term on the right side of (1.91) into two finite, 
shape-dependent terms. 

It is interesting to compare the process of rigorously bringing the oper­
ators (-tw + (1/ iWEfL)V V·) and (V2 + k2 ) through the integral operator 
m 

l.im r fLg(r,r')Je(r')dV'. 
Ii --+0 1v -\Is 

In the latter case the various second derivatives for the Laplacian combine 
to "naturally" decompose (since one term in the integrand vanishes) the 
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volume integral on the right side of (1.60). Thus, in this case the step anal­
ogous to the decomposition in (1.91) presents no difficulties. The remaining 
volume integral produces34 J(r) I8+80 n· \1g(r, r') dS' such that the inte­
gral over S cancels the surface integral in (1.60) and the integral over S", 
provides the quantity J(r) because of the resulting solid-angle integration. 

The important differences in obtaining (1.90) are that 

• we obtain a surface term J(r)·j8+80n\1g(r,r')dS' (without a dot 
product between nand \1g), and 

• the decomposition of the term involving [Je(r') - Je(r)] does not oc­
cur naturally and is in fact somewhat problematic, leading to two 
shape-dependent terms (in the scalar case for the operator 82 /8xj 8Xi 
as well). 

Even though the integral over S cancels with the surface integral in 
(1.90), the integral over S", results in a shape-dependent result, J(r) .;L. 
This is due to the way in which the partial derivatives associated with 
(\1 \1.) combine, as opposed to those of the Laplacian operator (\12). 

Solution of the Vector Wave Equation in Terms of the Electric 
Dyadic Green's Function 

In analogy with the scalar case, we can derive the solution to the vec­
tor wave equation (1.24) from a vector-dyadic Green's theorem. Assume 
the geometry depicted in Figure 1.1. The medium is isotropic and homoge­
neous, so the vector wave equation for the electric field, considering electric 
sources, is 

\1 x \1 x E(r) - k2E(r) = -iwjtJe(r). 

Defining an electric dyadic Green's function as 

\1 x \1 x Gee(r, r') - k2 G ee (r, r') = I8(r - r') 

and using 

Iv [(\1 x \1 x A) . B-A· (\1 x \1xB)] dV 

= - i ((n x A) . (\1xB) + (n x \1 x A) . B) dS, 

with A = E and B = Gee(r, r'), we have 

E(r') = -iwjt Iv Je(r) . Gee(r, r') dV 

(1.92) 

(1.93) 

(1.94) 

+ is [(n x E(r))· \1 x Gee(r,r') + (n x \1 x E(r)). Gee(r,r')] dS. 

(1.95) 

34In (1.60) we considered the scalar source s(r) rather than J(r); because 
V'2 J =iV'2 Jx + yV'2 Jy + zV'2 Jz , we can combine the scalar components to form J. 
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Equation (1.95) is not quite correct in the sense that the improper vol­
ume integral must be carefully defined. Unlike in the scalar case (1.49) 
and the vector case (1.73) and (l.74), where the volume integrals are un­
ambiguously defined as convergent improper integrals, the improper vol­
ume integral in (l.95) is not convergent (without placing severe, nonphys­
ical restrictions on J~). This is due to the fact that we have terms like 
Iv(J,(r) / R j ) dV. which do not exist in the classical sense. Although the 
correct expression as in (1.78) may be obtained by writing the volume 
integral as k (.) dV = li1Il6--4o k _ Vo (.) dV + limO--4O Iv;; (.) dV and perform­
ing some simple manipulations, the decomposition of the integral into two 
terms is not valid since lims--4o Iv,J) dV =J O. It is therefore seen that, 
unlike in the scalar and vector cases, in the dyadic case the formal Green's 
theorem procedure does not yield the correct result since the volume inte­
gral does not exist, at least in the classical sense. 

H we rigorously apply a limiting procedure as was done for the scalar 
and vector cases, we obtain 

-iWfllim r Jc(r) . G~~(r, r') dV (l.96) 
o~0.JV-V8 

= - lim 1 [(n x E(r)) . \7 x G~~(r, r') 
0--4o.rs+s;; 

+ (n x \7 x E(r)) . G~((r, r')l dS 

= - lim 1 n· [E(r) x \7 x Gcp(r,r') + (\7 x E(r)) x Gee(r,r')l dS. 
6--40.rS·+s;; 

By manipulations detailed in [42], the integral over the exclusion surface 
beCOlnes 

!im 1 n· [E(r) x \7 x Gee(r, r') + (\7 x E(r)) x Gee(r, r')l dS 
0--40 Iss 

= - [:2 \7'x\7'x E(r') - E(r')] . 1. (r') - E(r'), 

where 1. is defined in (1.79). We therefore get 

E(r') = -iwp lim 1 . J,,(r) . Gee(r, r') dV 
0--40 v-v, 

- [h~2 \7'x\7'xE(r') - E(r')] . 1. (r') (1.97) 

+ ,i, [(n x E(r)) . \7x Gec(r, r') + (n x \7 x E(r)) . G~e(r, r')l dS, 

which is not an explicit solution for the electric field. If, however, we again 
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note (1.92), we obtain 

, .. 1 ,L(r')·Je(r') 
E(r) = - tWJ-l hm Je(r) . Gee(r, r ) dV - -----'------'-. --'------'--

8--->0 V _ V8 tWE: 
(1.98) 

+ is [(n x E(r)) . \7 x Gee(r, r') + (n x \7 x E(r)) . Gee(r, r')] dS 

for r'E V, which is the desired result. 
The Green's function Gee is any solution of (1.93), where (1.98) can be 

written using the form (1.87) as 

E(r) = lim r G~e (r, r') . Je(r) dV' (1.99) 
8--->0 Jv-vo 

+ is [(n x E(r)) . \7 x G~e(r, r') + (n x \7 x E(r)) . G~e(r, r')] dS. 

If G~e satisfies some boundary conditions on S, the surface term in (1.99) 
may be further simplified; in free space the solution reduces to (1.88). 

The preceding derivation is presented because of its simplicity. A 
method is presented in [23] to obtain (1.98) from (1.96) directly,35 without 
reinvoking (1.92) in (1.97), as was necessary above. That direct proce­
dure should be viewed as the correct method, although the details will be 
omitted here. 

1.4 Integral Equations 

Equations of the form (1.88), along with appropriate boundary conditions, 
lead to a variety of integral equations commonly used in electromagnetics. 
In this section we formulate several integral equations that are subsequently 
used in Part II to analyze scattering and waveguiding problems. For a 
general discussion of integral equations arising in electromagnetics, see [24, 
Ch.8]. 

1.4.1 Domain Integral Equations 

We first consider domain integral equations, which are particularly appro­
priate for solving problems involving inhomogeneous dielectric regions. 

Volume Equivalence Principle 

Consider the scattering problem depicted in Figure 1.3. Electromagnetic 
sources J~(m) (shown located in the region r ~ V, but which may, in fact, 

be within V) create a field E i , Hi that interacts with an inhomogeneous, 

35The surface term is not considered in the analysis [23] and is incidental to the 
question of the origin of the depolarizing dyadic. 
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£ (r) , Il (r) 

EiHi 
,-~ 

v 

E,' H' 

Figure 1.3: Formulation of the volume equivalence principle: scattering of 
an electromagnetic wave Ei, Hi by an inhomogeneous anisotropic region V. 

anisotropic region V, producing scattered fields ES, HS. For simplicity, 
1::1 and f:1 are assumed to be constants, although V may be multiply­

connected, V = U~=l \1", implying N scatterers. From (1.12), Maxwell's 
curl equationi-i are given as 

\7 x E(r) = -iwl:: (r)· H(r) - J~n(r), 

\7 x H(r) = iWf: (r) . E(r) + J~(r), 

valid at any point in space. By adding and subtracting the term -iwl::1 . 

H(r) on the right side of the first equation, and iWf:1 . E(r) on the right 
side of the second equation, we obtain 

\7 x E(r) = -iw {[I:: (r) - 6] . H(r) + 1::1 . H(r)} - J~(r), 

\7 x H(r) = iw {[dr) - f:11 . E(r) + f:1 . E(r)} + J~(r) 
(1.100) 

for all r. We define the scattered fields as the difference between the total 
fields E, H and the incident fields, E i , Hi, 

E' (r) == E (r) - Ei (r), 

H' (r) == H (r) - Hi (r), 

and note that the incident fields satisfy 

\7 x Ei(r) = -iW6 . Hi(r) - J~n(r), 

\7 x Hi(r) = iWf:1 . Ei(r) + J~(r), 

(1.101) 

(1.102) 

valid for all r; these are the fields caused by J~(m) in a homogeneous space 
characterized by 6, f:1' i.e., in the absence of region V. Subtracting (1.102) 
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J ;,m (. 

Figure 1.4: Formulation of the volume equivalence principle: problem 
equivalent to Figure 1.3 in terms of volume polarization sources J~:m' 

from (1.100) leads to 

V' x ES(r) = -iw [0. (r) -0.1] . H(r) - iW0.1 . HS(r), 

V' x HS(r) = iw [dr) - ~1]' E(r) + iW~1 . ES(r). 

If we define equivalent polarization currents as 

then (1.103) becomes 

J:q == iw [f: (r) - f:d . E(r), 

J~ == iw [0. (r) - b] . H(r), 

V' x ES(r) = -iWb . HS(r) - J~ (r), 

V' x HS(r) = iW~1 . ES(r) + J~q (r), 

(1.103) 

(1.104) 

(1.105) 

valid for all r. Thus, the scattered fields appear to be produced by the lo­
calized equivalent electric and magnetic volume polarization currents J:(m) 
residing in a homogeneous medium characterized by b' ~l' Therefore, the 
inhomogeneous medium situation, depicted in Figure 1.3, is equivalent to 
the homogeneous medium problem depicted in Figure 1.4 [25, p. 126]. This 
is known as the volume equivalence principle, which is easily extended to 
general bianisotropic media [26]. For r ~ V, J:(m)= O. 

Domain Integral Equations 

Because J:(m) are undetermined, it may seem that we have not really 
gained anything in arriving at the equivalent problem depicted in Fig­
ure 1.4. However, from (1.105), if the relationship between currents and 
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fields has the form (1.88), then 

ES(r) = Iv G~e(r, r') . J:q(r') dV' + Iv Gem(r, r') . J:;(r') dV', 

HS(r) = Iv G~m(r, r') . J:;(r') dV' + Iv Gme(r, r') . J:q(r') dV', 

(1.106) 
where the Green's dyadics are those that are appropriate for a homogeneous 
region characterized by ~l' ~l' With the equivalent polarization currents 
given as (1.104), and the scattered fields by (1.101), we then obtain 

E (r) - Iv G~e(r, r') . J:q(r') dV' 

- Iv Gem(r, r') . J:;(r') dV' = Ei (r), 

H (r) - Iv G~m(r, r') . J:;(r') dV' 

-Iv Gme(r, r') . J:q(r') dV' = Hi (r), 

(1.107) 

valid for all r, although rEV is enforced in solving the above equations. 
Upon defining 

we obtain 

Ge,ea(r, r') == iwG~e(r, r'). [~(r') - ~l]' 

Ge,ma(r, r') == iwGem(r, r'). [~(r') - 6] , 
Gm,ea(r, r') == iwGme(r, r'). [~(r') - ~l]' 

Gm,ma(r,r') == iwG~m(r,r'). [~(r') - ~l] , 

E (r) - Iv Ge,ea(r, r') . E(r') dV' 

- Iv Ge,ma(r, r') . H(r') dV' = Ei (r), 

H (r) - Iv Gm,ma(r, r') . H(r') dV' 

-Iv Gm,ea(r, r') . E(r') dV' = Hi (r), 

(1.108) 

(1.109) 

which are coupled second-kind integral equations for the unknown fields 
E, H (note again that V may be multiply connected). Mathematical prop­
erties of domain integral equations for objects in free space have been ex­
plored in a series of papers [27]-[30] (see also [31, Ch. 9] and [13]), although 
the analysis makes use of a less singular relation between fields and cur­
rents, equivalent to (1.89). In the scalar (acoustic) case, integral equations 
(1.109) are known as Lippmann-Schwinger equations. 
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If, for instance, the magnetic contrast vanishes, then (1.lO9) become 
uncoupled and we only need to solve 

E(r)- fv Ge,ea(r,r').E(r') dV'=Ei(r), (1.110) 

and similarly for the case where electric contrast vanishes. 
Generally, solving (1.110) requires a complicated numerical procedure. 

However, in the case of small contrast f. (r') '::::' f.l' the second term on the 
left side of (1.110) is small compared to the first term, and E '::::' Ei. In this 
case the field E E V is approximately determined as 

E (r) = Ei (r) + fv Ge,ea(r, r') . Ei(r') dV', (1.111) 

which is known as the Born approximation [32]. 
The solution of (1.lO9) leads to the fields E, H for rEV. By (1.lO4) 

and (1.lO6), one may obtain the scattered field for r ~ V as 

E' (r) = fv Ge,ea(r,r'). E(r') dV' + fv Ge,ma(r,r')· H(r')dV', 

H S (r) = fv Gm,ma(r, r') . H(r') dV' + fv Gm,ea(r, r') . E(r') dV'. 

(1.112) 
(1.lO9) are applicable to a variety of other problems, not only for the 

analysis of scattering. For example, natural resonances and waveguiding 
problems may be solved from the homogeneous form of (1.lO9), i.e., by 
setting Ei = Hi = O. 

1.4.2 Surface Integral Equations 

In solving the domain integral equations (1.lO9), the entire scatterer region 
V must be considered. If the region V in Figure 1.3 is homogeneous, then 
integral equations over the surface S of V can be derived [24]. Rather than 
considering the general case, in this section we formulate surface integral 
equations for perfectly conducting closed scatterers. 

In Figure 1.5, sources J~(m) create a field Ei, Hi that interacts with a 
perfectly conducting scatterer having a surface S with surface normal n, 
inducing an electric surface current J~ on S (J~ = 0 on a perfect electric 
conductor). From (1.88), the field maintained by the sources in the absence 
of the scatterer is 

Ei(r) = fv G~e(r, r') . J!(r') dV' + fv Gem(r, r') . J~(r') dV', 

Hi(r) = fv G;;'m(r,r') .J~(r') dV' + fv Gme(r,r') .J:(r') dV', 

(1.113) 
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Figure 1.5: Scattering of an electromagnetic wave E i , Hi by a perfectly 
conducting surface S. 

and the field maintained by the induced surface current is 

ES(r) = r G~e(r,r') .J:(r') dS', Is 
H'(r) = r Grr!,(r. r') . J;(r') dS'. Ie; 

At this point two formulations are possible. 

Electric Field Integral Equation 

(1.114) 

An electric .field integml equation (EFIE) is obtained by enforcing the 
boundary condition for the electric field at a perfectly conducting surface. 
From (1.5), the electric field at the surface of a perfect conductor is 

n x Eis = o. 

Upon noting that the total electric field on the surface S (and more gener­
ally for all r ~ V) is the sum of the incident and scattered fields, 

E (r) = E S (r) + Ei (r). 

then 

for rES. The above is usually rewritten as 

nx j' G~c(r, r') . J:(r') dS' = -n x Ei (r). 
5 

rES. (1.115) 
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which is called the electric field integral equation. This is a first-kind in­
tegral equation and is extensively applied to both scattering and antenna 
(radiation) problems. For scatterers forming closed bodies, this formula­
tion suffers from spurious solutions associated with cavity resonances [24], 
[2], [33], although this topic is not discussed here. 

Magnetic Field Integral Equation 

A magnetic field integral equation (MFIE) is obtained by enforcing the 
boundary condition for the magnetic field at a perfectly conducting scat­
terer. From (1.5), the magnetic field at the surface of a perfect conductor 
is 

n x His = J~. (1.116) 

With 

then 

nx [is Gme(r, r') . J:(r') dS' + Hi (r)] = J: 

for rES. Actually, the above equation is correct only when r E S+, where 
S+ is a surface an infinitesimal distance outside the surface S. This limiting 
procedure is necessary since the tangential components of the surface inte­
gral are discontinuous across the surface S (see Section 6.6), whereas this 
is not the case for the surface integral in (1.115). The above second-kind 
integral equation can be rewritten as 

nx r Gme(r, r') . J:(r') dS' - J: (r) = -n x Hi (r), r E S+, Js+ 
(1.117) 

and is called the magnetic field integral equation. It is common to perform 
the limiting procedure and express the result as [2, pp. 141-144] 

is [Gme(r, r') . J:(r')] x n dS' + ~J: (r) = n x Hi (r), rES. 

(1.118) 
As with the EFIE, this formulation suffers from spurious solutions associ­
ated with cavity resonances. 

Note that the Green's function singularity is weaker in the MFIE com­
pared to the EFIE. The MFIE is somewhat less general though, since it 
cannot be applied to open structures with infinitely thin shells, because 
the boundary condition (1.116) applies only when the magnetic field on 
one side of the surface vanishes. 

It should be noted that for all the integral equations derived above, the 
appropriate Green's dyadics are those for the space obtained by remov­
ing the scatterer. For instance, if this is simply a homogeneous, isotropic 
space characterized by /-l, c, then the Green's dyadics are explicitly given 
by (1.79), (1.84), with (1.87). 
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Integra-Differential Equations 

Rather than representing the fields as in (1.88), which involve highly singu­
lar Green's dyadics, the fields may be given in terms of potentials, leading 
to integra-differential equations. For instance, for a current J e in a homo­
geneous, isotropic space characterized by /l, c, from (1.74) we have 

A(r) = 11.1v G(r, r') . Je(r') dV', 

where simply G(r,r') =Ig(r.r') =I(e-ikR /41fR) from (1.72). With the 
electric field as (1. 38), 

1 
E (r) = -iwA (r) +-. -V V . A (r), 

lW/lc 
(1.119) 

then the incident electric field is given by (1.119) with A = Ai, where 

N(r) = 11 r g(r, r')J~(r') dV', .Iv 
and the scattered electric field is given by (1.119) with A = AS, where 

AS(r) = /l r g(r, r')J~(r') dS' . 
.Is 

The integral equation analogous to (1.115) is 

n x [-iWA S (r) +-. I_V V . AS (r) + Ei (r)] = 0, 
lW/lc 

valid for rES. This can be rewritten as 

n x [k2+VV.] fsg(r,r')J~(r') dS' = -iwcn x Ei (r), rES, 

(1.120) 
where k 2 = w 211c. The singularity of the surface integral in (1.120) is 
much weaker than in (l.115). However, subsequent to performing the in­
tegration, the differentiation operation may cause difficulties in numerical 
solution procedures. The benefit of the form (1.115) is that derivatives are 
transferred to the Green's function and can be performed analytically. 

1.5 Uniqueness Theorem and Radiation 
Conditions 

In order for fields obtained from differential equation formulations to be 
unique, one must impose boundary conditions on finite surfaces and radi­
ation conditions at infinity. This is analogous to the case of a scalar one­
dimensional differential equation, where a sufficient number of conditions 
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must be specified to uniquely determine the "constants of integration" in 
the general solution. For scalar and vector Helmholtz equations, the topic 
of appropriate boundary conditions is discussed in detail in many books, 
and so here we simply summarize the results. 

For fields satisfying Maxwell's equations to be unique inside a finite 
volume V bounded by surface S, it is necessary and sufficient that [5, 
pp. 372-373] 

• the tangential electric field n x E is specified on S, or 

• the tangential magnetic field n x H is specified on S, or 

• the tangential electric field n x E is specified on part of S and the 
tangential magnetic field n x H is specified on the remainder of S. 

If multiple surfaces Sl, ... , Sn bounding volumes V1 , ... , Vn are con­
tained within S, then V is the region interior to S and exterior to Sl, ... ,Sn, 
and the above conditions apply to the total surface ST = S U (UiSi). 

If the "outer" surface S has radius r with r ---+ 00, then we no longer 
need to specify boundary conditions on S, but rather we need to enforce 
radiation conditions at infinity. These are found to be [5, pp. 332-333] 

lim r +ikix (1.121) 

where, using Maxwell's equations, one obtains 

(1.122) 

For scalar fields we have 

lim r [8W + ikl/J] = O. 
T--->OC 8r 

Generally these radiation conditions are called Sommerfeld radiation condi­
tions, although sometimes the vector ones are called Silver-Muller radiation 
conditions. 36 

Without considering in detail the topic of radiation conditions, it is 
worthwhile to illustrate the fact that they are at least reasonable. Consider 

36For a lossy medium we replace the Sommerfeld radiation condition with the much 
simpler requirement that the fields vanish at infinity. In this case we can work within 
an L2 space as described in the next chapter. 
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the Stratton-Chu form (1.77), repeated here as 

E(r') = i {-iWfl J e (r) g(r, r') + Pe~r) \7 g(r, r') + \7 g(r, r') x Jrn (r) } dV 

+ is, {(n X E(r)) x \7 g(r, r') - iWJ1 (n x H(r)) g(r, r') (1.123) 

+ (n· E(r)) \7g(r, r')} dB. 

Let B be a sphere of radius R. If R ---+ 00, we expect that the contribution 
from the surface terms should vanii:lh. Using 

\7g(r,r') = -g(r,r') [jk+ R( 1 ')] R(r,r') ---+ -jkgR 
r, r R-,oc 

with n = R, we have for the surface term 

With dB = 0 (R2) and 9 = 0 (1/ R) the surface integral will vanish if 

R [iwcE + ikR x H] ---+ 0, 

in agreement with (1.122). 
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2 
Introductory Functional 
Analysis 

The purpose of this chapter is to introduce basic elements of functional 
analysis, especially those concepts necessary for a study of the operators 
arising in electromagnetics. The main idea is to start with the simple con­
cept of a set and then introduce increasing levels of mathematical structure. 
The goal is to gradually build the foundation for understanding the con­
cept and utility of formulating problems in an appropriate function space, 
usually a Hilbert or Banach space. 

Where possible, working within such a space is very desirable. Within a 
Hilbert space we have the idea of a collection of elements (sets), the distance 
between elements (a metric), the algebraic concepts of addition and scalar 
multiplication (a linear space), the size of the space (the dimension), the 
size of the elements themselves (the norm), and an extension of the idea 
of perpendicularity (orthogonality) among elements using inner products. 
Thus, Hilbert spaces come equipped with abstractions, most importantly to 
collections of functions, of many familiar geometrical concepts. The same 
can be said for Banach spaces, with the exception of the inner product. 
This correspondence is very satisfying to applied scientists, who are of 
course comfortable with geometric structure. Most importantly, though, 
Hilbert and Banach spaces have completeness properties that differentiate 
them from other spaces with seemingly similar structures. The concept of 
completeness allows one to represent an element (function, vector, etc.) in 
terms of basis elements, i.e., as a generalized Fourier series, which often 
have desirable properties. Working within this framework also allows one 
to draw many conclusions about physical problems cast into operator form, 
which are discussed in the next chapter. 
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Many of the concepts discussed in this chapter are based on properties 
of sequences. It is also true that a great many problems in applied electro­
magnetics make extensive use of the idea of a discretization (for example, 
Galerkin-type projection techniques) offunction-level equations to the level 
of an infinite system of linear equations. The corresponding correlation (an 
isomorphism) between function spaces and sequence spaces plays a signif­
icant role in understanding questions of existence and solvability of such 
problems. Sequence spaces determine the fundamental basis for properties 
(continuity, compactness, etc.) of matrix operators and provide impor­
tant criteria governing infinite matrix equations of the first and second 
kinds. The mathematical apparatus of sequence spaces, applied within the 
framework of linear operator theory, can then be applied to fundamental 
boundary value problems in mathematical physics. 

2.1 Sets 

We will start with the concept of a set, the elements of which satisfy the 
axiomatics (postulates) of the set. Due to the many possible sets of interest, 
we will introduce sets of numbers (real and complex), sets of functions 
(function spaces), and sets of sequences (sequence spaces). Some of the 
sets of primary importance in applied electromagnetics are listed below; 
they are extensively referred to in the text. We use the terms "set" and 
"space" interchangeably. 

Throughout the text certain problems are developed with some general­
ity as to spatial dimension m. Unless it is otherwise clear from the context, 
n represents an oj>en region of space, with f its sufficiently smooth bound­
ary. The closure n = nUf indicates all points within n and on its boundary 
f. Integrations over n are represented as fo (-) dn, and integrations over 
the boundary as fr (.) df. Obviously for m = 3, n is a volume and f a 
closed surface. For m = 2, n is an open surface and f a closed line seg­
ment, and for m = 1, n = (a, b) with f2 = [a, b]. For m > 3, the presented 
formulations also usually hold, but these cases are generally not of physical 
interest in electromagnetics. 

2.1.1 Sets of Numbers 

1. C (R) is the set of all complex (real) numbers. 

2. Z is the set of all integers, including O. 

3. N is the set of all positive integers (e.g., 0 ~ N). 

4. R n is the set of all ordered n- tuples (n-component vectors) of real 
numbers, x = (Xl, X2, ... , x n ), Xi E R. 
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5. C n is the t>ct of all ordered n-tuples of complex numbers, 
Z = (Z1' Z2 .... zn). Zi E C. 

For instance. 

(a) x = (1,3,5) E R:'. z = (1 +i, 1- i) E C 2 . 
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(b) R2 = R x R, R:3 = R x R x R, C 3 = C X C x C, etc., where 
"x" indicates the Cartesian prod1Lct. 1 

2.1.2 Sets of Functions-Function Spaces 

Continuous Functions 

C k (a, b) is the set of all continuous functions on (a, b) whose derivatives up 
to order k are continuous. \Ve denote the set of continuous functions with 
no restrictions on the continuity of its derivatives as C (a, b) (== CO (a, b)). 
Note that 

CDC (a, b) C ... C C' (a, b) C C k - 1 (a, b) C ... C C 1 (a, b) C C (a, b) 

and that k determines the degree of smoothness of the function, in the 
sense that larger values of k correspond to smoother functions, compared 
to smaller k values. The space C= (a, b) is the set of all infinitely differen­
tiable functions defined on (a, b). Clearly, the space C k (a, b), and its gen­
eralization to accommodate multidimensional scalar and vector functions 
as described later, are of considerable interest in electromagnetic problems, 
where one often specifies continuity of certain field components within a 
region or on a boundary. For a closed interval we use [a, b] and consider 
continuity from the left or right. 

Another useful set is Co (a, b), defined as the set of all continuout> 
functions with continuous derivatives of all orders, and having compact 
support 2 on ( a, b). 

Examples 

1. sin(t), t>in(t) / t E G'v( -x. x). 

{ 0 -a ~ t < 0, } 
2. t 3', 0 ~ t ~ b E C 2 [-a, b]. 

3. It I E C( -x, x). 

4. Heaviside function (unit step function) H(t - to); 

H(t-to) = {~: ~;: ~~:' } ~ Ck[a, b] for to E [a, b], k = 0,1, ... , x. 

1 If Xl, X2, ... ,Xn are sets, then the Cartesian product Xl X X2 X ... X Xn is the 
set of all ordered n-tllples (:r1, :];2, .... Tn), where :ri E Xi. 

2 A function has compact support if it vanishes outside some compact set. 
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5. Ramp function R(t - to); 

R(t-to)={ 0, 
t, 

t ~ to, } 
t > to 

E C[a, b], for to E [a, b]. 

Bounded and Bounded Continuous Functions 

M (a, b) is the set of all bounded functions on (a, b), i.e., 

M (a, b) == {x(t) : Ix(t)1 < 00 for all t E (a, b)}. 

If x(t) is a continuous function defined on a closed bounded inter­
val [a, b]' then x(t) is bounded on [a, b], and, furthermore,3 sup Ix(t)1 
max Ix(t)1 and inf Ix(t)1 = min Ix(t)1 for t E [a, b]. Note that C[a, b] c 
M[a, b], but not every bounded function is continuous. 

On an infinite interval not every continuous function is bounded, so 
we distinguish BC (a, b) as the set of all bounded continuous functions on 
(a, b). 

Examples 

1. x(t) = tn E C[a, b] c M[a, b] for n 2: 1 and 0 ::; a < b < 00, with 
sup Ix(t)1 = bn and inf Ix(t)1 = an. 

2. x(t) = {!~, -~ ~ ~ ~~' } ~ C [-1, 1]; however, x(t) EM [-1, 1] 

with sup Ix(t)1 = e and inf Ix(t)1 =-1. 

3. sin(t), cos(t) E BC[a, b]. 

4. et,tn E BC[a,b], 0 < a < b < 00. 

5. rn ~ BC [-1, 1] for n > O. 

Le besgue-Integrable Functions 

LP(a, b) is the set of all functions x(t) Lebesgue-integrable4 on (a, b) such 
that 

lb Ix(tW dt < 00 

3The supremum of a set X, denoted as sup(X), is the least upper bound of the set. 
The infimum of a set X, denoted as inf(X), is the greatest lower bound of the set. For 
all sets bounded above (below), a sup (inf) exists. Further, if the set X possesses a 
maximum (minimum), then sup(X) = max(X) (inf(X) = min(X)). 

4L indicates the integral is taken in the Lebesgue sense. For functions arising in 
applied problems the Lebesgue integral of a function is the same as the usual Riemann 
integral. All Riemann integrable functions leading to proper integrals are Lebesgue­
integrable (also called Lebesgue measurable), in which case the results of Riemann and 
Lebesgue integration coincide. 
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c 

Figure 2.1: Illustration of some interrelationships among the function 
spaces C, BC, and LP for finite regions n eRn. 

for 1 S; p < 00. Note that x(t) E LI(a, b) implies that x is absolutely 
integrable. 

The most important set corresponds to p = 2. Such functions are 
said to be square 'integrable. For most functions arising in applications, the 

condition J: Ix(t)1 2 dt < 00, where a, b are finite, indicates that the function 
is associated with finite energy. 

It can be shown that for finite intervals5 (a, b) the following inclusion is 
true;6 

VC(a,b) c··· eVe V-I c··· C L2 C LI(a,b). 

For infinite regions (m(E) =(0), say (0, (0), neither LP C LP-I nor LP-I C 

LP is generally true. Continuous functions do not, in general, form a subset 
of any space LP, but bounded continuous functions on finite intervals are a 
subset of VX: and hence of all LP spaces. These relationships are depicted 
in Figure 2.l. 

5Finite intervals are said to have finite Lebesgue measure m(E) < CXl of the measur­

able set of real numbers E, defined by m(E) = J: AE(t) dt with AE(t) = 1 for tEE 

and AE(t) = 0 for t rt. E. 
6 L= (a, b) is the space of all Lebesgue-measurable functions x(t) on (a, b) and bounded 

almost everywhere (a.e.) on (a, b) defined by 

L= (a,b) == {x: 12;(t)l::; a a.e., t E (a,b), a > O}. 
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Examples 

1. sin(x) E LP (-7l', 7l') for p 2': 1. 

2. rl/c> E LP(a, b) for a > 0, p 2': 1 and 0 ::; a < b < 00, where a =Ie 0 
for a = p. 

3. x(t) = 1/ t ~ Ll(a, 00), although x(t) E LP(a, 00) for p > 1 if a> O. 

4. r l / p ~ LP(a, 00) for p 2': 1. 

5. If x(t) E L2( -00,00), then Parseval's relation [1] 

00 > i: Ix(t)12 dt = i: IX(w)12 dw 

states that X(w) E L2( -00,00), where X(w) is the Fourier 
transform. 

Weighted Lebesgue spaces L~ (a, b) are also of interest in many appli­
cations, where x E L~ (a, b) if 

lb Ix(tW w (t) dt < 00 

for some weight w. 

Lebesgue Spaces of Multivariable and Vector Functions 

LP (0) and LP(o)m: The space LP(a, b) defined above for functions of one 
variable can be generalized for functions of several variables in a natural 
way, e.g., LP (0) is the set of all functions Lebesgue integrable to the pth 
power on t = (tl' t2, ... , tn) EO <;;;; Rn such that 

£ Ix(tW dO < 00 

for 1 ::; p < 00, where dO = dh dt2 ... dtn-
Further generalizing, the elements could be complex-valued m-tuples 

of n-dimensional functions, i.e., x(t) =(Xl(t), X2(t), ... , xm(t)), where t = 
(tl' t2, ... , tn) E 0 <;;;; Rn. In electromagnetics this is a common occur­
rence, where we consider a complex-valued three-component vector field, 
with each component a function of three spatial coordinates and possi­
bly a time coordinate, e.g., E = (Ex(x, y, z, t), Ey(x, y, z, t), Ez(x, y, z, t)). 
We will make a notational distinction for this case, such that most gener­
ally LP(o)m is the set of all m-tuples of n-dimensional functions x(t) = 
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(J:l (t), J:2 (t), ... , :1:", (t)), Lebesgue integrable to the pth power such that1 

/" Ix(tJll) dD < x, 
.In (2.1) 

where 1 :s; p :s; x. Note that 

Ix(tW = (x(t).x(t))P/2 , 

which naturally reduces to the scalar multivariable (LP(D)l == LP(D)) and 
single-variable cases (see also [2], [3] for the important case p = 2). 

As an example, in a three-dimensional space D C R 3, L 2 (D)3 is the set 
of vector fields E (r) = (Er(r), Ey(r), Ez(r)) such that 

j. IE(r)12 dD <x. 
n 

Clearly this indicates that the energy associated with the field in D is finite. 
The spaces Ck(a, b), M(a, b), and BC(a, b) are similarly generalized 

for n-dimensional scalar functions on D c R n as C (D), C k (D), M (D), 
and BC(D), respectively, and for m-tuple n-variable vectors as C(D)m, 
Ck(D)"', M(D)"" and BC(D)In, respectively.s 

For C k (0) we need to consider all possible combinations of various 
partial derivatives, the total order of which is k, such that Dkx(t) E C(D) 
where Dk is the generalized partial derivative operator, defined for allial :s; 
k as9 

Q aIQlx(t) 
D ,r(t) = at~"at~2 ... at~n' 

where lal = at + a2 + ... + (Xn, with (Xl, (12,···, an 2: o. 
As an example, if n = 2 and a = (3,1), 

Dnx(t l , t 2 ) = aa4:a(t). 
tl t2 

For a = 1, Dl = d/dt and for a = 0, DO = 1. 
In relation to adjoints discussed in Chapter 3, it is useful to note that 

for :£, y E C k (0), 

1 DQx(t)y(t) dO= (_I)lnl /" x(t)Dny(t) dD . 
. 12 .In 

7Note that LP(D)m for rn-tuple vectors represents a direct sum (see Section 2.3.1, Def­
inition 2.25) of spaces LP(D) for scalar n-dimensional components such that LP(D)m = 
(EEliLP(D));:',l = LP(D) EEl LP(n) EEl ... EEl LP(D). Therefore, one can see that if 
x E LP (D)m, then scalar components of x are in L2 (D). 

8C(D)m, ck(D)m, M(r/)m, and BC(D)m represent a direct sum of C(D), Ck(D), 
M(D), and BC(D), respectively. 

9Most generally, D"x(t) is understood in the distributional sense [35] as the ath dis­
tributional partial derivative of a distribution x(t) defined on D. Within this framework, 
Dc>x(t) represents the ath weak partial derivative. If 10'1 ::; k, this definition coincides 
with the conventional (~th derivative. 
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Holder Space 

The Holder space Ho,eY (a, b) is the set of all functions x(t) defined on a 
bounded interval (a, b) such that for any two values t and s from this 
interval there is a constant k > 0 such that 

Ix(t) - x(s)1 ::::; kit - sleY , 

where 0 < a ::::; 1. The case of a = 1 is also known as a Lipschitz space. 
Functions x(t) E Ho,eY (a, b) are said to be Holder (Lipschitz) continuous, 
as discussed in Section 2.2.1 (see Definition 2.5). 

The one-dimensional Holder space Ho,eY (a, b) can be generalized for 
functions x(t) of n variables (t E 0) such that x(t) E Ho,eY,oo.eYn(O) if for 
any two points t and s from 0 there exist constants ki > 0 such that 

n 

Ix(t) - x(s)1 ::::; L ki Iti - sil eYi , 

i=l 

where 0 < ai ::::; 1 [4, p. 12]. Note that if x(t) E Ho,eY'oo.eYJO), then it 
satisfies the Holder condition uniformly with respect to each variable tj, 

for j = I, ... ,n. It can be shown that for any t from the local neighborhood 
of s E 0 (i.e., It - sl = 0(1) as t -* s), if 1 > ap > a r > 0, then 

HO,l (0) C Ho,eYp C Ho,eY r (0) . 

Often in electromagnetics one is interested in the space of m-tuple com­
plex vector functions of n-variables x(t) E Ho,,,(o)m, defined by the con­
dition 

Ix(t) - x(s)1 ::::; kit - sl" , 

where 0 < a ::::; 1 and k > O. This type of condition is often imposed on 
current densities, as discussed in Section 1.3.4, and on field quantities. 

Examples 

l.x(t)={1/6~t, O~~~~,}. 
This function is continuous on the closed interval t E [0,1/2]' i.e., 
x(t) E e[O, 1/2]. However, one can observe that the function t" ap­
proaches the origin faster than In t approaches -00 for any a > 0, 
and limt--->o t" In t = O. This means that we can always find a value of 
t such that 

Ix(t) - x(O)1 = II~ t I > kt" 
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for any k and a (0 < Cl :s: 1). Obviously, x(t) if Ho,a[a, 1/2]' where 
a E (0.1/2). However, .T(t) satisfies the Holder condition on the 
semi-open interval t E (a. 1/2] such that x(t) E Ho,a(Cl.1/2] [5, p. 6]. 

2. x(t) = t 1 / n E Ho.a[O, cx:;) for Cl = l/n, n E Nand t l / n E HO,I(O, 00) 
(Lipschitz continuous on the open interval t E (0,00)) for any n E N. 
Note that the function x(t) is not analytic at the origin. 

b 

3. The singular integral .f :r( t) / (t - T) dt, where x (t) satisfies a Holder 
a 

condition. is equal to 

b b 

P.V. J .x(t) dt = J x(t) - X(T) dt + X(T) in b - T 
t-T t-T T-a 

a. a. 

in the sense of the Cauchy principal value [4], [5]. The first integral 
on the right side exists as an improper one where the integrand is 
considered in view of the Holder condition 

iJ.'(t)-X(T)i:s: k 
t-T it_Til-a 

with 0 < a :s: 1 (see the discussion of Equation (1.62)). The second 
b 

term involves the singular integral .f 1 / (t - T) dt taken in the sense 
a 

of the Cauchy principal value 

b [T-O b 1 dt dt dt 
P.V. -- = lim -- + --J t - T E-~O J t - T J t - T 

a. a. T+E 

b-T 
=In--. 

T-a 

We can also introduce a Holder space H I •a (a, b) of continuously dif­
ferentiable functions x(t) such that dx(t)/dt belongs to the Holder space 
Ho,a (a, b), where 0 < a :s: 1. Further generalizing, we can define the 
Holder space Hk.,,(O) of functions x(t) which are k-times Holder continu­
ously differentiable, i.e., DAx(t) E Ho,a(O), where 

Hoo,a (0) C .. , C H k .n C HA-I,a C ... C HI,a C HO,a C C (0). 

For m-tuple vectors of n variables, x (t), one can define Holder spaces 
Hk,a(O)11l similarly, i.e., x (t) E H A.aJO)11l if LA (\7) x (t) E H O,a(O)11l, 
where Lk (\7) is an appropriately defined kth-order operator involving \7 
such that LO = 1. For example, H k ,a(0)3 could be defined such that 
x(t) E H k ,o,(0)3 if 

3 (\7 x \7 x \7 x ···)x E Ho,a(O) . 
, v,----' 

k titnes 
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As another example, H 1,a(n)3 could be defined such that x (t) E H 1,a(n)3 
if \7 . x E Ho,a(n), and H1,a(n) could be defined such that x (t) E H1,a(n) 
if \7x E HO,a(n)3. These types of spaces are naturally of interest when 
Lk (\7) x represents a source term for a field (see, e.g., (1.76), wherein 
\7 x Je(rn)(r) represent source terms in the volume integral leading to the 
electric field). 

Sobolev Space 

A notion relevant to L2 spaces is that of a finite energy condition, both 
for field components and for fields. For vectors x( t) E L 2 (n)3 representing 
an electric- or magnetic field quantity in the time-harmonic or transform 
domain, if \7 x x(t) E L 2(n)3, then the total energy in a bounded domain 
n containing a homogeneous isotropic medium should be finite, i.e., 10 

For n-dimensional scalars with x(t) E L2(n) and \7x(t) E L2(n)3, we 
obtain In (lx(t)1 2 + l\7x(t)1 2 ) dn < 00, 

and in one dimension if x(t) E L2(a, b) and dx(t)/dt E L2(a, b), then 

lb (lx(t)1 2 + Idx(t)/dtI2) dt < 00. 

The idea of enforcing a finite energy condition on the total field leads 
to the concept that subspaces of LP accommodating a finite energy condi­
tion should be distinguished. For n-dimensional scalars the Sobolev space 
W;(n) of order k (k 2 0, k an integer) defined in an n-dimensional do­
main n c Rn is the space of all functions x(t) of n variables in LP(n) 
(1 :S p < (0) that, together with all of their partial derivatives up to order 
k, belong to LP(n); 

W;(n) == {x(t): x(t) E LP(n), Dax(t) E LP(n), 1001 :S k}. 

l°From Section 1.2.2 we have io (c:IEI2 + JLIHI2) dO < 00, which can also be repre­

sented in terms of E (H) and \7 x E (\7 x H). The finite energy condition can often 
be reduced to a scalar one dealing with scalar field components En, H(3, which are 
connected via a derivative operator. 

In practical applications of problems with edges we require that 

lim r (c1E12 + JLIHI2) dV = 0, 
v~oJv 

which guarantees that there is no source in V and imposes certain restrictions on the 
field behavior in the vicinity of the edge, namely that components of E and H normal 
to the edge will not grow faster than 0(8- 1+7 ) as 8 --t 0, where 7 > 0 (7 depends on 
the curvature of the edge) and 8 is the distance to the edge. 



2.1 Sets 73 

Obviously, W;(\2) c LP(\2) and W~(n) = LP(\2). It can be shown that if 
I 2': k then 

for any 1 S; P < ex:. 

The Sobolev space for P = 2, W~(\2), is a Hilbert space (see Sec­
tion 2.5.4), often denoted by Hk(\2), which determines a set of Lebesgue 
square-integrable functions x( t) that, together with their partial deriva­
tives, satisfy a finite energy condition in any bounded domain D. The order 
k determines the degree of smoothness of the function x (t) E W; (\2) in 
the sense of the existence of a set of kth-order partial derivatives that are 
Lebesgue integrable to the pth power on \2. 

For the case of m-tuple vectors of n variables we can also define various 
Sobolev spaces W;(\2)Tn in terms of the general operator Lk (\7). For 
example, several different spaces W§(\2)3 (with L1 (\7) = \7x and Ll (\7) = 
\7.) are particularly important in electromagnetics [6], [2], 

and 

H (curl, \2) == {x(t): x(t) E L2(D)3, \7 x x(t) E L2(\2)3}, 

H (div, \2) == {x(t): x(t) E L2(\2)3, \7 . x(t) E L2(\2)}, 

H (curl, div, \2) == {x(t): x(t) E L2(\2)3, \7 x x(t) E L2(\2)3, 

\7 . x(t) E L2(\2)}, 

where H (curl, div, \2) = H (curl, \2) n H (div, \2). Note that even if x is 
such that x E H (curl, div, \2), derivatives of individual components of x 
are not necessarily in L2 (\2) [6]. 

2.1.3 Sets of Sequences-Sequence Spaces 

1. IP is the set of all (real or complex) sequences x = { XI, X2, ... } such 
that 

i=1 

where 1 S; p < 00. If 00 > P2 > PI 2': 1, then the strict inclusion 
lP] C IP2 can be shown to be true. We can also consider IP to be 
defined for sequences { ... ,X-l,XO,X1, ... } by 2:::-00 !Xi!P < 00. 

Examples 

(a) {II nn/p } E IP for a > 1 and any 1 S; p < 00. 

(b) {lin} E 12, although {~} ~ 11. 

(c) {In(an) In} E 12 for a > O. 
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We will see that in many function spaces the expansion 2.:~=1 anXn 
converges (in the norm sense) if and only if {an} E 12 (Theorem 2.11), 
making this sequence space one of primary importance. The strong 
relationship between 12 and L2 (more generally, any separable Hilbert 
space) is discussed in Section 3.1.3. We can also define sequences 
of m-tuple vectors {X1,X2' ... } in 1~ in a similar manner, where 
Xi = {xLx~, ... ,x~}. 

2. 100 is the set of all bounded sequences x ={X1,X2, ... } (real or com­
plex) such that 

sup IXil < 00 

for i E N. It can be shown that for any p ::=: 1, IP C 100. We can also 
define a space C C 100 that contains all convergent sequences (it is 
obvious that each convergent sequence is bounded, but the converse is 
not necessarily true). The space Co C c contains only those sequences 
that converge to zero, i.e., limi->oo Xi = O. 

3. 12 (1L) is the set of all (real or complex) sequences x ={X1' X2' ... } 

such that 
00 
L IX il 2 i~ < 00 

i=l 

for IL::=: O. Note that 12(0) = 12, and 12(1) = 12, where 12 is the set of 
all (real or complex) sequences x ={X1,X2' ... } such that 

00 

L IXil 2 i < 00. 

i=l 

It is obvious that 11 C 12 C 12 and, in general, 12(lLd C 12(1L2) for 

ILl > 1L2· 

Figure 2.2 indicates interrelationships among several sequence spaces. 

Sequence spaces represent the analog of function spaces in the sense 
of an isomorphism, as discussed in Section 3.1.3, correlating functional 
(e.g., integral, differential) equations with matrix equations. The examples 
below demonstrate some correlations between function and sequence spaces 
occurring in boundary value problems of applied electromagnetics. By 
necessity, some details concerning the problem formulations are omitted, 
although references are made to Part II of the text where possible. Some 
related material is discussed in Sections 3.7 and 9.5. 
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Figure 2.2: Il~lstration of some interrelationships among the sequences 
spaces IP and 12. 

Examples 

1. In Example 5.3 in Section 5.1.3, we seek a solution of the differential 
equation 

(-~ + ,2) u(:r) = f(x) 
d:r2 

in the form of an eigenfunction expansion, where 11., f E L2 (0, a), 
with Re, > 0 and 11.(0) = v(a) = O. The solution is 

where 

DC 

""' mr u(;c) = ~ an sin -:c, 
a 

n=1 

(2.2) 

(2.3) 

For (2.2) to converge in the L2 norm, we must have {an} E 12 (see 
Theorem 2.11), i.e., faa f(.1:) sin(mrx/a) dx "-' 0 (n). In this case, if 
we make the weak assumption that f is integrable (i.e., fELl (0, a)), 
then the coefficients are in 11 C 12. Indeed, as n --7 00 

~ ft~ f(x) sin'~" x dx 2a l a 

lanl rv 2 ~ 22 If(x)1 dx. 
(na") n'iT a 

2. In this example we show that the ~nposition of a finite energy con­
dition leads to the sequence space 12. 
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Consider a section of two-dimensional parallel-plate waveguide, 
within which an electric field can be represented asll 

(2.4) 

with the propagation constant 1m = v(mn/a)2 - k6. If Ey(x,z) E 

L2(0) (or any separable Hilbert space), then for (2.4) to converge 
we must have {am} E }2 by Theorem 2.11, as discussed later. We 
can obtain a sharper condition on the coefficients by imposing the 
structure of a Sobolev space (finite energy condition) on E y . 

Let the solution Ey(x, z) and its gradient \7 Ey(x, z) be defined within 
L2(0), where 0 C R2 is the closed domain 0 = {(x, z) : x E [0, a], z E 
[0, en. Therefore, Ey is defined in the Sobolev space W~ (0) such 
that 

faa fac (IEy(x, z)1 2 + 1\7 Ey(x, z)1 2 ) dz dx < 00. (2.5) 

The gradient \7 Ey(x, z) is written as 

~ 00 ~mn mn \7Ey(x,z) =X Lam --cos-xe-"YmZ 
a a a 

m=l 

~ ~ ~ . mn -"Y Z -z ~ am -lm Slll - xe m, 
a a 

m=l 

where, using orthogonality of the eigenfunctions rPm, 

l a lc 00 2 (mn)2 mn = L lam l2 - - cos2 _xe-2Re"YmZdzdx 
o 0 m=l a a a 

00 

Therefore, the finite energy condition (2.5) associated with the defi­
nition of the Sobolev space W~ leads to 

llComplete details leading to (2.4) can be found in Section 8.1.2 (see (8.70)). 
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I 

b ,--------- - - - -- - - ---

o a x 

Figure 2.3: Rectangular waveguide with an aperture to demonstrate that 
the Holder space RD.", for a solution in the vicinity of an edge determines 
the sequence space 11 for the coefficients in the associated eigenmode ex­
pansion. 

such that {am} E 12 C 12. Note that Ey(x,z) E W§(O) C L2(O), 
such that (2.5) further narrows the function space L2(O) in which we 
seek the solution Ey (:r. z). 

3. In this example we show that if we seek the solution to a boundary 
value problem in the Holder space RD." on a boundary, then coeffi­
cients in its expansion necessarily belong to the sequence space 11. 

Consider a uniform rectangular waveguide containing an aper­
ture. as shown in Figure 2.3. This geometry may be encountered 
in the decomposition of a complex structure into simple substruc­
tures (e.g., a mode-matching analysis of shielded transmission lines 
and waveguides). A boundary value problem can be formulated for 
a scalar field component E(x, y) (see (l.37)) defined on the cross­
sectiou 8 = {(x. y) : :1' E [0, a], y E [0, b]}, 

( 82 82 . ) 
!:l ') + !:l 2 + 102 E(x, y) = 0, 
0:1;- uy 

(x,y) E 8, 

where 102 = k6 + ,2 and ko = wylcotLo, with, the propagation 
constant of the waveguide (ejwt-,z dependence assumed and sup­
pressed). vVe enforce homogeneous Dirichlet boundary conditions on 
the conducting part of the closed contour r (excluding the aperture 
ra = {Cr,y): x E [l,a].y = b}), 

E(J:, y) = (J, (:1',y) Er-ra. 
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Using Green's second theorem, the solution of the above problem can 
be obtained as an integral over the aperture r a, 

E( ) = -la E( I b)ag(x,y;x',b) d I 
X,y x'!::\ I x, 

I UY 
(2.6) 

where the Green's function 9 is expressed as a series expansion over 
the complete system of eigenfunctions <Pn of the one-dimensional 
Laplacian (see Chapter 9), 

00 

g(x, y; x', y') = L <pn(y)<pn(y')gx(x, x', kxn ). (2.7) 
n=1 

The eigenfunctions are 

and the characteristic Green's function is 

-1 { gx(x,x',kxn)=k . k 
xn SIn xna 

sin kxnx' sin kxn(x - a), 
sinkxnxsinkxn(x' - a), 

x::::: x', 
x < x', 

where kxn = J",2 - (mr/b)2. Using (2.7) in (2.6) we obtain along 

the line x = I, y E [0, b], 

00 

E(l, y) = L an<pn(Y), (2.8) 
n=1 

where 

( )njimr sinkxnl la (" I I an = -1 -b -b k . k Ex, b) sm kxn (x - a) dx . 
xn SIn xna I 

For (2.8) to converge in L2(O,b) we must have {an} E 12 by 
Theorem 2.11. Taking absolute values and noting that 

kxn '" jO(n), n ---> 00, 

n ---> 00, 

then the weak assumption that E(x' ,b) E Ll (ra) leads to lanl 
0(1). However, if we require the much stronger condition that the 
solution E(X', b) belongs to the Holder space Ho,a(r a), then we ob­
tain the result {an} E II C 12. 
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Indeed, if E(x', b) is Holder continuous, there exist k > ° and 
° < 0 :::; 1 such that 

IE(x', b) - E(l, b)1 :::; k I.];' - W' . 
Due to the boundary value E(l, b) = 0, this inequality becomes 

E(x', b) :::; k lx' -li'" , 
leading to 

( )" jimr sin kx"l a < -1 -- kI . 
n - b b kxn sin kxna n, 

where 

In = l a 
lx' - W' sin kxn(x' - a) dx'. (2.9) 

The integral (2.9) can be evaluated in terms of hypergeometric Kum­
mer's functions [7], 

1 nK 
In ="2 j (l + nrl(a -l)1+CX{M(l, 2 + 0, b(a -l)) 

nK 
- Al(L 2 + (x, -b(a -I))}, 

and, using representations (13.1.4) and (13.1.5) m [8, p. 504]' we 
estimate the integral In as 

In'" }C(o)O (nl~"enbn(a-l)), 

Therefore. the final result is 

n ----+ 00. 

lanl:::; 0 (nl~a)' n ----+ 00, 

and by the example on p. 73 we see that {an} ElI. 

4. In this example the method of overlapping regions (see Section 9.5) 
is applied to the analysis of a rectangular coaxial line. As in the 
previous example we show the correlation between the Holder space 
Ho.a and the sequence space 11. 

Consider propagation of TJ\;F -odd modes (with respect to the E z 

component) in a rectangular coaxial line (because of the symmetry 
by electric walls only a quarter of the structure will be analyzed, as 
shown in Figure 2.4). We can decompose the domain surrounding 
the inner conductor (x E [0, l], y E [0, t]) into two overlapping regions 
51 and 82 , 

51 = {(x,y): x E [0, a], y E [t,b]} , 
52 = {(x,y): x E [l,a]. y E [G,b]}. 
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, y 

b r---------------------~ 

o a x 

Figure 2.4: A rectangular coaxial line for the problem of the propagation of 
TMz-modes (one quarter of the structure is shown; symmetry by two elec­
tric walls). Solution of the Fredholm-type integral equation of the second 
kind in the Holder space Ho,a correlates with II space for the coefficients 
in the associated eigenmode expansion. 

The solution of boundary value problems formulated in regions 51 
and 52 (similar to the problem shown in Example 3 above) can be 
obtained using Green's second theorem, leading to12 

E ( )-laE (' )oG1(x,y;X',t)d' 
zl X, y - l z2 X , toy' x , 

(2.10) 

E (' ') = Ib E (l ,,)oG2 (x',y';l,y") d " 
z2 X ,y zl ,y !:l " Y , 

t uX 

(2.11) 

where O(J2 = {x = l, y E [t, b]}, O(J1 = {x' E [l, a], y' = t}, and 
G1 and G2 are Green's functions for regions 51 and 52, respectively, 
obtained in the form of partial eigenfunction expansions (similar to 
that shown in Example 3), 

00 

G1 (x,y;x',y') = L <I>n(y)<I>n(y')fn(x, x'), 
n=1 

00 

G2 (x', y'; x", y") = L 8 m(x')8m(x")gm(y', y"). 
m=1 

12Similar integral representations in the vector-dyadic form (9.199) and (9.200) are 
given in Section 9.5.1. 



2.1 Sets 

Here. the eigenfunctions are 

~. mr 
<1>,,(y) = v~sm b_t(y-t), 

( ') [!;. TnTi (' ) 8 lI!:r = -- sm -, - x - I , 
a-I a-I 

and the characteristic Green's functions are 

1n(:1:. :1") = 

( ' ") gm y.y = 

-1 { sin k:rnx' sin k.Tn(X - a), 
kJ;n sinkrna sin k;rn:J: sin k.Tn(X' - a), 

-1 { sin kymY" sin kym (y' - b), 
kym sin kymb sin kym y' sin kym (y" - b), 

x:;:, x', 
x < x', 

81 

y' :;:, y", 
y' < y", 

where kern = JK·2 - (7271/(b - t))2 and k ym = J f),2 - (mTi/(a _1))2. 

According to the method of overlapping regions, a Fredholm-type 
integral equation of the second kind can be obtained by substituting 
the representation (2.11) into (2.10), resulting in 

E ("') - j.a IV E . (I . ") aC1 (.T, y; .T', t) aC2(x', y'; I, y") d" , 
z 1 :L, 11 - z 1, 11 a ' ax" y dx. 

I ,f Y 

Substituting representations of the Green's functions in the above 
equation, we can express the solution Ezl (x, y) along the line x = I, 
y E [t, b] as an eigenfunction expansion, 

= 

n=1 

where 

an 

j.b 

. Ezdl, y") sinkym(Y" - b) dy" . 
• f 

13Note that the integral in Green's second theorem should be considered in the 
Lebesgue sense and, therefore, it defines the L space for Ez(x, v). In this example, as 
well as in the previous one, the solution should be sought in the intersection of Lebesgue 
and Holder spaces, Ez (:1'. Y) E L" n HO.t>. 
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where k > 0, 0 < a ::; 1, and, because of the boundary condition 
Ez1 (l, t) = 0 the inequality is reduced to 

Ez1 (l, y") ::; k Iy" - tiC> . 

The integral is estimated using the result of Example 3, 

Im = lb Iy" - tiC> sin kym(Y" -b) dy" '"""' jC1 (a)O (m11+c> e :'-"; (b-t)) , 
m ---+ 00, and the asymptotic behavior for the coefficients an can be 
obtained as 

00 

an ::; jC2(a) L mHc>(m'": + 'T}2n2) , 
m=l 

n ---+ 00, 

where 'T} = (a - l)/(b - t). It can be shown [7] that for 0 < a < 1 the 
series is evaluated as 

and for a = 1, 

1 
2( 'T}n )2 (7jJ(1 + j'T}n) + 7jJ(1 - j'T}n) - 27jJ(1)) 

In'T}n - 1jJ(1) 

('T}n) 2 

where 1jJ(z) is the psi-function [8]. This leads to the asymptotics for 

o < a < 1, n ---+ 00, 

a = 1, n ---+ 00, 

and to the conclusion that {an} Ell. 

Furthermore, we obtain 

E ( ) _ ~ nJr. nJr ( ) sin kxnx sin kxn (a - l) 
zl X,y - ~an-b-sm-b- y-t . 

-t -t knxsmkxna 
n=l 

for x E [0, I] and y E [t, b], and the derivative of Ez1 with respect to 
y at y = tis 

BEz1 (x, t) = fan ( nJr ) 2 sin kxnx si.n kxn(a - l) . 
By b-t knxsmkxna 

n=l 
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Note that 8Ezl/ 8y ,...., H x1 , and that the asymptotic behavior of the 
normal H component in the vicinity of a rectangular edge should be 
Hxl = 0(p-lj:3) as p --> 0 [9]. If we assume an = O(71T ) as 71 --> 00, 

then 
8Ez1 (x, t) ~ T+l -n(l-x) 

8 ,...., ~71 e , 
y n=1 

x --> I, 

and, using the result of [9, p. 11], we obtain 

00 

L 71T+1e-n (l-x) ,...., r(7+1)(I-x)-T-2, I-x> 0, -1 < 7+1 < 0, 

n=l 

where r(z) is the gamma-function. A comparison of the above asymp­
totics for 8Ezl/ 8y, and the requirement Hxl = 0(p-l/3) lead to 
the condition -7 - 2 = -1/3, so that 7 = -5/3. Therefore, an = 

0(71-5/3), n --> 00, and {an} ElI. 

The requirement that the solution belongs to the Holder space 
Ho,D: is consistent with assuming an = O(71T ) as 71 --> DC and im­
posing the correct asymptotic behavior on the coefficients an. In­
deed, from the previous example we obtained an = 0(n- 1- a ), where 
a = 2/3 for longitudinal components in the vicinity of a rectangular 
edge, which is consistent with the result 7 = -5/3. In summary, the 
Holder space imposes an additional condition (edge condition) on the 
solution, which is associated with the condition {an} ElI. 

The material related to edge problems in connection with appropriate 
function and sequence spaces has been extensively covered in the Russian 
and Ukrainian literature; see, for example, [10]-[20], among others. 

2.2 Metric Space 

A metric specifies a distance between any two elements of a set. A metric 
space arises naturally from the set concept by imposing the structure of 
a metric on the set. Without a metric or related concept (e.g., a norm) 
one cannot have a sense that an element of a space is "close" to another 
element of the space, which is necessary for the notion of convergence and 
continuity. 

Definition 2.1. A set S of elements x, y, z, . .. is a metric space if for 
each pair of elements .T, yES there is associated a number d(x, y) E R 
satisfying 

a. d(x,y) 2: 0 and d(:£,x) = 0 

b. If d(x,y) = 0, then x = y 



84 2. Introductory Functional Analysis 

c. d(x,y) = d(y,x) 

d. d(x, y) :::; d(x, z) + d(z, y) (triangle inequality), z E S. 

The number d is called the metric. For any given nonempty set with at 
least two elements, an infinite number of metrics may be defined. 

Examples 

1. For the set of complex numbers S = e the usual metric is d(x, y) = 

Ix - yl (absolute value), which is easily seen to satisfy the above ax­
ioms. 

2. For the set of complex-valued n-tuples of numbers S = en with 
x = (Xl, X2, ... ,xr,) and y = (YI, Y2, ... , Yn) the following metrics 
are common: 

n 

dl(x,y) = L IXi - Yil (one-metric), 
i=l 

d,(x, y) ~ (t, lx, - Yil' f' ( two-metric), 

d=(x, y) = max IXi - Yil (injinity- or max-metric), , 

all of which are specific cases of the p-metric 

where 1 :::; p < 00. The metric d2 is also known as the Euclidean 
metric. 

For sequences of numbers in IP (or m-tuple vectors in I~J the pre­
ceding metrics hold if the upper summation limit is replaced by infin­
ity, and for d= "max" is replaced by "sup" since infinite-dimensional 
vectors need not possess a maximum element, although we'll assume 
the set is at least bounded. The notion of sup naturally reduces to 
max if a maximum exists. The metric in c and Co spaces is the same 
as in 1=. 

3. For all sequences of complex or real numbers in 12(JL), JL :::: 0, the 
usual metric is 

For JL = 0 the metric dg is the Euclidean metric d2 , and for JL = 1 the 
metric d§ represents the usual metric in 12 space. 
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4. For the spaces M(nf', C(nf', and BC(n)m the sup-metric is de­
fined as 

doc(x,y) = sup Ix(t) - y(t)l. 
tEst 

For vector-valued functions. 

Ix (t)1 == (x (t) . x (t))1/2 

and in this sense the absolute value provides the Euclidean metric. 

5. For functions in LP(n)'" the usual (p) metric is 

( 
( ) l/p 

dp(x. y) = I n Ix(t) - y(t)[1' dn 

where 1 ::; p ::; 00 with d=(x, y) = suptEstlx(t) - y(t)l. The above 
integral metric satisfies the second axiom if we are willing to say that 
x = y means x( t) = y( t) almost everywhere (a.e.), i.e., for all tEn 
except possibly on a set of measure zero. 14 This metric can also be 
applied to the space C(n)"'. 

6. For sequences of m-tuple vectors of functions in LP(n)m, i.e., {xl (t), 
X2(t), X;3(t), ... } where Xi(t) = {:clJt),.T2(t), ... ,x:'n(t)}, the usual 
(p) metric is 

which can also be applied for m-tuple vectors of functions in C(n)m. 

7. For functions in C k (n) (0 ::; k < (0) a particularly strong statement 
concerning the closeness of two functions is obtained by the metric 

d~(x, Y) = L sup {ID"x(t) - DIXy(t)l} 
I" 19 tEst 

for Inl ::; k, which states that the function together with all of its first 
k derivatives differ by no more than d~ at any point tEn. 

14The concept of a "set of measure zero" comes from Lebesgue measure (integral) 
theory. x = y a.e. means that x and yare the same except possibly at a countable 
number of points; for engineering applications in such cases we can assume that x and 
yare the same. 
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8. In Holder spaces Ho,a(D)m the metric is defined for any t, sED, 
t #- s, such that 

dO,a(x, y) = sup{lx(t) - y(t)l} 
tEll 

{ I
lx(t) - x(s)1 Iy(t) - Y(S)II} + sup a - a, 

t,sEIl It - sl It - sl 

where 0 < a :S 1, with an obvious corresponding form for scalars in 
HO,a(D). 

In Holder spaces H k ,a(D)3 of vector functions with appropriate 
derivatives up to order k Holder continuous, a metric can be defined 
in terms of the above, and similarly for Hk,a (D). For example, con­
sidering H1,a(D) defined such that x (t) E H1,a(D) if V'x E H o,a(D)3, 
then the metric in H1,a(D) is defined for any t, SED, t #- s as [22, 
pp. 40, 214] 

d1,a(x, y) =doo(x, y) + dO,a(V'x, V'y) 

=sup{lx(t) - y(t)l} + sup{lV'tx(t) - V'ty(t)l} 
tEll tEll 

{1 1V'tx(t) - V'sx(s)1 lV'ty(t) - V'sY(s) I I} 
+ t~~1l It - sla - It - sla . 

9. For scalar functions of n variables in the Sobolev space W;(D) the 
usual metric is 

( )
l~ 

d;(x, y) = L IIDax(t) - Day(tW dD 
la l:O:k Il 

For vector functions in the Sobolev space W;(D)m a metric can be 
defined as 

for La appropriately defined. For example, in the space WHD)3 = 
H(curl,D) considered in the previous section, k = 1, Ll = V'x, and 
LO = 1, such that 

dH ( curl,ll) (x, y) 

( 
1 ) 1/2 

= "foL ILa(V')x(t) - La(V')y(t)1 2 dD 
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= r IX(t) - y(t)12 drl + r 1\7 x X(t) - \7 X y(t)12 drl ( )
1/2 

.fn .fn 

( 2 2)1/2 
= (d2 (X,y)) + (d2 (\7 X x, \7 x y)) 

with d2 being the L2 (rl)ffi metric. Similarly, 

( 
2 2)1/2 dH(div,n)(X,y) = (d2 (x,y)) + (d2 (\7. x, \7. y)) , 

dH (curl.divJ2) (x, y) 

( 2 2 2) 1/2 
= (d2 (x,y)) + (d2 (\7 X x, \7 x y)) + (d2 (\7. x, \7. y)) 

A metric space is then properly defined by specifying both the set and 
the metric, (5, d), although 5 alone will usually denote the space if a certain 
metric is understood. The sets en, 11', 12(/L), C(rl)m, M(rl)m, BC(rl)m, 
ck(rl)m, Lp(rl)m, Hk.n(rl)rn, and W~(rl)m are then all metric spaces un­
der the metrics mentioned above. Proofs that the above metrics satisfy the 
axioms of a metric are left as exercises. 

Some of the following inequalities are useful for proving the triangle 
inequality (d) for a given metric and are indeed generally useful in many 
areas of analysis. The first two are generally known as Minkowski's in­
equalities, whereas the second two are known as Holder's inequalities. We 
have [21] 

( 
n ) 1/1' 

£;IXi±Yilp < 

(/ ) l/lJ (/ )1/1' ( )1/1' Ix(t) ± y(tW dt s; Ix(tW dt + J ly(tW dt 

for 1 S; p < CXJ, and 

for 1 < p, q < CXJ, and p-1 + q-1 = l. The upper summation limit may be 
infinite, and for the infinite-dimensional cases it is assumed that the sums 
and integrals converge, i.e., L:1 1·1':iI P < 00, L:1 IYil p < 00, J Ix(tW dt < 
00, and J ly(tW dt < CXJ. For p = q = 2 the latter two are also known as 
Cauchy-Schwarz inequalities. 

The Euclidean metric d2 for both vectors and functions is the most 
widely used metric in engineering applications. The metric d2 provides an 
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average distance between two elements in a space. It is especially useful 
for defining a reasonable measure of the error between an element and its 
approximation. 

2.2.1 Continuity and Convergence 

The definition of a metric also allows one to generalize the concepts of 
continuity and convergence, which are important in the work to follow. 

Continuity and Uniform Continuity 

Consider the usual definition of continuity for real-valued functions (map­
pings) on a real interval. The function f defined on a set S is continuous 
at to E S if, given any E > 0, there is a 6 > 0 such that If(t) - f(to)1 < E 

whenever It - tol < 6. Note that 6 = 6(E, to). The function is said to be 
continuous (on a domain) if it is continuous at each point in its domain. If 
6 depends only on E but not the point to, then the function is said to be 
uniformly continuous (on its domain). The following definition [23, p. 61] 
generalizes this concept for arbitrary elements of a metric space. 

Definition 2.2. Let f : Si -+ Sj be a mapping of the metric space (Si, di ) 
into the metric space (Sj, dj ). The mapping f is said to be continuous at 
the point to E Si if for every E > 0 there exists a number 6 (to, c) > 0 such 
that 

whenever di(t, to) < 6. A mapping that is continuous at every point in its 
domain is said to be continuous. 

Note that one may say that a mapping is continuous, denoting a global 
quality, or continuous at a point, implying a local property. Uniform con­
tinuity is a stronger type of global continuity. 

Definition 2.3. Let f : Si -+ Sj be a mapping of the metric space (Si, dd 
into the metric space (Sj, dj ). The mapping f is said to be uniformly con­
tinuous if for each E > 0 there exists a number 6 (E) > 0 such that for any 
two points to and t in Si, dj(f(t), f(to)) < E whenever di(t, to) < 6. 

It is a standard proof in advanced calculus that a function continuous 
on a closed bounded interval [a, b] is uniformly continuous on [a, b]. This 
also holds for closed bounded regions in R n . 

To develop some intuition concerning the difference between continuity 
and uniform continuity, consider the function f(t) = sin(l/ t) for t E (0,1). 
The function is continuous at every point on (0,1) and so f is continuous on 
(0,1) . It can be appreciated that the function is not uniformly continuous 



2.2 Metric Space 89 

on (0,1) by considering two points h = l/ml" and t2 = 1/ (71 + 1/2) Jr. It 
is easy to see that 

d (f (td, f (t 2 )) = ISin C1J -sin C~) I = 1, 

whereas 
1 

d(hJ2) = I t l- t 21 = ( )' 
71 271 + 1 Jr 

which can be made arbitrarily small by taking 71 large. 
In general, if a function is fairly "well behaved" on its domain, it will 

be uniformly continuous. 

Piecewise Continuity 

Another global notion of continuity that occurs often in applied problems 
is that of piecewise continuity. 

Definition 2.4. A mapping is piecewise continuous on a domain if it is 
continuous at all but a finite number of points in the domain and if at each 
point of discontinuity right and left limits exist and the function's value is 
either the right or left limit of the function at that point. 

In applied electromagnetics unknown quantities are often approximated 
in numerical solutions by piecewise continuous functions. Also, piecewise 
continuity is often assumed as a minimal requirement for field quantities 
to satisfy. For example, normal electric-field components may be contin­
uous on either side of a dielectric boundary but discontinuous across the 
boundary, resulting in a piecewise continuous electric field. 

We next discuss Holder continuity, which, as described in Section l.3.4, 
is very useful in many dectromagnctics applications. 

HOlder and Lipschitz Continuity 

Definition 2.5. A function f defined on a bounded interval (a, b) is said 
to be a-Holder continuous on (a, b) if there is a constant k > 0 such that 

If(t) - f(8)1 ::; kit - slG 

fOT any t, s E (a. b). For a = 1 the function is said to be Lipschitz contin­
uous. 

A function f (t) of n variables (t = (tl' t 2 , ... , t n ) E D) is said 
to be al' ··ctn-Holder continuous if for any two points t,s En there are 
constants ki > 0 such that 

n 

If(t) - f(s)1 ~ L k i Iti - 8·iI Gi
, 

;=1 
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where 0 < O:i ::; 1. If f(t) is 0:1 ... O:n -Holder continuous then it is O:r 
Holder continuous uniformly with respect to each variable tj: 

where j = 1, ... ,no 
For m-tuple vector functions one also considers f(t) E Ho,,,,(D)m, 

defined by the condition 

If(t) - f(s)1 ::; kit - sl"', 

where 0 < 0: ::; 1. 

Note that 0: = 1 (Lipschitz) defines the strongest continuity statement, 
and for any 0 < 0: ::; 1 Holder continuous functions are uniformly continu­
ous. Moreover, O:p-Holder continuity is stronger than O:r-Holder continuity 
for O:p > Cl:r, and 0: > 1 implies f (t) is a constant,15 the most continuous 
of functions. 

It can be seen that Holder continuity in Ho,a(D) is stronger than conti­
nuity in C(D), yet weaker than differentiability in C 1(D). However, Holder 
continuity of continuously differentiable functions in H1,a(D) is stronger 
than differentiability in C 1(D). In general, Hk,,,,(D) c Ck(D). 

Holder continuous functions arise in electromagnetic applications in­
volving weakly singular improper integrals, as discussed in Chapter 1, and 
singular integral equations [4], [5], and playa significant role in problems 
of applied electromagnetics leading to Fredholm integral equations with 
logarithmic-type and Cauchy-type singular kernels. They also are exten­
sively utilized in the analysis of fields and currents near surfaces containing 
edges, where fields and currents are Holder continuous with a discontinuous 
derivative. 

Convergence 

The notion of a metric also allows one to generalize the concept of con­
vergence using sequences. A sequence of real elements {Xl, X2, ... } in S 
is said to converge to an element xES if, given any real E > 0, there 
exists an integer N(E) such that Ix - xnl < E for all n ;:::: N. This states 
that given n large enough, Xn is arbitrarily close to X. If a sequence is 
not convergent, it is divergent. The following definition generalizes this 
concept of convergence for sequences of generally complex, vector-valued 
multivariable functions using metrics. 

15To see this, let a = 1 + E, E > O. Then If(t) - f(s)1 :S kit - sl" implies 

If(t)-f(s)1 <kit-sic. 
It - sl -

As t --> s the left side becomes If'l and the right side approaches O. Therefore, in this 
limit we have If'l :S 0, which implies f' = 0, and so f is a constant. 
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Definition 2.6. A sequence of elements Xl, X2, . .. in a metric space (S, d) 
is said to be convergent if there is an element xES such that for every 
E > 0 there is an integer N (E) s'uch that 

whenever n > N. 

This is sometimes denoted as limn->oo d( X n , x) = 0 or simply d( X n , x) ---+ 

O. The element x is said to be the limit of the sequence, written as 
limn->oo Xn = :£ or Xn ---+ x. Some properties of sequences follow [24]: 

• The limit of a convergent sequence is unique, i.e., if limn->oc Xn = x 
and limn->oc Xn = y. then x = y. 

• A convergent sequence is bounded; however, a bounded sequence may 
not be convergent. 

• Any subsequence of a convergent sequence is convergent and con­
verges to the same limit as the sequence. 

Cauchy Convergence 

An extremely important convergence criteria is Cauchy convergence. 

Definition 2.7. A sequence {xn} in a metric space (S,d) is said to be a 
Cauchy sequence (meaning the sequence converges in the Cauchy sense) if 
for each E > 0 there exists an integer N (E) such that 

for all integers n, rn > N. 

This is also written as limn,m->CXl d(xn, xm) ---+ 0, and it is equivalent 
to uniform convergence in k of d(xm+k' xm) to 0 as rn tends to infinity. 
Cauchy sequences are sometimes called fundamental sequences. Note that 
nand rn are unrelated and independent. For Cauchy convergence it is 
not enough for consecutive terms to become close together (although if the 
distance between consecutive terms goes to zero "fast enough" a sequence 
can be shown to be Cauchy). It can be shown that any convergent sequence 
is also a Cauchy sequence. 

For sequences of numbers or constant vectors, the above definitions of 
convergence usually suffice. For sequences of functions, there are many 
other notions to consider. 
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Pointwise and U niforrn Convergence 

Definition 2.8. Let a sequence of functions {fn(t)} be defined on a set 8. 
The sequence is said to converge pointwise to f(t) on a set 8 1 C 8 if for 
each t E 81 and for each E > 0 there exists N(E, t) such that 

If(t) - fn(t)1 < E 

for all n > N (Jor each t E 81 , fn (t) ----+ f (t)). 

Therefore, pointwise convergence is simply examining convergence of 
a sequence at given points, amounting to convergence of a sequence of 
numbers (the function values) associated with those points. 

Pointwise convergence is in some sense not a very strong condition, 
because N(E, tr) and N(E, t2) required for convergence may differ greatly 
even for t1 near t2' A stronger type of convergence is uniform convergence 
as defined below. 

Definition 2.9. Let a sequence of functions {fn(t)} be defined on a set 8. 
The sequence is said to converge uniformly to f(t) on a set 8 1 C 8 if for 
each E > 0 there exists N ( E) such that 

If(t)- fn(t)1 < E 

for all n > N and all t E 8 1 . 

The principal difference between pointwise convergence and uniform 
convergence is that for the latter, N does not depend on t. Therefore, for 
uniform convergence and given some c, all the graphs of fn(t) for n > N 
lie within a strip of width E of the limit graph f(t). 

Some important properties relating to uniform convergence are the fol­
lowing: 

• Uniform convergence implies pointwise convergence . 

• If {fn(t)} converges uniformly to f(t) on a bounded region 0, then 

lim r fn(t) dO = r f(t) dO. 
n--+oo In In 

That is, the limit operation and the integration operation may be 
interchanged. This is not generally true for pointwise convergence or 
for uniform convergence on an unbounded interval. 

A reformulation of the definition for uniform convergence can be ob­
tained using the sup-metric for functions. 
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Definition 2.10. Let a sequence of functions {fn(t)} be defined on a set 
S. The sequence is said to converge uniformly to f(t) on a bounded region 
n if for each f > 0 there exists N ( f) such that 

doo(f(t), fn(t)) = sup Ifn(t) - f(t)1 < f 

tEO 

for all n > N. 

Therefore, uniform convergence implies convergence in the sup-metric, 
and vice versa. 

Mean and Mean-Square Convergence 

In the definitions of pointwise and uniform convergence we considered the 
criteria d(f(t), fn(t)) < f for all n > N. Both definitions involved con­
sidering the metric for some values of t, with the difference being that for 
pointwise convergence we fix t and f and then find N(t, f), while for uniform 
convergence we fix f and find N(f) valid for all t of interest. Two other 
important types of convergence are often used which consider the integral 
of the difference of the functions over the domain of interest. This idea 
brings about the notion of two functions being similar in an average sense. 

Definition 2.11. Let a sequence of functions {fn(t)} be defined on a set 
S. The sequence is said to converge in the mean sense to f (t) on a bounded 
region n if for each f > 0 there exists N ( f) such that 

for all n > N. 

Definition 2.12. Let a sequence of functions {fn(t)} be defined on a set 
S. The sequence is said to converge in the mean-square sense to f(t) on a 
bounded region n if for each f > 0 there exists N ( f) such that 

( )
1/2 

d2(f(t), fn(t)) = .In If(t) - fn(t)12 dn < f 

for all n > N. 

We can also use the notation d2 (f, fn) ----+ 0, and similarly for d1 , doo · 
Note that Cauchy convergence for functions can be in the mean or 

mean-square sense as well; for each f > 0 there exists an integer N (f) such 
that d1,2(fn, fm) < f for all integers n, m > N (however, Cauchy conver­
gence in this metric does not imply uniform convergence). For sequences 
of continuous functions, uniform convergence implies pointwise, mean, and 
mean-square convergence. 

There is an important theorem relating convergence and continuity: 
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Theorem 2.1. Consider the mapping f : (Si, di ) ----+ (Sj, dj ). The function 
is continuous if and only if 

f( lim xn) = lim f(xn) 
n-+oo n-+oo 

for every convergent sequence {xn} C (Si, di ). 

Therefore, for convergent sequences, continuous functions and limits 
may be interchanged. Another way to state this is that the mapping is 
continuous at x E Si if and only if Xn ----+ x implies f(xn) ----+ f(x). Note 
that a metric is itself a continuous mapping d(x, y) : S ----+ R, i.e., Xn ----+ x 
and Yn ----+ Y imply d(xn, Yn) ----+ d(x, y). 

In summary, for sequences of numbers or fixed vectors, we have the no­
tions of convergence and Cauchy convergence. Convergence is the stronger 
of the two, in that convergence implies Cauchy convergence, but the con­
verse is not necessarily true. For sequences of functions we have point­
wise convergence, uniform (Cauchy) convergence, mean convergence, and 
mean-square convergence, with uniform convergence the strongest type of 
convergence. 

2.2.2 Denseness, Closure, and Compactness 

Here we introduce several definitions that will be used later. 

Definition 2.13. Consider two subsets X, Y of a metric space S such that 
X C Y. The set X is said to be dense in Y if, for each y E Y and each 
E > 0, there exists an element x E X such that d(x, y) < E. 

This states that every element in Y can be approximated (in the sense 
of the metric) arbitrarily closely by elements of the set X. Another, even 
more transparent statement is the following: X dense in Y means for every 
y E Y there is a sequence {xn} C X such that Xn ----+ y. In some sense the 
set X (which is contained in Y) is "close" to Y, although Y may possess 
an infinite number of elements that are not in X. Trivially, a set is always 
dense in itself. 

Examples 

1. The set (a, b) is dense in [a, b]. 

2. The set of all polynomials on 0, denoted by P(O), is dense in the set 
of real-valued continuous functions C(O) under the metrics doc and 
d2 . This implies that any real-valued continuous function can be ap­
proximated arbitrarily closely by polynomials. This is also known as 
the Weierstrass approximation theorem [23], which can be extended 
componentwise to vector functions x( t). 
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3. The t)et of continuout) functiont) C(n) it) dense in L2(0) under the d2 

metric. Therefore. any L2(0) function can be approximated arbitrar­
ily clUDeiy in the d2 t)ent)e by continuous functions. Note that since 
p(n) is dense in C(n), and C(n) is dense in L 2 (n), then p(n) is 
dense ill L2 (0). This example can be generalized for any 1 :S p < 00 

such that C (n) is dense in V) (n) under the dp metric (C (n) is not 
dent)e in L=(n)). 

4. The set of the k- times contillllOusiy differentiable functions C k (n) is 
dent)e in C(n). It automatically follows from the previous example 
that C k (rn is dense in V' (0) under the dp metric, and it it) obvious 
that Ck(O) is not dense in LX(n). 

5. The t)et of all sequences with a finite number of nonzero terms is dense 
in IT' for all 1 :S p < 00. 

Definition 2.14. A point .Tis a limiting point of a set Sif any neighboT­
hood of x contains at least one point yES such that y =I- x. 

Definition 2.15. The clOSUTe of a set S is the set S consisting of the hmits 
of all sequences (alllimiiting points) that can be constmcted from S. 

The clot)ure of S is the set of all points of S together with the limits of 
all convergent sequences in S. The closure of a geometrical set is usually 
simple: If S = (a, b), then 5 = [a. b]. If n is an open region bounded by 

surface r, then 0 = 0 u r. Closure can also be used to define the concept 
of denseness; given two subsett) X, Y of a metric srace S such that X c Y, 
the set X is said to be eve77JwheTe dense in Y if X = Y. This lIleans that 
there it) a neighborhood of a point y E Y that contains points from the set 
X. The set X is said to be nowhrrc dense in Y if Y \ X is everywhere dense 
in Y. 

Definition 2.16. A set X is said to be countable iflts elements ean be 
put in one-to-one co7"Tespondence with the integeT numbers, i. e., X 
{X),:r2, ... }. 

Definition 2.17. A space Yis called sepamble if a countable set X C Y 
is eveTywheTc dense in this space. 

If Y it) a separable t)pace, then for each Jj E Y and each f > 0 there is 
an elernent :1:/1 of the countable set X such that d( X n , y) < f. 

Examples 

1. Rn is separable. Inc\8ed, the countable set of ordered n-tuples of real 
llUlnhcrs x = (:2:1. J:2 .... , :rn) it) everywhere dense in Rn. 
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2. C(O) is separable under the infinity metric. 

3. If Q is a subset of lP such that it contains all sequences that have 
only a finite number of nonzero elements, then the countable set X 

X = {(Xl,X2, ... ,Xn ,0,0, ... ),Xi E Q, i = 1, ... ,n,n E N} 

is everywhere dense in IP, and it follows that IP is separable in the 
usual metric dp for any 1 :::; p < 00. The space 100 is not separable. 

4. LP(O) is separable in the usual metric dp- This can be shown using a 
continuous mapping IP -7 LP that preserves separability. The space 
LOO(O) is not separable. 

5. One can show that Co, c, Ck(O), W;(O) are separable spaces and that 
Ho,a(O) is a nonseparable space. 

Next we introduce the concepts of closed sets, bounded sets, and com­
pact sets. 

Definition 2.18. A set S is closed if S = S. 

Any set containing a finite number of elements is necessarily closed. 

Definition 2.19. A set S is bounded if there exists a number K such that 
d(x,y) < K for all x,y E s. 

Definition 2.20. A set S is (sequentially) compact if each sequence of 
elements in S (not necessarily convergent) has a subsequence that converges 
to an element of S. 

The set R is not compact since, for example, the sequence 1,2, ... ,n, ... 
has no convergent subsequence in R. The set (0,1] c R is also not com­
pact, since, for example, the sequence {I, 1/2, 1/3, 1/4, ... } does not have a 
convergent subsequence in (0,1]. However, it can be shown that the closed 
set [0,1] c R is compact. Note that a compact set is necessarily closed and 
bounded, and in C n every bounded, closed set is compact. A compact set 
with a metric is called a compact metric space, and it can be shown that 
every compact metric space is separable. 

The following forms the definition of compactness in some spaces . 

• X C c(o)m: X is a compact set if and only if functions x(t) E X 
are uniformly bounded16 and equicontinuous17 (Arzela criterion). 

I6There is a constant M such that Ix(t)1 ~M for all x(t) EX and tEO. 
17For any E > 0 there is 8 = 8(E) such that Ix(t l ) - x(t2)1 < E for any tl, t2 EO and 

any function x(t) E X, whenever It I - t21 < 8. 



2.2 Metric Space 97 

• Xc LP(D)m (p 2': 1): X is a compact set if and only if X is bounded 
in LP (D)m, and for any E > 0 there is 6 > 0 such that 

l lx(t + T) - x(tW dD < E 
n 

for ITI < 6 (Riesz criterion). 

• X c IP (p 2': 1): X is a compact set if and only if X is bounded and 
for any E > 0 there is a number N = N (E) such that 

DO 

for all x = {Xl, X2, ... , X n , ... } c X. 

The ideas of a separable space, a set dense in another set, and a bounded 
set should be relatively straightforward from the above definitions. The 
concept of compactness for a set is somewhat abstract. It is introduced 
here since we are interested in compact operators throughout the text, and 
the definition of a compact operator and that of a compact set are similar. 

Compact sets are in a sense very well behaved. This nice behavior is 
related to completeness, which is introduced in the next section. In a com­
pact space, even "poorly" behaved sequences (i.e., divergent sequences) 
have at least one "well behaved" (i.e., convergent) subsequence. Diver­
gent sequences in noncom pact spaces may not have any convergent subse­
quences. 

2.2.3 Completeness 

An extremely important property of metric spaces is that of completeness. 

Definition 2.21. A metric space (S, d) is said to be complete if each 
Cauchy sequence in (S, d) is a convergent sequence in (S, d). 

Because every convergent sequence in a metric space is a Cauchy se­
quence, in a complete metric space a sequence converges if and only if it is 
a Cauchy sequence. This is important in practice, since it is much easier to 
prove that a sequence is a Cauchy sequence than to prove that a sequence 
converges. 

The importance of the "in" part of the definition is best shown by an 
example. Consider the space S = {x E R : 0 < x ~ 1} with the metric 
d(x,y) = 1:1: - yl, and the sequence {l/n} = {1, 1/2, 1/3, ... } c S. The 
sequence seems to converge to 0, but 0 is not in the space (S, d); therefore, 
it does not converge in the sense of the space we are considering. It is 
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easy to show that {lin} is Cauchy,18 therefore, (S, d) as considered above 
is incomplete. In this case the space can be completed if it is enlarged to 
include the origin. It can be shown that S = {x E R : ° ~ x ~ 1} with 
the metric d(x, y) = Ix - yl is complete, that is, every Cauchy sequence in 
(S, d) converges. 

Another common example is the set of rational numbers. It is easy to 
find a Cauchy sequence in this set that does not converge to an element in 
the set (but that converges to an irrational number). If the set is enlarged 
to contain the irrational numbers as well as the rational numbers, the set 
can be shown to be complete. 

Examples 

We state without proof that the following are complete spaces: 

1. Any compact metric space. 

2. The space of complex numbers C with the usual metric d(x, y) 
Ix-yl· 

3. The IP sequence space with the usual metric 

dp(x, y) = (L:l IXi - YiI P)I/P, 1 ~ p < 00. 

4. The spaces of sequences Co, c, and 100 with the sup-metric 

doo(x, y) = SUPiE(l,oo) IXi - Yil· 

5. The space of sequences 12(p,) with the usual metric 
df(x, y) = (L:l IXi - Yil 2 il")1/2, p, :.::: 0. 

6. The spaces M(o)m, c(o)m, and Bc(o)m with the sup-metric 
doo(x, y) = sUPwllx(t) - y(t)l· 

7. The space of continuous differentiable functions Ck(O) with the met­
ric d~(x, y) = Llal:::k SUPtE!l {IDax(t) - Day(t)l, lal ~ k}. 

Furthermore, we have the following: 

8. The space (c(o)m, d2 ) is incomplete, where d2 is the Euclidean met­
ric. The incompleteness of this space is due to the fact that a discon­
tinuous function can be approximated in the mean-square (d2 ) sense 
as the limit of continuous functions. To see this, consider the one­
dimensional case C (0,2) and the sequence {in} shown in Figure 2.5, 

{
a, 

in(t) = n (t - 1) + 1, 

1, 

t<1_1 
- n' 

1_1<t<1 
n ' 

t :.::: 1. 
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Figure 2.5: A sequence that is Cauchy yet does not converge in C(0,2), 
demonstrating that C(O, 2) is not complete. 

The sequence is Cauchy (in the d2 metric, i.e., d2 (fn, fm) -+ 019 ) and 
continuous, but the sequence does not converge. Again, we emphasize 
that by converge we implicitly mean to an element in the space under 
consideration. Indeed. the limit of the sequence is the step function, 

f(t) = . {
l. 

0, 

t > 1, 

0<tS1 

which is discontinuous and therefore not in C(O, 2). Therefore, even 
though d2 (f" , f) -0'0 0. f ~ C(0,2), and so the Cauchy sequence 
does not converge and hence the space (C (a, b), d2 ) is incomplete 
(the sequence is not Cauchy under the d= metric, so that there is no 
contradiction with Example 6). 

If the spacc of continuous functions is elllarged to contain all limit 
fUllctions, it will be complete. That is the genesis of the important 
space LP(D). 

18Let N = 2/E. For n, m > N, lin, 11m < E/2. Therefore, Il/n - 1/ml :<:: l/n+ 11m < 
E for all n,m. > N. 

19For C (0, 2) with m > n, 

d2 (fn, fm) = t Ifn (t) - fm (t)12 dt 
.fo 

= /~~-?;; [(n (t - 1) + 1) - of dt 

+ /~ -?;; [(n (t - 1) + 1) - (m (t - 1) + 1)]2 dt 

1 m2-2nm+n2 
--2 --+ 0 as m, n --+ 00. 
3m' n 
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9. The space LP(f1)m (1 ::; p < (0) with the usual metric 20 

dp(x, y) = (In Ix(t) - y(t )lPdf1) lip is complete. 

10. The space Loo(f1)m with the sup-metric 
doo(x,y) = SUPtEn Ix(t) - y(t)1 is complete. 

11. The Holder space Ho,,,,(f1)m (0 < 0: ::; 1) with the metric 

dO,,,, (x, y) = sup{lx(t) - y(t)l} 
tEn 

+ sup {llx(t) -x(s)1 _ .:.:-IY--,---(t,-----) ----=y--'-(s--'--'-) I I} 
t,sEn It - sl'" It - sl'" 

is complete. 

12. The Sobolev space W;(f1) (1 ::; p < (0) with the usual metric 

d;(x, y) = (LI"'I:"::k In ID"'x(t) - D"'y(t)IPdf1) lip for k :::: 0 (k an 

integer) is complete. In the vector case W;(f1)m it can be shown 
that H(div,f1), H(curl,f1), and H(curl,div,f1) are complete under 
the metrics described in Section 2.2. 

2.3 Linear Space 

Although many further topological concepts could be introduced for metric 
spaces, we will instead move on to linear spaces and subsequently work 
within that framework. 

Definition 2.22. A linear space (or vector space) S is a set of elements for 
which there are defined operations of addition and scalar multiplication2l 

satisfying the following axioms for all x, y, z E Sand 0:, (3 E R or C: 

a. x + y = y + x (commutativity). 

b. (x + y) + z = x + (y + z) (associativity). 

c. S contains an element 0 such that x + 0 = x. 

d. For every x there exists an element y, called the negative of 
x) such that x + y = O. 

e. o:(x + y) = o:x + o:y (distributivity). 

f. (0: + (3) X = o:x + (3x (distributivity). 

g. 1· x = x. 

h. o:((3x) = (o:(3)x. 

20Theoretically if the integral is taken in the Riemann sense the space is incomplete, 
but complete when taken in the Lebesgue sense. In most applications we can nevertheless 
use the ordinary Riemann integral. 

21 A linear space equipped with a suitably defined operation of multiplication between 
elements in the space is called an algebra. 
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The space is said to be a real linear space if 0, (3 E R, and a com­
plex linear space if 0, (3 E C. In static electromagnetic problems one usu­
ally works with a real linear space, while in dynamic time-harmonic or 
transform-domain problems it is usually necessary to work in a complex 
linear space. 

Elements of the space are often called vectors, which may refer to tradi­
tional vectors as in C n or functions (e.g., LP(n)m). The sets Ck(n)m and 
LP(n)m, among many others, are still called vector spaces or linear spaces, 
although some authors use the name function space to highlight the fact 
that the elements of the space are functions rather than classical vectors. 
In what follows we will sometimes prefer the term linear space because of 
its generality. 

Examples Related to Linear Spaces 

1. The set Cn (R n) is a linear space under the usual rules for vector 
addition and scalar multiplication. 

(a) If A = (a1' a2) E R2 and B 
{ (a 1 + b1 , a2 + b2)} E R 2 . 

(b) A + B = B + A. 

(c) If 21,22 E C, then 21 + 22 E C. 

(d) If 2[, 22 E C and 0,(3 E C, then 021 + (3z2 E C. 

2. The sets C(nyn, M(n)m, BC(n)m, Ck(n)m, LP(n)m, Hk,a(n)Tn, 
and W Z (n) Tn are linear spaces under the usual method of adding 
functions and multiplying scalars and functions. The sets of all 
real-valued (complex-valued) sequences co, c, 1=, IP, 12(1L) are lin­
ear spaces under the usual method of adding and multiplying real 
(complex) numbers. 

3. More generally, complex n- tuple vector functions f = (f 1 (t), f2 (t), ... , 
fn (t)) on n form a linear space, without the need to impose additional 
conditions such as continuity or square-integrability. Such a space is 
too general to be of much utility in applied problems. As such, ad­
ditional constraints are necessary to produce sharp results for the 
theory to follow. The space L2(n)m in particular will occupy a role 
of central importance throughout this text. 

2.3.1 Linear Subspace 

Further building upon our set structure, we introduce the concept of a 
linear subspace. 
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Definition 2.23. A subset M c S of a linear space S is called a linear 
subspace of S if ax + f3y E M for x, y E M and a, f3 E R for real spaces or 
a, f3 E C for complex spaces. 

A linear subspace is itself a linear space, and, somewhat trivially, a 
linear space S is a linear subspace of itself. Subspaces play a role of im­
portance in the study of projections to follow. 

Definition 2.24. A linear subspace M is said to be closed 22 (in S) if, 
whenever a sequence of vectors in M converges to a limit, the limit of the 
sequence belongs to M. 

Since completeness is an extremely important property, it is of interest 
to determine when subsets of a complete space will be complete. 

Theorem 2.2. If (S, d) i8 a complete metric 8pace and (M, d) a 8ub8pace 
of (S, d), then (M, d) i8 complete if and only if M is a clu8ed 8et in (S, d). 

Examples of Linear Subspaces 

1. Any plane through the origin comprises a linear subspace of R 3 . 

2. In C(O) the subset 

K = {x E C( 0) : l x (t ) dO = I} 

is not a linear subspace, but the subset 

K = {x E C (0) : l x (t ) dO = O} 

is a linear subspace of C(O). 

3. C(O) is a linear subspace of LP(O) since a sum of two continuous 
functions is itself continuous. The space C(O) does not form a closed 
linear subspace, since a sequence of continuous fUllctions may con­
verge to a discontinuous function (depending on the metric). 

4. Ck(O) is a linear subspace of C(O). 

5. For f E C 2 (a, b), the set of all real-valued solutions of the equation 

d2 f 
dt2 - f = 0 

on a :::; t :::; b is a (two-dimensional) linear subspace of C 2 (a, b). 

22 A variety of terminology is used in the literature; the most common alternative is 
to say that M satisfying Definition 2.23 is a linear manifold, and then defining a linear 
subspace as being a closed linear manifold. 
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6. The set of solutions to a homogeneous system of n linear equations 
in n unknowns forms a linear subspace (of dimension less than n) of 
en. 

In dealing with the important topic of projections in later sections, it is 
useful to have the concept of a sum of spaces and a direct sum of spaces. 

Definition 2.25. Let l'vl] and J1h be linear spaces. The sum of l'vl1 and 
l'v12, denoted by l'vh + Ah, is the set madeap of all elements x = Xl + X2, 
where Xl E l'vh, :1:2 E Ah· The direct sum of l'vl1 and l'vh, denoted by 
All E9 A12 : is the set of ordered pairs (:x:],X2) where Xl E All, .T2 E A12· If 
every element in l'vl has a unique representation of the form X + y, where 
:1: E l'vh and YEAh, 2:3 then M is (isomorphic to) the direct S1lm of Ml 
and l'v12 , written as24 JU = 1111 8 Ah. 

As an example, R:3 = Al1 E9M2, where Al1 is the xy-plane and A12 is the 
z-axis. Another decomposition is R:3 = Ml ED M2 E9l'v13, where AI], NI2 , 1113 
are the X-, y-, and z- axes, respectively. 

2.3.2 Dimension of a Linear Space, Basis 

So far we have the idea of sets of elements (a space), the distance between 
elements in the set (a metric), a special set of elements for which addition 
and scalar multiplication are defined (a linear space), and some important 
subsets (linear subspace). Next we need to generate a measure of the size of 
the space itself, calleel the dimension. Before defining dimension, we need 
the concept of linear independence. 

Definition 2.26. A set of elements Xl, X2, ... ,Xn E /) i8 said to be linearly 
dependent if there exist constants Ql , n2, ... , Qn, not all zeTa, such that 

rr no such constants can be found, the set :7:1, :r;2, ... ,Xn is said to be linearly 
independent. 

In R 2 . two vectors are linearly dependent if they are proportional to one 
another, i.e., :r:l = -(odod :1:2. For infinite sets of elements, independence 
indicates that every finite subset of elements is independent. 

We are now ready to define dimension. 

nThis will occur if and only if Ah and Ah are disjoint. 
24The equality Ai = All CD 1"\12 is in the sense that llel and Ah Ell Al2 are isomorphic 

(see Section :3.1.3) since All EB 1\12 consists of ordered pairs whereas M does not. The 
mapping (Xl • . r'l) ---.> Xl + X2 provides the desired isomorphism from NlJ Ell AI2 to AI. If 
NIl and Ah arc not disjoint, then there is a mapping from All EElN[2 to NI, although 
this mapping is not an isomorphism. 
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Definition 2.27. A linear space S is said to be n-dimensional if S contains 
n linearly independent elements, while every set of n + 1 elements in S is 
dependent. The space is infinite-dimensional if S contains n independent 
elements for each positive integer n = 1,2, .... 

The (vector) spaces Rn and C n are n-dimensional. The (sequence) 
spaces Co, c, 100 , IP , 12(p,) are infinite-dimensional, as are the (function) 
spaces C(o)m, M(o)m, Bc(o)m, ck(o)m, LP(o)m, Hk,a(o)m, and 
w;(o)m. 

Next, the concept of a basis is introduced. For finite-dimensional spaces 
the definition is straightforward. 

Definition 2.28. A basis of an n-dimensional space S zs any set of n 
linearly independent elements in S. 

The concept of a basis is extremely important. It allows one to uniquely 
expand any element in a space in terms of the basis elements of the space. 
To see this, consider an n-dimensional space S with Xl, X2, ... ,Xn as a 
basis. The set {Xl, X2, ... , Xn} is therefore linearly independent, and the set 
{x, Xl, X2, ... , Xn} is necessarily dependent. As such, there exist constants 
0:0,0:1, ... ,O:n not all zero such that 

Without loss of generality, assume that the coefficient 0:0 is not zero. Then 

The expansion must be unique. To prove uniqueness, consider 

i.e., two different expansions of the element X with respect to the same 
basis. We get 

and since the set {Xl, X2, ... ,Xn } is linearly independent, the coefficients 
must be zero, i.e., (3i = ri. 

For infinite-dimensional spaces the situation is a bit more tricky~not 
every infinite set of linearly independent elements is a basis (e.g., start with 
an infinite number of elements that form a basis, and remove one element. 
An infinite set of linearly independent elements remains, although it is no 
longer a basis). A basis for an infinite-dimensional space would, though, 
necessarily consist of an infinite number of linearly independent elements. 
To facilitate a definition of basis for the infinite-dimensional case, we need 
to introduce the concept of span. 
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Definition 2.29. Let S1 be a subset of a linear space S. The set of all 
finite linear combinations of elements in S1 is called the span of S1, denoted 
by span S1. 

For example, in two-dimensional space let S1 = {x, y}, where x = (a, 0) 
and y = (O,P). Then span S1 = R2, the xy-plane. The set S1 may contain 
an infinite number of elements; the span of S1 then consists of all finite 
combinations of the (infinite set of) elements of S1' The set span S1 is said 
to be spanned by S1, or S1 is said to be the spanning set for span S1. The 
set span S1 is a linear subspace of S. If S1 possesses n elements, its span 
is a linear subspace of dimension less than or equal to n. 

Now, for infinite-dimensional spaces we can define a basis in the follow­
ing way, which also holds for finite-dimensional spaces. 

Definition 2.30. A linearly independent set B that spans a linear space S 
(span B = S, i.e., B is a spanning set for S) is said to be a (Hamel) basis 
for S. 

As an example, the vectors 

e1 = (1,0,0), e2 = (0,1,0), e3 = (0,0,1) 

form a basis in R3 (span(e1' e2, e3) = R3 and the vectors are obviously lin­
early independent). As another example, consider the differential equation 

x" - ax = 0, 

where a =I- 0. The set of all solutions form a two-dimensional linear space, 
the basis for which is {eat, e~at}, so that every solution can be written as 
x(t) = C1euL+ C2e··at. 

In finite-dimensional spaces the concept of a Hamel basis is similar to 
the idea of a coordinate system, and the use of a Hamel basis is sufficient for 
the representation of elements in finite-dimensional spaces. A Hamel basis 
for a finite-dimensional space has a finite spanning set, while an infinite­
dimensional space must have an infinite spanning set. For reasons asso­
ciated with span being made of finite linear combinations, a Hamel basis 
is not too useful for applications in infinite-dimensional spaces. To have 
something really useful, one needs another concept of basis, which will be 
introduced later in the context of an inner product space. 

2.4 Normed Linear Space 

The metric introduced the concept of the distance between two elements of 
a space, and dimension corresponds to the size of the space. The concept 
of a norm allows one to define the concept of the size of an element in a 
space. 
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Definition 2.31. A set S is a normed linear space (real or complex) on 
which there is defined a real-valued function Ilxll, called the norm of x, with 
the properties 

a. Ilxll2: 0 and Ilxll = 0 if and only if x = 0, 

b. Ilaxll = lal'llxll (homogeneity), 

c. Ilx + yll :s: Ilxll + Ilyll (triangle inequality), for all x, yES. 

A normed linear space is called a real normed space if a E R and a 
complex normed space if a E C. The triangle inequality (c) is used to 
obtain the second triangle inequality: 

Ilx - yll 2: Ilxll-llyll· 

This inequality implies the continuity of a norm as shown below. 
Similar to the case of metrics, we can define p-norms, which can be 

recovered from the p-metric as Ilxllp = dp(x,O). Note, though, that not 
every metric space is a normed space (there exist metrics d such that d(x, 0) 
is not a norm). However, every normed linear space is a metric space with 
the metric d( x, y) = Ilx - y II, denoted as the natural metric. 

All of the metrics detailed in the examples in Section 2.2 lead to common 
norms for the spaces considered. For example, from pp. 84-87 we have the 
following norms. 

Examples 

1. For C, the common norm is Ilxll = d(x, 0) = Ixl (absolute value). 

2. For cn, x = (Xl, X2, ... , xn) E cn, common norms are 

n 

( one-norm), 
i=l 

(two-norm) , 

Ilxlloo = doo(x, 0) = max IXil (infinity- or max-norm), , 

which are specific cases of the p-norm 

For vectors the two-norm gives the usual "magnitude" of the vector. 
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The infinity-norm IlxllClG is also defined for spaces Co, c, and }OC, 

and it can be shown that for any p :2> 1 and any x E }P, the inequality 
Ilxlloo :S Ilxllp is true. If a sequence of elements {xn} is convergent to 
x in the norm of 11" then {:rn} is pointwiiSe convergent to x. However, 
pointwise convergence does not imply convergence in the norm of }p. 

The uiSual norm for iSequences of vectors of m variables in }~, is 
defined by 

where Xi = {xl,x2,·.·,J;;n}' 

3. For the sequence spaces }2(/1) (p. :2> 0) the norm iiS 

which, for /" = 0, is equivalent to the IIxl12 norm. The norm in J2 
iSpace iiS defined hy II x II;. 

4. For all (real or complex) functions in M(o)m, c(o)m, and BC(n)m, 
the .sup-norm is 

Ilxllx = d=(x, 0) = sup Ix(t)l· 
tEO 

A sequence of functioniS {XI! (t) } norm-convergent to X (t) in the above 
spaces is uniformly cOllvergent to x( t). 

5. In LP(n)rn the JI-llonn is 

where 1 :S p < 00, with Ilxll CX) = SUPt Ix( t) I, which can also be used 
forC(O)7n. 

6. For sequences of m-tuple vector-valued functions of n variables in 
LP(O)m, the p-norm iiS 

where Xi(t) = (xi (t),:r2(t), ... ,x:n(t)). 
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7. In Ck(O) (0:::; k < (0) the sup-norm is defined by 

Ilxll~ = d~,(x, 0) = L sup {IDC>x(t)I} , 
i"i:Sk tEll 

for all tEO, where lal :::; k. It can be shown that a sequence of 
functions {DC>xn(t), lal = k} in Ck(O) is uniformly convergent to 
D"x(t), lal = k. 

8. In Holder spaces Ho,c>(o)m a norm is defined for any t, s E 0, t i=- s, 
such that 

Ilxllo,c> = dO,c> (x, 0) = sup Ix(t)1 + sup {lx(lt ) -7~s)' } , 
tEll t,sEll t - s 

where 0 < a :::; 1. 

9. The norm in the Sobolev space of scalar n-variable functions of order 
k (k an integer, k 2 0), W;(O), can be defined as 

where II'II~ is the LP norm raised to the pth power. In the Sobolev 
space W;(O) a sequence of functions {xn(t)} converges to x(t) if 
and only if the sequence {DC> Xn (t)} converges to DC> x( t) in Lp (0) as 
n -+ 00 for all lal :::; k. 

For m-tuple vector functions a norm in W; (O)m can be found by 

replacing DC> with an appropriate LC> (V'). For instance, in W~ (0)3 

IlxIIH(curl,ll) = dH(curl,ll)(X,O) = (1Ixll~ + IIV' x xll~)1/2, 
IlxIIH(div,ll) = dH(div,ll) (x, 0) = (1Ixll~ + IIV" xll~)1/2, 

IlxIIH(curl,div,ll) = dH(curl,div,ll) (x, 0) 

= (1Ixll~ + IIV' x xll~ + IIV" xIIDl/2. 

The sets CnYY(/-L), ck(o)m, v(o)m, HO,c>(o)m, and w;(o)m are 
all normed spaces under the norms listed above. 

Minkowski's inequalities stated previously can be written in a simple 
form using norms as 
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for 1 ~ p ~ x, and Holder's inequality can be written as 

for 1 ~ P ~x and p-l + q-l = l. 
Since a metric can be obtained from a norm, in a normed space the 

concept of convergence and completeness can be given in terms of a norm 
rather than a metric by simply replacing d(x,y) with Ilx ~ YII. A simpler, 
although less precise, notation will be used for convergence in the remainder 
of the text. The notation Xn -7 x will imply that the sequence Xn E S 
converges to xES in the sense of the particular norm associated with the 
space, meaning Ilxn ~ xii -7 0 as n -7 x. Therefore, for a normed space 
(S,II·II), 

• A sequence of elements {xn } is convergent to x if Ilxn ~ xii -7 0 
(n -7 x implied). 

• A sequence of elements {x n } (functions, numbers, etc.) is said to be 
a fundamental or Cauchy sequence if Ilxn ~ Xm II -7 0 as n, m -7 x. 

• A sequence of functions {fn(t)} is said to converge uniformly to f(t) 
if Ilfn(t) ~ f(t)lloc -70 as n -7 x (pointwise convergence cannot be 
stated using norms). 

• A sequence offunctions Un (t)} is said to converge in the mean sense 
to f(t) if Ilfn(t) ~ f(t)lll -70 as n -7 x. 

• A sequence offunctions {fn(t)} is said to converge in the mean-square 
sense to f(t) if Ilfn(t) ~ f(t)112 -70 as n -7 x. 

Some properties of norms based on the second triangle inequality are 
the following [25]: 

• If Ilxn ~ xii -7 0, then Ilx" II -7 Ilxll as n -7 x (continuity of a norm). 

• If Ilxn ~ xii -70 and II:rn ~ Ynll -70, then llYn ~ xii -70 as n -7 x. 

• If Ilxn ~ xii -70 and llYn ~ yll -70, then Ilxn ~ Ynll -7 Ilx ~ yll as 
n -7 x. 

2.4.1 Completeness, Banach Space 

Similar to metric spaces, a normed space S is said to be complete if every 
Cauchy sequence in S converges (in the sense of the norm) to an element 
of S. A complete normed space is called a Banach space. 

One can also view a complete normed space as the completion of some 
incomplete normed space [25]. 
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Theorem 2.3. For every linear normed space S there exists a Banach 
space Se such that SeSe, with S everywhere dense in Se, and for all 

xES, Ilxlls = Ilxllsc. 
Se is said to be the completion of S. As an example [25], consider a 

function x (t) E C k (D) and the norm 

( ) 

lip 

Ilxll; = L IIDnxll~ 
In I<;:k 

for k ~ O. The linear normed space Ck(D) with the norm Ilxll~ is incom­

plete (in the sup-norm it is complete), but the completion of Ck(D) in the 
norm Ilxll~ is complete and defined as the Sobolev space W~(D). 

2.5 Inner Product Space 

2.5.1 Inner Product 

Adding further useful structure to the collections of sets discussed so far, we 
introduce the concept of an inner product and an inner product space. An 
inner product defines the concept of two elements being orthogonal to each 
other. Many practical engineering problems are set in an inner product 
space. Sometimes inner product spaces are called pre-Hilbert spaces, and 
in Rn the inner product is often called a dot product. 

Definition 2.32. Consider a linear space S. An inner product on S is a 
mapping S x S --> C that associates to each ordered pair x, yES a scalar 
denoted by (x, y) with the properties 

a. (x, x) ~ 0 and (x, x) = 0 if and only if x = 0, 

b. (x, y) = (y, x) (Hermitian property), 

c. (ax, y) = a (x, y) , 

d. (x + y, z) = (x, z) + (y, z) , 

where z E S and a is an arbitrary scalar. 

The over bar denotes complex conjugate, where for real inner product 
spaces the complex conjugate operation is simply omitted. The above 
definition can be used to show the four useful results 

(i) (x, ay) = a (x, y) , 

(ii) (x, x) E R, 

(iii) (x,O) = 0, 

(iv) if (x, z) = (y, z) for all z E S, then x = y. 
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With the definition of an inner product on a linear space, one may 
define the concept of an inner product space. 

Definition 2.33. An inner pmduct space is a linear space S with an inner 
pmduct defined on S. 

A finite-dilllensional real (complex) inner product space is also known 
as a Euclidean (unitary) space. 

It can be shown that the function (x, x;1/2 satisfies the properties of a 
norm. and so 

11:[;11 = (x. x;1/2 

is said to be the norm induced by the inner pmduct. Therefore, every 
inner product space is also a normed space; however, the converse is not 
necessarily true. In the succeeding whenever a norm is 'used in an znner 
pmduct space it is the norm induced by the inner pmduct. 

Examples of Inner Product Spaces 

1. C n with (x, y; = L7=1 :fiYi = x·y. 

2. 12 with (x. y; = L::l :EiY;. 

3.12(11) (p 2' 0) with (x,y;/J = L~l:r;iYii!1. 

4. L2(a, b) and C(a, b) with Y; = J;; x(t)y(t) dt. 

5. L2(f2)111 and C(~2)m with (x. y; = Io x(t)·y(t) dD. 

6. Ck(D) and W~(D) (k 2' 0, k an integer) for scalar functions of n 
variables with 

Y)A: = /" L D"x(t) Dcty(t) dD 
Jnl"I::;" 

and for m-tuple vector functions in C k (f2)rrI and W~(f2)m with an 
appropriate L" (\7) replacing DO and using a dot product. In partic­
ular, for W ~ (f2):1 

(a) H(curl,D) with 

(x, y; = /" [x(t).y(t) + (\7 x x(t))· (\7 x y(t))] df2, In 
(b) H (div. f2) with 

(x, y) = L [x(t).y(t) + (\7 . x(t)) (\7 . y(t))] dD, 



112 2. Introductory Functional Analysis 

(c) H(curl,div,D) with 

(x,y) = 10 [x(t).y(t) + (\7 x x(t))· (\7 x y(t)) 

+ (\7 . x( t)) (\7 . y( t) ) ] dD. 

For the above inner product spaces the norm induced by the inner 

product is the two-norm, e.g., Ilxll = (x, x)1/2 = UrJ lx(t)1 2 dD)1/2 = IIxl12 
for L2(D)m and C(D)m. The inner products in the last examples are not 
the only possible inner products for those sets, only perhaps the most useful 
ones. These will be called the usual inner products. Note that IP, LP(D)m, 
and W;(D)m are not inner product spaces unless p = 2. This is easily seen 
from the following theorem, known as the parallelogram law. 

Theorem 2.4. If 5 is an inner product space, then 

Ilx + Yl12 + Ilx _ Yl12 = 211xl1 2 + 211Yl12 

for all x, y E 5. 

The proof follows from 

Ilx + Yl12 + Ilx - Yl12 = (x + y, x + y) + (x - y, x - y) 

= 2 (x, x) + 2 (y, y) 

= 211xl12 + 211Yl12 . 

We will also state without proof that in a normed space if the norm sat­
isfies the parallelogram law, then there exists a unique inner product that 
generates the norm, making the space an inner product space as well. 

A very useful inequality called the Cauchy-Schwarz-Bunjakowsky in­
equality (eSB) can be written in the form 

l(x,y)l:::; ~JTi:Y) = Ilxll'llyll 

with equality if and only if x and yare dependent. 
An important property of inner products is continuity. Let 5 be an 

inner product space. Given an element y E 5 and a sequence {xn } C 5 
converging to an element x E 5, i.e., Ilxn - xii ---> 0, then (xn, y) ---> (x, y) 
(see Definition 2.36). This can be written as 

lim (xn' y) = / lim xn, y) , 
n-too \ n-too 

emphasizing the fact that the limit and the inner product can be inter­
changed. This also implies that convergent series and inner products may 
be interchanged. Note also that this implies Ilxnll ---> Ilxll, which means 
that the limit operation and the norm may also be interchanged. 

The proof of continuity of the inner product follows from Schwarz's 
inequality. Indeed, write (xn, y) ---> (x, y) as (xn' y) - (x, y) ---> 0, or 
(xn - x, y) ---> O. By Schwarz's inequality I (xn - x, y) I :::; Ilxn - xii' Ilyll, 
but Ilxn - xii ---> 0 so that (xn - x, y) ---> O. 
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2.5.2 Pseudo Inner Product, Reaction 

In functional analysis the concept of an inner product is extremely im­
portant. This is also true in electromagnetic applications, but another, 
somewhat related concept is also very useful, known as a pseudo inner 
product [26, p. 42]. 

Definition 2.34. Consider a linear space S. A pseudo inner product on S 
is a mapping S x S -+ C that associates to each ordered pair x, yES a 
scalar denoted by (x, y) p with the properties 

a. (x, Y)p = (y, x)p' 

b. (ax, Y)p = a (x, Y)p' 

c. (x + y, z)p = (x, z)p + (y, z)p' 

where z E S and a is an arbitrary scalar. 

Sometimes the pseudo inner product is called a symmetric product. 
Compared to the inner product, there is no use of the complex conjugate 

for the pseudo inner product. In addition, we no longer require (x, x)p > 0; 
in fact, for complex-valued x, (x, x)p is not even real-valued. Thus the 
pseudo inner product cannot generate a norm. The above definition can 
be used to show (x, ay)p = a (x, Y)p' 

For scalar functions x(t), y(t) E L2(a, b), a typical pseudo inner product 
is 

(x, Y)p = lb x(t)y(t) dt 

with its vector analog in L2(o)m being 

(x, Y)p = L x(t) . y(t) dO. (2.12) 

Although the pseudo inner product does not generate a Hilbert (or 
Banach) space, because of its relationship with the concept of reaction it 
will be very useful later in the text. It is fortunate that while a pseudo 
inner product space lacks many important properties of an inner product 
space, it does generate enough mathematical structure to be very use­
ful in electromagnetic applications. Also, for time-domain fields (which 
are assumed real), the pseudo inner product is an actual inner product 
(if we add the axiom (x. x)p "2: 0 and (x, x)p = 0 if and only if x = 
o to Definition 2.34), which is also the case in electro- and magneto­
statics. 
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2.5.3 Strong and Weak Convergence 

Noting that every inner product space is a normed space, and that a norm 
provides a measure of convergence, one can discuss convergence in inner 
product spaces. If particular, two types of convergence are defined, stmng25 

and weak convergence. 

Definition 2.35. (Stmng convergence) A sequence of elements Xl, X2,'" 

in an inner pmduct space S is said to be stmngly convergent to an element 
xES (denoted Xn ---+ x) if 

Ilxn - xii ---+ O. 

Strong convergence is of course in the sense of a particular norm, which 
in turn can be defined by choice of the inner product. For instance, in 
L2(o)m with the usual inner product, Xn ---+ x means 

i.e., mean-square convergence. 

Definition 2.36. (Weak convergence) A sequence of elements Xl, X2, ... 

in an inner pmduct space S is said to be weakly convergent to an element 
xES (denoted by Xn .:':':'. x) if 

for all yES. 

As an example, in H = L2(o)m with the usual inner product, Xn .:':':'. x 
means l xn(t) . y(t) dO ---+ l x(t) . y(t) dO 

for all y E H, or Jo (xn(t) - x(t)) . y(t) dO ---+ O. 
It is possible to relate strong and weak convergence, as stated in the 

following theorem. 

Theorem 2.5. A stmngly convergent sequence is weakly convergent to the 
same limit (i. e.) Xn ---+ x implies Xn .:':':'. x). 

The proof of the theorem follows from continuity of the inner product. 
The converse is not generally true, but it can be shown that if Xn .:':':'. x and 
Ilxnll ---+ Ilxll, then Xn ---+ X. 

25We previously called strong convergence simply convergence. 
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2.5.4 Completeness, Hilbert Space 

One of the most useful classes of spaces from a practical standpoint are 
complete inner product spaces, known as Hilbert spaces. 

Definition 2.37. An inner pTOdl1ct space complete in the norm Ilxll 
(x, :r;1 1/2 is called a Hilber-t spaa. 

We can also understand a Hilbert space as the completion of an in­
ner product space. For instance, the completion of c(o)m using the in­
ner product (x,YI = J~lx(t)·y(t)dO and associated norm is the Hilbert 
space of Lebesgue-measurable functions L2(o)rn (see Example 8 in Section 

2.2.3). In a similar manner, the space C k (!1) of k-times continuously differ­

entiable complex-valued functions defined on a closed domain 0 with the 
inner product (:r,Ylk = Lin l"Sk J;1 Dnx(t) D"y(t) dO and associated norm 

is incomplete. the completion of which is the Sobolev space W~(O). 
To say a Hilbert space H is complete means that every Cauchy sequence 

in H converges to an clement of H, i.e., for every {x n } C H such that 
Ilxn - xmll ---) 0, there exists :r; E H such that Ilxn - :r;11 ---) O. Since an 
inner product defines a norm, every Hilbert space is a Banach space. 

It is an easy exercise to see that if a closed linear subspace ]vI is con­
tained in a Hilbert space H, i.e., 111 C H, then ]vI itself is a Hilbert space 
(sec Theorem 2.2). 

Examples of Hilbert Spaces 

1. C n with (x, YI = L~=l :fiYi· 

4. U(a, b) with :til = I: :r(t)y(t) dt. 

5. L2(0)7n with (x, YI = In x(t)·y(t) dO. 

6. Hk(O) (= W~ (n)) for scalar functions of n variables, k an integer 
2: 0, with 

and for m-tuple vector functions in Hk(o)m (= w~ (Or) with an 
appropriate L"(\7) replacing Dn. In particular, H (curl, 0), 
H (div. n), and H (curl. div, n) are Hilbert spaces with the inner 
products shown on p. 111. 
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The inner product (".) in a Hilbert space is a continuous function 
with respect to convergence in norm: If Xn ---+ x and Yn ---+ y, then 
limn-+oo (xn, Yn) = (x, y). Indeed, using Schwarz's inequality, I (xn' Yn) -
(x,y) I :S Ilxn - xll·IIYnll + Ilxll'IIYn - YII· However, Ilxn - xii ---+ ° and 
llYn - YII ---+ ° as n ---+ 00. 

In addition to Hilbert spaces, we will often be interested in dense linear 
subspaces of Hilbert spaces, especially C(O). Also, note that any finite­
dimensional inner product space is a Hilbert space. 

2.5.5 Orthogonality 

In two and three dimensions the concept of vectors being perpendicular to 
one another is familiar. A definition that encompasses that notion, and 
generalizes it to inner product spaces, is the idea of orthogonality. 

Definition 2.38. Two elements oj an inner product space are said to be 
orthogonal iJ (x, y) = 0. 

Sometimes if two elements are orthogonal the notation x 1.. Y is used. 
Broadening this idea to a set of elements, we say that a set of elements 
Xm is an orthogonal set if (Xi,Xj) = ° whenever i i= j. If, in addition, 
(Xi, Xi) = 1 (1lxill = 1), the set is said to be orthonormal. In this case the 
Kronecker delta-function26 is often used, so that a set is orthonormal if 
(Xi,Xj) = Jij . Obviously the set {el' e2, e3} is an orthonormal set. The 
set of vectors el = (1,0,0, ... ), e2 = (0,1,0, ... ), e3 = (0,0,1, ... ), ... is 
an example of an orthonormal set in the space 12. 

An equality that is sometimes useful is the Pythagorean formula. 

Theorem 2.6. For any pair oj orthogonal elements x, y, 

This can easily be proved using the parallelogram law. 
In addition to elements of a space being orthogonal, we can discuss the 

notion of subsets of spaces being orthogonal. 

Definition 2.39. Let M be a linear subspace in a Hilbert space H. The 
orthogonal complement oj M, denoted as M.l, is defined to be the set oj 
all x E H such that (x,y) = ° Jor all Y E M. 

The orthogonal complement of M is therefore the set of all elements 
III H that are orthogonal to every element of M. Note that M.l is a 

26The Kronecker delta-function is defined as 

if i = j, 
if i =f. j. 
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closed linear subspace of H, regardless of whether or not M itself is closed. 
Therefore, by Theorem 2.2, lH ~ is itself a Hilbert space whether or not M 
is a Hilbert space. 

To show 1\1£ ~ is closed we use continuity of the inner product. Let 
{xn} be a sequence in lH ~ converging to an element x E H. We can 
show that in fact x E M~ (and so M~ is closed) since (xn,y) = 0 for all 
Y E M and 0 = (xn'Y) ---+ (x,y) so that x E M~. Note that we don't 
require completeness for the definition of an orthogonal complement; we 
simply work in a Hilbert space since that is the most important space for 
applications. 

As a simple example, let H = R 3 and define M = {ace!, ,6e2}, i.e., the 
set of all vectors in the "xy" -plane. Then M ~ = {re3}, i.e., the set of all 
vectors directed along the "z" -axis. As an example from a function space, 
let H = L2( -a, a) and define the closed linear subspace M as the set of all 
even functions (those for which f(t) = f( -t) for all t). Then M~ is the 
set of all odd functions (those for which f (t) = - f ( - t) for all t). 

Additional useful properties follow, some of which require completeness. 

Theorem 2.7. Let M be a linear subspace in H. Then 

a. 1\1£ ~~ = M, where 1\1£ is the closure of M, 

b. if !vI is closed, then !vI ~~ = M, 

c. M~ = {O} if and only if M is dense in H, 

d. {O}~ = H and H~ = {O}, 

e. if M is closed and M~ = {O}, then M = H. 

From (c) we see that the concept of orthogonal complement helps to 
provide an understanding of what it means for one set to be dense in 
another set. Previously we said that X c Y dense in Y meant that every 
element in Y could be approximated arbitrarily closely by elements in the 
subset X. Here we see that if a subspace M is dense in H, then only the 
zero element is orthogonal to every element in M. 

Concerning sums of closed tmbspaces, we have the following. 

Theorem 2.8. Let M and N be closed linear subspaces in H. If M ~ N, 
then M EB N is a closed linear subspace in H. 

This can be proved using the Pythagorean theorem and the complete­
ness of !vI and N. 

2.5.6 Expansions and Projections 

Armed with the concepts of inner products, norms, and orthogonality, we 
can now investigate an important topic in applied analysis and, in fact, 
one of the main topics of this book. In general, it concerns when one 
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element of a space can be represented, or at least approximated, by a set 
of elements within the space. A familiar example in a function space is the 
representation of x(t) E L2( -1f, 1f) by a Fourier series, 

00 

x(t) = aD + Lan cos(nt) + bn sin(nt), 
n=1 

where the expansion functions of course belong to the space, i.e., 

1, cos(nt), sin(nt) E L2( -1f, 1f) 

and aD, an, bn are known as expansion coefficients. Another simple example 
is the representation of the vector x = (:Z:1' X2, X3) E R3 by the three "unit" 
vectors {e1,e2,e3} C R 3, 

In both cases equality between the element and the expansion is achieved, 
at least in the norm sense. Alternatively, consider the approximations 

N 

x(t) == aD + Lan cos(nt) + f3n sin(nt) C::' x (t) (2.13) 
n=1 

for functions, where N < 00, and 

(2.14) 

for vectors in C 3 . In both cases we are approximating the element x using 
an insufficient (incomplete) set of elements. The quality of the given ap­
proximation depends on the element to be approximated. For example, if 
x (t) in (2.13) is similar to a harmonic function with frequency w C::' n ::; N, 
then x(t) may be a very good approximation to x (t). By "good" we mean 
Ilx - xii = E, where E :::: 0 is a very "small" number, E « 1. Similarly, in 
(2.14) if the component X3 of the vector x is very small, then the vector x 
may be a very good approximation to the vector x, i.e., Ilx - xii = E. 

An important issue in either an exact representation or an approxima­
tion is developing a method for determining the expansion coefficients that 
lead to the best possible approximation, or to an exact representation if 
possible. The idea is to determine the expansion coefficients to minimize 
the error Ilx - xii as follows. 

Consider N + 1 elements of H: the element x E H, and a set of mutually 
orthonormal elements Ym E H, m = 1, ... , N. Combine the set of elements 
Ym as x = L~=1 amYm' The sum L~=l amYm generates a closed linear 
subspace M c H consisting of different elements associated with different 
sequences of coefficients {am}. Define the difference of x and x as an 
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error, e = x - .r, and consider the Horm (size) of the error, Ilell = Ilx - xII. 
Squaring the norm of the error leads to 

= (:J:, :r) + (x, - (x, x) - (:r, x) 

'n=l rn=l rn=l 

The right side can be rewritten by completing the square, leading to 

]V ]V 

-2 2, 2, 2 Ilx - :ell = Ilxll + ~ lam - (x, Yrn)1 - ~ I(;r, Yrn)1 . 
m=1 m=1 

All the terms in the sum are nonnegative, leading to the conclusion that 
the choice of coefficients that minimize the norm of the error is 

am = (;r, Yrn) . 

These coefficients are called genemlized Fourier coefficients, and the sum 

N 

X = L (x, Ym) Yrn 
rn=l 

is called the expansion of ;]; with respect to the set Yrn' It represents the 
best possible approximation to ;]; by Yrn E A1 c H. It is easy to show that 
the error is orthogonal to the approximation,27 i.e., 

(e, x) = O. 

Orthogonality between the error and the expansion agrees intuitively 
with the following geometric picture from three-dimensional space: Assume 
an arbitrary vector x E R3 is given by x = Cl e1 + C2e2 + C3e3 for certain 
given values Cl, C2, C3. \Vriting x = /1 el +/2e2, where /1, /2 are the Fourier 
coefficients /1 = (x, e 1) = Cl, /2 = (x, e2) = C2, leads to an error e = 
x - X = C3e3 and, of course, to (e, x) = (C3e3, Cle1 + C2e2) = o. 

At this point it is not clear how good our approximation is; all we know 
is that 

N 
- 2 2, 2 Ilx - ;]:11 = Ilxll - ~ I(x, Ym)1 , 

m=l 

which immediately leads us to see that 

]V 

L I (x, Yrn) 12 ~ 11.1;11 2 (2.15) 
m=1 
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since Ilx - xt ~ O. The above inequality is known as Bessel's inequality 
(which also holds if N = 00). It is easy to see that if equality is achieved 
(in which case 

N 

L I(x, Ym)1 2 = IIxl12 (2.16) 
m=l 

is known as Parseval's equality for the finite or infinite sum), then 

Ilx - xl12 = 0 

and x is equal to x (as always, in the sense of the norm). For any x E H, 
Bessel's inequality implies 

lim (x, Ym) = 0 
m-->oo 

since L:=l 13m < 00 implies limm-->oo 13m = O. Therefore, if Ym is an 
orthonormal set, then Ym ~ O. 

An important theorem in analysis is the projection theorem, which is 
related to the concept of best approximation in the following way. Best ap­
proximation considered approximately representing an element of a Hilbert 
space H by elements of a linear subspace M in H (generated by the sum 

L~=l Cl:mYm as discussed above). The projection theorem allows an el­
ement of H to be exactly represented by an element of a closed linear 
subspace and an element of its orthogonal complement. 

Theorem 2.9. (Projection theorem) Let M be a closed linear subspace 
in H. Any element of H can be written in a unique way as the sum of an 
element in M and an element in MJ. (i.e., any z E H can be written as 
z = Xo + Yo, where Xo E M and Yo E MJ.). Moreover, H = M EEl MJ. and 

IIzl12 = IIxol12 + Ilyol12 . 

Importantly, the element Xo E M is the unique element in M that 
is closest to z. By closest we mean liz - xoll ::; liz - xii for all x E M. 
The element Xo is called the projection of z onto M. For any x E M, 

IIxol12 + Ilx - xol12 = IIxl1 2 and Ilxoll ::; Ilxll· 
A related theorem is useful for the spectral problems to be considered 

in Chapter 4. 

Theorem 2.10. (Orthogonal structure theorem) Let M = M1 EEl M2 EEl 
... C H, where the Mi are all mutually orthogonal (Mi .1 M j for i i= j), 
closed linear subspaces of H. Then each x E M can be written uniquely as 

x = Ln x n , where Xn E M n , and IIxl12 = Ln IIxn l1 2 . 
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2.5.7 Basis of a Hilbert Space 

While the projection theorem allows us to exactly represent any element 
of H by decomposing the space, we can determine an exact representa­
tion of any element in H in terms of other elements of H called basis 
elements. With the concept of orthogonality established we are ready to 
introduce the most important notion for a basis, which relates in some way 
to a "perfect" expansion. Working generally in the context of an infinite­
dimensional Hilbert space, first recall that the algebraic concept of a Hamel 
basis B = {Xl, X2, ... } shows that any X E H can be approximated to any 
desired accuracy by a finite linear combination of (Hamel) basis elements. 
Specifically, for each X E H and every E > 0 there exist N ( E) and scalars 
a1, a2, ... ,an (depending on E as well) such that 

To remove the dependence of ai on E we introduce another notion of basis. 
For convenience we work with orthonormal sets, noting that any orthogonal 
set is easily changed into an orthonormal set. 

Definition 2.40. An orthonormal set of elements B = {xn} is said to be 
a (Schauder) basis for a Hilbert space H if each element y E H can be 
written in a unique way as 

y = L (y, xn) xn· 
71=1 

The coefficients an = (y, Xn) are called generalized Fourier coefficients. 
This is the usual notion for a basis in an infinite-dimensional Hilbert space 
and agrees with the algebraic notion of a basis for finite-dimensional spaces. 
For (norm) convergence of the series 2:::=1 anxn in H we have the follow­
ing. 

Theorem 2.11. (Riesz-Fischer theorem) Let {xn} be a basis for a Hilbert 
space H. The series 

00 

LanXn 
71=1 

converges in norm if and only if {an} E 12! 2. e.! 

00 
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Theorem 2.9 (projection theorem) provided the idea of uniquely repre­
senting an element of z E H as an element .1:0 of a closed linear subspace 
M c H, and an element Yo E M J.. With the concept of a basis established, 
the next theorem provides the form of the elements xo, Yo. 

Theorem 2.12. Let.£l,1 be a closed linear subspace in H with orthonormal 
basis {xn}, and let {Yn} be an orthonormal basis for .£1,1 J.. Any element 
z E H can be written in a unique way as the sum of an element Xo E NI 
and an element Yo E M J. (by the projection theorem)! with 

n 

Yo = L (z, Yn) Yn' 
n 

Some other useful concepts relating to bases for Hilbert spaces follow. 

Theorem 2.13. Let B be an orthonormal set in a Hilbert space H. The 
elements of B are linearly independent. 

Proof. Let {xn} be a finite set from B and consider alxl + a2x2 + 
... + anXn = O. Then 0 = (0, Xl) = (alxl + a2x2 + ... + anXn , Xl) = 
al (XI,XI) +a2 (X2,XI) + ... +an (Xn,XI) = al. Repeating for all n shows 
that aI, a2, ... ,an = 0 and so the set {Xl, X2, ... , xn} is linearly indepen­
dent. _ 

Definition 2.41. An orthonormal set B in a Hilbert space H zs called 
maximal if and only if X ..1 B implies X = O. 

Another way to say this is that a set B = {xn} in a Hilbert space H is 
maximal if there is no element y E H such that {y, xn} is an orthonormal 
set (the set {y, xn} is not independent). Note that any set of n linearly 
independent (orthonormal) elements in an n-dimensional space is maximal. 

Theorem 2.14. A maximal orthonormal set B in H is an orthonormal 
basis for H. 

When B = {xn} is an orthonormal basis (a maximal set) for H, y = 
L~=l (y, xn) Xn for all y E H such that Parseval's equality L~=l 1 (y, Xn) 12 

= IIyl12 holds. The scalar product in this representation is defined as (x, y) 
= L~=l (x, xn) (y, xn) for any x, y E H. 

The above concepts are summarized in the next theorem. It is stated 
for separable Hilbert spaces, although an analogous theorem can be stated 
for nonseparable spaces. 
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Theorem 2.15. Let H be a Hilbert space and {xn} an orthonormal basis 
for H. Then, for every y E H. 

y = L (y, x:n ; X nl 

n 

2, 2 Ilyll = L...-I (y, X n ; 1 . 
n 

If y ..1 {:x;n}. then y = o. 

While equality is, in generaL in the norm sense, other notions of con­
vergence (uniform or pointwise) may also hold. 

Multidimensional bases are generalized in the following way. 

Theorem 2.16. If {Xl (t), X2 (t), ... } is an orthonormal basis for L2 (a, b), 
then {Xij(t, s)} = {Xi(t):l"j(s)}, 1 S; i,j,!s an orthonormal basis for' 
L2 ((a, b) x (a, /i)). 

More generally, if {Xl, :1;2, ... } is an orthonormal basis for L2(O) and 
{YI,Y2, ... } is an orthonormal basis for L2(A), then {XiYj}, IS; i,j, is an 
orthonormal basis for L2 ([1 x A) . 

The proof of the theorem is interesting in that it uses the fact that the 
only element orthogonal to a basis is the zero element. 

Proof. Given that the set {Xi(t)} is orthonormal in L2(a,b), i.e., 

(Xi, X:j; = J~ :l;i(t)Xj(t) dt = 5;j, it is easy to see the set {:l;i(t)Xj(s)} is 
orthonormal. Indeed, the inner product is 

To show that the set {:ri (t ):rj (8)} is an orthonormal basis, we let f E 

L2 (( a, b) x ((1, b)) and show that vanishing of the Fourier coefficients of the 
function f implies the function is zero, i.e., if (.f, :r:iX.i) = 0, then f = O. To 
proceed, 

j.b).b 
0= (.f,x/x'}) = f(t,s):rn(t)x:m(s)dsdt 

• (1 a 

Jb j.b 
= ds Xm(s) . f(t, s)Xn(t) dt. 

u . a 

Since the "inner" integral (as a function of s) is orthogonal to every ba­
sis element :1""" the inner integral vanishes for almost every 8. Because 

J: f(t, s):rn(t) dt = 0 for each s, then f is orthogonal to the basis elements 
X n , implying f = 0 a.e .• 
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Examples of Bases:28 

1. In L2( -71',71') the set { vkeint}, n = 0, ±1, ±2, ... is a basis. 

2. In L2( -71',71') the set { j"j;, 4 cos(nt), 4 sin(nt)}, n = 1,2, ... is 

a basis. 

3. In L2(0, 71') the set { ~ sin(nt)}, n = 1,2, ... is a basis. 

4. In L2(0, 71') the set { 4, ~ cos(nt)}, n = 1,2, ... is a basis. 

5. In L2(0, 1) the set {ei2'7rnt} , n = 0, ±1, ±2, ... is a basis. 

6. In 12 the infinite set el = (1,0,0, ... ), e2 = (0,1,0, ... ), ... is a basis 
(called the standard basis). 

7. In en the set el = (1,0,0, ... ,0), e2 = (0,1,0, ... ,0), 
en = (0,0,0, ... , 1) is a basis (called the standard basis). 

8. InL2((-71',71') x (-71',71'))theset{2~ei(nt+ms)},n,m=0,±1,±2, ... 
is an orthonormal basis, and the set {~sin(nt) sin(mt)}, n, m = 
1,2, ... is a basis for L2 ((0,71') X (0,71')). 

Many examples of eigenfunction bases are considered in Chapters 4 
and 5 and in Part II of the text. 

28For vector-valued functions we can expand each scalar component in the appropriate 
scalar set. 
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3 
Introductory Linear 
Operator Theory 

In this chapter we apply concepts of functional analysis, especially those 
concepts related to Hilbert and Banach spaces, to introduce basic operator 
theory relevant to applied electromagnetics. We begin with the definition 
of a linear operator and provide examples of common operators that arise 
in physical problems. We next define linear functionals as a special class 
of linear operators. Linear functionals occur quite often in electromag­
netics and are very useful in theoretical investigations and in formulating 
problems to be solved numerically. In addition, the concept of a linear 
functional, in conjunction with the Riesz representation theorem, gives an 
appropriate motivation for introducing the important concept of an ad­
joint operator. Next, the class of self-adjoint operators is discussed, as 
well as the broader category of normal operators. We will see later that 
self-adjoint operators, and especially compact self-adjoint operators, have 
very nice mathematical properties that can be usefully exploited. Definite 
operators are then discussed, which themselves are contained within the 
class of self-adjoint or symmetric operators, and lead to a new notion of 
convergence. Compact operators are introduced, both at the function and 
sequence (infinite matrix) levels, and examples from applied mathematics 
and electromagnetics are provided. The important topic of the operator 
inverse is then covered, which naturally arises in the consideration of solv­
ing operator equations and, primarily for differential operators, is related 
to the concept of a Green's function. Projection operators are briefly dis­
cussed, followed by a statement of the Fredholm alternative, which details 
solvability conditions for certain operator equations. 
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3.1 Linear Operators 

3.1.1 General Concepts 

We will define a linear operator as a linear mapping between linear spaces. 

Definition 3.1. A mapping A fmm X to Y, denoted as A : X ----+ Y, is 
called a linear operator (linear mapping, linear transformation) if for all :1: 

and y in the domain of A (defined below) and a,p E e, 

A(ax + py) = QAx + pAy, 

where Ax, Ay E Y. 

Note that a linear operator maps elements of X to elements of Y, and 
often X is equal to Y. As an example of a familiar operator, the map­
ping A : en ----+ em, given by an m x n complex-valued matrix maps 
n-component vectors in en into m-component vectors in em. 

The elements on which the operator acts, and the elements it produces, 
are given special names. 

Definition 3.2. The domain of a linear operator A : X ----+ Y, denoted as 
D A, is simply the set of elements for which the mapping A is defined. 

It is convenient in the following to restrict our linear spaces X and Y to 
be Hilbert spaces, denoted as HJ and H 2 , respectively, although in a few 
instances we will consider Banach-space formulations. 

For operators acting on a Hilbert space H 1 , DA = H 1 . Often we will 
be interested in operators acting in a Hilbert space H 1 , specifically on a 
closed linear subspace M of a Hilbert space. In this case D A = .!vI C H1 , 

D A =I- H1 · For example, the differential operator A : L2 ( a, b) ----+ L2 ( a, b) 
defined by (Ax)(t) = dx(t) / dt = x'(t) cannot have as its domain all of 
L2 (a, b), since many functions in this space are not differentiable, or even 
continuous. 

Defining a domain is an important part of defining an operator; an 
operator is completely defined by specifying both its domain and its action 
on elements of the domain. Furthermore, often properties of an operator 
are very sensitive to the choice of the domain. This is especially true for 
differential operators, where boundary conditions are part of the domain 
specification. 

The most important operators acting 'tn Hilbert spaces are densely de­
fined. 

Definition 3.3. An operator A : Hl ----+ H2 acting in Hl is said to be 
densely defined if DAis an everywhere dense subset of H 1 , i. e., D A = H 1 . 
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Recall from Definition 2.13 that this means that every element in HI 
can be approximated arbitrarily closely by elements of the set D A, and any 
neighborhood of an arbitrary point of HI contains points from the set D A. 
Thus, in this case while DAis not the whole space HI (HI may, in fact, 
contain infinitely many elements not in DA ), DA is "close" to HI in this 
sense. 

Unless otherwise noted, when D A i' HI we will work with operators on 
densely defined subspaces of HI. 

Definition 3.4. The mnge (or image space) of a linear opemtor A : HI ---+ 

H2, denoted as RA, is the set of elements y E H2 resulting from Ax for all 
possible xED A. 

The dimension of the range of A is called the mnk of A, and for Ax = y, 
Y is called the image of :£. Note that the range of A need not be all of H 2 . 

A mapping A: HI ---+ H2 for which RA = H2 is said to be onto (surjective), 
whereas if RA C H2 is a proper subspace of H2 then the mapping is into. 
Therefore. A : HI ---+ H2 may be 'in or on HI, and into or onto H 2. 

Definition 3.5. The null space (or kernel) of a linear opemtor A : HI ---+ 

H 2 , denoted as N4, is the set of all elements xED A for which Ax = O. 

As an example, the common vector identity \7 x \7'1jJ = 0 indicates that 
the range of the gradient operator must be in the null space of the curl 
operator, i.e., Rv c::: Nvx . The dimension of the null space is called the 
nullity. It is easy to see that the range and null space of an operator are 
linear subspaces of Hilbert spaces. 

An important class of operators are those having finite mnk.I This is 
a different concept from that of an operator acting on a finite-dimensional 
domain. It can be shown that for A : H] ---+ H2 a linear operator and 
HI finite-dimensional, then RA is a finite-dimensional subspace of H2 (and 
dim(Ht) = nullity (A) + rank (A)). It then follows that every operator 
acting on a finite-dimensional domain is a finite-rank operator, yet the 
converse is not necessarily true. In the following we reserve the name 
"finite-dimensional operator" for the special subset of finite-rank operators 
that act on finite-dimensional spaces. 

Boundedness and Continuity of Operators 

A very important classification of operators pertains to their boundedness. 

Definition 3.6. A linear opemtor' A : HI ---+ H2 is bounded on its domain 
if; for all x E HI, there exist., a number k > 0 such that2 

1 Also known as finite-dimensional operators. 
2 As always when working in Hilbert spaces, we exclusively use the norm induced by 

th" inner product, with the subscript (often omitted) indicating the associated space 
(Hl or H2)' 
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We use x E HI rather than xED A since it is shown in Section 3.4.1 
that for a bounded operator A, D A = HI, at least by extension. 

Note that bounded operators map bounded sets in D A into bounded 
sets in RA. This is a somewhat different notion than the calculus idea of 
a bounded function, where a function is said to be bounded if the range of 
the function is a bounded set. 

H an operator is not bounded, it is said to be unbounded. To show that 
an operator A is unbounded it is sufficient to find a sequence of elements 
x = {XI,X2""} with Xn E DA such that Ilxnlll S M for some M and 
IIAxn l12 ---> 00 as n ---> 00 (see, e.g., Example 8 in this section). The 
most important class of unbounded operators relevant to electromagnetics 
is differential operators. 

The definition of boundedness of an operator brings about the concept 
of an operator norm (as an abstraction of size). 

Definition 3.7. The norm of an operator A: HI ---> H2, denoted as IIAII, 
is the smallest number k that satisfies IIArl12 S k Ilxll l for all x E HI. This 
can be stated as 

II Ax l1 2 
IIAII = sup -11-11- = sup. IIAxl12 = sup II Ax I1 2 · 

Ilxll,#o x I IIxll,9 Ilxll,=1 

It is convenient to note that IIAxl1 2 S IIAllllxll l . In the following we 
will generally omit the subscript on the norm. 

A fundamental property that divides operators into two classes is con­
tinuity, or lack thereof. 

Definition 3.8. A linear operator A : HI ---> H2 is said to be continuous 
at Xo E HI if for every E > 0 there exists a number 0 > 0 such that 
IIAx - Axoll < c whenever Ilx - xoll < o. 

The next theorem states an extremely important fact concerning con­
tinuous operators. 

Theorem 3.1. If A : HI ---> H2 is a continuous linear operator at Xo E HI, 
and if Xn ---> Xo, then AXn ---> Axo. 

This theorem states that if limn--->oo Xn = Xo, then limn--->oo AXn = 
A limn--->oo x n , indicating that the operator and the limit operation may 
be interchanged. 

Proof. Assume Xn ---> x (i.e., Ilxn - xii ---> 0) and show IIAxn - Axil ---> 

o (i.e., AXn -+ Ax). Indeed, IIAxn - Axil = IIA(xn - x)11 S II All Ilxn - xii. 
Because Ilxn - xii ---> 0, then IIAxn - Axil ---> 0, where we assume IIAII < 00 . 

• 
A very important relationship exists between the continuity and bound­

edness of a linear operator. 
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Theorem 3.2. A linear operator A : Hl ---) H2 is continuous if and only 
if it is bounded. 

Proof. Assume A is bounded and Xn an arbitrary point in H l . Then 
IIAx - Axoll = IIA(x - :ro)11 :S k Ilx - xoll· Thus if Ilx - xoll < 6, setting 
6 = c/k gives IIA(x - xn)11 < c. Then A is continuous at an arbitrary point 
and so is continuous on its domain. 

Now assume A is continuous, and in particular take Xo = O. Then for 
c = 1 there exists a 6 > 0 such that IIAxl1 < 1 whenever Ilxll < 6. For 
x # 0 let z = with.3 = 6/ Ilxll· Then Ilzll = II;3xll = 11(6x) / Ilxllll = 6. 
Therefore, 1 > IIAzl1 = II A (8:r;) II = 1;3IIIArll and IIAxl1 < 1/;3 = (1/6) Ilxll 
and so A is bounded. Of course, for x = 0, IIAOII = 0 < Ilxll .• 

In summary, continuity at 0 implies boundedness, which implies conti­
nuity at an arbitrary point :1". 

Theorem 3.3. If a linear operator A Hl ---) H2 is continuous at one 
point, it is continuous on its domain. 

If a linear operator is continuous, it is uniformly continuous, since 6 in the 
above proof i:-; independent of Xo. 

For linear operators (but not most ordinary functions) boundedness 
implies continuity, and conversely. Unbounded operators are then related 
to some sort of discontinuity of the operator. For unbounded operators, 
Xn ---) Xo does not imply AXn ---) Aro· 

It can be shown that the space of all bounded operators A : Xl ---) 
X 2 , where Xl.2 are Banach or Hilbert spaces, is itself a Banach space [1, 
p. 43]. This is important since later we need the concept of convergence 
of a series of operators (see, e.g., Section 4.4), and in a complete space 
absolute convergence, Ln II An II, implies convergence of Ln An. 

Theorem 3.4. If A : Hl ---) H2, and B : H2 ---) H3 are bounded linear 
operators, then the composition BA : Hl ---) H3 is bounded, and IIBAII :S 
IIBIIIIAII· 

Proof. IIBAxl1 :S IIBIIIIA.YII :S IIBIIIIAllllxll, proving boundedness of 
BA. The inequality follows from IIBAxl1 :S IIBllllAllllxl1 and the definition 
of IIBAII .• 

Finally, there is an interesting statement about continuity of operators 
on finite-dimensional spaces. 

Theorem 3.5. Consider a linear operator A : Hl ---) H2. If Hl is finite­
dimensional, then A is continu07L8 (and so bounded). 

Proof. Let {XT,}~=J be a basis for H l , and take any 0 # x E Hl as 

x = L~=l nT/xn, Then IIAxl1 = IIL~=l anAXnl1 :S L~=llanIIIAxnll· Let 
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K = maxn {IIAxnll}. Then IIAxl1 ~ KL~=llanl.It can be shown (proof 
is omitted here; it is at least reasonable since the sum is finite) that an Af 

exists such that L~=l lanl ~ M Ilxll and so IIAxl1 ~ KM Ilxll, which shows 
that A is bounded and hence continuous .• 

3.1.2 Examples Related to Linear Operators 

1. Ordinary real-valued functions x(t) can be thought of as operators 
x : R --> R. However, only linear functions are themselves linear 
operators. For example, the function x(t) = t for t E R defines a 
linear operator, yet x( t) = sin( t) (or t + 1, t2 , et , etc.) does not. 

2. The common "real-part" and "imaginary-part" operators An Ai 
C --> R defined by 

Arx == Re(x), 

AiX == Im(x), 

DAr = DAi == C 

are easily seen to be nonlinear operators. The complex conjugation 
operator Ace : C --> C defined by 

is also nonlinear. 

Accx == X, 

DAce == C, 

3. The identity operator I : H --> H defined by 

Ix == x, 

DI==H, 

is a bounded linear operator with 11111 = 1, RI = H, and NI = {O}. 

4. The null operator ° : H --> H defined by 

Ox == 0, 

Do==H, 

is a bounded linear operator with 11011 = 0, Ro = {O}, and No = H. 

5. A bounded linear operator A : H --> H defined by 

Ax=y, 

DA==H, 
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where H is an infinite-dimensional space. is uniquely represented by 
an infinite matrix with respect to a given basis. To see this, let 
{Xl, X2 . ... } be an orthonormal basis for H. Then, for any :r E H, X = 

2:::1 (:1:, Xi and by continuity3 and linearity, Ax = 2:::1 (x, Xi)Axi 
= y. Taking the inner product of both sides with :J:j. j = 1,2, ... , 
leads to the system of equations 

ClO 

L (:r,:ri) (Ari'x)) = (y,Xj) , 
i=l 

which can be written in matrix form as 

(Ar2' :£1) 

(A:r2' :1'2) 

j = 1. 2, ... , 

Therefore, the bounded linear operator A : H ---+ H defined by 
Ax = y is represented in the basis {x 1, ;1:2, ... } by the infinite matrix 

[aij]. where aij = (Atj.x;). It can be shown that 2:::1IaijI2 < 00 

and 2::.}:1IaiJI2 <00. Conversely, an infinite matrix [aii], where 

2:::1 2::}: 1 laij 12 <00 defines a bounded4 linear operator A : }2 ---+ }2, 

with respect to a certain basis, with 

ClO ClO 

i=1 j=l 

( 2) 1/2 
The number 2:::1 2::~1 laij I is called the ab80lute norm of the 
operator A. 

Similarly, a bounded operator A : HI ---+ H2 defined by Ax = y, 

DA. == HI, where HI, H2 are infinite-dimensional spaces, is uniquely 
represented with respect to given bases by an infinite matrix [aij], 
with ai.J = (Arj, Yi) such that 

(Ar2' Yl) 
(A:r:2' Y2) 

3While any linear operator can be interchanged with a finite sum, boundedness (con­
tinuity) of A is required to allow the free interchange A 2::~1 aixi = 2::~1 ajAxi. 

4The conditions 2::~1 12 < CXJ and 2::~1 laij 12 < (Xl arc not sufficient for A 

to be bounded; the condition 2::~1 2::%1 12 < CXJ is a sufficient but not necessary 

condition for A to be bounded. It can also be shown that the conditions 2::~1 laij 1 < K 

and 2::~1 laij 1 < K, where K does not depend on i or j, are also sufficient conditions 

for A to be bounded. 
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where {Xl,X2,"'} is an orthonormal basis for Hl , and {Yl,Y2, ... } 
is an orthonormal basis for H2. If (Xi, Yj) = 6ij, the two basis sets 
are called bi-orihonormal. 

6. As a finite-dimensional version of a matrix operator, the operator 
A : en ---> em (bounded since en is finite-dimensional) is uniquely 
represented, for {Xl,X2, ... ,xn} a basis of en and {Yl,Y2, ... ,Ym} 
a basis of em, by the m x n matrix [aij] where aij = (AXj,Yi). 
Conversely, every m x n matrix [aij] where aij = (Axj, Yi) uniquely 
defines a bounded linear operator A : en ---> em with respect to the 
given bases. Exactly the same result is obtained for a more general 
mapping A: Hl ---> H2, where Hl,H2 are any two finite-dimensional 
Hilbert spaces. 

For operators on finite-dimensional spaces some explicit equa­
tions for the norm may be developed in terms of the matrix rep­
resentation of the operator. For instance, considering the operator 
A : en ---> em and using the norm Ilxlll = 2:.7=1 IXjl lead to the 
matrix norm5 

(3.1) 

which obviously corresponds to summing the absolute values of el­
ements of each column and taking the largest such sum. This is 
called the column-sum norm. Alternatively, the DO-norm Ilxll oo = 
maxl:Sj:Sn IXjlleads to 

n 

which corresponds to summing the absolute values of elements of 
each row and taking the largest such sum (row-sum norm). Obvi­
ously the relationship IIAlll = IIATlloo holds. The two-norm IIxl12 = 
(2:.7=1IxjI2)1/2 leads to IIAI12 = VAmax, where Amax is the largest 
eigenvalue of A* A, which is sometimes called the spectral norm of A. 

The above are known as subordinate matrix norms, since they 
arise directly from an associated vector norm. Other matrix norms, 
which come directly from Definition 2.31, rather than the operator 
norm Definition 3.7, are sometimes found to be useful. Two common 

5To see this, consider 

The maximum over all x with Ilxll = 1 leads to the desired formula. 
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norms from this latter class are the Schl1r norm, defined as 

and the maximl1m norm IIAIIM = maXi,j laijl. The Schur norm sat­
isfies IIABII :::; IIAIIIIBII, while the maximum norm does not. Both 
are easy to compute but are generally less useful than the subordi­
nate norms. Some discussion of these concepts, as well as the role of 
the condition nl1mbel' in numerical matrix analysis, can be found in 
[2, pp. 176-183]. 

7. Consider the operators A, B : en ----> en associated with matri­
ces [aij]~j=l and [bij]~j=l ' respectively. The composition (product) 
C = AB of operators A and B is associated with the product of 
corresponding matrices: 

where Cij = I:~=1 aikbkj. If A and B are bounded in en, then by 
Theorem 3.4 the product C is bounded in en. Indeed, 

n n 

Similarly, the product C = AB : }2 ----> }2 of bounded in }2 operators A 
and B corresponding to the infinite matrices [aik] and [bkj ], assuming 

L:l L:=l laikl 2 < 00 and L:=l L;:l Ibki < 00, is bounded in }2. 

This property of bounded operators can be used to simplify the proof 
of boundedness and compactness of the product operator obtained 
in some electromagnetic problems, where each matrix element is ob­
tained in terms of infinite series (Galerkin-type projection techniques 
often result in such internal summations). 

8. The differential operator A : L2 (a, b) ----> L2 (a, b) defined by 

(Ax )(t) == d~~t) = x' (t), 

DA == {x: x,x' E L2(a,b)} 

6The condition number of a matrix A is defined as II All II A -111 using a subordinate 
matrix norm. 
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is unbounded. To see this, consider the sequence of functions Xn (t) = 
cos nt, n = 1, 2, ... , defined on the interval [-7r, 7r]. Then 

(J7r ) 1/2 
IIXnll= _rr(cosnt)2dt =y7r 

and 

IIAxnl1 = ([: (nSinnt)2dtr/2 = ny7r, 

resulting in IIAxnl1 = nllxnll. Clearly, IIAxnl1 ---+ 00 as n ---+ 00. More­
over, all differential operators are usually unbounded, although distri­
butional spaces can be constructed where they are, in fact, bounded. 

As mentioned previously, this operator cannot have as its domain 
all of L2 (a, b) since many functions in this space are not differentiable, 
or even continuous. Note that N A is the set of constant functions. 

9. The multiplication operator A : C(Sl) ---+ C(Sl) (C(Sl) is a Banach 
space in the max-norm, Sl eRn) defined by 

(Ax) (t) == f(t)x(t) 

is a bounded linear operator assuming k = maxtEO If (t) I < 00 with 
II All ::; k. Boundedness follows from the inequality 

If(t)x(t)1 S; Ilfllllxll, 

where Ilfll = maXtEn If(t)1 and Ilxll = maxtEolx(t)l· Also, the mul­
tiplication operator A is bounded in the Hilbert space L2(Sl) for f 
continuous, 

where k = maxtEolf(t)1 < 00. 

10. The Banach-space integral operator A : C(Sl) ---+ C(Sl) defined by 

(Ax)(t) == l k(t, s)x(s) dSl, 

where k(t, s) E C(Sl x Sl) and Sl eRn, with the max-norm 

is bounded with 

II k II = max r I k ( t, s) I dSl < 00, 
tEO lo 

II All ::; max r Ik(t, s)1 dSl. 
tEn lo 
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Indeed. using the inequality of the previous example, 

I (A:r:)(t) I :S /. Ik(t. s) Ilx(s) I dD :S max r Ik(t, s) I dD Ilxll 
. n tEn .!n 

and, in facL it can be shown the equality holds. 

Similarly, it can be shown that the weakly singular integral op-
erator i k(t, s) 

( A:r )( t) == I I ex x ( s) dD 
. n t - s 

is bounded in C(~2) for rt < n (for ex = 0 this reduces to the previous 
case). 

11. The Hilbert-space integral operator A : L2(D) -7 L2(D) defined by 

(Ax)(t) == j' k(t, s)x(s) dD 
n 

with kernel k(t, s) E L2 (D x D) and the two-norm 

where D eRn, is bounded with7 

The above follows from the inequality 

Such operators are known as Hilbert Schmidt operators, and the ker­
nel k( t. s) is said to be of HilbeTt-Schmidt type. 

tvlore generally, a bounded operator A : H -7 H is called a Hilbert­
Schmiclt operator if. given {x n } an orthonormal basis of H, 

'"""' 2 ~ IIAxnl1 < 00. 

n 

7 A sufficient condition of bounded ness of the integral operator in L2 (D) is 

JoJolk(t. sWtiO s dll t < 00. Also. the integral operator is bounded in L2(D) if there 

is a number M < 00 such that 10 Ik(t, s)1 dO s :S lvI and In Ik(t, s)1 dDt :S lvI. This 
condition of boundedness is also sufficient. 
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12. The integration (Volterra) operator A : L2 ( a, b) ---> L2 ( a, b) defined 
by 

(Ax) (t) == it x(s) ds 

is a linear bounded operator for -00 < a < b < 00. This is just a 
special case of the last example ([1 = (a, b)) with k(t, s) = H(t - s), 
the Heaviside function, where H(t - s) = 1 for t > s, and 0 for t < s. 

13. Let k (t, s) be bounded, i.e., k(t, s) E LOO((a, b) x (a, b)). The weakly 
singular integral operator 

l b k(t s) 
(Ax)(t) == I 'I x(s) ds 

a t - s a 

is bounded in LP(a, b) for 1 < p < 00 and 0 :::; a < 1 [3, p. 57]. 
Moreover, with a = 1 the operator, taken in the sense of the Cauchy 
principal value, is bounded in LP (a, b) for 1 < p < 00. As a special 
case, the Hilbert transform operator defined as 

1 100 x(s) (Ax)(t) == - -- ds 
7r -00 (t-s) 

is bounded in LP( -00, (0) for 1 < p < 00. 

Generalizing, the weakly singular integral operator defined by 

(Af) (s) == { t (t, i~ x(s) d[1 in t - s 
with 0 :::; a < n and where k (t, s) is bounded on [1 x [1, is bounded 
in L2 ([1) for [1 C Rn [4, p. 162]. This also holds for integrals of the 
form 

_/,k(t,s) 
(Af) (s) = I laX(S) df, 

r t - S 

where f is a smooth n-dimensional surface in an (n + 1 )-dimensional 
space. Therefore, in a finite region of three-dimensional space, the 
usual free-space Green's function kernel 

k (r, r') = (e-iklr-r'I)/(47rlr - r'l) 

generates a bounded operator in L2 ([1) and L2 (f). 

14. The singular Cauchy integral operator defined by 

1 /, x(s) (Ax) (t) == ----; - ds 
7rZ r s - t 

is bounded on the space Ho,a(f) for every a such that 0 < a < 1, 
where f is a smooth line [3], [5]. 
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15. Consider the integral operators Al and A2 acting in the Banach space 
C( a, b) with kernels kl (t, T) and k2 (T, s), respectively [6]. The integral 
product operator A = AIA2 for any function x E C(a, b) is defined 
as 

(Ax)(t) = (AIA2:r)(t) = lb k1(t,T) (A2X)(T)dT 

= lb kl(t,T) (lb 
k2(T,S)X(S)dS) dT 

~ l (l k,(t, r) k,(r, ,) dr) *) d, 

= lb k(2)(t, s)x(s) ds. 

Thus, A = AIA2 is an integral operator with the kernel k(2)(t, s) = 
J: kl (t, T) k2 (T, s) dT. If the integral operators A I and A2 are bounded 
in C(a, b) (i.e., IIAIII, IIA211 < 00), then the integral product operator 
A = AJA2 is bounded in C(a, b) (this simply follows from IIAxl1 ::; 
IIAIIIIIA2111Ixll). Also, it can be shown if the integral operators Al 
and A2 are bounded in the space L2 (a, b), then the integral product 
operator A = AIA2 is bounded in L2(a, b). 

The integral product operator has been utilized in the method 
of overlapping regions (see Section 9.5) and in the Schwarz's itera­
tive method where the resulting kernel is determined by subsequent 
iterations. Indeed, if we set kl = k2 = k such that k(2) (t, s) = 

b fa k(t, T) k(T, s) dT, then 

k(n)(t,s) = lb k(t,T) k(n-1)(T,S)dT, n > 2. 

3.1.3 Isomorphisms 

Since we have the concept that an operator takes elements of one space 
to those of another space, it is worthwhile to consider some relationships 
between those spaces. The following definitions are useful. 

• Two linear spaces X and Yare said to be isomorphic if there is a 
one-to-one, onto linear map A : X ----+ Y. 

• Two normed spaces X and Yare said to be (topologically) isomorphic 
if there is a continuous one-to-one, onto linear map A : X ----+ Y such 
that A-I is also continuous. Furthermore, the spaces are said to be 
isometTically isomorphic or unitarily equivalent if A is unitary, i.e., 
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A preserves norms (11Axll = Ilxll for all x E X). It can be shown that 
two Hilbert spaces are isomorphic if and only if they are isometrically 
isomorphic. 

An operator A : X -+ Y that connects two isomorphic spaces is called 
an isomorphism. If two spaces are isomorphic to one another, then they 
are essentially the same space, at least at an abstract level. 

As a simple example, the normed spaces C and R2 are easily seen to 
be isometrically isomorphic, with A : C -+ R 2 the mapping that takes 
z = x + iy E C into the ordered pair (Rez,Imz) = (x,y) E R2. Indeed, 

IIAzl1 = jx2 + y2 = Izl = Ilzll. 
One reason for introducing the concept of spaces being isomorphic to 

one another is to see the connection between function spaces and sequence 
spaces. For example, consider the space L2 (-1f, 1f). Every f E L2 (-1f, 1f) 
can be written as a Fourier series 

where an = (j, einx (12K) = (1/ /21i) J:7r f(x )e-inxdx, and it can be easily 
shown that {an} E 12. Let the operator A : L2 ( -1f, 1f) -+ 12 be the mapping 
that takes f E L2 (-1f,1f) to the sequence {an}:::_oo as 

with the inverse mapping A-I: 12 -+ L2 (-1f,1f) taking {an} to f as 

CX) inx 
-1 '"""' e A ( { an}) = 6 an rn= = f (x) . 

V 21f n=-CX) 

It is clear that A is linear, one-to-one (if an = (j, einx / /21i) = 0 for all n, 

then f = 0 since {einx //21i} is complete in L2 (-1f,1f)), and onto (every 
element of 12 corresponds to an infinite series, representing a function in 
L2; see Section 2.5.7). Therefore, L2 (-1f, 1f) and 12 (-00, (0) are isomor­
phic with the Fourier series operator providing the required isomorphism. 
Since both spaces are Hilbert spaces, they are isometrically isomorphic.8 

Furthermore, any separable Hilbert space of functions is isomorphic to 12 
[7, p. 47]. 

8 A is unitary since 

where the last equality is obtained from Parscval's equality (see Section 2.5.6) and it is 
clear that A -1 exists and is continuous. 
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3.2 Linear Functionals 

3.2.1 General Concepts 

A linear operator maps clements of one linear space into another linear 
space, or perhaps a space into itself. A linear functional maps elements 
of a linear space into e. the set of complex numbers. VVe concentrate on 
mappings of Hilbert spaces. 

Definition 3.9. A mapping l fmm H to e (denoted as l : H --) e or 
I(H, e)) is called a linear fll.nctional~f; faT all :r, y E D l , there correspond 
numbers l (:1:) , I (.I)) E e such that 

1(0:1: + By) = od (x) + (Jl(y), 

where (} ,(J E e. 

Under this definition ordinary linear functions :r:(t) that map tEe 
into e are linear functionals. More often the term functional is used for 
"functions offunctions," e.g., I : H --) e where perhaps H = L2 (a, b). As an 

example, for :1' E L2(a, b), .1::) x(t) dt is a linear functional I : L2(a, b) --) e. 

Definition 3.10. A linear- functionall is called continuous if the mapping 
I : H --) e is continuous on H. 

If a linear functional l is continuous at one point. then it is continuous 
everywhere on its domain. 

Definition 3.11. A linear- functional I : H --) e is bounded on its domain 
if there exists a number k E R such that for all elements x E D l , 

Ill(x)11 = Il(x)1 :=; k Ilxll· 
As with the more general operators previously discussed, the definition 

of boundedncss of a functional brings about the concept of the norm of a 
functional. 

Definition 3.12. The norm of a linear functionall : H --) e, denoted as 
11111. is the smallest number k that satisfies 

Il(·r:)1 :=; k Ilxll 
for all x E D l . 

In parallel with operators, continuity, boulldedness, domain, range, and 
null space of linear functionals are defined in obvious ways from the corre­
sponding definitions for linear operators. In addition, as with linear oper­
ators, continuity and boundedness of a linear functional go hand in hand. 
In this way a linear functional I : H --) e can be thought of as a special 
case of a linear operator A : Hi --) H 2 . It can be shown that every linear 
functional 1 : en --) e is bounded (see Theorem 3.5). The space of all 
bounded linear functionals I : H --) e is known as the dual space of H. 
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Riesz Representation Theorem 

An important theoretical use of linear functionals is in defining adjoint 
operators. Before proceeding, note that for Y a fixed element of an inner 
product space, it is easy to see that lex) = (x, y) is a bounded linear func­
tional (although l (x) = (y, x) for y a fixed element is not linear). Indeed, 
linearity and continuity follow directly from the definition of the inner prod­
uct. Therefore, for each element of an inner product space there is a natural 
functional given by an inner product. In Hilbert spaces the converse is also 
true. 

Theorem 3.6. (Riesz representation theorem) Let l be a bounded linear 
functional on a Hilbert space H. There is a unique element y E H such 
that lex) = (x, y) for all x E H. Moreover, 11111 = Ilyli. 

The Riesz representation theorem guarantees that every bounded linear 
functional on L2 (a, b) has the form 

lex) = lb x(t)y(t) dt 

with the norm 11111 = IIYII = u: ly(t)l2dt)I/2 for some yet) E L 2 (a,b) and 
all x(t) E L2 (a, b). Similarly, every bounded linear functional on 12 has the 
form 

00 

lex) = LXiYi 
i=l 

with the norm 11111 = Ilyll = (L::lIYiI2)1/2 for some y = {YI,Y2, ... } E 12 
and all x = {Xl, X2, ... } E 12, and every bounded linear functional on en 
has the form 

n 

lex) = LXiYi 
i=l 

with the norm 11111 = Ilyll = (L:~=IIYiI2)1/2 for some y = {YI,Y2, ... ,Yn} E 
en and all x = {Xl, X2, ... , x n } E en. 

3.2.2 Examples Related to Linear Functionals 

1. Consider a linear operator A : L2(n) --7 L2(n). A bounded linear 
functional on L2 (n) is 

lex) = (Ax,y) = l (Ax)(t)y(t)dn 

for some yet) E L2(n) and all x(t) in the domain DA = {x : 
x(t), (Ax)(t) E L2(n)}. If the adjoint operator A* : L2(n) --7 L2(n) 
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exists (see Section 3.3), then 

l(x) = (Ax,y) = (x,A*y) = r x(t)(A*y)(t) dO, in 
where y(t) is in the domain DA * = {y: y(t), (A*y)(t) E L2(0)}. 
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2. The linear functional cPr : C (a, b) -+ C defined by cPc(f) == f(c), 
where c E [a, b], can be written in terms of a delta-function (in the 
distributional sense; note 6 t/:. C (0) ,L2 (0)) as 

cPc(f) = (j,6) = lb f(x)6(x - c) dx. 

3. As an example in electromagnetics, scalar components of the mag­
netic vector potential Ax at some fixed point in space r caused by 
an electric current in free space are linear functionals of the current 
density Jet) 

as are various electric- and magnetic field components. Alternatively, 
for a fixed J Q, Ax can be thought of as a nonlinear functional of the 
permittivity function E via the wavenumber k. 

4. The voltage Vab between two fixed points a, b is a linear functional of 
the electric field E via 

As further examples, the total charge Q in a volume 0 is a linear 
functional of the charge density p via Q (p) = In p(r) dO, and elec­
trostatic power P is a linear functional (of E or J) via P = In E . J 
dO. Numerous other examples can obviously be found. 

5. Consider the operator A : 12 -+ 12 associated with the infinite matrix 
[aij] and defined by (Ax)~l = L~l aijXj. Then a linear functional 
l(x) is defined on 12 as 

00 00 

l(x) == (Ax, y) = L L aijXjYi 

i=l j=l 

for some y E 12 and all x in the domain DA = {x: x,Ax E 12}. If 
the operator A is bounded assuming L~l L~l laij 12 < 00 (Hilbert­
Schmidt operator), then the functionall(x) is bounded on 12. 
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6. Consider the vector differential operator A : L2 (0)3 -+ L2 (0)3 de­
fined by 

(Ax)(t) == \7 x \7 x X(t), 

DA == {X: X(t), \7 x \7 x X(t) E L2 (0)3}. 

A linear functional l (x) is defined by 

l(x) == (Ax, YI = l (\7 x \7 x x) . Y dO 

for some 3-tuple y(t) E L2 (0)3 and all 3-tuples x(t) E DA. 

3.3 Adjoint Operators 

3.3.1 General Concepts: Bounded Operators 

The Riesz representation theorem is useful for defining in a natural way 
the important concept of an operator adjoint to a given operator. Consider 
first a bounded linear operator A : HI -+ H2. For every y E H2, it can 
be seen that l(x) = (Ax, YI2 is a bounded linear functionall : H2 -+ C for 
all x E HI. Therefore, by the Riesz representation theorem there exists a 
unique y* E HI such that for all x E HI, 

(Ax, YI2 = (x:, Y*/l . 

Because y* depends on y, we introduce a new operator A* : H2 -+ HI, 
called the adjoint of A, defined by A*y = y*, leading to 

(Ax, Yl2 = (x, A*Yll . 

Usually we will drop the subscripts on the inner products. 
Therefore, if A is a bounded linear operator, by the Riesz representation 

theorem a unique adjoint exits. It can be shown that9 IIAII = IIA*II, and 
so the adjoint of a bounded linear operator is a bounded. Some convenient 
properties relating to adjoints of bounded linear operators are the following. 

• IIA*AII = IIAA*II = IIAI12 

• (A + B)* = A* + B* 

• (QAr = CiA* 

gThi~ simply follows from 

IIAII = ~up I(Ax,y)1 = sup I (x,A*y) I = IIA*II· 
Ilxll=llyll=l Ilxll=·llyll=l 
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• (CA)* = A*C*, where C: H2 ---+ H3 

• (A*)* = A 

where in the above A, B : HI ---+ H 2 . Relationships between the null space 
and range of an operator and those of its adjoint are given by the next 
theorem. 

Theorem 3.7. Let A : Hl ---+ H2 be a bounded linear operator. Then 

a. NA = (R/J.')~ 

b. Nk = (Ril)~ 
~.. ~ 

c. RA = (Nil*) 

d. RA* = (N A)-'-

where RA is the closure of RA. 
From Theorem 2.7 we see that since the null space is always closed, if 

the range is closed then the last two properties are repetitive with the first 
two. 

3.3.2 Examples of Operator Adjoints: Bounded Oper­
ators 

1. The identity and zero operators have simple adjoints; I* = I, 0* = o. 

2. It was shown before that a bounded operator A : en ---+ cn, with 
{Xl, :£2, ... ;C n } an orthonormal basis for en, is represented by the 
matrix [aij], where ail = (Axj,xt/. From the definition (AXj,Xi) = 

(Xj, A*xi) one can see that the adjoint operator A* : cn --; en 
is represented in the basis {xn} by the matrix [aji], the conjugate 
transposc lO of the matrix [aij] . 

The same result is obtained for the operator A : }2 ---+ }2 defined 
by (AX)::1 = Z=.~I aijXj, corresponding to the infinite matrix [ail] 

with Z=~1 Z=~l laijl2 < CXJ (Hilbert-Schmidt operator). 

3. The multiplication operator A : L2(fl) ----> L2(n) defined by 

(AT) (t) == f(t)x(t) 

is a bounded linear operator assuming k = maxtEl1lf(t)1 < CXJ where 
fl c RTI. Then 

(Ax, y) = L f(t)x(t)y(t) dfl = (x,1 y) = (x, A*y) , 

10 Note that this is true only when {xn} is an orthonormal basis for en. When 
{xn} is merely orthogonal, then the matrix representation of A * is given by a similarity 
transformation (see Section 4.3.1) of the conjugate transpose matrix raj?]. 
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where 
(A*y) (t) = f(t)y(t). 

Therefore, for the operator "multiplication by f(t)," the adjoint is 
"multiplication by f (t)." 

4. The integral operator A : L2(0)m ----> L2(0)m defined by 

(Ax)(t) == 10 k(t, s) . x(s) dO, 

where 0 c R n with k(t, s) E L2 (0 x O)mxm (in the sense that 
each component of the (m x m)-tuple dyadic kernel k(t, s) belongs 
to L2 (0 x 0)), is bounded. The adjoint is found from 

(Ax,y) = r r k(t,s) ·x(s)dOs · y(t) dOt 
.J rl .J rl 

= 10 x(s) ·10 k T (t, s)· y(t) dOt dO s = (x, A*y) 

such that the adjoint operator is 

with the adjoint kernel k* (t, s) = k T (s, t), the conjugate of the trans­
pose of the original kernel with the variables interchanged. For ex­
ample, the dyadic Green's function for static fields 

G(r, r') = ! 4: R = k(r, r') 

(with R = Ir - r'l) provides a self-adjoint (see Section 3.4) bounded 
kernel in Rn, n 2': 2. 

Similarly, the dyadic Green's function 

has adjoint 

-jkR 

G(r, r') = ! e47r R = k(r, r') 

e+ jkR 

k*(r,r') =! 47rR . 

In the scalar case of A: L2(0) ----> L2(0) defined by 

(Ax)(t) == 10 k(t, s)x(s) dO, 
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the adjoint operator is 

(A*y) (t) = 1 k(s, t)y(s) dD = 1 k*(t, s)y(s) dD 
!l n 

with the adjoint kernel k* (t, s) = k( s, t), the conjugate of the original 
kernel with the variables interchanged. 

5. The integration operator A : L2 ( a, b) ---t L2 ( a, b) defined by 

(Ax) (t) == it x(s) ds 

is a linear bounded operator. Its adjoint is found as a special case of 
the previous example (D = (a, b)) with k(t, s) = H(t - s). Therefore, 
the adjoint operator is k* (t, s) = H (s - t), leading to 

(A*y) (t) = Ib y(s) ds. 

3.3.3 General Concepts: Unbounded Operators 

Before considering the adjoint of the differentiation operator, we need to 
investigate the concept of an adjoint for unbounded operators. Since the 
Riesz representation theorem no longer holds, we are no longer guaranteed 
that for an element y E H2 an element y* E HI exists such that (Ax, y) = 
(x, y*) for all :1; E HI. Often, though, such an element exists, and we 
obtain the adjoint A* as before; A*y = y* such that (Ax, y) = (x, A*y). 
In general, such an adjoint may not be unique. If the operator is densely 
defined, which is the case of primary interest here, the adjoint operator is 
unique. 11 

Actually, in some cases we need to be more careful. If A is bounded, 
then (Ax, y) = (x, A*y) actually defines the adjoint. If A is unbounded, 
then this relationship merely describes the "action" of the operator but 
does not always lead to the correct identification of the domain D A', For 
an unbounded, densely defined operator, a rigorous definition of the adjoint 
is the following. 

Definition 3.13. Let A : H ---t H be a densely defined operator. Then 

DA* == {z E H::3y E H such that (Ax,z) = (x,y), 'Vx E DA}, 

A*z == y. 

II Indeed, if (Ax, y) = (x, y*) were true for two different y*, say y; and Y2' then 

\X,y; - y:;;) = 0 for all x E DA. Because DA is dense in Hi, only the zero element is 

orthogonal to every element in DA (by Theorem 2.7(c)); hence y~ = y:;;. 
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However, in most practical cases the simpler procedure described below 
leads to the correct domain of A * . 

In summary, all bounded linear operators have a unique adjoint, and 
for all unbounded, densely defined linear operators that possess an adjoint, 
the adjoint is unique. All unbounded differential operators considered in 
this text possess adjoints. 

3.3.4 Examples of Operator Adjoints: 
Unbounded Operators 

1. Consider the differentiation operator A : L2 (a, b) -+ L2 (a, b) defined 
by 

d 
(Ax) (t) == dtx(t) = x'(t), 

DA == {x: x(t),x'(t) E L2(a,b), x(a) = o}. 

The adjoint operator can be found by integration by parts: 

(Ax, y) = lb x'(t)y(t) dt 

= x(b)y(b) - x(a)y(a) -lb 
x(t)Y'(t) dt 

= (x: A*y) . 

Therefore, the adjoint differentiation operator is 

(A*y) (t) = _!!:.-y(t), 
dt 

DA* = {y: y(t),y'(t) E L2(a,b), y(b) = o}; 

hence DA* ¥ DA and A*x = -Ax for all x E DA n DA*. Note that 
we actually get a conjugate-adjoint boundary condition on y, which 
is easily converted into an adjoint boundary condition on y. 

2. In the previous example, if we define 

DA == {x: x(t),x'(t) E L2(a,b), x(a) = x(b) = O}, 

then A*x = -Ax for all suitable x, but no boundary conditions result 
to restrict D A *, i.e., 

Furthermore, if DAis such that no boundary conditions are imposed 
on x, then boundary conditions y(a) = y(b) = 0 will be induced on 
the adjoint. 
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3. Consider the differentiation operator A : L2 (a, b) ---> L2 (a, b) defined 
by 

d2 

(Az:) (t) == 2:£(t) = :r//(t), 
dt 

DA == {:r:: x(t), x'(t), x//(t) E L2(a,b), x(a) = x(b) = o}. 

This can be thought of as the one-dimensional Laplacian operator. 
The adjoint operator can be found by integration by parts twice 
(equivalently Green's second theorem) 

I b d2 
(Ax,y) = a dt2x(t)y(t)dt (3.2) 

( d) I b d I b Ib d2 
= dt x(t) y(t) a. - x(t) dty(t) a + a. x(t) dt2 y(t) dt 

= (x, A*y) . 

Therefore, 

d2 

(A*y) (t) = dt2y(t) = (Ay) (t), 

DA* = {y: y(t),y'(t),y//(t) E L2(a,b), y(a) = y(b) = o} = DA 

such that A * = A. 

4. Similar to the last example, the Laplacian operator A : L2 (0) ---> 

L2 (0) defined by 

(Ax) (t) == V 2x(t), 

DA == {:£: :£(t), V 2 x(t) E L2 (0), x(t)lr = O}, 

where r is the smooth boundary of 0 eRn, is such that A* = A. 
Indeed, from Green's second theorem 

(Ax, y) = /' yV 2 x dO In 
l (ax av) 1 2 

= Jr y an - x an dB + n xV VdO 

= (x, A*y). 

5. Consider the vector differential operator A : L2 (0)3 ---> L2 (0)3 de­
fined by 

(Ax) (t) == V x V x x(t), 

DA == {x: x(t), V x V x x(t) E L2 (0)3, n x x(t)lr = o}. 
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The adjoint operator can be found using the second vector Green's 
theorem 

where 

(Ax, y) = L y . (\7 x \7 x x) dn 

= i ((n x x) . (\7 x y) - (n x y) . (\7 x x)) dB 

+ LX' (\7 x \7 x y) dn 

= (x, A*y) , 

(A*y) (t) = \7 x \7 x y(t) = (Ay) (t), 

DA* = {y: y(t), \7 x \7 x y(t) E L2 (n)3, n x y(t)lr = o} 
=DA . 

Thus, A* = A. This example can be generalized for a (3 x 3)-tuple 
dyadic function (rank 2 tensor) ,r( t) using the second vector-dyadic 
Green's theorem as follows, 

(Ax,,r) = 1 (\7 x \7 x x) . I dn 
n 

= i ((n x x)· (\7 x I) - (\7 x x)· (n x I)) dB 

+ In X· (\7 x \7 x I) dn 

= (x,A*,r) , 

where again we find A* = A. We understand y(t), \7 x \7 x y(t) E 

L2 (n)3X3 in the sense that components of th; dyadic functi~ and 
components of the differential operator belong to L2 (n), and that 
L2 (n)3X3 represents a direct sum of spaces L2 (n). 

6. Consider the vector differential operator (curl) A : L2 (n)3 --+ L2 (n)3 
defined by 

(Ax)(t) == \7 x x(t), 

DA == {x: x(t), \7 x x(t) E L2 (n)3, n x x(t)lr = o}, 
where DAis a subspace of H (curl, n). The adjoint operator can be 
found using the vector identity \7. (x x y) = y. \7 x x - X· \7 x y 
and the divergence theorem as 

(A*y) (t) = \7 x y(t), 

D A* = {Y: y(t), \7 x y(t) E L2 (n)3}. 
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In a similar manner, the adjoint of the differential operator (diver­
gence) A: L2 (0)3 -+ L2 (0) defined by 

(Ax)(t) == \7 . x(t), 

DA == {x: x(t) E L2 (0)3, \7. x(t) E L2 (0), n· x(t)lr = O}, 

where DAis a subspace of H (div, 0), is found from the vector identity 
\7. (1jJx) = X . \71jJ +l/J \7 . x and the divergence theorem as 

(A*1jJ) (t) = -\71jJ(t), 

DA * = {1jJ: 1jJ(t), \71jJ(t) E L2 (O)}. 

Therefore, the formal adjoint12 of curl is curl, the formal adjoint of 
divergence is negative gradient, and the formal adjoint of gradient is 
negative divergence. 

General Procedure for Determining Operator Adjoints 

It is worthwhile to summarize the procedure for obtaining the adjoint of 
a differential operator. Let L be a general differential operator (scalar, 
vector, or dyadic) with domain D L; the specification of DL may include 
boundary conditions B (:r) = T), x E D L . One applies an appropriate 
Green's second theorem, or related vector identity corresponding to inte­
gration by parts, to the pair x, y, where y is conjugated to account for 
the conjugate in the inner product. The domain of the adjoint is deter­
mined by requiring that the "integrated terms" in the Green's theorem 
(i.e., the boundary terms) vanish when the homogeneous boundary condi­
tion B (x) = 0 is enforced (regularity of the functions in D L * is assumed). 
This homogeneous condition is applied even if the given boundary condi­
tions are inhomogeneous, i.e., if T) =f. 0 [8, pp. 180, 185], [9, pp. 72-73]. This 
leads to conjugate-adjoint boundary conditions B;a (y) = 0, which are then 
converted to adjoint boundary conditions B* on y, B* (y) = B~a (y) = 0 
(adjoint boundary conditions are always homogeneous). The adjoint oper­
ator is then easily recognized from the remaining terms. In a real space 
the conjugate is omitted. 

To generalize this for any linear operator L consider the expression 

l(Lx)ydO= lX(L*Y)dO+ iJ(x,y) dr, (3.3) 

which is known as a generalized Green's theorem [10, p. 870] (for n = 
1, 0 is a line segment and the boundary term is replaced with a term 

12The formal adjoint i~ the adjoint without considering the associated domains, i.e., 
concentrating on the formal action of the operator (see Section 3.4). 
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involving the two endpoints of the line). The term involving J is known 
as the bilinear concomitant or the conjunct, and the operator L * is called 
the formal adjoint of L. The domain of L * is determined by requiring 
fr J (x, y) dr = 0 for x E DL (again, if B (x) = 'T/ -=I- 0, we enforce B (x) = 0 
in the conjunct) leading to conjugate-adjoint boundary conditions on y, 
which are then converted to adjoint conditions on y E D L* . With the 
conjunct so removed we have (Lx, y) = (x, L *y) as expected. Note that the 
conjunct is simply the "integrated term" in an n-dimensional integration­
by-parts procedure. 

If L * is a real operator, 13 as is often the case, then the generalized 
Green's theorem becomes 

10 (Lx)ydO = 10 x (L*y) dO+ 1 J(x,y) dr. (3.4) 

This form can represent any of the Green's second theorems listed in Ap­
pendix A.4. For example, if L = \72 = L * (formally) and J (x, y) = 
ydx/dn - xdy/dn where d/dn is the outward normal derivative on r, 
we then have the standard Green's second theorem for scalars (substi­
tute h = Y to get the usual form without conjugation). In one dimension, 
L = d / dt = - L * and J (x, y) = xy lead to the usual integration by parts 
formula. In the vector case (see, e.g., [11, Ch. III] for related material) 
(3.4) becomes 

10 (Lx) . Y dO = 10 X· (L *y) dO + 1 J (x,y) . dr. (3.5) 

For L = \7 x \7x = L* and J (x,y) = x x \7xy+ (\7 x x) x y, one has the 
usual vector second Green's theorem. 

3.4 Self-Adjoint, Symmetric, Normal, 
and Unitary Operators 

3.4.1 General Concepts 

In discussing self-adjoint operators we will naturally restrict our attention 
to linear operators A : H ----> H. We include operators acting on H and on 
domains dense in H. 

Self-Adjoint Operators 

Definition 3.14. An operator A is called self-adjoint if A = A*. 

Note by this we mean D A = D A * and A * x = Ax for all xED A = D A * . 

That is, the operators A and A* act on the same set of elements of H, and 

13 An operator L is called real if Lx = Lx. 
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the action of A and A * on those elements is identical. Such operators are 
also called Herm'it'ian, a name usually reserved for the finite-dimensional 
(matrix) case. 

Obviously, for self-adjoint operators (Ax, y) = (:r, Ay) for all x, y E 

D A = D A'. Moveover, self-adjoint operators belong to a larger class of 
symmetric operators. In the following we focus on densely defined opera­
tors, since for this class of operator if an adjoint exists it is unique. 

Symmetric Operators 

Definition 3.15. A densely defined operator Ais called symmetric (OT 
formally self-adjoint) if At = A * X for all xED A ~ D A' . 

This is equivalent to (Ax,y) = (x,Ay) for all x,y E D A. It turns 
out that for bounded operators the difference between symmetry and self­
adjointness is not important; however, this is not the case for unbounded 
operators. To see this we need to introduce the concept of an operator 
extension. 

Definition 3.16. A linear operator B is said to be the extension of the 
linear operator A if DA ~ DB and A:r = B.I; for all xED A. 

It can be shown that if a bounded operator is not defined on a Hilbert 
space, but is defined on a linear subspace in a Hilbert space, it can always 
be extended to the whole space (see, e.g., [12, pp. :~25-326]). For most 
purposes then we may take D A = H for bounded operators A : H ---+ H, in 
which ca::;e the operator always acts on the Hilbert space and D A* = H. 
Therefore, we conclude a bounded operator A is self-adjoint (at least under 
an extension) if it is symmetric. 

It is clear that every self-adjoint operator is symmetric and that every 
bounded symmetric operator is self-adjoint. It is possible for an unbounded, 
symmetric operator to be nonself-adjoint, even if it is densely defined, as 
the examples in Section 3.:3.4 illustrate. 

Since in general unbounded operators cannot be extended to the whole 
space, even if they arc densely defined, then for unbounded operators sym­
metry docs not imply self-adjointness. With self-adjointness being a much 
stronger condition than mere symmetry, it is fortunate that many differen­
tial operators of interest in electromagnetics are not only symmetric but are 
in fact self-adjoint (dynamic problems in lossless unbounded regions being 
a notable exception, since radiation conditions don't lead to a self-adjoint 
operator). 

Some basic properties relating to self-adjoint operators are given below. 

Theorem 3.8. If A : H ---+ H is a bounded linear operator, then A* A, 
AA *, and A + A * are self-adjoint. 
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Proof. (A* A)* = A* A** = A* A, (AA*)* = A** A* = AA*, and 
(A + A*)* = A* + A** = A* + A = A + A* .• 

Theorem 3.9. Let A : H ----; H be a bounded linear operator. Then there 
exist unique self-adjoint operators 5 and T such that A = 5 + iT and 
A* = 5 - iT. 

In particular, 

5 (A+A*)j2, 

T (A - A*) j2i, 

a property used in the method of characteristics [13]. To prove that 5 and 
T are self-adjoint operators, we use the properties of adjoint operators: 

5* = (A~A*r A* + A** A+A* 
=5, = 

2 2 

T* = ( A ;i A * ) * 
A* - A** A-A* 

=T. 
-2i 2i 

Note that if A is self-adjoint, then 5 = A and T = O. 

Theorem 3.10. Let A, B : H ----; H be bounded self-adjoint operators. The 
product operator AB : H ----; H is self-adjoint if and only if the operators 
commute, i.e., AB = BA. 

The fact that (Ax, Xl E R for a self-adjoint linear operator leads to a 
special characterization of its norm (it is easy to see that for H a complex 
Hilbert space, if (Ax, Xl E R then A is symmetric, and conversely if A is 
symmetric then (Ax, Xl E R). 

Theorem 3.11. Let A: H ----; H be a bounded linear self-adjoint operator. 
Then 

IIAII = sup I(Ax, XII· 
Ilxll=l 

Finally, we introduce the idea of a normal operator and a unitary op­
erator. 

Normal Operators 

Definition 3.17. A bounded linear operator A H ----; H is said to be 
normal if 

AA* = A*A. 
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We introduce 
[A,B] == AB - BA, 

called the comm1datoT of operators A and B [6].14 Then the operator A is 
normal if [A, A*] = AA* - A* A = O. 

Theorem 3.12. A bounded lineaT opemtoT A : H ---> H is nOTmal if and 
only if [8, T] = 0 (8, T defined above). 

Proof. First assume A is normal. Then 

8 T = [A+A* A-A*] = A*A-AA* =0. 
[ ,] 2' 2i 2i 

Now assume [8, T] = O. Then [A, A*] = 0 by the equation above, hence A 
is normal. _ 

Theorem 3.13. A bounded lineaT opemtoT A : H ---> H is nOTmal if and 

only if IIAxl1 = IIA*xll fOT all x E H. 

Proof. First assume A is normal. Then for all x E H, (AA*x,x) = 

(A*x, A*x). Also, (AA*x, x) = (A* Ax, x) = (Ax, Ax). Therefore, IIA*xll = 
IIAxll. Now assume IIA*xll = IIAxl1 for all x E H and show A is normal. 
Indeed, from the above one immediately gets ((AA* - A* A) x, x) = 0 for 
all x E H. Since it can be shown that if (Bx, x) = 0 for all x in a complex 
Hilbert space H, then B = 0, one obtains AA* = A* A as desired. _ 

Note that if A : H ---> H is self-adjoint then it is normal, although the 
converse is not generally true. 

Unitary Operators 

Definition 3.18. Let A : H ---> H be a bounded lineaT opemtoT. The 
opemtoT A is said to be an unitaTY opemtoT if and only if 

AA* = A* A = I, 

i.e., A* = A-I. 

Obviously, unitary operators are normal. It is easy to see that if A is 
unitary, then IIAII = 1. Furthermore, 

IIAxl12 = (Ax, Ax) = (x, A* Ax) = (x,1x) = II:r11 2 , 

which, using polarization, is shown to also give 

(Ax, Ay) = (x, y) 

140perators A. and B for which [A., BI = 0 are called commuting operators. 
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for all x, y E H. That is, unitary operators preserve size, distances, and 
angles (more generally unitary operators preserve topological structure). 
The range RA of the unitary operator A : H ---+ H coincides with that of 
H in a finite-dimensional space; however, this is not necessarily true in an 
infinite-dimensional Hilbert space. 

Examples 

1. The operator M : L2(a, b) ---+ L2(a, b), which multiplies f E L2(a, b) 
by eiwt , where W E R, is a unitary operator. 15 In essence, this mul­
tiplication "rotates" the function f, since if f = If I eief , then eiwtf 
= If I ei(ej+wt). 

2. The Fourier transformation operator F : L2 ( -00,00) ---+ L2 ( -00,00) 

defined by 

F (f) (k) == - f (x) e-tkXdx 1 100 
. 

J21T -00 

where -00 < k < 00, is a one-to-one, onto, unitary operator. 

3. The operator A : C 2 ---+ C 2 , which rotates x = (Xl, X2) E C 2 by 
the angle e to produce y = (YI, Y2) E C 2 , is a unitary operator with 
matrix representation (in the standard basis) 

[
COS e sin e ] 

- sin e cos e . 

Figure 3.1 depicts the interrelationships among some of the operators 
discussed here. Self-adjoint operators may be further classified as to their 
definiteness, as discussed in the next section. 

3.4.2 Examples Relating to Self-Adjointness 

1. The identity (Ix = x) and zero (Ox = 0) operators are self-adjoint. 

2. The bounded operator A : H ---+ H, represented by the matrix [aij], 
where aij = (AXj, Xi) and {Xl, X2, ... } is an orthonormal basis for H, 
is self-adjoint if and only if [aij] = [aji], i.e., the matrix representation 
of the operator is Hermitian. 

3. The multiplication operator A : L2 (!2) ---+ L2 (!2) defined by 

(Ax) (t) == f(t)x(t) 

is self-adjoint if and only if f(t) = f(t), i.e., f(t) is real-valued. 

15Indeed, IIeiwt /l1 2 = J leiwt /1 2 dt = J 1/12 dt = 11/112. 
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bounded linear 

linear 

Figure 3.1: Depiction of the interrelationships among various classes of 
linear operators on an infinite-dimensional space. The zero and identity 
operators are represented by 0 and I, respectively. 

4. The bounded integral operator A : L2(n)m -+ L2(n)rn defined by 

(Ax)(t) == /" k(t, s) . x(s) dn, in 
where k(t, s) E L2 (n x n)lnxm, is self-adjoint if and only if k(t, s) = 

kT(s,t). 

As a special case. the bounded integral operator A : L2(n) --+ L2(n) 
defined by 

(A.r)(t) == /" k(t, s)x(s) dn, in 
where k(t. s) E L2 (n x n) (Hilbert-Schmidt kernel), is self-adjoint 
if and ollly if k(t. s) = k(s. t). Every bounded self-adjoint operator in 
L2(n) can be represented as an integral operator, with perhaps the 
kernel k(t, s) considered in the sense of a generalized function. 

5. The integration operator A: L 2 (a, b) -+ L 2 (a, b) defined by (Ax) (t) == 
j~ ;1:(8) ds is a linear bounded operator, but it is not self-adjoint. 

6. The differentiation operator 

(A:r:) (t) == !i;r(t) = ;r'(t), 
dt 
{ ,2 } DA == .I:: :r:(t), x (t) E L (a, b), :I:(a) = () 
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is not self-adjoint since 

d 
(A * x) (t) = - dt x (t), 

DA * = {x: x(t),x'(t) E L2(a,b), x(b) = o}. 

7. The differentiation operator A : L2(a, b) ---7 L2(a, b) defined by 

( Ax) (t) == :t22 x ( t) = x" ( t ) , 

DA == {x: x(t),x'(t), x"(t) E L2(a,b), x(a) = x(b) = o} 

(one-dimensional Laplacian) is self-adjoint as shown in the previous 
section. 

8. The Laplacian operator A : L2 ([2) ---7 L2 ([2) defined by 

(Ax) (t) == \72x(t), 

DA == {x: x(t), \72x(t) E L2 ([2), x(t)lr = o} 

is self-adjoint as shown in the previous section. 

9. The vector differential operator A : L2 ([2)3 ---7 L2 ([2)3 defined by 

(Ax)(t) == \7 x \7 x x(t), 

DA == {x: x(t), \7 x \7 x x(t) E L2 ([2)3, n x x(t)lr = o} 
is self-adjoint as shown in the previous section. The generalization 
to a dyadic function gives a self-adjoint operator as well. 

10. From the previous section we see that curl, divergence, and gradient 
are not self-adjoint, although curl is formally self-adjoint. 

11. Electrodynamic problems involving unbounded loss less regions often 
lead to nonself-adjoint operators. For instance, let the Helmholtz 
operator A be defined by 

Ax == (\72 + k2 ) x, 

D A == { x : x E C 2 (R3) ,}~~ r [~~ + ikX] = o} , 
i.e., functions in the domain of A satisfy the outgoing radiation con­
dition 

lim r [~x + ikX] = 0, 
r---+CX) uT 

(3.6) 
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where we assume k E R. ] t is easy to see that the operator A is not 
self-adjoint. Indeed, from Green's second theorem, 

with the last equality being valid if the boundary integral (conjunct) 
vanishes. With x satisfying the outgoing radiation condition (3.6), 
the boundary integral over fCX) will vanish if Y satisfies the incoming 
radiation condition 

lim r [aay - ikY] = O. 
r----+cx:' r 

(3.7) 

Therefore, the operator A is symmetric (formally self-adjoint) but 
not self-adjoint, with functions in the domain of the adjoint obeying 
an incoming radiation condition which is conjugate to (3.6). 

3.4.3 Pseudo Adjoints, Pseudo Symmetry, 
and Reciprocity 

Pseudo Adjoints 

In many electromagnetics problems the most natural form resembling an 
inner product is the pseudo inner product (x, YIp, described by (2.34). Re­
call that unless the underlying space is real, this is not an actual inner 
product, and it does not generate a normed space or associated complete­
ness properties. Nevertheless, we can introduce a pseudo-adjoint operator 
AP* : X 2 ----+ X I satisfying 

/ Ax. 'If) = (x AP*If) \ •• p,2 , • p,l (3.8) 

for the operator A : Xl ----+ X 2 where X I ,2 are pseudo inner product spaces 
(see Section 2.5.2). If X I ,2 are real spaces, then the pseudo inner product 
is the same as the inner product, and AP* = A *. 

As with inner product spaces, we can consider an operator A: Xl ----+ Xl 
to be formally pseudo self-adjoint or pseudo symmetric if 

(Ax, YIp = (x, AYlp (3.9) 

for all X,Y E DA, and pse'udo self-adjoint if, in addition, DAP* = D A. 
As an important electromagnetic example, consider the integral opera­

tor (see Section 1.3.4) defined by 

(A:r:)(r) === L k(r, r'):r(r') dD'. 
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To determine the pseudo-adjoint operator, consider 

(Ax, y) = r r k(r, r')x(r') dO'y(r) dO 
P In In 

= l x(r') l k(r, r') y(r) dO dO' = (x, AP*y)p 

(we assume that the order of integration may be interchanged, justified by 
properties of the kernel). Therefore, the pseudo-adjoint operator is found 
to be 

(AP*y) (r) = l k(r', r)y(r') dO' = l kP*(r, r')y(r') dO', 

and the pseudo-adjoint kernel is 

kP*(r,r') = k(r',r) 

(recall from the examples in Section 3.3.2 that if we were using an actual 
inner product we would obtain the adjoint kernel as k*(r,r') = k(r',r)). 

For example, consider the scalar, three-dimensional free-space Green's 
function (1.41), 

e-jklr-r'l _ (' ) _ P*(' ) 
g(r, r') = I 'I - 9 r ,r - 9 r ,r . 4n r - r 

For r, r' E D C R3 we see that integral operators of the form 

(AI) (r) = in g(r, r') j(r') dO' 

are pseudo self-adjoint, with bounded (weakly singular and so compact) 
kernel g(r, r'). The Green's function kernel represents an outgoing spherical 
wave, as does its pseudo adjoint, while the adjoint kernel 

___ e+ j k Ir-r'l 
g(r, r') = I 'I 4n r - r 

represents an incoming spherical wave, where we assume k E R. 
Referring to Example 4 in Section 3.3.2, and using reciprocity of the 

free-space dyadic Green's function 16 G(r, r') (weakly singular and so com­
pact for the vector potential (1.72), and singular for the electric field (1.79)), 

16Various free-space dyadic Green's functions are of interest (e.g., for vector potentials 
and for electric and magnetic fields). In all cases we have GT(r,r') = G(r',r). This 
also holds for any inhomogeneous reciprocal medium where G directly relates the field 
quantity and the source, e.g., 

E(r)= 1 G(r,r').J(r')dO'. 
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we see that the dyadic Green's function G(r, r') is a pseudo self-adjoint ker­
nel of the pseudo self-adjoint operator 

(Af)(r) = r G(r, r'). f(r') dO' . .In 

While the concept of a pseudo inner product is very convenient in elec­
tromagnetic problems, for the complex linear spaces of primary interest it 
does not generally lead to the wide array of powerful analysis tools that 
apply to inner product spaces. In particular, the pseudo inner product does 
not lead to Hilbert spaces. This is also seen for the matrix representation of 
operators on finite-dimensional spaces.17 However, pseudo self-adjointness 
is sufficient to prove several important results (e.g., the stationary nature 
of secondary functionals, etc.), and on real spaces the pseudo inner product 
is a true inner product. 

Pseudo Symmetry and Reciprocity 

For a reciprocal medium the Lorentz reciprocity theorem (1.20) provides a 
form that is very useful for a variety of applications and exhibits pseudo 
symmetry (symmetry under a pseudo inner product) of field operators. 
For instance, consider in the vicinity of the origin an inhomogeneous, 
anisotropic medium characterized by symmetric dyadics, ~ = ~ T ,fL = fL T 

(reciprocal medium). We assume the space is unbounded, and as -;;. ----+-00 

the medium becomes free space. Let E l , HI and E 2 , H2 be the fields caused 
by sources Jel,Jrnl and J p2 ,Jm2 , respectively. Then, (1.20) becomes 

(3.10) 

We can think of E (H) in terms of a linear operator LE (LH ) that produces 
the electric (magnetic) field from current sources18 Je,J m. Let 

Fi= [ Ei ] 
-Hi ' 

and consider the operatorl9 

17Indeed, Hermitian matrices (the matrix analog of self-adjointness) have very special 
properties (such as real eigenvalues, basis of eigenvectors, etc.), whereas complex-valued 
matrices symmetric about the main diagonal, termed complex-symmetric matrices (the 
matrix analog of pseudo self-adjointness), do not possess especially useful properties. 

18For instance, (1.86) provides a form for LE(H) in the special case of isotropic, 
homogeneous media. 

19Using this notation, application of the operators follows the usual rules of matrix 
multiplication. 
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[ Le,e 
-Lm,e 

Then from (3.10) we have 
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Le,m 
-Lm,m 

such that the operator is pseudo-symmetric. In this case it is obvious that 
symmetry under a pseudo inner product is simply a statement of reci­
procity. As mentioned previously, for static fields the pseudo inner product 
is a legitimate inner product since we deal with real-valued quantities. In 
this case the operator L is symmetric (self-adjoint if the domains are ap­
propriately chosen). 

If desired, the two independent Maxwell curl equations from (1.9) can 
be written in operator form as 

-V'xI­
zWl!:.· ) ( ~H ) = w = ( ~: ) , 

which is useful for formal manipulations. Comparing with Lw = F, the 
operator LM is obviously the formal inverse to L, i.e., LLM = LML = I; 
therefore, L -1 = LM. If reciprocity holds, then LM is pseudo-symmetric. 

3.5 Definiteness and Convergence in Energy 

3.5.1 General Concepts 

Since for self-adjoint or merely symmetric operators (Ax, x) E R, certain 
further distinctions may be made. 

Definition 3.19. A self-adjoint or symmetric operator A : H --> H is said 
to be nonnegative if 

(Ax, x) 2': 0 

for all x E H, denoted as A 2': o. An operator is said to be (strictly) positive 
if (Ax, x) > 0 for all x =I- 0 in H, denoted as A > O. An operator is said to 
be positive definite if there is a constant k > 0 such that 

(Ax, x) 2': k IIxl1 2 

for all x E H. 

Nonpositive, negative, and negative definite operators can be similarly 
defined, and in general we will call an operator definite if (Ax, x) ~ 0 (i.e., 
a strict inequality exists). It is clear that positive definite operators are 
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also positive, but the converse is not necessarily true. A symmetric or 
self-adjoint operator that doesn't fit into one of these categories is called 
indefinite. In this case (Ax, x) will be positive for some x E H and negative 
for other x E H. 

An operator A satisfying the definition for positive-definiteness is also 
said to be bounded below. An operator A is said to be bounded above if there 
is a constant K such that (Ax, x) :S K IIxl1 2 for all x E H. An operator on 
a Hilbert space is bounded if and only if it is bounded above and below 
[12, p. 364]. We also have the following theorem. 

Theorem 3.14. Let A : H ----> H be a bounded linear operator. Then, the 
operators A * A and AA * are nonnegative. If A:r = 0 has only the trivial 
solution x = 0, then A* A is positive. 

Proof. (A*Ax,x) = (A:I:,Ax) = IIAxI12:::.. 0, (AA*x,x) = (A*x,A*x) = 
IIA*xI1 2 :::.. O. Clearly, IIAxl12 > 0 unless Ax = 0, but this would imply 
x = O .• 

Note that the product of two commuting positive operators is positive, 
but the product of two positive operators is not necessarily a positive op­
erator. Furthermore, a square TOot of a positive operator A is a self-adjoint 
operator B such that B2 = A. 

If an operator is not symmetric, then generally (Ax, x) E C. In this 
case there is a concept related to definiteness. 

Definition 3.20. An operator A : H ----> H is dissipative if, for all xED A, 

1m (Ax, x) :::.. o. (3.11) 

If A is bounded, then (3.11) is equivalent to the condition that its 
imaginary component (A - A*) /2i (See Theorem 3.9) be nonnegative. 

In accordance with the desire to make Hilbert spaces analogous to ge­
ometrical spaces, it is worthwhile to note an analogy between operators 
on a Hilbert space and numbers in the complex plane. Under this analogy 
the adjoint plays the role of complex conjugation, self-adjoint operators are 
analogous to real numbers (A = A*), and unitary operators are analogous 
to complex numbers having unit magnitude (AA* = 1). Also, positive 
(negative) operators are analogous to positive (negative) numbers. 

Definiteness and Fields 

Considering electric currents and using the operator Lc,c, which produces 
the electric field from the electric current, it is clear that 
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has units of watts and represents a complex power density. In general Le,e 
is pseudo-symmetric, and so (Le,eJ e, J e) is generally not even real-valued, 
let alone strictly positive or negative. However, for static fields Le,e is 
symmetric and (Le,eJe, J e ) will be definite under fairly general conditions. 
For instance, for applied currents J e = J~, (Le,eJe, J e ) < 0 for a source 
supplying power. For induced currents in a passive medium, J e = O'e·E and 
(Le,eJe, J e ) > 0, representing dissipated power. 

3.5.2 Examples Relating to Definiteness 

1. The identity operator I : H --+ H defined by I x == x is a bounded, 
self-adjoint positive operator since (Ix, x) = (x,x) > 0 for all x i=- 0 
in H. 

2. The multiplication operator A : L2(a, b) --+ L2(a, b) defined by 

(Ax) (t) == f(t)x(t), 

where f(t) is a bounded real-valued nonnegative (positive) function, 
is a bounded, self-adjoint nonnegative (positive) operator. Indeed, 

(Ax, x) = lb f(t)x(t)x(t) dt = lb f(t) Ix(t)1 2 dt ~ 0 

if f(t) ~ 0 on [a, b]. 

3. The operator A : C 2 --+ C 2 with matrix representation [~ i] is 

indefinite, as can be seen by examining (Ax, x) with x = [1 -1 f 
((Ax,x) = -2 < 0) and x = [1 1 f ((Ax,x) = 6 > 0). 

4. The differentiation operator A: L2(0, b) --+ L2(0, b) (with 0 < b < (0) 
defined by 

(Ax) (t) == - ~22X(t) = _X"(t), 

D A == {x : x (t), x' (t), x" (t) E L 2 (0, b), x (0) = x (b) = O} 

is an unbounded, self-adjoint, positive operator. To see this, consider 

(Ax, x) = -lb x"(t)x(t) dt 

= -x'(t)x(t)l: + lb x'(t)x'(t) dt = lb Ix'(t)1 2 dt ~ 0, 

showing that A is at least nonnegative. Because x(O) = 0, 

Ix(t)12 = Ilt X'(T) dTI2 ::; lt 12dT lt IX'(T)1 2 dT ::; t lb IX'(T)1 2 dT. 
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Therefore, 

lb IX'(T)1 2 dT = (Ax, x) ?: Ix(!)1 2 > 0, 

and so (A.x;, x) > o. 

5. The negative Laplacian operator A : L2 (fl) ---+ L2 (fl) defined by 

(Ax) (t) = ~\72X(t), 
DA = {x: x(t), \72 x(t) E L2 (fl), x(t)ls = o} 
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is an unbounded, self-adjoint, nonnegative operator. Indeed, from 
the first scalar Green's theorem 

(Ax, x) = ~ l x\72x dfl 

i ax 1- 1 2 = ~ x ~dS + \7x· \7xdfl = l\7xl dfl?: O. 
s un n S1 

6. The vector differential operator A : L2 (fl)3 ---+ L2 (fl)3 defined by 

(Ax)(t) =\7 x \7 x x(t), 

DA = {x: x(t), \7 x x(t), \7 x \7 x x(t) E L2 (fl)3 , 

n x x(t)ls = O} 

is an unbounded, self-adjoint, nonnegative operator. To see that the 
operator A is nonnegative, consider the first vector Green's theorem, 

(Ax, x) = r x· (\7 x \7 x x) dn ln 
= ~ 1 (n x x) . (\7 x x) dS + r (\7 x x) . (\7 x x) dfl Is 1S1 
= r 1\7 x xl 2 dfl ?: O. 

1S1 

3.5.3 Convergence in Energy 

We previously introduced the notion of strong and weak convergence for 
inner product spaces (see Section 2.5.3). Recall that a sequence of elements 
Xl, X2, ... in an inner product space S is said to be strongly convergent to an 
element xES (denoted :1:" ---+ x) if IIx" ~ xII ---+ 0, and weakly convergent 

to an element xES (denoted as .Tn ~ x) if (x", y) ---+ (x, y) for all yES. 
For positive operators (and positive definite operators as a special case) 
we can introduce another measure of convergence by using a special inner 
product and norm called the energy inner product and energy norm [4, 
p.91]. 
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Definition 3.21. Consider a positive operator A : H ----; H. The energy 
inner product is a mapping H x H ----; C that associates, for a given A, an 
ordered pair x, y E D A with a scalar denoted by 

(x, y) e == (Ax, y) (3.12) 

obeying the usual properties of an inner product. 

Since the energy inner product obeys the usual inner product rules, it 
induces a norm, called the energy norm. Denoting the energy norm as 
Ilxlle, we obtain 

Ilxlle = ~ = V(Ax,x). (3.13) 

We define the Hilbert space He, associated with a particular positive 
operator A, as an energy inner product space complete in the norm Ilxlle. 
Within this space we have the concept of an orthonormal set, 

(3.14) 

An orthonormal set {xn} is a basis of He if each y E He can be written in 
a unique way as 

n=l 

Because Ilxll: = (Ax, x) 2:': k IIxl1 2 for positive definite operators, it is 
easy to see that 

1 
Ilxll :s; Vk Ilxll e · 

Now we are ready to define the concept of convergence in energy. 

Definition 3.22. A sequence of elements Xl, X2, . .. in a Hilbert space H 
is said to converge in energy to an element x E H (denoted Xn ~ x) if 
Ilxn - xlle ----; o. 

We have the following interrelationships among convergence. 

Theorem 3.15. Assume IIAxnl1 is bounded. Then 

a. strong convergence implies convergence in energy, 

b. convergence in energy implies AXn ~ Ax, 

c. if A is positive definite, convergence in energy implies strong conver­
gence. 

Proof. (a) Ilxn - xii: = I (A(xn - x), (:Z:n - x)) I :s; IIA(xn - x) 1IIIxn - xii 
= IIAxn - Axllllxn - xii :s; (1lAxnll + IIAxll) Ilxn - xii· Since Ilxn - xii ----; 0 
by strong convergence, and IIAxnl1 is bounded, then Ilxn - xlle ----; O. 

(b) Ilxn - xii: ----; 0 from (a) implies I(A(xn - x), (xn - x))1 ----; 0 for 

x E H, which leads to AXn ~ Ax as Xn ~ X. 
(c) Because Ilxn - xii :s; (l/v'k) Ilxn - xll e1 (c) is proved. _ 
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3.6 Compact Operators 

3.6.1 General Concepts 

Compact (completely continuous) operators comprise an important subset 
of bounded operators, especially within the theory of integral equations. 
Compact operators are operators that have a finite-dimensional, or an al­
most finite-dimensional, range. In infinite-dimensional spaces compact op­
erators have the simplest properties of all infinite-dimensional operators. 
This is especially true when one considers the spectral theory covered in the 
next chapter, where it is shown that the basic elements of spectral theory 
for compact self-adjoint operators are similar to those from the spectral 
theory of matrix operators. Also note that the theory of linear compact 
operators is a generalization of Fredholm's theory of integral equations. In 
particular, compactness is a very important concept in formulating bound­
ary value problems of applied electromagnetics leading to Fredholm integral 
equations. The solution of operator equations involving compact operators 
is discussed in a later section. 

Definition 3.23. A bounded linear operator A : Hi --> H2 is compact2o if, 
for each bounded sequence {:1:,,} C Hi, there is a subsequence {x"J such 
that {Ax n ;} converges in H 2 . 

Note that every compact linear operator is bounded, but the converse is 
not necessarily true (for example, consider the identity operator). It can be 
shown that every linear bounded operator with finite-dimensional range2i 

is compact. Therefore, necessarily, A : en --> em is compact (e.g., matrix 
operators are compact). 

Information on the range of a compact operator is given in the following. 

Theorem 3.16. Let A : Hi --> H2 be a compact linear operator. Given 
any E; > 0, there exists a finite-dimensional subspace fvI of RA such that 

inf{IIAx - mil} :::; E; Ilxll 

for m E fvI, x E Hi. 

Therefore, the finite-dimensional subspace fvI is very close to (in a sense 
within E; of the possibly infinite-dimensional) RA. 

The next theorem provides some interesting properties of the important 
operator I - A for A compact; these properties are useful for considering 
solutions of second-kind operator equations. 

Theorem 3.17. Let T = I - A, with I the identity operator on a Hilbert 
space H! and A : H --> H a compact operator. Then 

20 A frequently used alternate definition is that an operator A is compact if it maps 
any bounded set of Hl into a compact set (i.e., one having compact closure) of H2. 

21 A linear operator with a finite-dimensional range is also called a finite-rank operator. 
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a. NT, NT* are finite-dimensional and have the same dimension. 

b. H - RT* = NT, H - RT = NT'. 

c. RT = H if and only if NT = {O}, and RT* 
NT * = {O}. 

d. R T , R T * are closed subspaces of H. 

H if and only if 

Thus, the operator I - A for A compact has particularly nice geometric 
properties. 

We will state without proof some properties of compact operators. 

• Let A, B : HI ---+ H2 be compact linear operators and C : H3 ---+ HI, 
D: H2 ---+ H3 be bounded operators. Then A + B, AC, and DA are 
compact linear operators. 

In practical applications it is sometimes convenient to represent 
an operator as a product of operators. Compactness is then shown for 
the product operator by simply showing that one operator is bounded 
and the other is compact. Also, the fact that A + B is compact is often 
used in the theory of integral equations (for example, see [14, p. 346]). 
In general, any linear combination of compact linear operators is also 
a compact operator. 

• An operator A : HI ---+ H2 is compact if and only if its adjoint 
A * : H2 ---+ HI is compact. If AA * is compact, then A is also compact. 

• Let {An} : HI ---+ H2 be a sequence of compact operators. If 

for some A : HI ---+ H2, then A is compact (this important property 
is often used to prove compactness). 

The above property provides insight into the fact that compact oper­
ators either have finite rank or are nearly finite rank, since the limit of a 
sequence of finite-rank (and hence compact) operators is compact. Fur­
thermore, any compact operator in a Hilbert space can be approximated 
in norm arbitrarily closely by a sequence of operators of finite rank [15, 
p. 507]. In fact, on a Hilbert space, and most Banach spaces [16, pp. 
183-184]' a compact operator can be expressed as the sum of a finite-rank 
(degenerate) operator and an operator with a small norm. 

The next property is also useful for proving compactness [12, p. 358]. 

• If A is a compact operator in H, and {Xn} is an orthonormal sequence 
in H, then limn -+oo AXn = O. 

It is also seen that compact operators are very well behaved when ap­
plied in the "forward direction." 
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• An operator A is compact if and only if Xn ~ x implies AXn -+ Ax. 

Recall that this means that if A is compact, weak convergence, i.e., 
(xn, y) -+ (x, y) for all y E H, implies strong convergence, IIAx n - Axil -+ 

o. As an example, for a sequence of functions {xn(t)} in L2(a, b) with the 
usual inner product, weak convergence 

lb (:rn(t) - :r(t)) y(t) dt -+ 0 

for all y E H implies convergence in the norm22 

( b) 1/2 l lA:rn (t) - Ax(tWdt -+ o. 

Thus, while bounded linear operators map strongly convergent sequences 
into strongly convergent sequences (and for operators boundedness is equiv­
alent to continuity), compact linear operators map weakly convergent se­
quences into strongly convergent sequences. Compact operators can then 
be thought of as, in a sense, strongly bounded operators, or equivalently, 
strongly continuous operators . hence the name completely continuous op­
erators. However, the inverse of a compact operator is unbounded, as shown 
in Theorem 3.37, and this fact presents some difficulties in applications. 

Finally, we have the following. 

• An operator A is compact if for any sequences Xn and Yn weakly 
converging to x and y (xn ~ x, Yn ~ y) the inner product (Ax, y) 
is a weakly continuous function of x and y such that 

lim (A:rn' Yn) = (A:r, y) . 
n ----+CX) 

3.6.2 Examples Relating to Compactness 

1. The identity operator (I x = x) on an infinite-dimensional space is 
bounded but not compact (I is compact only on a finite-dimensional 
space), hut the zero operator (Ox = 0) is compact. The fact that 
the identity operator I is not compact is relevant to the theory of 
Fredholm operators represented in the form I - A, where A is a 
compact operator, leading to the existence of the bounded inverse 
operator (I - A)~l . 

22As a concrete example. on H = L2(0,7r) the sequence {xn} = {sin(nt)} con­

verges weakly to 0, i.e., fo" (sin(nt) ~ 0) y(t) dt ---> () for y E H (try y = 1 or 

Y = t as a simple test). The sequ<~nce does not converge in norm to 0, since 

(fo" (sin 2 (nt) ~ 0) dt)1/2 = ;;12. However, subsequent to application of the compact 

operator (Ax) (t) == f; x( s) ds we have {Ax,,} = e ~c~s tn}, which converges strongly 

. (b costn~l 2 )1/2 to 0, I.e., fa 1 - --n- ~ 01 dt ---> O. 
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2. The operator A : 12 ---> 12 corresponding to the infinite matrix [aij], 
where 2:::1 2::;:11aij12 < 00, is bounded and compact23 in 12. The 
proof is based on the previously stated criterion that a sequence of 
finite- rank (compact) operators An is convergent in the 12 norm to 
the operator A such that IIAn - All ---> 0 [17, p. 86]. As a spe­
cial case, the operator corresponding to an infinite diagonal matrix 
diag[A1, A2, A3, ... ] for which An ---> 0 as n ---> 00 is compact (and 
self-adjoint if all A's are real-valued). 

3. The multiplication operator A : L2(r2) ---> L2(r2) defined by 

(Ax) (t) == f(t)x(t) 

is a bounded linear operator (assuming k = maXtEO If (t) I < (0) that 
is not compact (unless f == 0) [17, pp. 87-88]. 

4. The integral operator A : L2(r2)m ---> L2(r2)m defined by 

(Ax)(t) == l k(t, s) . x(s) dr2, 

where r2 c Rn with k(t, s) E L2 (r2 x r2r xm (in the sense that 
each component of the (m x m)-tuple dyadic kernel k(t, s) belongs 
to L2 (r2 x r2)), is bounded, and it is compact if and only if each 
component of the integral operator (Ax)(t) is compact in L2(r2). 

As a special case, the integral operator A : L2(r2) ---> L2(r2) 
defined by 

(Ax)(t) == l k(t,s)x(s)dr2 

with k(t, s) E L2 (r2 x r2) is bounded (Hilbert-Schmidt kernel, IIAII S 
Ilkll) and compact. 24 

A Hilbert-Schmidt kernel k(t, s) may itself be (and often is) un­
bounded as a function of t and s, yet it always generates a compact 
operator (more generally, all Hilbert-Schmidt operators are com­
pact). Also, the conditions for a kernel to be Hilbert-Schmidt are 
sufficient, but not necessary, for an integral operator to be compact. 

This example can be also generalized to show that a bounded 
in LP(r2) (1 < p < (0) integral operator A : LP(r2) ---> LP(r2) with 
IIAII S Ilkll and IlkllP = 1010 Ik(t, sW dr2s dr2t < 00 is compact. 

23The condition 2:::':1 2::;:1 laij 12 < 00 for compactness of matrix operators from 12 

into 12 is often used in applications. However, this condition is a very strong one, and 
it is not necessary that every compact operator from 12 into 12 satisfy this condition. 

24The proof of compactness is based on the approximation of IIkll by a sequence of 
continuous degenerate kernels kn (t, s) such that Ilk - kn II -+ ° and the fact that finite­
rank operators An are compact. Using IIAII ::; IIkll for a bounded operator, IIA-Anll ::; 
Ilk - kn II -+ 0, then An -+ A and A is compact (for a complete proof, see [16, p. 183] 
and [4, pp. 155-158]). 
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5. The integration operator A: L2(a, b) ----> L2(a, b) defined by (Ax) (t) == 
J: X(8) d8 is compact. 

6. The weakly singular integral operator defined by 

(Af)(s) == r k(t,s~f(t)dO, In It ~ sl 
where 0 c Rn, 0 :S m < n, and k (t, s) is bounded on 0 x 0, is 
compact in L2 (0) [4, p. 160j. This also holds for integrals of the 
form 

(Af) (s) = r Ik (t, ~~ f(t) df J, t ~ s 

where f is a smooth n-dimensional surface in an (n + 1) dimensional 
space. 

Therefore, the usual free-space Green's function kernel 

e-iklt-sl 

g(t,s)=41 I 
7ft~s 

in a bounded region 0 C R3 generates a compact (nonself-adjoint) 
operator 

(Af) (s) = L 9 (t, s) f(t) dO 

in L2 (0). Similarly, in two dimensions the Green's function 

g(t,s)= 41iH62)(klt~sl) 

generates a weakly singular (H(\2) (x) ~ In (x/2) as x ----> 0) compact 
integral operator in L2 (0), 0 c R 2 . However, if the kernel has the 
form of sufficiently many derivatives of g, then the resulting operator 
will not be compact. 

Note if 0 < m < n/2, then the operator with a weak singularity 
is a Hilbert-Schmidt operator in L2 (0) such that 

Also note that the one-dimensional Cauchy singular operator 

(Af) (8) = r I f(t) I dt J, t ~ 8 

is bounded in LP (r) for 1 < p < 00 but not compact in LP (r) . 
However, the operator 

A(gf) ~ gA(f) = r g(t) ~ g(8) f(t) dt 
Jr It ~ 81 



174 3. Introductory Linear Operator Theory 

is compact in LP (r) , where g(t) is a continuous function on r (r is 
a sufficiently smooth (Lyapunov) curve). This is an important result 
in the theory of one-dimensional singular operators. 

7. The operator A : L2 (0)3 --+ L2 (0)3 defined by 

1 [ -iklr-r'l 1 
(AJ)(r)=:= nx V e I 'I xJ(r') dB', 

s 41f r - r 

which arises from the magnetic field integral equation (1.118), is com­
pact [14, pp. 346-348]. 

8. Consider the integral operator A : L2 ( -a, a) --+ L2 ( -a, a) defined by 

(Ax)(t) =:= i: x(s)k(t, s)w(s) ds 

with the kernel k(t, s) = In It-sl and with the weight function w(s) = 
1/v'a2 - s2. The operator 

f a In It - sl 
(Ax)(t) = -a x(s) v'a2 _ s2 ds 

is compact in L2( -a, a) and, moreover, In It - sl is a Hilbert-Schmidt 
kernel with respect to the weight function w such that 

fa fa lIn It - sl12 d d 
s t < 00. 

-a -a v'a2 - s2v'a2 - t2 

9. The integral operator A : C(O) --+ C(O), defined by 

(Ax)(t) =:= L k(t, s)x(s) ds, 

where 0 c Rn and k(t, s) E C (0 x 0), is bounded with 

II All = max r Ik(t, s)1 dO 
tEO J 0 

assuming Ilkll = maxtEO Jo Ik(t, s)1 ds < 00. Also, suppose that there 
are constants c and m < n such that 

Ik(t, s)1 S cit - sl-m 

for t, s EO and t =1= s. Then, A is compact in C(O). The proof is based 
on the Arzela criterion for a compact set (see Section 2.2.2; also [16, 
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pp. 181-182]).25 If n is not bounded, then A : C (n) -+ c (n) is 
a bounded operator that is not compact. This is important in the 
analysis of Fourier integrals and convolution-type operators with the 
kernel k(t, s) = k(t - s). 

10. Consider the operator A: H(n) -+ H(n) given by a matrix of operators 
Ai] : H -+ H such that 

A~r 
All A12 A ln 

A2I A22 A 2n 

AnI An2 Ann 

where H(n) = HEEl HEEl··· EEl H (n times) and H may be infinite­
dimensional. The operator A : H(n) -+ H(n) is compact if and only 
if each operator Aij : H -+ H is compact. Many problems of applied 
electromagnetics lead to a coupled system of integral equations where 
an operator can be represented by a matrix of individual integral 
operators. Usually, if diagonal operators Aii are compact, then off­
diagonal operators Aij (i =I j) will be compact as well. 

3.7 Continuity and Compactness of Matrix 
Operators 

In this section we present some criteria governing properties of continuity 
and compactness of matrix operators defined on sequence spaces. In partic­
ular, this becomes useful when a problem is reduced from a function space 
to a matrix level. There are important theorems for matrix operators that 
can be directly applied to electromagnetic problems to justify existence 
and uniqueness of solutions by means of properties of matrix operators. In 
addition, it is often easier to work with matrix operators than with the 
corresponding operators on the level of a function space. 

25 Basically, to show that the integral operator A is compact in C(a, b) it is sufficient 
to prove that the following conditions are satisfied for its kernel k( t, 5): 

max Jb Ik(t, 5)1 ds < 00, 
a<t<b 

- - (l 

lim Jb Ik(t + 6, s) - k(t, s)lds = 0, a -:; t -:; b. 
S~O 

a 
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3.7.1 Matrix Operators in }2 

A sufficient condition for compactness of A : 12 ----t 12 corresponding to the 
infinite matrix [aij] is discussed in Section 3.6.2, Example 2, 

00 00 

LLlaijl2 < 00, (3.15) 
i=l j=l 

which is a strong criterion in the sense that not every compact operator 
will satisfy this condition. In general, operators that meet the require­
ment (3.15) are Hilbert-Schmidt- and Fredholm-type operators with finite 
absolute norm. 

For the special case 
00 00 

LL laijl2 < 1, (3.16) 
i=l j=l 

there is a theorem related to solvability of matrix equations of the second 
kind, (1 - A)x = y [17]. 

Theorem 3.18. The infinite system of equations 

00 

Xi - LaijXj = Yi, 
j=l 

i = 1,2, ... , where elements of the matrix [aij] are such that {3.16} is satis­
fied, has a unique solution ~ = (6,6, ... ) in 12 for every Y = (Y1, Y2, ... ) E 
12. The truncated system of equations 

n 

Xi - L aijXj = Yi, 
j=l 

. - 1 2 h . 1 t· ((n) (n») d f h z - , , ... , n, as a unzque so u zan Xl , ... , Xn an, uri ermore, 
( (n) (n) 0 0) C· 12 Xl , ... , Xn , , ,... converges to <" zn as n ----t 00. 

In problems of applied electromagnetics where the solutiOI~Js restricted 
by a finite energy condition, such that the sequence space 12 is encoun­
tered for the coefficients in an eigenfunction expansion (see Example 2 in 
Sect~on 2].3), a sufficient condition for compactness of a matrix operator 

A : 12 ----t 12 can be written as [18], [19] 

00 00 2 Iii 
~f; laijl VI < 00. 

Other conditions for continuity and compactness are discussed in [20]. 
For example, consider a matrix operator A : 12 ----t 12 corresponding to an 
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infinite matrix of elements [aij]. Then 

00 00 00 

where c = SUPl<k<oo 2:':1 2::1Iaijaikl. The operator A : 12 ----* 

bounded (continuous) if liAl1 ::; c, which results in the condition 

177 

(3.17) 

The matrix operator A : 12 ----* 12 is completely continuous (compact) if, in 
addition to (3.17), we also have 

00 00 

(3.18) 

The following lemma gives a criterion for boundedness of A : 12 ----* 12 
[20]. 

Lemma 3.19. (Schur) Assume that [aij] = [aji] and SUPi 2:~llaijl ::; c. 
Then the matrix operator A : 12 ----* 12 is bounded, such that IIAII ::; c. 

Proof. For a symmetric operator Ax = A * x it can be shown that 

00 00 00 

Therefore, IIAII ::; c .• 

The criteria for continuity and compactness of matrix operators in 12 
discussed here have been used in the analysis of various electromagnetic 
problems leading to an infinite system of linear algebraic equations of the 
second kind. See, for example, [21]-[29], among others. 

In the next section we summarize some useful theorems for continuity 
and compactness of matrix operators acting in different sequence spaces. 
Some applications of these theorems are shown in Section 9.5. 

3.7.2 Gribanov's Theorems 

According to [30], we can define a class of continuous matrix operators 
sW ----* 12) that continuously map the sequence space 11 into 12. Within 
SW ----* 12) we define a class of completely continuous (compact) operators 
vW ----* 12), such that vW ----* 12) C SW ----* 12). For a matrix operator A 



178 3. Introductory Linear Operator Theory 

corresponding to an infinite matrix with elements [aij], we define a matrix 
operator Aii as 

an a12 ali 0 0 
a21 a22 a2i 0 0 

Aii == ail ai2 aii 0 0 
0 0 0 0 0 
0 0 0 0 0 

Definition 3.24. A matrix operator A E SW -7 12) is called w-continuous 
if 

lim IIA - Aiill = O. 
2--'>00 

The class of w-continuous operators is denoted by V(w,11 -7 12 ), and 
V(w,11 -7 12) ~ vW -7 12 ). 

Classes of continuous sW -7 12 ), w-continuous V(w,11 -7 12 ), and 
completely continuous vW -7 12) matrix operators can be generalized to 
SW -7 IP ), V(W,11 -7 IP ), and vW -7 IP ), p ~ I, respectively, and other 
sequence spaces used in the theorems to follow. Below we summarize some 
of the theorems presented in [30] for continuity and w-continuity of matrix 
operators acting in certain sequence spaces. 26 

Theorem 3.20. If a matrix operator A is w-continuous from 11 into IP for 
p ~ 1, i.e., A E V(w, 11 -7 IP ), then A is a completely continuous operator 
from 11 into IP , A E vW -7 IP ), and V(w, 11 -7 IP ) c vW -71P ). 

(a) A matrix operator A is continuous from 11 into IP , A E SW -71P ), 

if and only if 

(b) A matrix operator A is w-continuous from 11 into IP , A E V(w, 11 -7 

26 A criterion for compactness of a matrix operator A acting in 12 has been introduced 
by Gilbert in [31], 

and was generalized by Gribanov [30] for a class of w-continuous matrix operators in 
arbitrary sequence spaces. 
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IP), if and only if 27 

= 
IIAII = lim sup L laijlP = o. 

k-.CX) k5cj<cc i=1 

The next theorem concerns properties of matrix operators in the space 
of bounded sequences }= [32], [30]. 

Theorem 3.21. If a matrix opemtor A is w-continuous from 1= into 100 , 

A E V(w,l= -+ 1=), then A is a completely continuous opemtor from }= 
into 1=, A E V(I= -+ 1=), and V(w,l= -+ 1=) C V(I= -+ 1=). 

(a) A matrix opemtor A Z8 continuous from 1= into 1=, A E S(Ioo -+ 
1(0

), if and only if 

(b) A matrix opemtor A is w -con tin UOU8 from 100 into 1=, A E V (w, 1=-+ 
1=), if and only if 

= 
IIAII = lim sup L laijl = o. 

k-.= k<i<= . - J=1 

The next theorem gives criteria for matrix operators acting from 11 
into 1=. 

Theorem 3.22. (a) In order fOT a matrix opemtor A to be a continuous 
opemtor from 11 into 1=, A E SW -+ 1=), it is necessary and sufficient 
that 

IIAII = sup laijl < 00. 
15ci,j<= 

27 A particular case for the compactness of A : 11 --+ 11 is discussed in [17], such that 

IIAII = lim sup L 
k-HX k~J<OC) i=l 

1=0. (3.19) 

Note that Gribanov's theorems for continuity and w-continuity presented in this sec­
tion, and the above criterion (3.19) for compactness of A : 11 --+ 11, represent neces­
sary and sufficient conditions for continuity and compactness of matrix operators acting 
in certain sequence spaces. Similar to the sufficient condition (strong condition) for 
compactness of A : 12 --+ 12 (3.1S), there is a sufficient condition for compactness of 
A:11--+11, 

(3.20) 

;'=1 j=1 

This condition is much stronger than (3.19), and IlOt every compact matrix operator A: 
11 --+ 11 satisfies conditioTl (3.20). 
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(b) In order for a matrix operator A to be an w-continuous operator 
from 11 into 100 , A E V(w, 11 ----t 100 ), it is necessary and sufficient that 

lim sup sup laij I = 0, 
k->oo l:Sj<oo k:Si<oo 

lim sup sup laij I = O. 
k->oo l:Si<oo k:Sj<oo 

Finally, there is a theorem for continuity and w-continuity of matrix 
operators acting from 1P into 100 , p > 1. 

Theorem 3.23. If a matrix operator A is w-continuous from 1P into 100 , 

A E V(w,lP ----t 100 ), then A is a completely continuous operator from 1P 

into 100 , A E V(lP ----t 100 ), and V(w,lP ----t 100 ) C V(1P ----t 100 ). 

(a) A matrix operator A is continuous from 1P into 100 , A E S (1P ----t 100 ), 

if and only if 

where q is given by the relationship 1/ p + 1/ q = 1. 
(b) A matrix operator A is an w-continuous operator from 1P into 100 , 

A E V(w,lP ----t 100 ), if and only if 

00 

IIAII = lim sup L laijlq = O. 
k->CX) k5ci<= j=1 

The properties of continuity and complete continuity (compactness) of 
matrix operators based on Gribanov's theorems, in connection with prob­
lems of uniqueness and solvability of infinite systems of linear equations, 
were extensively studied and reported in the Russian and Ukrainian liter­
ature; see, for example, [33]-[38]. 

3.8 Closed and Closable Operators 

In this brief section we discuss, for completeness, the concept of closed and 
closable operators. 

Definition 3.25. The operator A : HI ----t H2 acting on a domain DAis 
said to be closed if, for {xn } C D A, Xn ----t x and Yn = AXn ----t y, then 
xED A and Y = Ax. 

In some sense, the property of being closed is a weak form of continuity. 
For instance, let A be continuous and let Xn ----t x, i.e., limn->oo Xn = x. 
Then, Ax = A limn->oo Xn = limn->oo Axn , such that we can apply A term 
by term (we can interchange A and the limit operator), and the resulting 
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sequence will converge. Now, assume that A is merely closed and that Xn -+ 

x. If A is applied term by term and the resulting sequence AXn converges 
to something (it need not), then Ax = Alimn--->oo Xn = limn --+ oo Axn . 

To summarize, we can freely interchange continuous operators and lim­
its. We can interchange closed operators and limits as long as the sequence 
obtained by the term-by-term action of the operator converges. It can be 
shown that adjoint operators are always closed, from which it follows that 
self-adjoint operators are always closed. 

Alternatively, an operator A : HI -+ H2 is closed if its graph, defined 
to be the set of pairs 

f(A) = {(x,Ax): x E DA}, 

is a closed subspace of HI EB H 2. 
If r(A) is~ closed, then it may have a closed extension (the require-

ment is that f(A) be the graph of an operator). In this case the operator is 
said to be closable. It can be shown that symmetric operators are closable. 
Furthermore, every continuous, i.e., bounded, linear operator is closed, but 
not every closed linear operator is continuous. For example, derivative 
operators are often closed, but are not bounded. 

Some properties related to the concept of a closed operator are the 
following. 

• A closed operator on a closed domain is bounded. 

• A closed operator does not necessarily have a closed domain or range. 

• The null space of a closed operator is closed. 

3.9 Invertible Operators 

3.9.1 General Concepts 

The idea of an operator inverse arises naturally from the operator equation 
Ax = b, where one wants to solve for x given A and b. Division by an oper­
ator is not defined, but if A possesses a continuous inverse A-I, then this 
equation has a unique solution, x = A -Ib, and this solution is a continuous 
function of b. Although in practice this is not the method by which one 
would numerically solve an equation of the form Ax = b, the concept of an 
inverse is a very important analytical tool in the theory of linear operators, 
both on finite-dimensional and infinite-dimensional spaces. 

Definition 3.26. An operator A : HI -+ H2 is said to be invertible if there 
exists an operator A-I: H2 -+ Hl such that 

A-I A.T = x, 
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for all x E HI, and 
AA-Iy = y 

for all y E H 2. The operator A-I is called the inverse of A. 

Note that A-IA = h, the identity operator of HI, and AA-I = 12 , 

the identity operator of H 2 . It is easy to see that if an inverse exists, it is 
unique. 28 

We can also observe that if A : HI ----+ H2 is invertible, with the inverse 
given by A-I: H2 ----+ HI, then A-I: H2 ----+ HI is invertible, with the 
inverse being A: HI ----+ H 2. 

Next we characterize some properties relating to invertible operators. 

Definition 3.27. An operator A : HI ----+ H2 is said to be one-to-one (in­
jective) if no two distinct elements of HI are mapped to the same element 
of H 2 · 

This states that A : HI ----+ H2 is one-to-one if and only ifAxl i- AX2 
whenever Xl i- X2 for Xl, X2 E HI. 

The next theorem presents an important statement concerning one-to­
one linear operators. 

Theorem 3.24. A linear operator A: HI ----+ H2 is one-to-one if and only 
if NA = {O}. 

Proof. Assume A is one-to-one and let X E NA. Then Ax = 0, but 
AO = 0, and since we assumed A is one-to-one, then x = 0 and so N A = {O}. 
Now assume N A = {O}. We need to show that if two points Xl, X2 E HI 
map into the same y E H 2, then Xl = X2. Indeed, AXI = AX2 implies 
A(XI - X2) = 0, which in turn implies (Xl - X2) E NA = {O}. Therefore, 
Xl = X2·. 

If N A = {O} then A is said to have a trivial null space. 
It seems obvious that if an operator is not one-to-one then it cannot be 

(uniquely) invertible. Indeed, one-to-oneness is a necessary condition for 
an operator to have an inverse. Necessary and sufficient conditions for A 
to be invertible are given next. 

Theorem 3.25. An operator A : HI ----+ H2 is invertible if and only if it is 
one-to-one and onto (RA = H2)' 

Such an operator, which is one-to-one (injective) and onto (surjective), 
is said to be bijective. From the above it can be seen that if A : HI ----+ H2 
is onto, then it is invertible if and only if Ax = 0 implies X = o. 

28Let two inverses of an operator A be denoted by All and A;-l, and y be any point 

of H2. Then Ally = All 12Y = All AA;-ly = hA;-ly = A;-ly. 
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For matrix operators we have the following useful criterion. A matrix 
operator A : en --) en having entries aij E e is said to be strictly diago­
nally dominant if 

n 

for i = 1,2, ... ,n. In this case we have the following theorem. 

Theorem 3.26. If A : en --) en is strictly diagonally dominant, then 
A-I: en --) en exists. 

Proof. Let A : en --) en be a strictly diagonally dominant matrix, 
and suppose that the inverse does not exist. Then, there exists 0 ;F x E en 
such that Ax = O. We therefore have 'L,?=I amjxj = 0 for any 1 ::; rn ::; 

n. Let Xm = maxI<i<n lXii, and write ammxm = - 'L,r;=l amjxj. Then, 
- - )¥-rn 

lammllxrnl = 1'L,~=1 arnj:r:jl ::; 1:r:rnl'L,~=l lamjl, which contradicts the 
J':/:-m J:;6:.m 

assumption on diagonal dominance. _ 

Basic Properties of Inverses 

An important theorem in functional analysis is the following for bounded 
operators, which is typically cast in terms of Banach spaces. 

Theorem 3.27. (Open mapping theorem) A continuous bijection of one 
Banach space onto another Banach space has a continuous inverse. 

A merely one-to-one mapping (not necessarily onto) would perhaps 
seem to be invertible, yet the inverse can act on elements of H2 that can 
not be "reached" from HI' One remedy of this problem is the restriction 
DA-l = RA. Such an operator is intrinsically one-to-one and onto. In the 
following, when we state that the operator A : HI --) H2 is invertible, we 
implicitly assume either that A is onto or that we are defining the domain 
of the inverse in a meaningful way. In this way the convenient conclusion is 
that an operator A is invertible if and only if Ax = 0 implies x = O. Note 
though that unless DA-, = RA = H 2 , the open mapping theorem does not 
necessarily apply. 

Theorem 3.28. If A : HI --) H2 is an invertible linear operator, then 
A-I: H2 --) HI is a linear operator. 

Proof. Let YI = ACI, Y2 = AX2, where XI,X2 E HI' Then A-I(YI + 
Y2) = A-I(AxI + AX2) = A-I A(XI + X2) = Xl + X2 = A-IYI + A-IY2. 
Similarly, A-I (ayd = A-I(aAxd = A-IA(a.xd = aXl = aA-IYl._ 
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Theorem 3.29. If A : HI ----+ H2 is invertible and {Xl, X2,···, xn} C HI 
is a linearly independent set, then {AXI' AX2, ... ,Axn} c H2 is a linearly 
independent set. 

Proof. Assume a1Axl + a2Ax2 + ... + anAxn = 0; then A(a1x1 + 
a2x2 +-. ·+anxn ) = O. Because A is invertible, (a1x1 + a2x2+" +anxn) = 
0, which implies a1 = a2 = ... = an = 0 since {xn} is a linearly indepen­
dent set. Then we see that {AXI' AX2,"" Axn } are linearly independent. 

-
Theorem 3.30. If A : HI ----+ H2 and B : H2 ----+ H3 are invertible, then 
BA : HI ----+ H3 is invertible with (BA)-l = A-I B-1. 

Proof. If A and B are invertible, (A- 1 B-1 )(BA) = A-1(B- I B)A 
= A-I hA = A-I A = It. Then clearly BA is invertible ((BA)-l (BA) = It 
and (BA) (BA)-l = h) with (BA)-l = A-1B-1._ 

Theorem 3.31. If A is a positive definite invertible operator, A-I is pos­
itive definite. 

Proof. Consider Ax = y for all Y E D A -1 and some X E H. Then 
(A- 1y,y) = (A- 1Ax,Ax) = (x,Ax) 2: 0 (since A is positive definite). _ 

Theorem 3.32. If A is closed and A-I exists, then A-I is closed. 

Proof. Consider a sequence {Yn} C RA such that limn->oo Yn = Y and 
limn->ooxn = limn->ooA-1Yn = x. To prove that A-I is closed we need 
to show that Y E RA and A-Iy = x. Since A is closed, limn->oo Yn = y, 
and limn->oo Xn = x, then xED A and Ax = y. Therefore, y E RA and 
A-1y = x (the inverse of A exists). _ 

Theorem 3.33. If A is closed and A-I exists, then RA is closed if and 
only if A-I is bounded. 

Proof. First assume that A-I is bounded and prove that RA is closed. 
Consider a sequence {Yn} C RA such that limn->oo Yn = y. The fact that 
A-I is bounded shows that Xn = A-1Yn is a Cauchy sequence such that 
limn->oo Xn = x with {xn} C D A and limn->oo AXn = y. Since A is closed 
(according to the definition, xED A and Ax = y), this leads to the con­
clusion that Y E RA and therefore RA is closed. 

Now we assume that RA is closed and prove that A-I is bounded. The 
proof is based on the fact that a closed operator on a closed domain is 
bounded [12, p. 332]. Since A-I is closed (from the above theorem) and 
RA is closed, then A-I is bounded. _ 
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Theorem 3.34. Let A : HI --+ H2 be a bounded operator that is onto 
(RA = H2). If A has a bounded inverse, then A* is invertible with (A*)-1 = 
(A- 1 r . 

Proof. Comparing the following inner products for any x E HI and 
y E H 2 , 

and 

(y,A*(A-l)*X) = (Ay, (A- 1 )*x) = (A- 1Ay,x) = (y,x), 

we conclude that (A-If A*x = A*(A-l)*X = x; hence (A*)-1 = (A- 1r . 
• 
Theorem 3.35. If A is a bounded self-adjoint operator, and A-I is a 
bounded operator, then A-I is self-adjoint. 

Proof. The proof simply follows from the previous theorem: (A -1) * = 
(A*)-l = A-I .• 

The next theorem is quite important, since it states necessary and suf­
ficient conditions for an operator to have a bounded inverse. 

Theorem 3.36. A linear operator A : HI --+ H2 possesses a bounded in­
verse defined on RA, A-I: RA --+ HI, if and only if there exists m > 0 such 

that IIAxl1 2 m Ilxll for all x E HI. Furthermore, IIA-Iyll :::; (11m) Ilyll· 

Such operators A are called bounded below operators (sometimes called 
bounded away from zero) (also see Section 3.5 for bounded below and above 
operators). Note that A itself does not need to be bounded. 

Proof. Assume IIArl1 2 m Ilxll is true and show A is invertible with a 
bounded inverse. If Ax = 0, then 11011 = 0 2 m Ilxll, so Ilxll :::; 0, but from 
the properties of a norm Ilxll 2 0, so Ilxll = 0, which implies x = O. Since 
the null space is triviaL then A is one-to-one, and since we are defining 
the domain of the inverse as the range of A (inherently onto), then A is 
invertible. To show the inverse is bounded, let x = A-I y, which leads to 

IIAxl1 = IIAA-lyll = Ilyll 2 m Ilxll = m IIA-1yll, or IIA-1yll :::; (11m) Ilyll, 
and so A-I is bounded. Now assume A possesses a bounded inverse and 
show there exists an m > 0 such that IIAxl1 2 m Ilxll. Indeed, if A-I 
exists and is bounded, then IIA-Iyll = Ilxll :::; w Ilyll = w IIAxl1 or IIAxl1 2 
(l/w) Ilxll .• 

Since every linear operator on a finite-dimensional space is bounded, 
then if A : H n --+ H n is invertible, where H n is finite-dimensional, then 
A -1 is bounded. 
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Well Posed Problems 

Bounded below operators are important in defining what are known as well 
posed problems. The operator equation Ax = b is called well posed if there 
exists a unique solution x that depends continuously on the "data" b. It 
is obvious what role existence and uniqueness play in a problem being well 
posed. The requirement that the solution be a continuous function of the 
data is important because one does not want small errors in the data to 
result in large errors in the solution. 

If a problem is not well posed it is said to be ill posed. When A is 
bounded below, it possesses a continuous (bounded) inverse, such that 
x = A-I b depends continuously on b, and the problem is well posed [55] 
(see also Section 3.11). 

The next theorem shows that compact operators on infinite-dimensional 
spaces are not bounded below and hence do not have a continuous inverse. 

Theorem 3.37. If A : H ~ H for H an infinite-dimensional space zs 
compact and invertible, then its inverse is unbounded. 

Proof. Let {xn } be an infinite orthonormal sequence in H. If A: H ~ 
H is compact, then limn-too AXn = 0 (see Section 3.6) and, therefore, the 
operator A : H ~ H is not bounded below. Based on Theorem 3.36, we 
conclude that the inverse operator A-I: H ~ H, where A is compact, is 
unbounded. _ 

Therefore, while in the "forward direction" compact operators have 
a "nice" effect, in the "inverse direction" just the opposite is true. An 
analogy is that integration tends to smooth out functions, while the inverse 
operation, differentiation, tends to make functions less smooth. However, 
on a finite-dimensional space the inverse of a compact operator is bounded, 
by Theorem 3.5. 

Examples of the above relevant to electromagnetics are first-kind com­
pact integral operators with Green's function kernels, where the inverse is 
a differential (unbounded) operator associated with a wave equation. 

Resolvent Operators 

An operator with very desirable properties in both the forward and inverse 
directions is the operator having the form A - ),,1, where A is compact and 
).. # 0 (recall that I is not compact). In preparation for examining this 
type of operator, we state the following for A - ),,1, with A not necessarily 
compact. 

Theorem 3.38. The operator A - ),,1, with A : H ----7 H bounded and 
1)..1 > IIAII, is invertible with bounded inverse. Furthermore, 

(A - )..1)-1 = _ ~ _I_An 
~ )..n+! 
n=O 
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and 

The above is known as the Neumann expansion for (A - AI) -1 . In 
general, the operator (A - AI) -1 is known as the resolvent operator. Before 
proving the above, it is convenient to prove the following. 

Theorem 3.39. If A : H ---+ H is a bounded operator such that IIAII < 1, 
then (A - I) -1 exists and is bounded on H, and 

00 

(A - I) -1 = - L An, 
n=O 

which is convergent in nonn. Furthermore, II (A - I) -111 <::: (1 - IIAII) -1. 

Proof. The series ~~=(] liAr converges for IIAII < 1 (geometric se­
ries, ~~=o IIAll n = (1 - IIAII)-I). Because IIAnl1 <::: liAr, then the se­
ries ~~=o IIAnl1 converges. When a series of the form ~n Ilxll converges, 
the series ~n x is called absolutely convergent. As discussed on p. 133, 
the space of all bounded operators on H is itself a complete (Banach) 
space, and in a complete space absolute convergence implies convergence 
in norm. Thus, ~~=o An converges in norm. To show that the inverse is 
given by - ~:=o A'", assume this is the case and form (A - I) (A - I) -1 = 

- (A - I) (I + A + A2 + ... + An) = - (An+l - 1). As n ---+ 'Xl, An+l ---+ 

o since IIAII < 1, proving the relationship. Finally, we have II (A - I)-I II = 

11~:=o Anll <::: ~:=o IIAllrl = (1 - IIAII)-l .• 
The above theorem also holds for A : X ---+ X, with X being a Banach 

space. Now, by forming (A - AI)-l = -(I/A) (I - tA)-l we see from 
the last theorem that the series converges if 11(1/ A) All < 1, or IIAII < A, 
proving Theorem 3.38. 

For A compact we have the following. 

Theorem 3.40. For A : H ---+ H a compact operator and A # 0, where A 
is not an eigenvalue of A, then the operator (A - AI)-1 is bounded. 

One proof of this theorem follows from Theorem 4.13. 
In particular, the case A = 1 often arises in the theory of integral 

equations, where one finds that these so-called "identity plus compact" 
operators have very desirable properties. 

Right and Left Inverses 

Sometimes an operator is not invertible in the sense described above, but 
may possess what is known as a right inverse or a left inverse. These 
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concepts are not often utilized in applied electromagnetics, but a study of 
these operators helps to clarify the geometrical structure of invertible linear 
operators on Hilbert spaces. 

Definition 3.28. An operator A : HI ----+ H2 is said to be left invertible if 
an operator ALI: H2 ----+ HI exists such that 

ALIA=h, 

where h is the identity operator on HI. The operator ALI : H 2 ----+ HI is 
said to be the left inverse of A: HI ----+ H 2. 

Theorem 3.41. An operator A : HI ----+ H2 is left invertible if and only if 
it is one-to-one. 

Proof. First show that A is left invertible if it is one-to-one. Indeed, 
assuming A is one-to-one, then A : HI ----+ RA is invertible with A-I: RA ----+ 

HI. Let ALI: H2 ----+ HI be any extension of A-I. Then ALIA = h. 
Now assume that A is left invertible and show it is one-to-one. Assume 
AXI = AX2. Then Xl = ALI(Ax2) = ALIAx2 = X2 .• 

It can be seen from the proof that the left inverse is not necessarily 
unique, since the extension is not necessarily unique. If the operator A is 
onto, then ALI is unique. 

Definition 3.29. An operator A : HI ----+ H2 is said to be right invertible 
if an operator AliI: H2 ----+ HI exists such that 

AARI = h 

where Iz is the identity operator on H 2. The operator ARI : H2 ----+ HI is 
said to be the right inverse of A: HI ----+ H 2. 

Theorem 3.42. An operator A : HI ----+ H2 is right invertible if and only 
if it is onto (RA = H2). 

Proof. It is easy to see that A is right invertible if it is onto. Now 
assume that A is right invertible and show it is onto. Assuming y E H 2 , 

then y = AARly = Ax, so that y is in the range of A. Because y E HI, 
Y ERA, and y is arbitrary, then RA = H 2 .• 

The right inverse is not necessarily unique, but if the operator is one­
to-one then the right inverse is unique. 

Theorem 3.43. If an operator A: HI ----+ H2 is both right and left invert­
ible, then the operator is inver-tible with A-I = ALI = A R 1 . 

Proof. The proof is trivial since if A has both a right and left inverse 
it is one-to-one and onto and hence invertible .• 
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3.9.2 Examples Relating to Inverses 

1. The identity operator (I x == x) on an infinite-dimensional space is 
invertible (bounded, yet not compact) with 1-1 = 1. The identity 
operator on a finite-dimensional space is bounded, compact, and in­
vertible. The zero operator (Ox == 0) is not invertible. 

2. The operator A : 12 ---> 12 corresponding to the infinite matrix [aij], 

where I:~l I:~l laiJI2 < x, is bounded and compact. Then, if A 
is invertible, A -1 is unbounded. Note also that by Theorem 3.40, 
(I - A) is invertible and the inverse operator (I - A)-l is bounded. 
This result is used in the solution of second-kind infinite systems of 
linear equations. 

3. The operator A : 12 ---> 12, defined by A(x) == {xn/na} :=1 , where 
a> 1/2 and x = {Xl, X2, ... }, is bounded since 

( = 2) 1/2 (= ) 1/2 
IIAxl1 = .~ I~;L ~ ~ Ixn l2 = Ilxll· 

The operator A is also invertible: A-1 (x) = {naXn}~=l' but its 
inverse is not bounded. Indeed, considering the sequence {xn} of 
elements with Ilxll = 1, it is clear that IIA- 1 (x)11 = na ---> x as 
n ---> x. 

4. The bounded operator A : en ---> en is uniquely represented by the 
n x n matrix [aij] where aij = (AXj, Xi), with {:C1, X2, ... , Xn} a basis 
of en. The operator is invertible (one-to-one and onto) if and only if 
det [a;j] ¥- O. 

5. The bounded multiplication operator A : L2(a, b) ---> L2(a, b) defined 
by 

(Ax) (t) == f(t)x(t) 

with k = maxa<::t<::b If(t)1 < x has as its inverse the division operator, 

assuming f(t) ¥- O. 

6. The differentiation operator A : L2 ( a, b) ---> L2 ( a, b) defined by 

(Ax) (t) == !i:c(t) = x'(t), 
dt 

DA == {x: x(t),x'(t) E L2(a,b)} 

is not one-to-one (and so cannot be invertible), since there exist in­
finitely many functions, all differing from one another by a constant, 
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that have the same image. That is, N A = {c} # {o}. However, if 
a = -(X) and b = 00, then constants are not in D A and the operator 
is invertible. Also, for a, b finite, if we change the domain of A to be 

DA == {x: x(t),x'(t) E L2(a,b), x(a) = O}, 

then A is invertible, A-I being of course the integration operator 

3.9.3 Green's Functions and Green's Operators 

At this point it is worthwhile to draw special attention to operators inverse 
to differential operators, leading to the concept of a Green's function and 
a Green's operator. Green's functions for electromagnetics have been dis­
cussed in some detail in Chapter 1. They are also extensively discussed for 
an important class of second-order differential operators in Chapter 5 and 
in various sections in Part II. The discussion here is intended to establish 
the general concept of a Green's function as the kernel of an integral op­
erator, the Green's operator, which is inverse to an invertible differential 
operator. The development is mostly formal and presented at a somewhat 
abstract level to avoid details that would draw attention from the main 
concepts. 

Scalar Problems 

Green's Operators 

Consider a linear nth-order differential operator L : L2 (a, b) ----> L2 (a, b) 

dn dn- 1 d 
-L == Pn (t) dtn + Pn-l (t) dtn- 1 + ... + PI (t) dt + Po (t), 

and the differential equation 

(L - >.)1jJ = cP, (3.21 ) 

where>. is a complex parameter, 1jJ = 1jJ (t) E D L -)., = D L , and cP = cP (t) E 

R L -).,. In the following we will also use the notation L)., == L - A. Boundary 
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(and/or initial) conditions are 

Bl (~J) = Cil1~} (a) + ... + (} ) (a) + /311 1/J (b) + ... + (hn1/J(n-1) (b) 

= "/1, 

(a) + (lnl1/J (b) + ... + Bnn1/J(n-1) (b) 

(3.22) 
with Cii,j, E R. We assume L - A is invertible (the example on p. 189 
shows that not all differential operators arc invertible). Formally solving 
(3.21) by applying the inverse operator leads to 

Linearity of the differential operator implies linearity of (L - A)-l by The­
orem 3.28; therefore, one would expect that the solution ~J should be rep­
resentable as a superposition intcgra129 

ljJ(t) = (L-A)-l¢(t) = 1" g(t.t',A)¢(t') dt'. (3.23) 

This is also consistent with the fact that we would expect the inverse of a 
differential operator to be an integral operator. The function 9 (t, t', A) is 
called the Green's jw!ct'ion of the operator L - A. Often one considers the 
case where A = 0, such that 9 (t, t', 0) = 9 (t, t') is the Green's function. 

If we substitute the solution (3.23) into (3.21), we obtain 

4) (t) = (L -.\) 1/) (t) = (L - .\) 1b 9 (t, tl,.\) ¢ (tl) dtl 

= 1" [(L - A) 9 (t, t', A)] ¢ (t') dtl, 

and we can make the identification 

(L - A) 9 (t, f', A) = <5 (t - t l ). (3.24) 

This will formally serve as the defining equation for the Green's function 
9 in the sense of distributions. Also note that regardless of the possible 
inhomogeneity of the boundary conditions associated with L, the Green's 
function is taken to satisfy the homogeneous boundary conditions 

Bdg) = ... = En (g) = O. 

29If (a, b) = (-00, oc), then the form of this solution is correct. In the presence 
of boundaries it may be necessary to add additional boundary contributions to the 
solution. These will occur when the boundary conditions that the Green's function and 
the quantity 4) obey differ from one another. 
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The inverse operator is called a Green's operator, denoted by G).., such 
that 

((L-A)-l¢) (t) = (G)..¢)(t) = lb g(t,t',A)¢(t') dt', 

which has as its kernel the associated Green's function. 

Adjoint Green's Operators 

One can go through the same procedure with the adjoint equation 

(L - A)* 7jJ* = ¢* (3.25) 

(note (L - A)* = L* - :\) where the domain of L~ == (L - A)* is obtained 
from requiring that the bilinear concomitant in the generalized Green's 
theorem (3.3) vanish, leading to adjoint homogeneous boundary conditions 

B~ (7jJ*) = ... = B~ (7jJ*) = 0 

on 7jJ*. The operator (L - A)* satisfies 

((L - A)~, () = \~, (L - A)* () 

for ~ E D L, ( E D L* . 

The adjoint equation (3.25) leads to an adjoint Green's operator 

(((L - At) -1 ~) (t) = (G~~) (t) = lb g* (t, t', A) ~ (t') dt' 

in terms of an adjoint Green's function g* (t, t', A) that satisfies 

(L - At g* (t, t', A) = 0" (t - t') 

subject to adjoint homogeneous boundary conditions Bi (g*) = ... = 
B~ (g*) = O. Forming (L)..7jJ,7jJ*) = (7jJ, L~7jJ*), it is seen that (G)..7jJ, ¢) = 
(7jJ, G~ ¢), which leads to 

g*(t, t', A) = g(t', t, A). (3.26) 

As an example, for the symmetric operator L).. = _d2 /dt2 -A, we obtain 
the scalar free-space Green's functions 

e-iv'Xlt-tfl 
(t t') -g, - 2iv'A ' 

e+i y):' It-t f I 
g*(t, t') = - v>: 

2i A 

When L).. is self-adjoint, then g* = g so that g(t, t', A) = g(t', t, A). 
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When LA is real and self-adjoint (a common case in electromagnetics), 
one can obtain a further, actually more useful, result, namely 

g(t,t',>.) =g(t',t,>.). (3.27) 

To see this, note that if LA is self-adjoint then L~g* (t, t', >.) = LAg* (t, t', >.) 
= 6 (t - t'), and LAg* (t, t', >.) = LAg* (t, t', >.) = 6 (t - t'), since LA is real. 
From the last equality one sees that if the boundary conditions on 9 and 
those on g* are identical, then 9 (t, t', >.) = g* (t, t', >.), proving (3.27) from 
(3.26). The statement regarding the boundary conditions can be seen to 
hold since the boundary conditions on 9 and those on g* will be identical 
by self-adjointness of LA and, assuming conditions of the form (3.22) on g* 
with aij,3i .} E R, 0 = Bi (g) = Bi (g*) = Bi (g*) = Bi (g*). 

It is important to note that (3.27) also holds for LA real and formally 
self-adjoint (symmetric) if the boundary conditions on 9 and those on g* 
are identical. For the operator leading to the free-space Green's function 
(L = -\72 ) this is the case, since the radiation condition for 9 (outgoing) is 
the conjugate of the radiation condition for g* (incoming).3o In electromag­
netics one can also determine (3.27) based on reciprocity. If the medium 
is nonreciprocal, LA will not be self-adjoint and (3.27) will generally not 
hold. 

It is worthwhile to point out that if LA is self-adjoint, one does not 
need to consider the adjoint problem; it is even more important to note 
that often the adjoint problem does not need to be considered even if LA is 
nonself-adjoint. Assuming LA is invertible, all one needs is an appropriate 
Green's theorem (which will be available whenever the operator is formally 
self-adjoint) applied to the elements 1/J, 9 (see Section l.3.4 and Chapter 5), 
whereby one obtains an explicit solution. The various Green's theorems 
are usually stated for L real and formally self-adjoint (e.g. L = d2 / dt2 , \72 , 

\7 x \7 x ); since this is the usual case in electromagnetics, it is usually not 
necessary to consider the adjoint problem. 

However, if the homogeneous equation LA'I/Jo = 0 admits nonhomoge­
neous solutions, then LA 1/J = ¢ cannot be solved uniquely, and perhaps not 
at all. To see thiH, note that if LA1/Jo = 0 has nontrivial solutions, then 
by Theorem 3.25 LA is not invertible. Therefore, the Green's operator will 
not exist. However, in Section 3.11 we show that under these conditions 
LA 1/J = ¢ will have a (nonunique) solution if and only if ¢..l1/Jo, where 1/Jo 
are solutions of the adjoint homogenous equation, L ~ Wi = O. In this case, 
what is known as an extended or generalized Green's operator can be found 
(see [39, p. 12] for details). Therefore, in these cases consideration of the 
adjoint problem will be necesHary to ascertain Holvability of the equations. 

In summary, if L is formally self-adjoint (symmetric), then one need not 
consider the adjoint problem if L is invertible. Of course, if L is self-adjoint, 
the adjoint and original problems coincide. In more general cases one needs 

30 However. to work in an L2 space we consider the space to have small loss. 
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to consider the adjoint problem and utilize some form of generalized Green's 
theorem, e.g., (3.3). 

As an illustration of obtaining an explicit solution, assume L)., is real and 
formally self-adjoint (a common case in electromagnetics, e.g., L = d2 / dt2 ). 

Then the generalized Green's theorem (3.4) is 

lb (L).,7jJ)gdt= lb 7jJ(L).,g) dt+ J(7jJ,g)I~. (3.28) 

In terms of an inner product, (3.28) can be written as 

(L).,7jJ,g; = (7jJ,L).,g; + J (7jJ,g)I~. 

Using (3.21) and (3.24), and the sifting property of the delta-function, one 
obtains the solution as 

7jJ(t') = .lb ¢(t)g(t,t',>..) dt- J(7jJ,g)I~. (3.29) 

It is important to note that any Green's function satisfying (3.24) will 
work in the above. The judicious choice of boundary conditions (always 
of a homogeneous form or satisfying some fitness condition) on 9 do affect 
the conjunct term, and often a preferable set of conditions is dictated by 
the goal of simplifying or eliminating the conjunct J. 

Green's Operators as Improper Integral Operators 

Although the procedure leading to (3.29) usually provides the correct so­
lution in the scalar case, a few comments are required in generalizing the 
method to other problems of interest in electromagnetics. 

The generalized Green's theorem will be valid for suitably defined el­
ements, i.e., if 7jJ, g, L)., 7jJ, and L).,g are suitably well behaved; in practice 
this means adequately differentiable. Regarding the discussion leading up 
to (1.52), one notes that the correct procedure that ensures the elements 
utilized in the Green's theorem are suitably well behaved is to apply the 
theorem to the intervals [a, t' - E) and (t + E, b], thereby omitting the point 
t = t' from the integration. If n = [a, b] and no = (t' - E, t' + E), then 
(3.28) becomes 

lim r ( h 7jJ ) 9 dt 
c---+o in-no 

= lim r 7jJ(L).,g) dt+ lim {J(7jJ,g)I~-C + J(7jJ,g)I~,+c}' 
c---+oin-no c---+O 

In this case the first term on the right side vanishes (since L).,g = 0 on 
n - no) and, replacing L)., 7jJ with ¢, one obtains 

lim 1 ¢ (t) 9 (t, t', >..) dt = lim { J (7jJ, g) I~ -c + J (7jJ, g) I~, +c} . 
c---+O n-no c---+O 
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By reorganizing the conjunct term as 

J(l/J.g)I~:-C + J )I b _ (,' )I b (I )ltl+O 9 t'+O - J I/),g a - J 1jJ,g t'-c' 

we have 

lim J 
E--40 

g) I~; ~~ = - lim j' ¢ (t) 9 (t, t' ,).) dt + J (1P, g) I~ , (3.30) 
0--40 Il-Ilo 

where the limit on the conjunct term on the right side has been removed 
since 1P, 9 are assumed regular at the endpoints. By noting the similarity 
of (3.30) and (3.29), one expects 

lim J(l/J,g)ltt;~O = _~)(t'), 
E-----+O ' C 

(3.31) 

leading to 

~) (t') = lim j' ¢ (t) 9 (t,t' , ).) dt - J ( ~), g) 1 ~ . 

E--->O. 0-0 0 

(3.32) 

If the Green's function is weakly singular, then the solution (3.29) should 
be interpreted in the sense of (3.32). 

The condition (3.31) characterizes the nature of the singularity of 9 [39, 
p. 10]. For a given problem one knows the conjunct and the properties of 
the Green's function, and (3.31) may be explicitly evaluated. For example, 
with L = d2 / dt 2 = L *, (3.28) is simply Green's second theorem in one 
dimension, where the conjunct is J (1P, g) = 9 d~)/dx -'l/J dg/dx. Explicitly, 

(d2 /dt2 ) 9 (t, t') = (j (t - t') leads to dg (t, t') /dtl~~!;~: = 1 and continuity 
of gat t = t', such that (3.31) is satisfied. 

As described in Section 1.3.4, for most scalar and vector problems the 
limiting procedure is not necessary (in the sense that the correct answer 
nevertheless emerges from the sifting property of the delta-function), al­
though the meaning of any resulting improper integral needs to be prop­
erly understood. In the dyadic case the limiting procedure, or some other 
rigorous method, needs to be used to obtain correct results. 

Finally, for a general nonsymmetric problem we use (3.3) applied to 
1P, g*, 

1b (L)..~') g* elt = 1b~, (L ~g*) elt + J (1P, g* ) I ~ . (3.33) 

Formally substituting L)..~) = ¢, L~g* = (j into (3.33) yields 

( I I - I ( . -) II! 1P t)= ¢(t)g*(t,t)elfJ-J 1P,g* a 
.n 

such that the solution is obtained in terms of the conjugate-adjoint Green's 
function. In this one-dimensional case, specific examples are shown in 
Section 5.3. 



196 3. Introductory Linear Operator Theory 

Systems of Dyadic Operators 

Dyadic Green's Operators 

Because electromagnetic theory is inherently a vector theory, one often 
needs to consider vector and dyadic differential operators and correspond­
ing dyadic Green's operators with dyadic Green's function kernels. 

Toward this end, we next consider a 2 x 2 matrix system of dyadic 
differential operators31 L : H --* H and the matrix differential operator 
equation32 

(L - AI) 'l1 = <1>, (3.34) 

where 

I=[~ i] 
and 

with 'l1i' <1>; vectors, i = 1,2. Assuming L,\ == (L - AI) is invertible, and 
repeating the procedure followed in the one-dimensional case, we identify 
L.\1 = G,\ as the inverse (Green's) operator (L.\1L'\ 'l1 = 'l1 = L.\1<1». The 
solution of (3.34) is obtained as 

'l1 (r) = (G,\<1» (r) = L g (r, r', A) <1> (r') dD' 

r [ ~11 (r,r',.\) 
= io ~2:1 (r, r',.\) 

~1.2 (r, r',.\) ]. [ <1>1 (r') ] dD' 
~2,2(r,r',A) <1>2 (r') , 

(3.35) 

where G,\ is a Green's operator with (matrix) Green's function kernel 
g (r, r', A), the matrix entries of which are dyadic Green's functions. Ex­
plicitly using the scalar product notation, one can also write the above 
as 

'l11 (r) = r ~11 (r,r',A)' <1>1 (r') dD' + r ~12 (r,r',A)' <1>2 (r') dD', io ' io ' 
'l12 (r) = r ~2 1 (r, r', A) ·4>1 (r') dD' + r ~2 2 (r, r', A) . <1>2 (r') dD'. k ' k ' 

(3.36) 

31The treatment here generally follows [58, Sec. 1.1]; see also [10]. The generalization 
to an n X n system is straightforward, as is the reduction to a single dyadic or vector 
equation. 

32By this notation we mean 

8A = [~1'1 8 1,2]. [ ~1 ] = [ ~1,1 : ~1 + ~1'2 . ~2 ] 
8 2 ,1 8 2 ,2 ~2 8 2 ,1 ~1 + 8 2 ,2' ~2 

for elements of 8, A being dyadics. For example, in electro magnetics the case 8 i ,.i = 
CXi,j \7 x! often occurs. In the case of vector or scalar entries, appropriate multiplication 
rules apply. 
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As in the scalar case treated previously, if the region of interest 0 is 
finite then (3.36) may need to be augmented by boundary terms (the con­
junct in a generalized Green's theorem), in this case boundary integrals, 
representing contributions from induced currents not accounted for by the 
Green's function. The presence or absence of these contributions will de­
pend on the boundary cOllditions satisfied by the Green's function and 
the fields, and an explicit solution is obtained by utilizing an appropriate 
Green's theorem. 

If we substitute the solution (3.36) into (3.34) we have 

<I> (r) = LA W (r) = LA 1 g (r, r',.\) <I> (r') dn/ 
n 

= L [LAg (r, r', .\)] <I> (r') dO' 

and we can make the identification 

LAg (r, r',.\) = I6 (r - r'). 

(3.37) 

(3.38) 

For notational convenience we set .\ = 0 such that the individual dyadic 
Green's functions are seen to satisfy 

1.1,1 ·~1,1 +1.1,2 '~2,1 =H(r-r'), 

L1 ·1 . g + Ll 2 . g = O. -. -1.2 -. -2.2 -

1.2.1 . ~l.l + 1.2 .2 . ~2.1 = Q, 

1.2 .1 . ~l.2 + 1.2 .2 . ~2.2 = I t5 (r - r') , 

which can be decoupled to yield 

(1.1,1 -1.1.2 '1.2.~ .1.2 •1 ) . ~l,l = 16 (r - r'), 

(1.2 .2 - 1.2 .1 . 1.l.t .1.1.2) . ~2.2 = I t5 (r - r') 

(3.39) 

assuming 1.;/ are invertible. Note also that the original equations (3.34) 
can be decollplcd as 

(1.1.1 -1.1.2' 1.2.~. 1.2 .1 )' WI = <1>1 -1.1.2 '1.2,~. <1>2, 

(1.2 .2 -1.2,l . 1.l.i . 1.1•2 ) . W2 = <1>2 -1.2 •1 . 1.l.i . <1>1. 

It can be seen that one advantage of the Green's function approach is that 
the source terms in the decoupled equations for the Green's functions are 
simpler than for the field quantities themselves. 

Adjoint Dyadic Green's Operators 

For the adjoint problem, 
(3.40) 
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and we identify (L~)-l = G~ as the adjoint Green's operator with matrix 
kernel having entries ~:.i3 (r, r', .\), leading to the solution 

lJI* (r) (G~q,*) (r) = l g* (r, r',.\) q,* (r') dO,' (3.41) 

1 [ g * (r r' A) 
-1,1 ' , 

!1 ~;,1 (r, r',.\) ] . [ q, i (r') ] dO,' 
q,~ (r') , 

where g* satisfies 

L~g* (r, r', A) = 16 (r - r') 

subject to adjoint boundary conditions. Also (G>, lJI, lJI*) 
leading to 

~:,i3 (r, r',.\) = ~J,a (r', r,A). 

(3.42) 

(lJI, G~lJI*), 

(3.43) 

For example, the operator L>, = - \72 -.\ leads to the free-space Green's 
function 

-i~lr-r'l 
g (r, r') = e4 I 'I ' Jr r - r 

which satisfies an outgoing radiation condition (see Section 1.3.4), and the 
adjoint Green's function 

e+iV'\lr-r'l 
g*(r,r') = 4 I 'I' Jrr-r 

which satisfies an incoming radiation condition. 
The preceding comments in the scalar case concerning the need to con­

sider the adjoint problem hold for systems of vector or dyadic operators 
as well; if an appropriate Green's second theorem is available, one can ex­
press the solution in terms of the Green's function, without consideration 
of the adjoint problem, assuming L>, is invertible. If L>, is real and formally 
self-adjoint, then the generalized Green's theorem (3.4) is 

(3.44) 

Using (3.34) and (3.38) one obtains the solution as 

lJI (r') = i q, (r) g (r, r',.\) do' - t J (lJI, g) . dr. (3.45) 

As discussed in Section 1.3.5, the procedure leading to (3.45) may not 
result in the correct solution because of the strength of the dyadic Green's 
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function source-point singularity. A proper procedure is to apply (3.44) to 
o - 0 0 , where 0 0 contains the point r = r'. We then have 

h.·m r (L.\ lJI) g dO = lim r lJI (L.\g) dO 
00 ---'0 io-no Slo---'O in-oo 

+ lim r J (lJI, g) . dr + lim r J (lJI, g) . dr, 
no---,o ir 00 ---,0 ira 

(3.46) 
where the first term on the right side vanishes since the point r = r' is 
excluded from the integration. We obtain the solution as 

lim r J (lJI,g)' dr = lim r cI>gdO - r J (lJI,g)' dr. (3.47) 
no---,o iro 0,,---,0 in-oo ir 

Comparing with (3.45) we identify 

lim 1 J (lJI, g) . dr = lJI (r'). 
Slo---'O 1'0 

Examples 

Consider Maxwell's differential equations for a region 0 C R3 bounded by 
surface r (see, e.g., (1.13)), 

\7 x E(r) = -iw/tH(r) - Jm(r), 

\7 x H(r) =iweE(r) + Je(r) 

subject to n x Ell = O. One can consider the above in the form (3.34), 
where 

L = [iweI -\7 x I J lJI = [ E(r) J cI> = [ -Je.(r) J 
\7 x I iWfJI' H (r)' -Jm (r) 

and A = 0 (note the dyadic identity (\7x!) . lJI = \7 x lJI). In this case we 
have 

( ') [~e.t.,(r,r') g r, r = (') 
~m.e r, r 

~e.m ((r, r':) 1 ' 
~m.rn r, r 

and the formal solution (3.36) is 

E (r) = - k ~e.e (r, r') . J e (r') dO' - k ~e.rn (r, r') . J m (r') dO', 

H (r) = - f ~m.e (r, r') . J e (r') dO' - C ~m.m (r, r') . J m (r') dO', 
. Sl if, 

(3.48) 
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where the Green's dyadics satisfy Lg (r, r') = 15 (r - r'), leading to 

-\7xg +iwEg =H(r-r'), 
-m,e -e,e 

- \7xg + iWEg = Q, 
-m,m -e,m 

\7xg + iWJ1g = Q, 
-e,e -m,e 

(3.49) 

\7xg + iWJ1g = 16 (r - r'), 
-e,m -m,m 

subject to n x g I =Q and n x g I = Q. 
-e,e r -e,m r 

Decoupling the above leads to 

\7 x \7 xg - w2 J1Eg = iwvH (r - r') , 
-e,e -e,e 

\7 x \7xg -W2J1Eg =iwE!5(r-r'), 
-m,m -m,m 

(3.50) 

where n x ~e,elr =Q and n x \7x~m,mlr =Q, with ~e.m and ~m,e sub­

sequently determined from the solution of (3.50) using the relationships 
(3.49). Alternatively, wave equations 

\7 x \7xg - W2J1Eg = \7 x 16 (r - r'), 
-e,m -e,m 

\7 x \7xg -W2J1Eg =-\7xH(r-r') 
-m,e -m,e 

(3.51 ) 

subject to n x g I =Q and n x \7xg I =Q can be solved, and the 
-e,m r -m,e [' 

remaining quantities determined from (3.49). It can also be seen from the 
defining equations that the field quantities satisfy 

\7 x \7 x E(r) - k 2E(r) = -iwJ1Je (r) - \7 x J m (r), 

\7 x \7 x H(r) - k2H(r) = -iwEJm(r) + \7 x J e (r) 

subject to n x Elr = 0, n x \7 x Hlr = 0. 
Without detailing the adjoint problem, it can be seen that the symmetry 

relation (3.43) reduces to 

~a,,6 (r, r') = (-It+,6 ~;.a (r', r) (3.52) 

since \7 x \7x subject to boundary conditions of the form discussed is a 
real, self-adjoint operator. If radiation conditions, rather than boundary 
conditions, are specified, the operator is real and symmetric, and the same 
conclusion holds per the discussion subsequent to (3.27). The sign change 
is obvious from the form of the defining equations. 

Finally, consider the scalar (transmission line) system (see Chapter 7) 

dv(z) .. . 
~ = -~wLz(z) - zm(z), 

di(z). . 
-d- = -~wC v(z) + ~e(z), 

.z 

(3.53) 
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which can be analyzed as a special case of the above. \Ve have (3.34) with 
A = 0, 

L = [ 

leading to 

-iwC 
~ 
dz 

-~ 
dz 

iwL ] , \It = [ v (z) ]. <I- = [ -ie (z) ] 
t(z)' -~m(z)' 

( . I) [o9v.v (z, Zl) 
g Z, Z = (I) o9i.v Z, Z 

gV,i (z, Zl) 
gi,i (z, Zl) 

with the solution of (3.36) as 

v (z) = -lb gv,v (z, z')i e (z) dz' -lb 
091),; (z, Zl) im (z) dz' , 

Jb l·b i(z) = - o9i,v(Z,ZI)ic(z) dz' - o9i,dz,z')im(z) dz' . 
• a. a 

The Green's functions are seen to satisfy 

Lg (z, Zl) = 16' (z - Zl), 

where 1 = [~ ~] is the usual identity matrix, leading to 

d. (I) - dZ 9i ,v - ~wCo9v,1) = 6' z - z , 

d 
--9· . -iwCo9 = ° dZ.I,,' V,I., 

d 
dz o9v .v + iwLgi,v = 0, 

d.. (I) -Yvi + IwLo9 i .i = r5 z - z . dz ' . 

Decoupling the above leads to 

(::2 + w2 LC ) o91),V (z, Z/) = -iwL6' (z - Zl), 

(::2 + w2 LC) g;,i (z, Zl) = -iwC6' (z - Z/) , 

where the voltage and current quantities satisfy 

(::2 + w2 LC) v (z) = -iwLie - i'm, 

( d2 2LC) . ( ) . C. ·1 dz2+W I z =+tW Im+1e' 

Note that 
o9a,/3 (z, Zl) = (-1)",+13 9{J,a (Zl, z). 

(3.54) 
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3.10 Projection Operators 

We have previously introduced the projection theorem (p. 120), which pro­
vides the idea of uniquely representing an element z E H as z = Xo + Yo, 
where Xo E ]v!, with M a closed linear subspace of H, and Yo E ]v! ~. After 
introducing the concept of a basis for an infinite-dimensional system, it was 
stated that Xo = 2:n (z, xn) Xn and Yo = 2:n (z, Yn) Yn, where {xn} is an 
orthonormal basis for M and {Yn} is an orthonormal basis for M ~. We 
can now cast this into operator form using projection operators. 

Definition 3.30. Let M be a closed linear subspace of a Hilbert space H, 
and let z = Xo + Yo, where z E H, Xo E M, and Yo E ]v!~. An operator P 
defined on H is said to be the orthogonal projection onto M if 

P(z) = P(xo + Yo) = Xo· 

Projection operators are linear, bounded operators with33 IIPII :'S: 1. In 
addition, Rp = M and N p = M~ (note that Np..l Rp and H = RptiJNp ). 
Also, 1- P on H is an orthogonal projection onto M~, i.e., 

(I - P)(z) = z - Xo = Yo 

with R1- P = M~ and N 1 - P = M. 
Some properties of projection operators follow. 

• Projection operators are idempotent. 34 

• A bounded operator is a projection if and only if it is idempotent and 
self-adjoint. 

• A projection operator is a nonnegative operator. 

• The sum P + Q of two projection operators P and Q is a projection 
if and only if PQ = o. 

• The product PQ of two projection operators P and Q is a projection 
if and only if35 [P, QJ = o. 

• A projection onto M, a closed linear subspace of H, is compact if 
and only if M is finite-dimensional. 

• If P is a projection onto M, a closed linear subspace of H, then for 
all x E H, (PX, x) = IIPxI1 2 . 

• Np and Rp are closed linear subspaces of H. 

From the projection theorem one can see that the orthogonal projection 
P onto !v! is unique. 

33The Pythagorean formula gives IIPzl12 = IIxol12 = liz - yol12 = Ilz112_llyol12 <:: Ilz112. 
34An operator A is idempotent if A2 = A. 
35Recall that [P, Q] = PQ - QP is the commutator of operators P and Q. 
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Examples of Projection Operators 

Consider an element z E H and a closed linear subspace lvI of H with {x n } 

an orthonormal basis for AI. The projection operator onto lvI is defined 
as pz = Ln (z, xn) X n· 

1. The zero operator is a projection operator onto {O} (M = {O}, M ~ = 

H). 

2. The identity operator is a projection operator onto H (lvI H, 
M~ = {O}), 

Iz = z = L (z,xn ) x n · 

n 

Obviously, 11111 = 1, and, in fact, IIPII = 1 for every nonzero projection 
operator since Px = x for all x E lvI. 

3. On H = R3 with the usual xyz-coordinate system, let lvI be the 
xy-plane with its standard basis {e1' e2} . The orthogonal projection 

of 1= (3e1, 2e2, 5e3) onto M is P, = L;'=1 (r, en) en = (3e1' 2e2). 

4. On H = L2 (-Tl, TI) let lvr be the closed linear subspace consisting 
of all even functions in H, defined by x(t) = x( -t) for all t. Then 

(lvr)~ = MO, the space of all odd functions in H (i.e., x(t) = -x( -t) 
for all t). TheIL letting x (t) E H, 

1 
pcx = "2 [x(t) + :r( -t)] 

is an orthogonal projection onto lvr, and 

1 
pOx = (I - pe) X = "2 [x(t) - x( -t)] 

is an orthogonal projection onto MO. 

5. On H = L2(_Tl,TI) with basis 

let 

{ vll/ (2T1), JJ7; cos(nt), JJ7; sin(nt), n = 1,2, ... } 

·l.e - f1 
'0 - V 2;' 

Xu = 0, 

XC = fl cos(nt) n V; '- , 

x~ = If sin(nt), 

n = 1,2,.... Let AI" be the closed linear subspace consistin~ of 
all even functions in H, for which {x~} is a basis. Then (lvr) = 
MO, the space of all odd functions in H, for which {x~} is a basis 
({:r~J U {x~} is a basis for H). Then, letting x(t) E H, 

DC 

pe.T = L (x, :r~,) x~, 
n=() 
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is the projection operator onto Me, and 

oc oc 

n=O n=O 
00 

= L (x,x~)x~ 
n=O 

is the projection operator onto MO. Since the projection is unique, 

1 oc 

pex = 2 [x(t) + x( -t)] = L (x, x~) x~, 
n=O 

and similarly for po. 

Projection operators are extensively used to show geometrical properties 
of spectral problems. In fact, advanced concepts in spectral theory are 
often cast in terms of projections. Therefore, much of the next chapter 
could be studied using projection operators, although for the purposes of 
studying spectral problems in applied electromagnetics these concepts will 
not be pursued much further. The interested reader can consult [23, Ch. 
6], [56], [7]. For applications of projection operators in numerical solutions 
of electromagnetic operator equations, see [57], [43]. 

3.11 Solution of Operator Equations 

In this section we consider the solution of linear equations at an operator 
level. In general, we are interested in operator equations of the form 

(A - AI) x = y, (3.55) 

where A : H ----0> H is a linear operator, xED A-AI = D A ~ H, and 
y ERA-AI r:::: H. If A -I 0, we call (3.55) an operator equation of the 
second kind, whereas if A = 0, we have an operator equation of the first 
kind. Obviously, if the resolvent operator exists, formally we have the 
solution x = (A - AI)-l y, which is continuously dependent on y if the 
resolvent is bounded. Furthermore, if A is an eigenvalue of A, we cannot 
solve (3.55) for y -I 0, since the homogeneous form defines the eigenvalue 
problem, (A - AnI) Xn = 0. 

3.11.1 Existence of Solutions 

In general, it is difficult to state solvability theorems for (3.55) unless con­
siderable restrictions are placed on A. In the following we present a solv­
ability theorem known as the Fredholm alternative, which we state for the 
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operator equation A:r: = y (this is not necessarily a first-kind equation 
since A may have the form A = B - AI). Operators satisfying the Fred­
holm alternative are called Fredholm operators. The alternative will be 
stated for operators in Hilbert spaces although a similar alternative holds 
for operators in Banach spaces. 

Of course, for the equation Ax; = y to make sense we must have xED A 

and y ERA. In particular. the requirement y E RA is important if RA -.:J H. 
Note also that if A is positive definite, the solution of Ax = y can be 
shown to be equivalent to minimization of a quadratic functional [4, Ch. 
5], although this topic will not be discussed here. 

Theorem 3.44. (Fredholm alternative) Let A : H --+ H be a bounded 
linear Fredholm operator". Then either 

1. fOT every y. 9 E H the nonhomogeneous equations 

Ax = y, 

A*f = 9 
(3.56) 

have unique solutions x, f, and the corresponding homogeneous equa-
tion.s 

Ax = 0, 

A* f = 0 

have only the tTiU'tal solutions x = 0 and f = 0, or 

II. the homogeneous equations 

Ax =0, 

A*f = 0 

(3.57) 

(3.58) 

have the same number of (nontrivial) linearly independent solutions, 
Xl, X2, ... , :r" and .h, 12, ... , .tn, respectively, n '2 1, and the nonho­
mogeneous equations 

Ax = y, 

A*f = 9 

are not solvable for all y, g. A solution (nonunique) exists if and only 
if y and 9 are such that y ~ N A* and 9 ~ N A, respectively. 

The first part of the alternative is easily understood from Theorem 3.25 
and its subsequent discussion, because if the homogeneous equations (3.57) 
have only trivial solutions, then A-I and (A*)-1 exist, and so (3.56) can 
be uniquely solved as :1: = A -Iy and f = (A *) -1 g. The fact that both the 
original equation and the adjoint equation behave in the same manner, in 
terms of being solvable or not, can be seen to be reasonable, at least for the 
special case of the Fredholm operator I - K with K compact (discussed 
next), from Theorem 3.17. 
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The second part of the alternative is less obvious, because in the case 
of nontrivial homogeneous solutions to Ax = 0, solvability of Ax = y 
depends, perhaps unexpectedly, on properties of the adjoint operator A *. 
The necessity of the condition y 1.. N A* for Ax = y to be solvable in 
this case is seen from the following. Consider Ax = y and A* f = 0, 
and form the inner product (Ax,1) = (y,1). Using (y,1) = (Ax,1) = 

(x,A*1) = (x,O) = 0 we see that we must have the condition (y,1) = 0, 
i.e., y 1.. N A *. The sufficiency of this condition for Fredholm operators can 
also be proved, but will be omitted here. Of course, if A is self-adjoint, the 
Fredholm alternative is simplified, and no aspect of the adjoint operator 
need be considered. 

For Theorem 3.44 to be useful, we need to know what types of operators 
satisfy the Fredholm alternative. Three classes of Fredholm operators are 
presented below. 

We first state that the operator A - AI, where A -=I- 0 and A is a compact 
operator, is a Fredholm operator, such that solvability of the equation 
(A - AI) x = y can be examined using the above alternative. 

Theorem 3.45. Let A : H --t H be a compact linear operator and let 
Ax == A - AI, where A -=I- O. Then Ax satisfies the Fredholm alternative. 

The proof is shown in [40, p. 451] in a Banach-space setting and in 
[12, p. 359] in a Hilbert space. An important case is provided by A = 1. 
Alternatively, since A -=I- 0, one can consider the operator (1/ A) A - I or 
K - I, where (1/ A) A = K is compact if A is compact. See also Theorem 
4.34. 

Theorem 3.45 is most often applied to examine solvability of second­
kind integral equations involving compact integral operators. The above 
theorem can be extended in the sense that Ax satisfies the Fredholm 
alternative if (A.xt, n ;::: 1, is compact [41, p. 138]. Also note that 
dimNA = dimNA* < 00. 

From the above it is easily seen that for A compact and A -=I- 0, if 
(A - AI) x = 0 has only the trivial solution x = 0 (meaning A is not an 
eigenvalue of A), then (A - AI) x = y has a unique solution given by x = 

(A - AI)-l y. From Theorem 3.40 one can see that the solution depends 
continuously on y, and so the problem is well posed. 

The next theorem characterizes when the operator (matrix) equation 
Ar = b is solvable, where A : Hn --t Hm is bounded and compact (nec­
essarily so since Hn and Hm are finite-dimensional Hilbert spaces) with 
x E H n and b E Hm. 

Theorem 3.46. The operator A : H n --t H m satisfies the Fredholm alter­
native. 

Usually this is stated for A : en --t em, leading to the matrix system 
Ax = b where A is an m x n complex matrix and b is an m x 1 matrix. The 
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most familiar case is of course when Tn = n, such that Ax = b is uniquely 
solvable if and only if det A =f 0, implying that Ax = 0 has only the trivial 
solution. 

Lastly, in the case of a differential operator we have the following [12, 
p.229]. 

Theorem 3.47. The selradjoint Sturm-Liouville differential operator L 
(see (5.1). (5.2), and (5.4)) satisfies the Fredholm alternative. 

Note also that the nonself-adjoint Sturm-Liouville operator with ho­
mogeneous boundary conditions, considered in Section 5.3, also satisfies 
the Fredholm alternative. The solution of operator equations is further 
discussed in Section 4.4 from the viewpoint of eigenfunction expansions. 

3.11.2 Convergence of Solutions 

While it is not the intent of this text to present a through discussion of 
numerical solution techniques, it is worthwhile to briefly list a few impor­
tant facts concerning the numerical solution of operator equations (see, for 
instance, [14], [42], and [43]). 

Recall from Sections 2.5.6 and 2.5.7 that given a Hilbert space H with an 
orthonormal basis {x n }, any .r E H may be written as a norm-convergent 
series x = L:= 1 (.1", xn ) Xn . This can be viewed as defining an N -term 
approximation :;; ':::' x N , 

N 

:rN = L (2:, X n ) x n , (3.59) 
n=l 

where x N lies in the N-dimensional subspace of H spanned by {Xn}~=l' 
The error in the approximation is defined as eN == x - x N , and because {x n } 

is a basis for H, limN~oo IleN11 = limN~oo Ilx - xN11 = O. Furthermore, 
the error is orthogonal to the approximation, i.e., 

(3.60) 

For finite N, the coefficient (x, xn) in (3.59) provides the minimum error 
in the approximation of x (i.e., this coefficient provides the best possible 

approximation to .1" in the N-dimensional subspace spanned by {XT,}~=l)' 
Now, consider determining the unknown x from the general operator 

equation 

Ax =y, 
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respectively. We form the approximations of x E HI and Y E H2 as36 

N 

XN = Lanxn, 
n=l 

N 

yN = L (y, Yn) Yn, 
n=l 

(3.61 ) 

where an are unknown coefficients to be determined, and we are assured 
that yN ----+ Y E H2 in norm. The general idea is to determine the solution 
of 

AXN = yN 

for a given N, and consider under what conditions this solution converges 
to the solution of the original equation (i.e., when does xN ----+ x). 

Since the summation is finite, AxN = 2::=1 anAxn. Noting that AXn E 

H 2 , we have AXn = 2::=1 (Axn, Ym) Ym ~ (Axn)N = 2:~=1 (Axn' Ym) Ym, 
so that AxN = yN becomes 

N N N 

Lan L (Axn, Ym) Ym = L (y, Yn) Yn, 
n=l m=l 

leading to the matrix system 

N 

n=l 

Lan (Axn, Ym) = (y, Ym) 
n=l 

(3.62) 

for m = 1,2, ... , N. The solution of (3.62) provides the coefficients an, 
leading to determination of xN as in (3.61). 

For a given, finite-value N, the coefficients an obtained from (3.62) do 
not necessarily provide the best approximation of x in HI. That is, if we 
knew the exact solution x by other means, we would find that the coef­
ficients an do not generally agree with the coefficients (x, xn) in (3.59). 
Therefore, the approximation of the solution x is not the best possible ap­
proximation in HI; however, we do obtain the best possible approximation 
of Ax E H 2 . Moreover, if we increase N, we do not necessarily know that 
the coefficients an converge to (x, x n), although they may do so. 

Alternatively, if we take 

00 

x = Lanxn , 
n=l 

00 

Y = L (y, Yn) Yn, 
n=l 

(3.63) 

36We take the upper summation limit as N in both cases, which will lead to an N x N 
matrix system. However, this is not necessary, and one may generate an N x M matrix 
system solvable by least-squares or comparable methods. 
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then if A is bounded (to permit the interchange of A and the summation 
in (3.63)), we directly obtain the infinite matrix system 

oc 

Lan (A.T", Ym) = (y, Ym) (3.64) 
n=l 

for m = 1,2, .... In theory, this infinite system yields the correct coeffi­
cients an = (x, xn) to make the equality in (3.63) valid. However, in order 
to solve (3.64) in practice, this system is truncated to size N x N, leading 
to (3.62); either way we do not have assurance that the coefficients an 
converge to (x, xn). 

Method of Moments 

In electromagnetics, the matrix equation (3.62) is usually obtained by a 
procedure known as the method of moments [44]. In this case we form an 
approximation 

N 

N "" :r c::::' x = ~ anxn, 
n=l 

where {xn} E D A are linearly independent functions called expansion func­

tions. We therefore have Ax c::::' 2:::=1 anAxn , and, rather than expanding 
AXn in the basis of H2 as above, one forms a matrix equation by forcing 
the residual (error) 2::~=1 anAxn - Y to be orthogonal to a set of weighting 
(or testing) functions {Yn} eRA, i.e., 

/ N ) \~ anAxn - Y,Ym = 0 

for m = 1,2, .... N. This is equivalent to 

N 

Lan (Axn' Ym) = (y, Ym) , (3.65) 
n=l 

which is the same as (3.62). If the expansion and testing functions are 
identical, then this is known as Galerkin's method. In practice a pseudo 
inner product is often used in (3.65). 

The interpretation of the method-of-moments procedure is somewhat 
different from the former method, because we don't necessarily require 
{xn} or {Yn} to be bases, or even orthogonal. However, as with the former 
method, we are finding the best approximation of Ax E RA for a given set 
{Yn} and in this sense minimizing the norm of the residual error. Therefore, 
to achieve a reasonably accurate solution of the operator equation in an 
engineering sense, we may not necessarily require the expansion functions 
to be complete in D A, but they should be tmch that AXn is complete in 
RA [45]. 
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Convergence of Solutions 

Unfortunately, in applications it is often not possible to show in a rigor­
ous manner convergence of the approximation xN -+ x. However, two 
important and practical cases can be distinguished which lead to guaran­
teed convergence. We first consider the special case of a positive definite 
operator [46], [4]. 

Theorem 3.48. Consider the operator equation Ax = y, where A : H -+ 

H is a positive definite operator. If {xn} = {Yn} forms an orthonormal 
basis for He, the Hilbert space associated with the energy norm (3.13), then 

N 

x N = Lanxn -+ X 
n=l 

in the norm of H, where an are determined by the solution of (3. 65}. 

Proof. Since A is positive definite, we rewrite (3.65) in terms of the 
energy inner product (3.12) as 

N 

Lan (Xn'Xm)e = (X'Xm)e (3.66) 
n=l 

for m = 1,2, ... , N. Because {xn} is an orthonormal set in He, then 

an = (x,xm)e and we have xN = L~=l (x,xn)exn. Using completeness of 
{xn} in He leads to37 limN-->CXlllxN -xlle = o. By Theorem 3.15, since A is 
positive definite, convergence in energy leads to strong (norm) convergence 
in H, i.e., limN-->CXl IlxN - xii = O .• 

In electromagnetics, it often occurs that static problems lead to posi­
tive definite operators [47], such as the Laplacian operator considered in 
Chapter 6. 

If the operator equation in question is a second-kind Fredholm equation, 
then convergence can also be established [14, Ch. 5], [42], [43, Ch. 5] (see 
also Theorem 3.18). 

Theorem 3.49. Consider the second-kind operator equation (AI - K) x = 
y, where K : H -+ H is a compact operator and A is not an eigenvalue of 
K. If {xn} and {Yn} are orthonormal bases for H, then 

N 

xN = L anxn -+ X 
n=l 

in norm, where an are determined by the solution of (8.65) I with A = 
(AI - K). 

37If A is merely positive, then we must stop here and settle for weak convergence 
(by Theorem 3.15, part b). See also Theorem 3.14, which concerns forming a positive 
operator from any bounded operator that possesses an adjoint. 
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In fact, the above statement is more restrictive than it need be, and 
certain relaxations on the expansion and testing functions may be allowed. 
Thus, second-kind compact integral equations that admit solutions may 
often be solved by discretization, where convergence of the solution can 
be established. This important fact is the impetus of many regularization 
schemes. 

Under the conditions of Theorem 3.49, (3.65) is simply a truncated 
version of (3.64). To examine convergence at the matrix level, consider the 
infinite second-kind matrix equation 

ex; 

:J;, - L kijXj = Yi, 
j=1 

i = 1,2, ... , where the matrix [k ij ] is compact. We write (3.67) as 

X-KX=Y 

(3.67) 

where X = [Xl,X2, ... ]T, Y = [Yl,Y2, ... ]T, and K = [kij ]ij=I' We also 
consider the "truncated" matrix system 

where K n is filled with zeroes outside of the nxn square. Then, 

(X - KX) - (X" - K"X") = 0, 

X - X" = K X - K n X" 

= KX - K n Xn + KnX - K n X, 

(X - xn) + K n (X" - X) = (K - Kn) X. 

Therefore 
(X - Xli) = (I - K,,)-l (K - K1I) X, 

and, upon taking norms, 

II(X - xn)11 = 11(1 - K,,)-1 (K - K") Xii 

s 11(1 - K,,)-IIIIIK - KnIIIIXII, 

leading to 

II(X - X") II < 11(1 _ Kn)-IIIIIK _ Krill 
IIXII -

which can provide an error estimate for xn. Furthermore, it can be 

shown that31l 11(1 - K,,)-l - (1 - K)-lll--+ 0, and so as n --+ 00 the first 

38If A : H ---+ H is bounded and invertible, B : H ~, H is bounded, and IIA - BII < 
IIA~lll' thcn [17, p. 71] B is invcrtible and 

II A-111211A - BII 
II A - 1 - B- 1 II < --"-----'-'---­

- 1 -1IA-1111IA - BII' 
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term on the right side becomes II (1 - K)~l II, which is bounded by Theo­
rem 3.40 (this is where compactness enters into the problem). Obviously 
11K - Knll ---t 0 and so xn ---t X in norm. The proof can also be done 
at the function space level if one can approximate the operator K by a 
sequence of finite-rank operators Kn such that 11K - Knll ---t o. 

Replacing A with (I - K) and B with (I - Kn) proves the statement. 
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4 
Spectral Theory of Linear 
Operators 

In this chapter we examine the spectral properties of operators commonly 
encountered in electromagnetics. We emphasize the role of eigenvalues 
and eigenfunctions in spectral theory since these quantities play an impor­
tant role in many applications. as both mathematical and physical entities. 
The primary goal of this chapter is to present elements from the spectral 
theory of operators on infinit.e-dimensional spaces. Operators on finite­
dimensional spaces and their associated matrix representations are also 
briefly covered, as t.his material forms an appropriate starting point for 
discussion. 

After considering the finite-dimensional case, we then show that for 
certain classes of operators acting on infinite-dimensional spaces, simple 
results lIlay be obtained. In particular, when the operator is compact and 
self-adjoint, the spectral theory becomes relatively simple. Similar results 
are obtained if the operator is unbounded, self-adjoint, and positive with 
compact inverse. Fortunately, these two cases occur quite frequently in 
physical applicat.ions. For example, the first case frequently arises in the 
study of integral equations pert.aining to shielded electrodynamic problems 
and in t.he integral equation formulation of electrostatic problems. The sec­
ond class encompasses various different.ial operators that commonly occur 
in elect.romagnet.ics applicat.ions. 

The chapt.er begins wit.h the presentation of the basic concepts behind 
spectral elernents, including the point, continuous, and residual spectrum. 
Next, spectral properties of various operators are presented, including dis­
cussions of various eigenvalne problems. Spectral representations and ex­
pansion theorems are then presented for different. classes of operators. After 
a section on functions of operators, the chapter concludes with a discussion 
of thc solution of operator equations using spectral methods. 
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4.1 General Concepts 

Consider a linear operator A : H -> H mapping a Hilbert space H to 
itself. The spectral problem consists, in part, of examining solutions of the 
equation 

Ax = AX, ( 4.1) 

where A E C is known as an eigenvalue (or characteristic value) and X E 

D A, X # 0, is called an eigenvector (or often eigenfunction if H is a function 
space). We refer to this as a standard eigenvalue problem. It is convenient 
for later work to write the above as 

(A - AI) X = 0, ( 4.2) 

where I is the identity operator on H. 
Another, more general formulation is possible, involving two operators 

A,B: H -> H, given as 
Ax = ABx (4.3) 

or 
(A - AB) x = 0 ( 4.4) 

and called a generalized eigenvalue problem. Of course, (4.3) reduces to 
(4.1) when operator B is the identity operator on H. 

Finally, a third formulation commonly occurs in electromagnetic ap­
plications, known as a nonstandard eigenvalue problem. It is formulated 
as 

Ab)x = 0, ( 4.5) 

where, is called a nonstandard eigenvalue and x # 0 is a nonstandard 
eigenvector. The operator Ab), dependent on the variable " is called an 
operator-valued function (of,). The standard and generalized eigenvalue 
problems can also be viewed as special cases of (4.5), where, for instance, 
we may consider the nonstandard eigenvalue as a parameter, such that 

(A b) - A b) I) x = o. 

Often we seek the value of the nonstandard eigenvalue, such that A(,) = O. 

Example 4.1. 

Consider the microstrip transmission line depicted in Figure 4.1. The strip 
is infinitely thin and perfectly conducting, and exists over z E (-00,00). 
vVe seek guided modes of the transmission line in the form 

E (r,t) = E (x, y) ei(wt-(3z) , 

H (r,t) = H (x, y) ei (wt-(3z) , 
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Figure 4.1: Geometry of a microstrip transmission line as considered in 
Example 4.1. The determination of the guided modes of the microstrip 
line can be associated with the spectral properties of a self-adjoint positive 
operator. 

where w is the radian frequency and (3 is the propagation constant, with 
w, (3 E R. Letting Vi) x x, V/1 . x, and V.ex be the differential operators 
obtained from curl, divergence, and gradient, respectively, upon the substi­
tution 0/ oz ---7 -i(3, the problem of determining guided microstrip modes 
can be formed as the spectral problem [1] 

A (3) E = w2 ((3) E, 

where A : L2 (0)3 ---7 L2 (0)3 is defined as 

1 
A (;3) E == - {Vi' X Vi) x E-EV,aVe' EE}, 

E 

DA == { E: E,: .. !1 XEE,VHf] x V,a x EI E L2 (0)3, }, 
v[J'E E Q,l,nxEr=O 

with r being the contour of both the strip and the ground plane. It can be 
shown that A (;3) is self-adjoint and positive, so that eigenvalues A (;3) 
w2 ({:I) are real-valued and positive1 (see Section 4.2.6). 

Furthermore, A in (4.5) may depend on a large number of independent 
variables (in electromagnetics these may be frequency, transform-domain 
wavenumbers, geometrical values, constitutive quantities, etc.), and usu­
ally A is nonlinear in these variables. In particular, (4.5) can be written 
as A(T,()X = 0, where one seeks a solution ((T). This often occurs in 
resonance problems, where ( represents a natural frequency and T is a 
vector of geometrical and constitutive quantities. The nonstandard formu­
lation also commonly occurs in complicated waveguiding problems, where 
( would represent a propagation constant. In this chapter we concentrate 
on the standard eigenvalue problem, although both the generalized and 
nonstandard problems are also discussed. 

1 In [1] it is also established that the essential spectrum (for our purposes continuous 
spectrum; sec Section 4.1.2) of A is identical to the essential spectrum of the grounded 
dielectric without the strip and that guided microstrip modes exist. 
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4.1.1 Operators on Finite-Dimensional Spaces 

Beginning with the finite-dimensional case, consider (4.1) where A E enxn 

is an n x n complex matrix (representing a finite-dimensional operator with 
respect to some basis, or the projection of an infinite-dimensional operator 
onto a finite-dimensional space) and x E en = D A. The eigenvalues of A 
are the solutions A E e of (4.1), which is equivalent to the set of values 
A for which A - AI is not invertible. For every eigenvalue A, (4.2) has 
nontrivial solutions x, which are the eigenvectors corresponding to that 
particular eigenvalue. The set of all eigenvalues of A is called the spectrum 
of A, denoted as (}(A), i.e., 

() (A) == {A: (A - AI)-l does not eXist} . 

Because we are interested in nontrivial solutions of (4.2), we get as a 
necessary condition 

det (A - AI) = 0, (4.6) 

which leads to an nth-order polynomial known as the characteristic poly­
nomial. By the fundamental theorem of algebra, (4.6) has n roots, which 
form the spectrum2 of A. 

Once a particular eigenvalue has been determined, its corresponding 
eigenvector(s) can be found from (4.2). Those eigenvectors, together with 
the zero vector, form what is known as the eigenspace of A for that partic­
ular eigenvalue (i.e., the null space of the operator A - AI for a given A). 

The case of the union of all eigenspaces spanning H is very important, as 
is discussed later in the spectral theorems. 

The algebraic multiplicity of an eigenvalue is the number of times that 
eigenvalue appears as a root of (4.6) (i.e., its multiplicity as a zero of the 
characteristic polynomial), and its geometric multiplicity is the dimension 
of the corresponding eigenspace. It can be shown that the geometric mul­
tiplicity of an eigenvalue cannot exceed its algebraic multiplicity. 

It is convenient to recall that the determinant of a matrix is equal to 
the product of its eigenvalues, counting algebraic multiplicity, i.e., 

n 

det (A) = II Ai 
i=l 

such that if any eigenvalue has the value 0, then det(A) = ° and A is not 
invertible. 

Regarding the location of the eigenvalues we have the following theorem. 

2It is important to work within complex Hilbert spaces even when dealing with real­
valued matrices, because if we make the restriction A E R eigenvalues may not exist. 



4.1 General Concepts 223 

Theorem 4.1. (Gerschgor'in circle theorem) EveTY eigenvalue of the op­
erator A : CII --+ cn lies in one of the comple.T domains 

for i = 1,2, ... ,n. 

Proof. Let A be an eigenvalue that does not lie in one of the specified 
domains. Then, IA - aii 1 > L j=1 laij 1 and so (A - AI) is diagonally dom-

j=/:-I 

inant. By Theorem 3.26, (A - AI) has an inverse, which contradicts the 
assumption that A is an eigenvalue. _ 

Furthermore, if the clements of the matrix A are continuous functions 
of a parameter /, such that the eigenvalue problem is 

(A h) - A h) I) x = 0, 

then det (A h)) is a continuous function of I and the eigenvalues A h) vary 
continuously with I-

For all other values of A, A - AI is invertible such that (4.2) has only 
the trivial solution :r = O. These values of A make up the resolvent set, 
denoted as p(A), which is tIlt' complement of the spectrum, i.e., 

p(A) == C - o-(A). 

4.1.2 Operators on Infinite-Dimensional Spaces 

It turns out that the spectrulll of a linear operator A : H --+ H, where H is 
an infinite-dimensional Hilbert space, is much more complicated than for 
an operator acting on a finite-dimensional space. Considering the operator 
A : H --+ H and motivated by (4.2), it is useful to examine properties of 
the linear operator A,\ == A - ),,1, where I is the identity operator on H. 
We denote the domain of A,\ as D 4 -,\! = D A, which will be assumed dense 
in H. The range of A,\ will depend on A and mayor may not be dense3 

in H. As discussed in the previous chapter, the operator inverse to A,\ is 
called the resolvent operator (or simply the 'resolvent), denoted as 

For a given operator A, R,\ (A) is an operator-valued function of A, ana­
lytic on p(A). with R,\=o (A) being simply the inverse operator A-I. If 
R,\(A) exists for a particular A, then that A cannot be an eigenvalue since 
(4.2) would only have trivial solutions. Therefore, it is not surprising that 
spectral properties of an operator A can be determined by considering 
properties of R,\(A) for various values4 of A: 

3Recall from Theorem 2.7 that RA-AI is dense in H if and only if (RA-AI)~ = {O}. 

The dimension of (RA-AI)~ is called the deficiency of ,\ for obvious reasons. 
4This classification scheme is not unique. Here we follow [2, pp. 125 1271 and [37, 

pp. 191[-19.5], among others. 
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1. Values of .A for which R,\(A) does not exist (i.e., A -.AI is not 
invertible and therefore (4.2) has a nontrivial solution). 

The set of these values of .A forms the point spectrum of A, de­
noted as lTp(A). Such values of .A are called eigenvalues of A, and for 
a given eigenvalue .A the corresponding nontrivial solutions x E Hare 
eigenvectors corresponding to that eigenvalue. Eigenvalues of A can 
be considered to be poles of the resolvent operator R,\ (A). 

2. Values of .A for which R,\(A) exists (i.e., A -.AI is invertible and 
(4.2) has only the trivial solution x = 0): 

(a) Closure of the range of A -.AI is H (i.e., the range of A -.AI 
is dense in H): 

i. if the above condition holds and R,\ (A) is bounded, then 
such a value A is called a regular value of A. Regular values 
are not part of the spectrum of A, and therefore regular 
values make up the resolvent set p(A). 

n. if the above condition holds and R,\ (A) is unbounded (not 
continuous), then such a value A is part of the continuous 
spectrum of A, denoted as lTc(A). 

(b) Closure of the range of A - .AI is a proper subsetS of H. 

The set of such values of A forms the residual spectrum of 
A, denoted as lTr(A). 

The total spectrum is then 

Note that we associate with operators on complex finite-dimensional 
spaces a point spectrum and a resolvent set, while the additional notions 
of continuous and residual spectrum only arise in the infinite-dimensional 
case. The residual spectrum does not usually occur in electromagnetic 
applications,6 while the point and continuous spectrum are extremely im­
portant in the analysis to follow. 

Because the above criteria are fairly easy to apply, except possibly the 
denseness condition, and since we will not be concerned with the resid­
ual spectrum here, then for our purposes it will be sufficient to check the 
existence of RA (A)-or the lack thereof. This will divide the continuous 
spectrum and resolvent set from the point spectrum. If RA(A) exists, then 
its boundedness can be used to separate the continuous spectrum from the 
resolvent set. 

5 A set X can be a subset of itself. To exclude this case, if X is a subset of Y and 
X i= Y, we say X is a proper subset of Y. 

6For an example relating to the residual spectrum, see the analysis of the shift oper­
ator in [2, pp. 126-127]. 



4.1 General Concepts 225 

In all examples presented here the residual spectrum will be empty (the 
range of A - AI will be dense in H); in a few later theorems the lack of a 
residual spectrum will be shown to be true for several classes of operators 
important in electromagnetic applications (see Theorems 4.18 and 4.26). 
It is worthwhile to note that for a linear operator on a complex Hilbert 
space, the spectrum is never empty. 

Finally, since we are primarily interested in the point and continuous 
spectrum, and since we will later identify elements of the continuous spec­
trum as having some properties similar to those of eigenvalues, we introduce 
the concept of the approximate spectrum [2, p. 127]. 

Definition 4.1. Consider a l'ineaT operator' A : H --+ H. A value A is in 
the appTOximate spectrum of A, denoted by a a (A), if there exists a sequence 
of elements J:1/ E DA with 11:];,,11 = 1 such that II(A - AI)xnll < lin. The 
elements Xn aTe called appTOximate eigenvector-s of A, and the cor-r-espond­
ing values A E aa (A) ar-e said to be approximate eigenval1Les of A. 

Theorem 4.2. The appTOximate spectrum of a linear- operator- A : H --+ H 
contains the point and continuous spectr-um of A, but not any elements of 
the r-esolvent set. 

Proof. Let An E aJi (A), with corresponding eigenfunction x," Ilxnll = 
1. Because (A - An I) Xn = 0, the desired inequality is seen to hold for 
all finite n. Now, let A E ac (A). Because by definition (A - AI)-l is un­

bounded, there exists a sequence offunctions Yn such that II (A - AI)-l Ynll 
> n IIYnll. With x" = (A - AI)-l Yn we have IIJ:nll > n II(A - AI) xnll, or 
II(A - AI) xnll < (lin) 11·7:,,11 and so with Ilxnll = 1, A clearly belongs to the 
approximate spectrum. If A E P (A), then (A - AI) -1 is bounded and so A 
cannot be in the approximate spectrum. • 

Elements of the residual spectrum mayor may not be in the approxi­
mate spectrum. 

Examples of Point Spectrum, Continuous Spectrum, and 
Resolvent Set 

1. For the operator A : H --+ H defined by AJ; == ax, where a E C (i.e., 
multiplication by a complex number, A = aI), all vectors x E H, 
x ;F 0 are eigenvectors with eigenvalues A = a. The only point in 
the spectrum is A = a, which has infinite multiplicity assuming H is 
infinite dimensional. Therefore, the resolvent set is p(A) = C - {a} . 
In particular, for a = 1 we have the identity operator, and for a = 0 
we have the zero openttor. 

[ -5 
2. For the matrix operator 1 ~ ], eigellvallles and corresponding 
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eigenvectors are determined from (4.6) and (4.2) as 

.\ = 2, x = [ ~ ] , 

.\ = -5, x = [ -h ] , 
where a, (3 -=I- 0, such that p(A) = C - {2, -5}. 

3. The multiplication operator A : L2 (a, b) -+ L2 (a, b) defined by 

(Ax) (t) == f(t)x(t) 

is a linear bounded operator assuming maXt If(t)1 < 00. 

First, consider the case of f(t) = c, where c E C is a constant. 
Then 

(A - .\I)-1 x(t) = (c - .\)-1 x(t) 

such that the resolvent fails to exist for .\ = c, which is an eigenvalue 
of A (any nonzero x E L2(a, b) is a corresponding eigenvector). For all 
other values of .\ the resolvent exists and is bounded, and therefore the 
continuous spectrum is empty and the resolvent set is p(A) = C- {c}. 

Next, consider the case where f(t) = t. Then, by considering 

it is clear that the resolvent generally exists but is unbounded if 
a :s: .\ :s: b. Therefore, every .\ E [a, b] is in the continuous spectrum. 
For all other values of .\ the resolvent exists and is bounded, and 
so the point spectrum is empty and every value .\ 1. [a, b] is in the 
resolvent set (note that although (t -.\) <5(t - A) = 0, <5(t - A) 1. L2 
and so <5 (t - A) is not an eigenvector). 

4. The differential operator A : L2 (0, 00) -+ L2 (0, 00) defined by 7 

d 
(Ax) (t) == -d x(t), 

t 

DA == {x: x, :tx(t) E L 2 (0,00)} 

is a linear unbounded operator. Consider the equation 

(A - AI) x = (x' - AX) = -yo 

For y = ° and Re(.\) < 0, (A - AI) eAt = ° so that eAt is an 
eigenfunction of A with eigenvalue A (with Re(A) < 0; for Re(A) > 

7Strictly speaking, x must be absolutely continuous on (0,00). 
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0, cAt ~ L2(0, (0) and so in this case eAt is not an eigenfunction). 
Therefore, ap(A) is that part of the complex A-plane with Re(A) < ° 
(the left half-plane).8 

Next, consider the solution of (A - AI) x = (x' - AX) = -y for 
y i=- 0. The formal solution is9 

;r(t) = lDO eA(t-T)Y(T) dT 
. t 

and so the resolvent operator is formally identified by 

This operator exists and is continuous for all A such that Re(A) > 0, 
and so this part of the complex A-plane (the right half-plane) com­
prises the resolvent set. 

Finally, considering the case A = ° (x(t) = J~oc Y(T) dT) it can be 
seen that the resolvent exists but is not continuous (i.e., not bounded; 
compare with Example 12, Section 3.1.2), and so A = ° is in the 
continuous spectrum. This also remains true for Re(A) = 0, so ac(A) 
is the imaginary axis of the complex A-plane. Because a(A) = C = 
p(A) U a,(A) U ap(A) U ac(A), we see that the residual spectrum is 
empty, i.e., ar(A) = 0. Figure 4.2 depicts the sets a (A) and p (A) in 
the complex A-plane. 

5. Consider the differential operator A: L2(0,a) ---7 L2(0,a) defined by 

(p 
(Ax) (t) == - -2 :r(f). 

cit 

{ d2 } DA== :r:x'dt2XEL2(0,a),x(0)=x(a)=0 . 

Eigenfunctions are found to be sin ~t, with corresponding eigen­
values An = (mr/ol, n = 1. 2, ... (defining a branch of the square 
root ~ leads to, for example, only positive integers n). The point 
spectrum, which in this case is discrete, is a p (A) = {An}, the resid­
ual and continuous spectrum are empty, and the resolvent set is 
p (A) = C\ {An}. This is depicted in Figure 4.3. 

8Note that although the point spectrum is often discrete, this example shows that 
this need not he the case. 

9Indeed, differentiating :r we obtain 
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,-------~------
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cr dA ) 

Figure 4.2: Complex A-plane depicting the sets (J (A) and p (A) for the 
differential operator in Example 4. The point spectrum (Jp (A) is the left 
half-plane, the resolvent set p (A) is the right half-plane, and the continuous 
spectrum (J c (A) is the imaginary axis. 

It should be noted that eigenfunctions of differential operators never 
satisfy nonhomogeneous boundary conditions, since this generally wouldn't 
allow for the determination of )..; they satisfy either homogeneous condi­
tions, periodic conditions, or some sort of fitness conditions as described in 
Chapter 5. 

4.2 Spectral Properties of Operators 

In this section we present some spectral properties important in both theory 
and applications. We are particularly interested in linear independence, 
orthogonality, and especially completeness of the eigenvectors of a given 
operator class in a particular space. Even for general linear operators some 
strong statements can be made, although the best situations arise when 
the operators belong to some appropriately restricted class. 

4.2.1 General Properties 

It is very important to know when eigenvectors of an operator form a 
linearly independent set. The next theorem addresses this issue. 

Theorem 4.3. For a linear operator A : H ---+ H, eigenvectors Xl, X2, ... , 

Xn corresponding to distinct eigenvalues Al, A2, ... ,An form a linearly in­
dependent set in H. 
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Figure 4.3: Complex A-plane depicting the sets (J (A) and p (A) for the 
differential operator in Example 5. The point spectrum (Jp (A) = (J (A) is 

the discrete set of points An = (n71)a)2, n = 1, 2, ... , and the resolvent set 
p (A) is everything else. 

Proof. Assume that {Xl , X2, . .. , xn} forms a linearly dependent set and 
that Xm is the first element that can be written as a linear combination of 
the preceding (and thus linearly independent) elements {Xl, X2, ... , Xm- d 
so that Xm = L::~ l aixi. Applying the operator (A - AnJ) to this sum 
we get 

m-] m - l 

(A - AmI) Xm = 0 = (A - AmI) L CXiXi = L ai (Ai - Am) Xi· 
i=1 i=l 

Because the elements on the right form a linearly independent set that 
sums to zero with coefficients ai (Ai - Am), then these coefficients must all 
vanish. We then have ai (Ai - Am) = 0, but Ai - Am =1= 0 by assumption and 
so a; = 0, i = I, ... ,m - 1. But then Xn! = 0, which contradicts the fact 
that Xm is an eigenvector. Therefore, we have shown that {Xl, X2, ... , xn} 
forms a linearly independent set. _ 

A linearly independent set can be converted to an orthonormal set by 
the Gram- Schmidt procedure, as detailed in Appendix C. 

Theorem 4.4. If a linear' operator A : H -7 H has eigenvalues An and 
eigenvecto'''s Xn, i. e. , AXn = Anxn' then An - a and Xn ar'e eigenvalues 
and eigenvectors, respectively, of the operator B : H -7 H defined as B == 
A-aI. 
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Proof. Let the eigenvalues and eigenvectors of A be An and Xn, re­
spectively, and let the eigenvalues and eigenvectors of (A - aI) be In and 
Yn, respectively. Then (A - aI) Yn = InYn and AYn - aYn = InYn, such 
that AYn = (In + a)Yn, which shows that Yn is an eigenvector of A with 
eigenvalue In + a. Therefore, Yn = Xn and In + a = An, or In = An - a .• 

The next theorem shows that parts of the spectrum of an operator are 
often related to (perhaps different) parts of the spectrum of the adjoint 
operator. 

Theorem 4.5. If A is in the residual spectrum of a linear operator A : 
H --) H with deficiency m, then>." is an eigenvalue of A* of multiplicity m. 

That is, if A E O"r(A), then>." E O"p (A*). 
Proof. For A E O"r(A), RA-).J is not dense in H (by definition), and 

so (RA_:U)J.. is not empty. By Theorem 3.7, (RA_>.r)J.. = N(A->.I)* = 
NA*_>'I' and so NA*_>'I is not empty; hence>." E O"p (A*). The multiplicity 
argument is fairly obvious. • 

More generally, one can show the following [3, p. 228]. 

Theorem 4.6. For any bounded linear operator A : H --) H, 

O"(A*)=a(A). (4.7) 

Proof. If A E P (A), then RA (A) is bounded, with the range of the 
invertible operator (A - AI) dense in H. The operator (A - AI) then sat­
isfies the conditions of Theorem 3.34, such that (A - AIr = (A* - >."I) 
has range dense in H and is invertible with bounded inverse. Therefore, 
>." E P (A *), and we have 0" (A *) c::; a (A). Reversing the process by starting 
with A E P (A*) leads to 0" (A*) c::; a (A) and hence 0" (A*) = a (A) .• 

It is important to note that this result applies to the entire spectrum; 
spectral elements O"p, O"n O"c do not necessarily individually satisfy (4.7). 
In fact, the presence of a nonempty residual spectrum complicates relating 
eigenvalues of A to those of A*. It turns out, however, that the point 
spectrum of an operator is often related to the point spectrum of its adjoint, 
as the following theorem states (see also Theorem 4.24 and [2, p. 90]). 

Theorem 4.7. Let A, A* : H --) H have empty residual spectra, and let A 
have eigenvalues An and corresponding eigenvectors Xn (i.e., AXn = Anxn). 
Then >'"n are eigenvalues of the adjoint operator A * : H --) H corresponding 
to adjoint eigenvectors Yn (i. e., A *Yn = >'"nYn} , and 

(4.8) 

Proof. Assume that An, Xn are eigenvalues and eigenvectors, respec­
tively, of A : H --) Hand Y an arbitrary function in the domain of 
A*. Then (A - AnI) Xn = 0 and (y, (A - AnI) Xnl = 0 and, upon noting 
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(y,Ax) = (A*y,x) we have ((A - AnI)* y,xn ) = ((A* - >"n1) y,xn) = O. 

Thus, either (A* - >..,,1) y = 0, indicating y is an eigenvector of A* with 

eigenvalue In' or (A * - >",J) y = f oJ O. If the latter is true and y is 
arbitrary, then (f, Xn) = 0 for f arbitrary, implying Xn = O. Because this 
cannot occur, the former statement must be true. 10 

To prove the relationship among the eigenvectors of A and A *, start with 
AXn = Anxn and A*y,,, = >"mYm (under suitable ordering of the eigenval­
ues). Taking inner products we have (Axn, 11m) = (Anxn' Ym) = An (xn' Ym) 
and (A*Ym' = (ImYm, :1:,,) = Im (Ym, xn), where the latter becomes 
(.Tn,A*Ym) = Am (x:n,Ym)' Forming 0 = (Ax:n,Ym) - (xn,A*Ym) = 
An (xn' Ym) - Am (:1:", Urn) leads to (An - Am) (x"' Yrn) = 0, or (:1:", Ym) = 0 
for An oJ Am· • 

Note that (4.8) can be interpreted as 

for An oJ Am. In particular, for a self-adjoint operator the set of eigenvectors 
(if any even exist) corresponding to distinct eigenvalue8 forms an orthogonal 
set. For non8elf-adjoint operators, the set of eigenvectors (if any even exist) 
and adjoint eigenvector8 corresponding to di8tinct eigenvalues forms a bi­
orthogonal 8et. 

Rayleigh Quotient 

A8suming Xl, J'2, ... ,:rn arc orthogonal eigenvectors corresponding to dif­
ferent eigenvalues AI, A2,"" An of A : H -7 H, one can obtain the eigen­
values using the Rayleigh q'IU)tient representation, 

'. = (Ax", Xn) 
An ( ) . 

:1: n ,Xn 
( 4.9) 

Of course. for (4.9) to be directly useful for calculation of the eigen­
value An one must know the eigenvector X 1l • However, if we consider the 
functional 

F ( x) == (Ax,:1') , 
(x,x) 

(4.10) 

then it can be shown that for many types of operators (not necessarily 
bounded) the functional F is stationary at :1:71 , in the sense that first­
order error8 in approximating the element Xn lead to second-order errors 
in calculating the eigenvalue An. That is, if x = Xn + 0 (s), then F (x) = 

An + 0 (S2). 

10 Lack of a residual spectrum is important for the following reason: By definition, 
fER A* -);"T' By excluding the possibility of a residual spectrum the range of A * - :\nI 

is dense in H. assuming:\" is not an eigcnvaluc of A*. The conclusion that (f,x n ) = 0 
for f arbitrary implies Xn = () is only valid if f is an arhitrary element of H, or of a 
space dense in II. 



232 4. Spectral Theory of Linear Operators 

If F (x) is stationary at all xn , then all eigenvalues .An can be approx­
imated (to first order) using appropriate trial functions for x n . This is a 
common method in applications. Furthermore, if A is self-adjoint with a 
discrete spectrum, then various eigenvalues can be obtained from (4.10) by 
minimizing F (x). For instance, the smallest eigenvalue of A is equal to 
minxEDA F (x), with the minimum attained when x = Xn [2, p. 209]. Also, 
if A is bounded, the largest eigenvalue can be obtained as maxxEDA F (x). 
Often one can go further and develop so-called minimax theorems for ob­
taining all eigenvalues .An as minimizations of F (x) over specially chosen 
sets {:r:} within D A . See, e.g., [4, pp. 419-421] for a detailed discussion. 

Example 4.2. 

Consider a source-free cavity occupying a region 0 with perfectly conduct­
ing boundary surface r and filled with a homogeneous medium character­
ized by f-l, c. The electromagnetic field satisfies 

\7 x \7 x E = k 2E, 

\7. E = 0, 

n x Elr = 0, 

where k2 = k;, = W;'f-lc > 0 represents real-valued eigenvalues of the opera­
tor \7 x \7x corresponding to eigenfunctions E = En. Then, the functional 

w 2 (E) = ~ (\7 x \7 x E, E) = ~ In \7 x \7 x E . E dO 
n f-lc (E,E) f-lc In E· EdO 

(4.11 ) 

is identically satisfied for E = En and stationary [5, p. 332] for all "trial" 
eigenfunctions E~ = En + c5En such that n x E~ Ir = o. 

4.2.2 Bounded Operators 

If a linear operator is bounded, then it turns out that its spectrum IS 

bounded as well,u 

Theorem 4.8. Let A : H -+ H be a bounded linear operator. The spec­
trum a-(A) is a compact (therefore, necessarily closed and bounded) subset 
of the complex plane lying within the closed region Izl ::; IIAII. 

It can be easily seen that if A : H -+ H is a bounded linear operator 
and Izl > IIAII, then z is in the resolvent set of A. Therefore, for a bounded 
linear operator the resolvent set is never empty. 

A more restrictive theorem relating to the eigenvalues themselves is 
easier to prove. 

11 See Theorem 4.1 for an explicit formula pertaining to operators on finite-dimensional 
spaces. 
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Theorem 4.9. If A is an eigenvalue of a linear bounded operator A : H ---+ 

H, then IAI :S IIAII· 

Proof. Starting with Ax = AX, we obtain IIAxl1 = IIAxl1 = IAlllxll. 
However, IIArl1 :S IIAllllxl1 and so IAlllxl1 :S IIAllllxll, implying IAI :S IIAII· 
• 

The concept of a spectral radius is motivated by the preceding. 

Definition 4.2. The spectral rad'i'us of an operator, denoted as rO"(A), zs 
the radius of the smallest closed disk, centered at the origin of the complex 
plane, containing a(A). The spectml radius is given by 

Trr(A) = sup IAI. 
AEO"(A) 

The next theorem shows the connection between bounded operators 
and their eigenvalues. 

Theorem 4.10. A linear operator A : H ---+ H such that ap (A) = a (A) 
is continuous (bo'unded) if and only if the set {IA11, IA21, ... } is bounded. 
Furthermor-e, IIAII :;;, TO" (A) . 

Proof. Assume A : H ---+ H is bounded. Then {I An I} is bounded 
by Theorem 4.9. Now assume {IAnl} is a bounded set. Because IIAxl1 = 
IIAxl1 = IAlllxl1 and IAI is bounded, then by Definition 3.6, A is bounded .• 

4.2.3 Invertible Operators 

An important observation can be made about the spectral properties of 
invertible operators. 

Theorem 4.11. Let A : H ---+ H be an invertible linear operator with 
eigenvalues A and corresponding eigenvectors x (recall that if A is invert­
ible, NA = {O} from Theorem 3.24, and so A #- 0). Then, A- 1 : H ---+ H 
has eigenvalues 1/ A and coTTesponding eigenvectors x. 

Proof. It is given that we have Ax = AX with A, x #- O. Because A-1 

exists we have A-lAx = A-lAX such that x = AA- 1x, or A- 1x = (l/A)x . 

• 
Furthermore, if A and A -1 are bounded, then 

The following theorem shows a relationship pertaining to similarity 
transformations, which will be discussed in Section 4.3.1 in conjunction 
with the theory of matrix represent.ations of operators. 
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Theorem 4.12. Let A : H ---+ H be a linear operator and let the linear 
operator T : H ---+ H be invertible. The operators A and T AT-1 (which 
are called similar) have the same eigenvalues. 

Proof. Let A be an eigenvalue of A with eigenvector x. Then we have 
TAT- 1 (Tx) = TAx = TAX = A (Tx), showing that A is an eigenvalue of 
T AT-I. If A is an eigenvalue of T AT-1 with eigenvector y, then T AT-1y = 

AY, and so AT-1y = AT-1y, showing that A is an eigenvalue of A .• 

4.2.4 Compact Operators 

Compact operators need not have any eigenvalues (as a common exam­
ple the integral operator A : L2 (0,1) ---+ L2 (0, 1) defined by (Af)(t) == 
J~ f(T) dT is Hilbert-Schmidt, and hence compact, but does not possess 
any eigenvalues I2 ). However, if eigenvalues do exist, then the following 
theorems are useful. 

Theorem 4.13. Every spectral value A -I- 0 of a compact linear operator 
A : H ---+ H is an eigenvalue. 

Proof. If R,\(A) = (A - AI)-1 does not exist, then A E O"p(A) by defi­
nition. Now, let A -I- 0 and assume that R,\(A) exists. Then (A - AI) x = 0 
implies x = 0, and so the Fredholm alternative 3.44 shows that (A - AI) x = 
y is uniquely solvable for all y E H. Therefore, R,\ (A) is defined on all 
y E H and is bounded by the open mapping theorem (Theorem 3.27), and 
A E p(A) .• 

Therefore, the continuous spectrum and residual spectrum of a compact 
operator either are empty or are the zero element. 

Theorem 4.14. Let A : H ---+ H be a compact linear operator. Then, the 
null space of A - AI, A -I- 0, is finite dimensional. 

Theorem 4.15. Let A : H ---+ H be a compact linear operator. Then, for 
a > 0 the number of eigenvalues A such that IAI ~ a is finite. 

4.2.5 Self-Adjoint Operators 

Self-adjoint operators may not have any eigenvalues (recall the multipli­
cation operator example, p. 226), but if they do possess eigenvalues, then 
the eigenvalues and corresponding eigenvectors have some very desirable 
properties. 

12To ~ee this consider A = 0 as a possible eigenvalue, leading to Ax = Ox = O. For the 
operator in question this indicates x = O. For some A cF 0 as a possible eigenvalue, the 
equation Ax = AX implies x(O) = 0 and leads to x = AX', the only solution of which is 
x = o. 
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Theorem 4.16. Let A : H -7 H be a self-adjoint linear operator. Then 

a. the eigenvalues of A are real. and 

b. the c'igenvectors corresponding to distinct eigenvalues are orthogonal. 

Proof. (a) Let :r: be an eigenvector corresponding to eigenvalue A, 
satisfying Al: = AX. Then (Ax, ,T) = (A:r, .T) = A (x, :r). Also, since A is self­
adjoint, (AI: .. r) = (x, Ax) = AX) = "X (x, x). Therefore, since (x, x) > 0, 
A = "X, proving13 A E R. (b) Let :1'], X2 be eigenvectors corresponding to 
distinct eigenvalues AI, A2 of the self-adjoint operator A, so that we have 
Ax] = A1:r1 and Ar2 = A2:1:2. Then Al (Xl, X2) = (AX1, X2) = (Xl, AX2) = 
(x], A2X2) = A2 (X], X2) = A2 (:1:1, :r:2) , where the last equality comes about 
since eigenvalues are real. vVe have (AI - A2) (Xl, X2) = 0, and, since Al -1= 
A2, then (:1:1, .l.'2) = () as desired, • 

Unfortunately, all eigenvectors of a self-adjoint operator are not neces­
sarily mutually orthogonal, only those corresponding to distinct eigenvalues 
(although within each eigenspace we can orthogonalize the set). If an op­
erator is real and self-adjoint. then, if eigenvectors exist, they either are 
real-valued or can be made SO,14 although in the latter case orthogonality 
will generally be lost. 

Furthermore, beyond considerations of the eigenvalues themselves, we 
have the following. 

Theorem 4.17. The spectmm a(A) of a bo'unded self-adjoint linear op­
erator A : H -7 H is real and is a subset of the interval [-IIAII, IIAlll. 
Furthermore, for A E P (A), 

1 
IIRdA)11 :::; IImAI' 

The proof is fairly simple for the eigenvalues themselves, but more dif­
ficult for the entire spectrum. 

The above indicates that for a self-adjoint operator, every A with 1m A -1= 
o is in the resolvent set. We also have the following theorem regarding the 
residual spectrum. 

Theorem 4.18. The residual spectmm ar(A) of a self-adjoint linear op­
erator A : H -7 H is empty. 

130hviously this is also t.rue if A is merely symmetric. Note also that the converse is 
also true, i.e .. t.hat if an eigenvaluE' A is real-valued, then A is at least symmetric. To 
see this assume A E R, and note that (ib:, :1:) = (AX,2;) = A (x, x) = ); (x, x) = (x, AX) = 
(x,Ax). 

14Let A : II --+ H be real and self-adjoint, with x being an eigenvector of A with 

corresponding (real) eigenvalue A. Then (A - AI) (x - x) = (A - AI) x = (A - AI)X = 
(A - AI) x = O. and therefore (:J: - x) is a (real-valued) eigenvector of A. 
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The prooffollows as a special case of Theorem 4.26 presented later. Note 
that, at most, the spectrum of a self-adjoint linear operator will contain a 
discrete and a continuous part, and both will be bounded on the real axis 
if the operator is bounded. 

For unbounded linear operators, where the distinction between self­
adjointness and symmetry is important, we have similar results for op­
erators that are merely symmetric, namely that the point spectrum and 
continuous spectrum are real (the residual spectrum, if it exists, need not 
be real) and that eigenvectors corresponding to distinct eigenvalues are 
orthogonal. 

4.2.6 Nonnegative and Positive Operators 

The eigenvalues of nonnegative and positive operators (recall that these 
are special cases of self-adjoint, or at least symmetric, operators) have the 
expected spectral properties detailed in the next theorem. 

Theorem 4.19. All eigenvalues of a nonnegative linear operator are non­
negative. All eigenvalues of a positive linear operator are positive. 

Proof. Consider Ax = AX, with A nonnegative and X # O. Then 
o ::::: (Ax, Xl = A (x, xl = A Ilx11 2 , which shows that A ~ 0 as required. 
Repeating for (Ax, Xl > 0 leads to A > O .• 

Similar statements can be made about nonpositive and negative op­
erators and about the entire spectrum a (A). For a bounded dissipative 
operator (1m (Ax, Xl ~ 0) we have the following. 

Theorem 4.20. The eigenvalues of a bounded dissipative linear operator 
lie in the half-plane 1m A ~ O. 

Proof. Consider Ax = AX, with A dissipative and X # O. Then 
o ::::: 1m (Ax, xl = 1m (A (x, xl) = 1m (A) Ilx11 2 , which shows that 1m A ~ 0 
as required. • 

Furthermore, it can be shown that a (A) lies in the half-plane 1m A ~ O. 

4.2.7 Compact Self-Adjoint Operators 

It was shown previously that compact operators and self-adjoint opera­
tors may not possess any eigenvalues; however, if eigenvalues do exist, 
then they have some convenient mathematical properties. When one con­
siders the intersection of these two classes of operators, namely compact 
self-adjoint operators, the situation changes quite a bit as the following 
theorems demonstrate. This will also be seen in later sections on spectral 
expansions. 

The first thing to state about compact self-adjoint operators is that 
they do possess an eigenvalue, at least one. 
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Theorem 4.21. Let A: H -+ H be a compact self-adjoint linear operator 
on a nontrivial Hilbert space. Then A has an eigenvalv.e A with IAI = IIAII. 

Therefore, compact self-adjoint operators have at least one eigenvalue. 
This fact is also true for compact normal operators. 

Theorem 4.22. Let {An} be the set of distinct nonzero eigenvalues of a 
compact, self-adjoint linear operator. Then, either {An} is a finite set, or 
limn~= An = O. 

Proof. Assume A is a compact self-adjoint operator with infinitely 
many distinct eigenvalues An. and corresponding eigenvectors X n, where the 
set {xn} is orthogonal simply by the distinctness of the eigenvalues since 
A is self-adjoint. Assume further that the eigenvectors are normalized to 
become an orthonormal set. By the discussion in Section 2.5.6, orthonor­
mal sequences are weakly convergent to 0, and from Section 3.6.1 we have 
o = limn~oc IIAxnl12 = limn~= (Axn' A:rn) = limn~= (AnXn' Anxn) = 

limn->Do A7, 11:[;" II = limn->x A;' .• 

Note that the proof relies on compactness to convert the weakly con­
vergent sequence into a strongly convergent sequence. Theorem 4.22 also 
follows from Theorems 4.14 and 4.15. 

The last theorem indicates a potential problem with compact self-ad­
joint operators, namely that their eigenvalues An tend toward the origin 
in the complex plane as n -+ eX). In later sections, when expansions of 
operators and operator inverses are discussed, we will see that in this case 
the fact that the inverse of a compact operator on an infinite-dimensional 
space is unbounded (as discussed in the previous chapter) is analogous to 
division by an eigenvalue tending toward the origin. 

Similar to Theorem 4.13 we have the following theorem [6, p. 24]. 

Theorem 4.23. Every spectral value A i= 0 of a compact self-adjoint linear 
operator A : H -+ H 'is an eigenvalue of finite multiplicity that can only 
accumulate at A = O. Conversely, a self-adjoint operator having these 
properties is compact. 

4.2.8 Normal and Unitary Operators 

Concerning the spectral properties of normal and unitary operators, we 
have the following. 15 

The first theorem provides a relationship between eigenvalues and eigen­
vectors of a normal operator and those of its adjoint. 

15Recall that because self-adjoint operators are always normal, the following theorems 
apply to self-adjoi nt operators as well. 
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Theorem 4.24. Let A : H ---+ H be a bounded normal linear operator. If 
A is an eigenvalue of A with x E H its corresponding eigenvector, then 
X is an eigenvalue of A * and the corresponding eigenvector of A * is x. 

Furthermore, N A - A! = N A *_>-!. 

Proof. If A is normal, then A - AI is also normal. From Theorem 
3.13 we see that II(A - AI) xii = 0 if and only if II (A* - XI) xii = O. From 
Definition 2.31 this indicates that (A * - XI) x = O .• 

The next theorem extends the orthogonality of eigenvectors correspond­
ing to distinct eigenvalues in the self-adjoint case (Theorem 4.16) to the 
case of normal operators. 

Theorem 4.25. Let A : H ---+ H be a normal linear operator. Then 

N A - An ! l- N A - Am ! for An # Am· 

Proof. Let Xn E N A- AnI and Xm E NA- Am !, x n , Xm # O. From 
(Axn' x m ) = (xn' A*xm ), we obtain (Anxn' xm) = (Xn' AmXm). Then 
(An - Am) (Xn' Xm) = 0, which implies (xn, xm) = 0 since An - Am # O .• 

The next theorem is worthwhile to note since it makes any consideration 
of the residual spectrum for normal operators unnecessary. 

Theorem 4.26. The residual spectrum of a normal linear operator is 
empty. 

Proof. From Section 4.1.2 (see p. 223) it is enough to show that if 
A - AI is invertible, then RA-)..J is dense in H. To show this, assume 
A - AI is invertible (and so one-to-one) and let y be orthogonal to RA-)..J. 

We then have 0 = ((A - AI) x, y) = (x, (A* - XI) y) for all x E H. It then 

follows from Definition 2.41 that (A * - XI) y = 0, and so yEN A* _>-! . 
From Theorem 4.24 it follows that y E NA-)..J. Because A - AI is one-to­
one, then NA-)..J = {O}, and therefore y = o. We then have R1-)..J = {O}, 
and by Theorem 2.7(c) RA-)..J is dense in H .• 

Furthermore, for typical differential operators the residual spectrum is 
empty, but this is not a general result. 

The next theorem provides a nice geometrical picture of the eigenvalues 
of unitary operators. 

Theorem 4.27. All eigenvalues of a unitary linear operator A : H ---+ H 
are complex numbers of modulus 1. Fu'rthermoTe, () (A) lies on the unit 

circle IAI = 1. For IAI # 1, 

1 
liRA (A)II ::; 11 -IAII 

Proof. We prove only the first part of the theorem. Let A be unitary 
and let A be an eigenvalue of A with corresponding eigenvector x E H. 
Then (Ax, Ax) = (Ax, AX) = IAI2 IIxI1 2 . Also, (Ax, Ax) = (x, A* Ax) = 

(x, x) = Ilx112, leading to IAI = 1. • 
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4.2.9 Generalized Eigenvalue Problems 

While attention is usually focused on the standard eigenvalue problem, 
generalized and nonstandard eigenvalue problems, and eigenvalue problems 
utilizing a pseudo inner product, are also of interest in electromagnetics. 
In this and the next two sections we briefly present some results concern­
ing more general eigenvalue problems. Much of the material follows that 
presented in [7, Ch. 3] and [2]. 

Recall that the generalized eigenvalue problem is given as 

AI: = AB.T ( 4.12) 

or, equivalently, 
(A - ABI):I: = O. ( 4.13) 

In this case it is not enough for the operators A and B to be self-adjoint 
for the spectrum to be real. 

Theorem 4.28. Let A, B : H --+ H be self-adjoint (or symmetric) linear 
operators s'uch that (AI:, ;r) I 0 or (B:r:, x) I O. Then eigenvalues corre­
sponding to Ax = AB:r an, real-valued. 

Proof. First assume that (B:r, x) I O. Then, given AT = ABx we 
have (Ax, x) = A (B:r, .T) and (;r. Ax) = >: (x, Bx). Since A and Bare 
symmetric, then A (Bx, x) = >: (Bx, x), or (A - >:) (Bx, x) = O. Therefore, 

(A - >:) = D, which proves eigenvalues A arc real if (Bx, x) I O. The 
value of (Ax, J;) is immaterial. Now assume that (Ax, x) I O. Then, given 
Ax = ABx with A I D we have (1/ A) (Ax, x) = (Bx, x) and (1/>:) (x, AJ;) = 
(x,Bx). Since A and B are symmetric, then (I/A) (Ax,x) = (1/>:) (Ax,x), 
or ((1/ A) - (1/>:)) (A:r, ;r;) = D. Therefore, ((1/ A) - (1/>:)) = 0, which 
proves that eigenvalues A are real if (A:r, x) I O. The value of (B.T, x) is 
immaterial. _ 

Therefore, if A and B are self-adjoint, or at least symmetric, and either 
A or B is definite (positive, positive definite, negative, or negative defi­
nite as defined in Section 3.5), then the eigenvalue problem (4.12) admits 
only real eigenvalues. For A and B self-adjoint or symmetric, complex 
eigenvalues can occur only if both A and B are indefinite. 

As with the ordinary eigenvalue problem, one can investigate orthogo­
nality of eigenvectors for the generalized eigenvalue problem. 

Theorem 4.29. Let A, B : H --+ H be self-adjoint (OT symmetric) oper­
atoTS. Then eigenvectors cOTTesponding to Ax = ABx satisfy the orthogo­
nality relationships 

(An, Am lOin the last expression). 
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Proof. We have (Axn, xm) = (AnBxn' xm) = An (Bxn' Xm) = (xn' BXm) 
and (Axm, xn) = (AmBxm' xn) = Am (Bxm' xn). Using both expressions 
we obtain (Axm' xn) = Am (Bxm' xn) = :.\m (xn' BXm) = An (xn' Bxm); 
therefore, (An - :.\m) (xn, Bxm) = 0 and using self-adjointness of B we 
have the first result. A similar procedure leads to the second relationship . 

• 
If one of the operators A or B is definite, then An E R and the orthog­

onality relation holds for distinct eigenvalues An #- Am. 

Example 4.3. 

Consider Maxwell's equations applied to the interior of a source-free cavity 
o bounded by a perfectly conducting, closed surface f, 

\7 x E(r) = -iwfLH(r), 

\7 x H(r) = iwcE(r), 

n x Elr = O. 

This set of equations can be described in operator form as 

or 

with the operators A, B : L2 (0)6 --> L2 (0)6 defined by 

A == -i ( 0 -\7x 
\7x ) 
o ' 

DA == {x: x, \7 x x E L2 (D)6, n x xl r = o}, 
D B =={x:XEL2 (D)6}. 

(4.14) 

The operators A and B can be seen to be self-adjoint, and since B is 
clearly positive definite for c, fL > 0, by Theorem 4.28 we see that the 

resonance frequencies An = Wn are real. Eigenfunctions Xn = ( ~: ), 

corresponding to distinct eigenvalues W n , are orthogonal in the sense 

If A and/or B is not symmetric, then we have the following. 
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Theorem 4.30. If ;r" are eigenvectors of Ax = ABx, with corresponding 
eigenvalues An, then "Xn are eigenvalues of the adjoint equation A*y 
A* B*y corresponding to adjoint eigenvectors Yn (i.e., A;, = "Xn), and 

(An - Am) (Bxn' Ym) = 0, 

( A1n - A~J (Axn,Ym) = 0 
(An, Am # 0 in the last expression). 

As with Theorem 4.7, we assume that the residual spectrum is empty. 
The proof follows along the same lines as in the previous cases. Moreover, 
the result for eigenvalues holds for the entire spectrum, 

O"(A,B) =O'(A*,B*). 

4.2.10 Eigenvalue Problems under a Pseudo 
Inner Product 

We now restate three theorems presented in previous sections, this time 
using a pseudo inner product. Since a pseudo inner product does not 
generate a Hilbert space, here we consider linear operators A, B : X ---+ X, 
where X is a pseudo inner product space (see Section 2.5.2). 

For the ordinary eigenvalue problem Ax = AX, Theorem 4.7 becomes 
the following. 

Theorem 4.31. If Xn are eigenvectors of the linear operator A : X ---+ X, 
with corresponding eigenvalues An (i.e., AXn = Anxn ), then An are also 
eigenvalues of the pseudo adjoint operator AP* (X) corresponding to adjoint 

. t (. AP* - \ ) d ezgenvec ors Yn z.e., Yn - /lnYn , an 

(An - Am) (X.,,,Ym.)p = o. 

The proof follows along the same lines as the proof of Theorem 4.7, 
and, in fact, more generally 

For a pseudo self-adjoint problem (A = AP* and, upon suitable ordering, 
Yn = x n ), we have the orthogonality relationship (An - Am) (Xn' xm)p = O. 

For a generalized eigenvalue problem Ax: = ABx, Theorem 4.29 becomes 
the following. 

Theorem 4.32. Let A, B : X ---+ X be pseudo self-adjoint (or pseudo sym­
metric) operators. Then eigenvectors cOT'responding to Ax = ABx satisfy 
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the orthogonality relationships 

(An - Am) (Bxn' Xm)1' = 0, 

( A1n - A~) (Axn,xm)1' = 0 

(An, Am =I- 0 in the last expression). 

For the case of a generalized nonpseudo self-adjoint problem, Theorem 
4.30 becomes the next result. 

Theorem 4.33. If Xn are eigenvectors of Ax = ABx, with corresponding 
eigenvalues An (i.e., AXn = AnBxn), then An are eigenvalues of the pseudo 
adjoint equation A1'*y = A1'* B1'*y (i.e., A~* = An) corresponding to pseudo 
adjoint eigenvectors Yn! and 

(An - Am) (Bxn' Ym)1' = 0, 

( A1n - A~) (Axn, Ym)p = 0 

(An, Am =I- 0 in the last expression). 

Again, the more general relationship 

CT(A, B) = CT(AP*, BP*) 

holds, and we assume that the residual spectrum is empty in all cases. 

4.2.11 Pseudo Self-Adjoint, Nonstandard Eigenvalue 
Problems 

Recall that the nonstandard eigenvalue problem (4.5) is given as 

A(r)x = 0, ( 4.15) 

where, is called a nonstandard eigenvalue and x is a nonstandard eigen­
vector. Usually A is a nonlinear operator-valued function of f-

In the general case, not much can be said concerning the spectral prop­
erties of the nonstandard eigenvalues, and eigenfunctions x. Furthermore, 
recalling that pseudo self-adjointness is a far weaker property (for complex 
spaces) than self-adjointness, it is interesting and very useful to note that if 
a nonstandard eigenvalue problem is such that A(r) is pseudo self-adjoint, 
then it is easy to obtain a stationary functional for the nonstandard eigen­
value ,. In fact, that stationary functional is related to a Galerkin solution 
of the operator equation. The analysis presented here follows [8], where a 
more general problem is treated. 



4.2 Spectral Properties of Operators 243 

\;Ve assume that the operator Ah) in the nonstandard problem is pseudo 
self-adjoint, (Ax, Y/p = (y, Ar/ p . which is physically associated with reci­
procity. A variational expression for a nonstandard eigenvalue, is obtained 
from 

Fh,:r) = (x,Ah)x/ p = O. 

We form the first variation of F by replacing ~( and x with , + 6, and 
:r; + 6x, respectively. Therefore, 

Fh + 6,,:r' + 6x) = (:r; + 6:r', Ah + 6,) (x + 6:r:)/p = F(J, x) + 6F. (4.16) 

Defining A' == 8A(J) /8, = [A(J + 6,) - A(J)] /6, [9, eh. 4], which 
approaches the oerivative of A as 6, --> 0, and neglecting second-order 
terms result in 

r5F = r5',/ (:r:, A' x/p + (x, A6X/p ( 4.17) 

where we have used (4.15). Exploiting the pseudo self-adjointness of A, 
(.1', A6x/p = (AT, ():r/ p ' the second term in (4.17) vanishes, resulting in 

6F = 6, (x, A'x/p . ( 4.18) 

Therefore, ()1 = 0 is a stationary point of the functional F (unless it hap­
pens that (:r. A'(J)x/ p = 0), such that at 6, = 0 the first variation of F 
vanishes. Thus, first-order errors in :r; result in second-oroer errors in J. 

In a method-of-moments solution of Ax = 0, 

is simply Galerkin's method, which is widely used to solve a variety of 
integral equations occurring in applied electromagnetics. It is easy to see 
that if x is approximated by a series of basis functions, x rv X = L~l aixi, 
then (Ah ).1:, .1')1' = 0 hecomcs a stationary (nonlincar) functional equation 

H(J) = det[Z(J)] = 0, 

where Z is the matrix with elements Zi)· = (A(J ) x)· ,.Ti/ . Since for electro-. . p 

magnetic applications in reciprocal media the resulting operators are gen-
erally pseudo self-adjoint (see the footnote on p. 162), natural resonance 
and spectral problems typically exhibit this stationary characteristic. An 
example is provided in Section 8.3. 

We assume that the equation H (,) = 0 leads to the first-order root, = 
'D, A second-order root is obtained by imposing the additional condition 
8H(J) /81 = H'(J) = O. The system of equations 

H(J) = H'(J) = 0 

(with some additional constraints) has been applied for the numerical de­
termination of various critical points in waveguiding problems in [10] and 
references therein. The above procedure also holds if A is self-adjoint, 
(Ax, y) = (y. A:r:) , by replacing C, -lr) with C,';' 
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4.2.12 Steinberg's Theorems for Compact Operators 

Several theorems relating to the spectral properties of identity-pIus-com­
pact Fredholm operators are presented by Steinberg in [11] (see also [12]). 
In the following theorems A is a compact operator on a Banach space B. 

Theorem 4.34. (Analytic Fredholm theorem) If A ('y) is an analytic fam­
ily of compact operators16 for lEO, where 0 is an open, connected subset 
of the complex plane, then either 

• (I - A ('y)) is nowhere invertible in 0, or else 

• (I - A (1))-1 is meromorphic in O. 

If the second result holds, then there exists a discrete set of values {In} 
that are the poles of the inverse operator. In this case (I - A ('y))-1 exists 
and is analytic at all points I oF In, and for I = In the equation 

(I-A('y))x=O 

has a nontrivial solution in B. 
Note that the set {Tn} may be empty. Therefore, Theorem 4.34 is not 

an existence theorem for poles. Rather, it guarantees that if the second 
condition holds, then if singularities are present in 0, they will be pole 
singularities. 

Example 4.4. 

Consider scattering from a perfectly conducting, finite-sized object having 
a sufficiently smooth surface S located in free space. The magnetic field 
integral equation (1.118) 

is [Gme(r, r') . J:(r')] x n dS' + ~J~ (r) = n x Hi (r), rES, (4.19) 

can be used to determine the induced current density J~ caused by an 
excitation Hi, which can, in turn, be used to determine the scattered field. 
From (1.79), 

Gme(r,r'). J:(r') = (\7g(r,r') x I) .J~(r') 

= \7g(r,r') x J~(r'), 

where 9 = (e- jkR ) / (47rR) is the usual free-space scalar Green's function 
and k = WVJ.loEO) we obtain the integral equation 

J~ (r)-2 is nx (\7g(r,r') x J~(r')) dS' = 2n x Hi (r), rES. (4.20) 

16This means that A b) is analytic and compact for each 'Y E O. 
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This can be written as 

(I - A (k)) J~ (r) = 2n x Hi (r) 

'j 3 
for rES, where the operator A (k) : L2 (n)' ----+ L2 (n) , defined as 

! [ -iklr-ril 1 
(AJ)(r) == 2 n x \7 e I _ 'I x J (r') dS' 

. " 41f r r 

for suitable currents J. is compact as discussed in Section 3.6.2 and clearly 
analytic in the finite k-plane. (I - A) is invertible for some k and therefore, 
by the above theorem. (1 - A (k))-l is a meromorphic operator-valued 
function of k. This establishes the existence of a discrete set of nonstandard 
eigenvalues {kn } E C, at which points the inverse does not exist. It is well 
known that this set is not empty. 

Viewed as a spectral problem, 

(1 - A (k)) Xn = An (k) Xn, 

the values of kn are such that An (kn) = O. These points lead to complex­
valued resonance frequencies Wn = knl Vf..Loco, which are called the exterior 
resonances of the object and which may be determined from 

det (I - A (kn )) = O. 

In many cases it is assumed that the poles are simple, which can be 
proven for S corresponding to a spherical surface. By the Fredholm al­
ternative (Theorem 3.44), because (I - A (k))-l does not exist at k = kn' 
nontrivial solutions Xn and Yn exist such that 

(I - A (k ) ) Xn = 0, 

(1 - A* (k))Yn = O. 

The eigenfunctions and adjoint eigenfunctions Xn and Y n, respectively, form 
a bi-orthogonal set (although not necessarily a basis) in L2 (n) 3. 

For k i' k", the solution of the integral equation is 

J ~ (r) = 2 (I - A (k)) -1 n x Hi (r) , 

and since poles are the only singularities in the finite k-plane, the Mittag 
Leffler theorem [13] can be used to expand the inverse operator in terms 
of the associated spectral parameters (see [14], and, in particular, [15]). 
This important result, originally obtained from the magnetic field integral 
equation by a somewhat different method in [16], was used to establish the 
theoretical basis for the singularity expansion method developed by Baum 
[17]. By the uniqueness theorem the exterior resonances are associated 
with the object, and not the mathematical formulation. 
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For some additional applications in electromagnetic scattering, see [18]. 
The next theorem extends the above result to include the dependence 

of the inverse on a nonspectral parameter T E R. 

Theorem 4.35. Let A b, T) be a family of compact operators analytic in 
, E n, where n is an open, connected subset of the complex plane, and let 
A("T) be jointly continuous in ("T) for each ("T) En x R. Then, 

• if (1 - A b, T)) is somewhere invertible for each T, (I - A b, T))-l 
is meromorphic in , for each T, 

• if ,0 is not a pole of (I - A (,' TO))-l, (I - A (,' T))-l is jointly con­
tinuous in b,T) at bo,To), and 

• the poles, (T) of (1 - A (,' T)) -1 depend continuously on T and can 
appear and disappear only at the boundary of n (which may extend 
to infinity). 

In typical electromagnetics applications, T represents a geometrical pa­
rameter, and, represents frequency in a three-dimensional problem or 
propagation constant in a two-dimensional problem. The above theorem 
can be applied to establish (a) the existence of a discrete set (possibly 
empty) of nonstandard eigenvalues ,n for a given T, (b) the continuity of 
the inverse operator with respect to spectral and structural parameters, 
and (c) the continuity of the spectral values ,n (T) as a function of T. For 
example, this theorem can be used to show that the exterior resonances 
kn described in Example 4.4 smoothly vary as the shape of the scatterer S 
smoothly varies. 

In electromagnetics problems involving lossy media or infinite media, 
the domain of analyticity n often is constrained by the presence of branch 
point singularities, as the next example demonstrates. 

Example 4.5. 

As in Example 4.4, consider scattering from a perfectly conducting, finite­
sized object having a sufficiently smooth surface S, but this time let the 
object reside within an infinite parallel-plate region with plate separation 
a. As in the previous example, the magnetic field integral equation (1.118) 

is [Gme(r, r') . J:(r')] x n dS' + ~J~ (r) = n x Hi (r), rES, (4.21) 

can be used to determine the induced current density J~ caused by an 
excitation Hi. In this case, the Green's dyadic G me accounts for the infinite 
parallel plates (see Sections 8.1.2 and 8.3.2) and is given by (8.197) with 
(8.203) and (8.208), 

G me (r, r') = V x G7T (r, r') 

= V x (xx C~ (r, r') + (yy+Zi) C;; (r, r')) , 
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where 

G;; (r, r') = ~ f sin (nn x) sin (nn Xl) H62) (7jJnP) , 
2za a a 

n=l 

G~ (r, r') = ~ f En COS (nn x) COS (nn x') H62 ) (7jJnP) , 
4za a a 

n=O 

( 4.22) 

with 

We obtain the operator equation 

(J - A(k))J: (r) = 2n x Hi (r) 

for rES. The operator A (k) : L2 (0)3 -+ L2 (0)3, defined as 

(AJ) (r) == -21 [Gme(r, r') . J(r')] x ndS' 

for suitable currents J, is compact but clearly not analytic in the finite k­
plane, since the Green's dyadic is a function of the parallel-plate waveguide 
dispersion function 7jJn. 

Concentric regions On may be defined in the complex k-plane wherein 
A (k) is analytic, 

such that (I - A (k)) -1 will be meromorphic in each On. The poles of the 
resolvent, kn, may appear or disappear at the values k = nn/a, which 
defines the cutoff condition for parallel-plate waveguide modes (at cutoff 
forward and backward propagating modes intersect, and below cutoff they 
become evanescent). 

4.3 Expansions and Representations, 
Spectral Theorems 

In this section we are concerned with simple representations of linear op­
erators. We first discuss the matrix representation of linear operators on 
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finite-dimensional spaces, where it is often of interest to obtain as simple 
a matrix representation as possible. Conditions under which an opera­
tor has a diagonal matrix representation are stated. If a diagonal matrix 
representation is not possible, then other fairly simple representations are 
discussed. 

We will see that the prime consideration for this topic is the choice of 
an appropriate basis set. For example, in Section 3.1.2 we found that a 
bounded linear operator A : H ---> H has the matrix representation 

(AX2' Xl) 
(AX2' X2) ... ... J 

with respect to the basis x ={XI,X2' ... } of H (the matrix has finite (in­
finite) dimension if His finite- (infinite-) dimensional). It is clear that if 
the basis x is such that (AXi' Xj) = 0 for i i- j, the matrix representation 
of A will be diagonal. Conditions for this to occur will be discussed, but 
as a preview if Xi is an eigenvector of A corresponding to the eigenvalue 
Ai, then (AXi' Xj) = (AiXi' Xj) = Ai (Xi, Xj). If (Xi, Xj) = 0 for i i- j, the 
off-diagonal entries of the matrix will be zero. However, there also needs 
to be enough eigenvectors, so that they form a basis for the space H. 

This section begins by considering the matrix representation of opera­
tors on finite-dimensional spaces with respect to different bases. Operators 
that have a diagonal representation with respect to some (eigenvector) basis 
are identified, and similarity transformations from an arbitrary basis to an 
eigenvector basis are discussed. Operators on infinite-dimensional spaces 
are considered next. Although one may view the infinite-dimensional case 
in the same way as the finite-dimensional case-that is, as a question of 
finding a diagonal matrix representation of the operator-it is more useful 
to focus on the (essentially equivalent) eigenfunction expansion problem. 
Operators on infinite-dimensional spaces that possess a complete eigenfunc­
tion basis are identified, and associated expansions are discussed. 

4.3.1 Operators on Finite-Dimensional Spaces 

Because the spectral theory of operators on finite-dimensional spaces is 
much simpler than that for operators on infinite-dimensional spaces (re­
call that in the finite-dimensional case O"c and O"r do not exist, and O"p is 
purely discrete), and since electromagnetic problems are often ultimately 
cast as numerical matrix problems, we begin this section with some ele­
ments from the spectral theory of matrices. For generality, we work within 
finite-dimensional Hilbert spaces Hr, Hz, with the superscript indicating 
the dimension of the space. 
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Equivalent and Similar Matrices 

Recall from the examples in Section 3.1.2 that the bounded operator A : 
Hi' ~ H;n is uniquely represented, for x ={ Xl, X2, ... ,Xn } a basis of Hr 
and Y ={YI' Y2.··· ,Ym} a basis of H7j', by the m x n matrix [aij]x,y E 

emxn , where aij = (kej, Yi) and the subscript indicates the basis pairsY 
If x, yare the standard bases in Hi' = en, H7j' = em, respectively, then 
[ai)'] is called the standard matrix representation of the linear operator x,y 

A. The matrix representation of a given operator will, of course, be different 
for different bases, and it is often desirable to achieve a matrix represen­
tation that is as simple as possible, perhaps triangular or even diagonal in 
form. 

It can be shown that for a given linear operator A : Hr ~ H7j', repre­
sented as [aij]x,y in the pair of bases {xn} and {Yn}, and as [aiA,( in the 
pair of bases {~n} and {(n}, the two matrix operator representations are 
related as 

(4.23) 

In the above, the m x m. matrix [Pk_->yand the n x n matrix [Q]~---+x 
are nonsingular transition matrices from the bases ( to Y and ~ to x, 
respectively[19, p. 127].18 Note also that if [Q]~---+x is a nonsingular tran­
sition matrix from the basis ~ to the basis x, then inversion of the matrix 
reverses the operation, i.e., [Q]Z~x is the transition matrix from the basis 
X to the basis~. If the bases are orthonormal, then [P] and [Q] are uni­
tary (therefore, [P] [pr = [I]); by Example 2 in Section 3.3.2 if the bases 
are orthonormaL then the inverse of [P] or [Q] is easily computed as the 
conjugate-transpose matrix. 

The two matrices [aij]x, y and [aij]E, ( in (4.23) are said to be equivalent, 
in the sense that the set of all matrix representations of A with respect to 
different pairs of bases defines an equivalence class of matrices that all 
represent the "parent" operator A : Hi' ~ H7:t in e mxn . 

Now, for Dimplicity, conDider a finite-dimensional operator A : H n ~ 

Hn, represented as [aijt in the basis X (aij = (AXj,Xi) ) and as [aij]~ in 
the basis ~ (aij = (A~J'~i))' The two operator representations (matrices) 
are related as [19, p. 130] 

(4.24) 

where the n x n matrix [P] = [P]~ ---+x is a nonsingular transition matrix from 
the basis ~ to the basis x. When two matrices are related as in (4.24), they 
are said to be similar. Similar matrices have the same rank, determinant, 
and eigenvalues, and related eigenvectors. 

17The space of bounded operators Hi' ---t H;n and the space em x n are isomorphic, 
and so one can work with the operator, or a matrix representation of the operator, in 
an equivalent manner. 

18Explicitly, the matrix [Pk~Y is such that the two bases are related as (j = 

2::::1 Pi j y" j = 1,2, ... , m, and similarly for [Q]. 
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Spectral Representations (Matrix Form) 

The primary reason for introducing the concept of similar matrices is to 
facilitate an understanding of when and how one obtains a "simple" ma­
trix representation of a given operator on a finite-dimensional space. The 
simplest possible matrix has a diagonal form, and the next theorem pro­
vides conditions leading to a diagonal matrix representation of an operator 
A : H n -'> Hn (alternately, one may say that the matrix representation of 
the operator in some basis is diagonalizable, or simply that a given matrix 
is diagonalizable). A clear way to envision this problem is to recognize that 
the set of all matrix representations of A with respect to different bases de­
fines an equivalence class of similar matrices. The problem is then to find 
the simplest matrix in this class, which will undoubtedly most clearly show 
the salient features of the "parent" operator. 

Theorem 4.36. Let A : Hn -'> Hn be a linear operator on a finite­
dimensional complex Hilbert space. If A has n distinct eigenvalues {An}, 
then A has a diagonal matrix representation with respect to a basis of eigen­
vectors19 of A. 

Actually, the last theorem provides a sufficient but unnecessary con­
dition. More generally, we do not actually require n distinct eigenvalues; 
instead we require that the eigenvectors of A form a basis for the space 
Hn. 

Theorem 4.37. Let A : Hn -'> Hn be a linear operator on a finite­
dimensional, complex Hilbert space. Then if A has n linearly independent 
eigenvectors {xn} (i. e., an eigenbasis of H n ), corresponding to the (not nec­
essarily distinct) eigenvalues {An}, A has a diagonal matrix representation 
with respect to its eigenbasis. 

Such an operator is said to have simple structure (or, equivalently, to be 
represented by a simple matrix). The elements on the main diagonal of the 
resulting matrix representation are exactly the eigenvalues of the operator. 

The next theorem states precisely when an operator on a finite-dimen­
sional space will possess an eigenbasis. 

Theorem 4.38. (Complex spectral theorem for finite-dimensional spaces) 
Let A : H n -'> H n be a linear operator on a finite-dimensional, complex 
Hilbert space. Then Hn has an orthonormal basis of eigenvectors {xn} if 
and only if A is normal. 

Therefore, if A : Hn -'> H n is normal (or self-adjoint), it has a diagonal 
matrix representation with respect the eigenbasis e = {xn}, 

19 A basis of a space consisting of eigenvectors of an operator is called an eigenbasis. 



4.3 Expansions and Representations, Spectral Theorems 251 
It also turns out that two self-adjoint operators A and B can be simulta­
neously diagonalized (by a single basis) if they commute, i.e., if [A, B] = 
AB - BA = O. The above theorem holds for Hn being a real space if 
the condition that A be normal is replaced with the condition that A be 
self-adjoint (symmetric). For a more complete discussion, see [20, p. 133]. 

It is again useful to recall that all self-adjoint operators are normal, 
but normal operators may not be self-adjoint. If A is self-adjoint, then 
the resulting diagonal matrix representation has real entries on the main 
diagonal. 

It can also be shown that if A : H7l -+ Hn admits a diagonal matrix 
representation, then any other nondiagonal matrix representation of the 
same operator (that is, a matrix representation with respect to a basis ~ 
that is not an eigenbasis) may be diagonalized by (4.24). 

Example 4.6. 

To demonstrate these concepts, consider the self-adjoint operator A : C 2 -+ 

C 2 defined by 

and the two orthonormal bases (Yl.Y2) and (6'~2)' where 

is the standard basis and 

1 [11]' 6 = v'2 1 [-1] ~2 = v'2 1 . 

Then the matrix representations with respect to the two bases are 

[A]~ = [ _~ -1 ] 
-1 . 

The transition matrix from the basis (6'~2) to the basis (Yl,Y2) is found 
to be 

1 [1 -1] [P]~~y = J2 1 1 

such that (4.24) is easily seen to be satisfied, i.e., [A]y = [P]~~y [A]E [P]Z-=,y. 
Neither basis yields a diagonal matrix representation. Because the oper­

ator is self-adjoint, and so necessarily normal, we can find an eigenbasis that 
will yield a diagonal matrix representation. Alternatively, we can define a 
similarity transformation from, say, the basis (YI, Y2) to the eigenbasis that 
will result in a diagonal matrix representation. 
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The eigenvalues and eigenvectors of the operator A are found to be 

which, when normalized to form an orthonormal eigenbasis, become 

Noting that the transition matrix from the eigenbasis e to the basis y is 

[ 
2yh~2-1/2 

[Ple-7Y = y2-1 

2yh-2- 1/ 2 

then, using (4.24), we obtain 

the desired diagonal matrix representation of the operator A. 

In summary, every finite-dimensional normal operator is similar to a 
diagonal matrix operator. As such, every finite-dimensional normal op­
erator A : H n ---> H n can be represented as a multiplication operator, 
(PAP-IX) i = AiXi· This fact also holds for normal operators on infinite­
dimensional spaces. 

Jordan Canonical Form 

It is seen that Theorem 4.38 characterizes explicitly when an operator on a 
finite-dimensional, complex Hilbert space will have a diagonal matrix rep­
resentation. If an operator is not normal, a diagonal matrix representation 
will not be possible. In this case it is of interest to investigate what other 
fairly simple forms the matrix representation of such a linear operator may 
assume, which brings up the concept of generalized eigenvectors and the 
Jordan canonical form. For completeness this topic is included here, al­
though the treatment is very brief. This material does, however, relate 
in an analogous way to the topic of generalized eigenvectors in infinite­
dimensional space problems. 

Consider a linear operator on a finite-dimensional space A : H ---> H 
with an eigenvalue An. Recall that 0 I- Xn E H is an eigenvector of A 
corresponding to an eigenvalue An if (A - AnI) Xn = 0. To generalize this 
concept, an element Xn,m-l E H is called a generalized eigenvector (or root 
vector) of rank m of the operator A corresponding to the eigenvalue An if 

(A - AnI) m Xn,m-l = 0, 

(A - AnI) m-l Xn,m-l I- 0, 



4.3 Expansions and Representations, Spectral Theorems 253 

where m is a positive integer. 2o The rank m cannot be higher than the 
algebraic multiplicity of the corresponding eigenvalue An. Note that every 
(ordinary) eigenvector of A is a generalized eigenvector of rank 1 (xn,o == 
xn). We will call generalized eigenvectors having rank m > 1 associated 
eigenvectors, in order to distinguish them from ordinary eigenvectors.21 
The system of generalized eigenvectors is called the root system of A and 
is composed of the union of the ordinary and associated eigenvectors. 

The next theorem highlights the importance of generalized eigenvectors. 

Theorem 4.39. Consider the linear operator A : Hn ---+ Hn, where Hn is 
a complex, finite-dimensional Hilbert space. Then the maximal set of all 
linearly independent generalized eigenvectors of A forms a basis (generalized 
eigenbasis) of Hn. 

Therefore, in H n this basis, also called the root basis, exists for any op­
erator A : H17 ---+ H17. For infinite-dimensional space this is not necessarily 
the case. 

Furthermore, let us call a basis of Hrt a Jordan basis for A if, with 
respect to this basis, the matrix representation of A has a block-diagonal 
form 

r M1 0 1 
o M" 

where the matrices l'vli are lower-triangular, e.g., 

o 
Ai 
1 
o 

o 
o 
Ai 
1 

(4.25) 

The dimension of the matrix Mi is equal to the algebraic multiplicity of 
Ai, and, in the case of simple eigenvalues, the matrix representation of A 
is diagonal. 

For any complex-valued matrix operator A : Hrt ---+ Hrt there is a 
basis of generalized eigenvectors that is a Jordan basis. Therefore, any 
A : Hn ---+ H" with H17 complex admits a matrix representation of the form 
(4.25), which is fairly simple. Matrix representations of A in some other 
basis can be brought into the Jordan form by a similarity transformation, 
representing a change of basis to the Jordan basis. Unfortunately, while the 

20 Note that we define an operator raised to a power as An x = AAA··· Ax, where 
for this to make sense RA ~ D A (see Section 4.4). '-.,-' 

n times 

21 It can be shown that self-adjoint operators only possess generalized eigenvectors of 
rank 1, i.e., that they only possess ordinary eigenvectors (see p. 259). However, this 
does not imply that the dimension of the eigenspace associated with an eigenvalue is 
necessarily unity. 
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Jordan basis is made up of generalized eigenvectors, its actual construction 
is somewhat complicated and will not be discussed here (see, for instance, 
[19, eh. 6]). 

Spectral Representations 

In preparation for examining eigenfunction expansions in the next section, 
we consider the spectral representation of an operator acting on a finite­
dimensional space. Assume A : H n ---+ H n admits a diagonal representation 
[A]e with respect to an eigenbasis e = {X1,X2,'" ,Xn}, and write 

n 

[Ale = L Ai [i:q , 
i=l 

where [i\l is the matrix for which all entries are zero except the ith element 

on the main diagonal (L~=l[Pil = Inxn). Then, the representation of A in 
an arbitrary basis x is 

where [Pi] == [P] [Pi] [pr 1 , with [P] = [Ple-->x being the nonsingular tran­
sition matrix from the basis e to the basis x. In operator form we have 

n 

A = LAiFi' ( 4.26) 
i=l 

Note the simple geometric meaning presented by the representation 
(4.26): The space H n decomposes into n orthogonal subspaces H 1 , H 2 , ... , 

H n , each Hi being associated22 with the ith eigenvector Xi. For any x E 

H n , 

FiX = nixi E Hi' 

Therefore, the Pi : Hn ---+ Hi are seen to be projection operators from 
the space Hn to the subspace Hi (note that23 L~=l Pi = Inxn). This 
representation for A is called a weighted sum of projections and is depicted 
in Figures 4.4 and 4.5. 

The above decomposition for normal or self-adjoint operators on a finite­
dimensional space H n can be extended to normal and self-adjoint operators 
on infinite-dimensional spaces, most transparently using Riemann-Stieltjes 
integrals. The procedure is, nevertheless, quite complicated and so will be 
omitted here, although if we add the condition that A is compact we are 
back to a simple situation, as shown in the next section. 

22The null space for each Ai may not be one-dimensional, but the space spanned by 
Xi, i.e., Hi, is one-dimensional. Therefore, more than one Hi may be associated with a 
single eigenvalue. 
23L~=1 Pi = Inxn is called a resolution of the identity. 
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H A H 

Ax 

Figure 4.4: Depiction of the mapping A : H --> H. 

H 

X· 

Figure 4.5: Decomposition of a simple operator A : H --> H as A = 

~:'=I AiPi, where H is finite-dimensional. The space H is decomposed 
into n orthogonal subspaces, H = HI EB H2 EB ... EB Hn (n = 5 in this 
figure), where Hi = N4-),J and PiX = (x, xi) xi E Hi. 

Example 4.7. 

As an illustration of a spectral representation, consider the operator in the 
example on p. 251, where 

2 

[A]y = L Ai [Pi] = V2 [PI] - V2 [P2 ] 

i=l 

and 

[PI] = [pr i [ 
1 0 

] [P], 0 0 

[P2 ] = [pr i [ 
0 0 

] [Pl· 0 1 

This form is particularly useful for constructing functions of operators and 
matrices, as shown in Section 4.4. 

A form related to (4.26) is easily developed in the finite-dimensional 
case and also extends to the infinite-dimensional case for compact normal 
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operators. Assume that A : Hn ---+ H n is a simple operator, i.e., that it 
possesses an eigenbasis. Then, any x E H n can be written as 

n 

x = L (X,Xi) Xi, 
i=l 

where Xi is the eigenvector corresponding to the eigenvalue Ai, i.e., AXi = 

AiXi. With Ax = 2::7=1 (x, Xi) AXi = 2::7=1 Ai (x, Xi) xi, one may write the 
operator A as 

n 

A = L Ai (., Xi) Xi· ( 4.27) 
i=l 

If we identify Pi : H n ---+ Hi as the (projection) operator that takes x E 

H n into the subspace spanned by Xi, i.e., PiX = (X, Xi) Xi, then the spectral 
representations (4.26) and (4.27) are seen to be equivalent. However, (4.26) 
is usually preferred for theoretical constructions. The identity operator is 
given by 

n 

Inxn = L (., Xi) Xi, 
i=l 

where it is sometimes convenient to write 

n 

Inxn = LXiXi 
i=l 

such that Inxnx = X = 2::7=1 XiXi . x. 
Finally, it is important to make a connection between the eigenvalues 

and eigenvectors of a linear operator on a finite-dimensional complex space 
A : Hn ---+ Hn, and the eigenvalues and eigenvectors of its matrix repre­
sentation [aij]y with respect to some basis y. It can be shown [19, pp. 
152-153] that 

• the spectrum of an operator and the spectrum of its matrix represen­
tation coincide, and 

• an element X E Hn is an eigenvector of A if and only if the repre­
sentation of X with respect to a basis of H n is an eigenvector of the 
matrix representation of A with respect to the same basis. 

However, for operators acting on infinite-dimensional spaces projected 
onto a finite-dimensional subspace, eigenvalues of the actual operator may 
or may not be well approximated by eigenvalues of the resulting matrix, 
depending on the chosen finite subspace. For example, an operator on an 
infinite-dimensional space may have no eigenvalues, yet an n x n matrix, 
which in some approximate way is supposed to represent the operator, 
always has n eigenvalues. 
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4.3.2 Operators on Infinite-Dimensional Spaces 

Spectral Expansions 

We have already seen that the spectrum of an operator acting on an infinite­
dimensional space H may be much more complicated than that of an oper­
ator acting on a finite-dimensional space. For the finite-dimensional case, 
one usually is interested in a simple matrix representation of a given oper­
ator. To determine the simplest matrix representation possible one needs 
to know the eigenvalues and eigenvectors of the operator. Although for 
the infinite-dimensional case one may investigate matrix representations, 
it is more often desirable to consider the possibility of representing an ele­
ment of H in terms of eigenvectors of A. The following theorems provide 
sufficient conditions for when such representations are possible. 

Since operators that are merely compact, or merely self-adjoint, need 
not possess any eigenvalues, in the general case one needs to concentrate 
on compact self-adjoint operators to obtain sufficiently strong results. In 
the case of typical boundary value problems, self-adjointness alone is often 
sufficient to get similarly strong results because the inverse operator is often 
compact and self-adjoint. 

The first theorem concerns the representation of an element x E H 
in terms of the eigenvectors corresponding to nonzero eigenvalues of an 
operator A : H --7 H [21, pp. 188-191]. 

Theorem 4.40. {Hilbert-Schmidt theorem} Let A : H --7 H be a com­
pact, self-adjoint linear operator acting on an infinite-dimensional Hilbert 
space H. Then there exists an orthonormal system of eigenvectors fUn} 
corresponding to nonzem eigenvalues {An} such that every x E H can be 
uniquely represented as 

00 

x = Xo + L (x, 'Un) Un, 
n=l 

where Xo satisfies Axo = o. Furthermore. if {An} is an infinite set of 
distinct eigenvalues, then limn~oo .An = O. 

Note that the expansion coefficients are the generalized Fourier coeffi­
cients an = (x, Un). If we denote by S the space spanned by {un} (S is 
then a closed linear subspace of H), by Theorem 2.9 (projection) we see 
that the described representation is simply a decomposition of x into an 
element ~~=1 anUn E S and an clement Xo E S.l. 

Although the set {un} does not form a basis for H unless N A = {O}, 24 

it is clear that it does form a basis for the range of A, such that for any 
x E H, 

n 

24Note that {un} will also be a basis for H if RA is dense in H. 



258 4. Spectral Theory of Linear Operators 

Such a set {Un} is called a basic system of eigenvectors. 
Next we consider the complete set of eigenvectors (including those cor­

responding to eigenvalues An = 0), which are found to form a basis for 
H. 

Theorem 4.41. (Spectral theorem for compact self-adjoint operators) Let 
A : H ~ H be a compact, self-adjoint (or more generally, normal) linear 
operator acting on an infinite-dimensional Hilbert space H. Then there 
exists an orthonormal basis for H of eigenvectors {xn} with corresponding 
eigenvalues {An}. For every x E H, 

n 

and 
Ax = L An (x, x n ) x n · 

n 

To gain insight into the above, let {vr,} be a basis for the Hilbert space 
N A consisting of eigenvectors associated with eigenvalues An = 0, and note 
that {Xn} = {Un} U {vn } is an orthonormal basis for H. Then Xo = 
Ln (x, vn ) Vn where Axo = 0 [43, p. 101]. From Theorem 3.17, NA- AnI is 
finite-dimensional for An i=- 0, although N A will be infinite-dimensional. It 
can then be observed that the space H is decomposed as H = NAffiNA- AnI . 

n 
Although Theorem 4.41 is fundamentally important, it is often conve­

nient to use the notation of Theorem 4.40 and explicitly separate out the 
term xo, such that 

00 

n=l 
00 

Ax = L An (x, Un) Un, 
n=l 

( 4.28) 

where Axo = O. In this form we are concerned only with the basic system 
of eigenvectors Un, corresponding to nonzero eigenvalues. As usual, all 
equalities are understood in the norm sense. 

It is worthwhile to note that the converse of the spectral theorem is also 
true [23, p. 117]. 

Theorem 4.42. Let {xn} be an orthonormal set in H and {An} a sequence 
of real numbers that is either finite or that converges to zero. The linear 
operator defined by Ax == Ln An (x, Xn) Xn is compact and self-adjoint. 

Because compact operators A : H ~ H, where H is infinite-dimen­
sional, are necessarily bounded, they can always be represented by an 
infinite matrix. From the properties of compact operators, and those of 
self-adjoint operators, we see that the matrix representation of a compact, 
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self-adjoint operator A : H --> H with respect to the eigenbasis {xn} is a 
diagonal matrix with real-valued eigenvalues on the main diagonal, tending 
towards zero as n --> 00. Furthermore, it can be shown that two commuting 
compact, self-adjoint operators A, B : H --> H possess a common eigenbasis 
(see Theorem 3.12). 

Finally, if an operator A : H --> H is compact but not self-adjoint, we 
have the following expansion theorem. 

Theorem 4.43. Let A : H --> H be a compact operator. Then, there exist 
orthonormal sets {xn} and {Yn} and nonnegative real numbers {sn} with 
Sn --> 0 such that 

n 

It turns out that {:En} are eigenvectors or A* A, {Yn} are eigenvectors 
of AA*, and {s~} are eigenvalues of A* A (and also of AA*). The Sn are 
called singular values of the operator A, and the series Ax is known as a 
singular-value decomposition of A. The foundation of this representation 
is that while A is compact and not necessarily normal, A * A and AA * are 
compact and self-adjoint by Theorem 3.8 and the discussion in Section 
3.6.1. 

Jordan Chain 

Unfortunately, while for operators acting on finite-dimensional spaces one 
can always obtain a basis of generalized eigenvectors (Jordan basis) by The­
orem 4.39, the same is not true for the infinite-dimensional case. However, 
if generalized eigenvectors exist, then they are defined as in the finite­
dimensional case, i.e., an element 0 -::J Xn,m-l E H is a generalized eigen­
vector (root vcctor) of rank m of the operator A : H --> H corresponding 
to an eigenvalue An if 

(A ~ AnI) Tn Xn.rn-l = 0, 

(A ~ AnI) m-I Xn,m-I -::J 0, 
(4.29) 

where m is a positive integer. Every (ordinary) eigenvector of A is a gener­
alized eigenvector of rank 1 (xn.o == .'1:r,), and we again call the generalized 
eigenvectors having rank m > 1 associated eigenvectors to distinguish them 
from ordinary eigenvectors. The root system of A is defined as the union 
of the ordinary and associated eigenvectors. This system mayor may not 
form a basis for H, depending on the operator25 . 

In practice, to determine the associated eigenvectors, one starts with 
an eigenvector :rn satisfying (A ~ AnI) Xn = O. If the equation 

(A ~ AnI) Xn,l = Xn 

25 An example of a differential operator that leads to a root basis is provided in Section 
5.3.2. 
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has a solution X n ,l, then Xn.1 is a generalized eigenvector of rank 2; more 
specifically, an associated eigenvector associated with the eigenvalue An 

and eigenvector X n . Continuing, if 

(A - AnI) X n ,2 = X n ,l 

is solvable, then X n ,2 is another associated eigenvector (rank 3), associated 
with the eigenvalue An and eigenvector X n . In general, we consider 

(A - AnI) Xn,k = X n ,k-1 

such that the chain {Xn ,Xn ,1,Xn ,2, ... xn,j} consisting of the ordinary and 
associated eigenvectors is called a Jordan chain of length j + 1. 

It is worthwhile to note that if generalized eigenvectors of a self-adjoint 
operator exist, then they have rank 1 (i.e., no associated eigenvectors ex­
ist) .26 

4.3.3 Spectral Expansions Associated with Boundary 
Value Problems 

Theorems in the previous section detailed sufficient conditions for eigen­
functions of an operator to form a basis in H. Fortunately, many operators 
that do not satisfy the previous theorems also lead to an eigenbasis. Im­
portant examples are unbounded operators corresponding to self-adjoint 
boundary value problems. We make the following observation. 

The eigenfunctions of a self-adjoint boundary value problem 
on a Hilbert space H form an orthonormal basis of H. 

The term "boundary value problem" in common usage typically means 
a differential operator together with some specified boundary conditions. 
Since the boundary conditions define (in part) the domain of the operator, 
they are part of the definition of the operator, such that by "self-adjoint 
boundary value problem" we actually refer to a self-adjoint differential op­
erator, which we will denote by L. The above classification of self-adjoint 
boundary value problems relies on the fact that such operators have a com­
pact self-adjoint inverse (integral) operator L -Ion H, the Green's operator, 
with an associated orthonormal eigenbasis by Theorem 4.41. By Theorem 
4.11 the eigenfunctions of the inverse operator L -1 are also eigenfunctions 
of L (zero eigenvalues are not an issue), and therefore L possesses an eigen­
basis for H. 

26 Assume A : H -> H is self-adjoint, with x an associated eigenvector of rank 2 cor­

responding to eigenvalue A. Then, 0 = (X,(A-AI)2 x ) = ((A-AI)X,(A-AI)X) = 
II (A - AI) x11 2 , which implies, from Definition 2.31, that (A - AI) x = 0 which is a con­
tradiction, and so no generalized eigenvectors of rank 2 exist. Therefore, no generalized 
eigenvectors of rank higher than 1 exist. 
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The above conclusion holds for problems on a bounded region of space, 
ncR n. If n is unbounded the inverse will not, in general, be compact, 
and Theorem 4.41 is not applicable. However, if the differential operator is 
self-adjoint and certain fitness conditions are satisfied at infinity, then the 
eigenfunctions (proper and improper) form an eigenbasis (possibly discrete 
and continuous) for H. This is discussed in more detail in later sections 
(see, e.g., Sections 5.2 and 8.1). 

In particular, we have the following [4, pp. 396-397]. 

Theorem 4.44. The pth-oTdeT diffeTential operatoT L : L~1J ( a, b) ---+ L; (a, b) 
defined by 

d P d 
-L == a - + ... + al- + ao 

P dtp dt' 

{ dj:r } 
DL == .r: dt) E L; (a, b) fOT j = 1,2, ... ,p, Ba (x) = Bb (x) = ° , 

wheTe a, b are finite, pis even, an E CP ( a, b) are real-valued coefficients 
with ap =I 0, and where B a .b are given as 

B,,(x) = Qlx(a) + Q2x'(a) + ... + apx(P-l)(a) = 0, 

Bb(X) =f31x(b) +f32x'(b) + ... + ppx(p-l)(b) = 0, 

with Q = (Ql,"" Qp) and P = (PI, ... , pp) independent vectors in RP, 
is self-adjoint (and so forms a self-adjoint boundary value problem) on 
H = L; (a,b). 

Therefore, the eigenvalue problem 

with L defined as in Theorem 4.44 leads to an orthonormal eigenbasis {x n } 

of H and to the expansion x = Ln (x, xn) Xn for any x (t) E H = L; (a, b). 
In the above, H is a weighted L2 space, where the weight w (possibly unity) 
depends on the coefficients and is chosen so that the operator is self-adjoint. 
The inner product for the space is 

II! 

(1, g) = a f(Og(Ow (~) d~. 

Second-order operators of this type are extensively studied in Chapter 5, 
where self-adjointness is shown and a sketch of the completeness proof is 
presented. 

For scalar partial differential operators we have the following theorem 
[4, pp. 542-543] (see Example 8 in Section 3.4.2). 
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Theorem 4.45. The negative Laplacian operator L : L2 (D) -+ L2 (D) 
defined by 

(Lx) (t) == -\72 x(t), 

DL == {x: x(t), -\72 x(t) E L2 (D), x(t)lr = o} , 

where r is the sufficiently smooth boundary of the region D c R 3 , forms a 
self-adjoint boundary value problem on L2 (D). 

As such, the orthonormal eigenbasis defined by 

leads to the expansion x = 2:n (x, xn ) Xn for any x (t) E H = L2 (D). This 
topic is discussed further in Section 6.3 for electrostatic problems, where 
self-adjointness is shown and the completeness proof outlined. Additionally, 
these eigenfunctions are important in separation-of-variables solutions for 
many partial differential equations, as shown in Section 5.4. 

Furthermore, for the vector differential operator \7 x \7 x we have a 
similar theorem (see Example 9, Section 3.4.2). 

Theorem 4.46. The vector differential operator L L2 (D)3 -+ L2 (D)3 
defined by 

(Lx)(t) == \7 X \7 X x(t), 

DL == {x: x(t), \7 x \7 x x(t) E L2 (D)3, n x x(t)lr = o} , 
where r is the sufficiently smooth boundary of the region D c R 3 , forms a 
self-adjoint boundary value problem on L2 (D)3. 

Therefore, the orthonormal eigenbasis defined by 

with appropriate vector boundary conditions leads to the expansion x = 
2:n (x, x n ) Xn for any x (t) E H = L2 (D)3. The same result holds for the 
vector eigenvalue problem 

The situation is quite different if D is an unbounded region of space. 
Because we deal with vector eigenfunctions, boundary conditions gener­

ally need to be specified for both tangential and normal field components to 
uniquely identify the desired eigenfunctions. For example, vector Dirichlet 
conditions are xnl r = 0, although the boundary conditions n x xnl r = 0 
and \7 . Xn Ir = 0 are generally more useful in electromagnetics applications 
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(see Chapters 9 and 10). Boundary conditions do not need to be imposed 
on all three scalar components of Xn if the eigenfunction is required to sat­
isfy homogeneous Maxwell's equations. In such cases it is only necessary 
to impose tangential conditions. 

The above theorems concerning self-adjoint differential operators are 
extremely important because they justify many eigenfunction expansion 
methods used in electromagnetic applications. 

4.3.4 Spectral Expansions Associated with Integral 
Operators 

We now consider some spectral expansions arising from integral operators 
involving the free-space scalar Green's function. For all of the resulting 
eigenfunctions, completeness in certain spaces is well known and can be 
established using nonspectral techniques. Therefore, as with the boundary 
value problems just considered, identification of the (integral) operator 
as being compact and self-adjoint is not required, although some of the 
operators fall into this category. Many of the same expansions are obtained 
from a differential operator (Sturm-Liouville) approach in Section 5.5. 

Chebyshev Polynomials of the First Kind 
1 

Consider the weighted Hilbert space L~, ( -a, a) with weight w = (a2 - x 2 ) -"2 

and inner product 

f a dx 
(1, g) = -a f(x)g(x) va2 _ x2' 

The compact, self-adjoint integral operator A : L~,( -rL, rL) --t L;u ( -rL, rL) 
defined by27 

(AI) (x) == fa f(x') In (Ix - x'l) dx' 
-(1 va2 - X'2 

arises, for example, in the study of static and quasi-static electromagnetic 
diffraction by a strip or by a slot in a perfectly conducting infinite screen. 
For two-dimensional dynamic problems these types of logarithmic kernels 
represent the source-point singularity associated with the two-dimensional 
principal Green's function (Hankel function). The eigenvalue problem 

Af = Af 

leads to first-kind Chebyshev polynomials Tn (x I a) as eigenfunctions, with 
corresponding eigenvalues Ao = -Kln(2Ia) for n = 0, and An = -Kin for 

271n (Ix - ~I) is the natural restriction of the two-dimensional, static free-space Green's 
function In (1 r - e 1) to a planar surface. 
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n -=I- 0 (note NA = {O} if a -=I- 2), i.e., 

f a Inlx-x'ITn(x'/a)dx' = { -:In(2/a)To(x/a), 
-a va2 - X,2 --:nTn(x/a), 

The eigenfunctions are normalized as 

n = 0, 
n > O. 

(4.30) 

(4.31) 

where EO = 1 and En = 2 for n -=I- 0, and the set of Chebyshev polynomials 

{ VEn/7fTn(X/a)}, n = 0,1,2, ... , forms a basis in L;( -a, a). Therefore, 

any function f(x) E L;( -a, a) can be expanded as 

and 

For example, in L; ( -a, a) the equation 

Ag = f 

can be solved by writing f = (1/7f) L~=o En (j, Tn) Tn, leading to 

( 4.32) 

Convergence in the form limN--->oo Ilg - gN11 = 0, where 

N 

gN == (1/7f) L(En/An) (j, Tn) Tn, 
n=O 

depends on the condition Ln (1/ A~) I (j, Tn) 12 < 00 by the Riesz-Fischer 
theorem (Theorem 2.11). Since An ----t 0 as n ----t 00, which is a general 
property of compact operators, convergence problems may occur depending 
on the properties of f. This type of problem is typical of first-kind operator 
equations involving compact operators. 

Chebyshev Polynomials of the Second Kind 
1 

Consider the weighted Hilbert space L; (-a, a) with weight w = (a2 - x2) '2 

and inner product 
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As with the previous case, the operator A : L;, (-0,0) ----+ L~ ( -0,0) defined 
by 

d2 fa 
(Af) (x) == dx 2 -a f(x') In (Ix - x'l) )02 - X,2 dx' 

arises in the study of strip and slot diffraction. The eigenvalue problem 

Af = Af 

leads to second-kind Chebyshev polynomials Un (x /0) as eigenfunctions, 
with corresponding eigenvalues An = 7r (n + 1), i.e., 

d:2 [~ Un(x' /0) In 1:£ - x'i )02 - x,2 dx' = 7r (n + 1) Un ('X/o). 

The eigenfunctions are normalized as 

and the set of Chebyshev polynomials { )2/( 7r02 )Un (x/ 0) }, n = 0, 1,2, ... , 

forms a basis in L;,( -0,0). Therefore, any function f(x) E L~( -0,0) can 
be expanded as 

and 

Laguerre Polynomials 

The weighted Hilbert space L~(O, (0) with weight e- X /ft and inner prod-
uct 

(00 1 
(f,g) = Jo f(x)g(x) ft e- xdx 

along with the integral operator A: L;1J(O, (0) ----+ L;JO,oo) defined by 

(Af) (.x) == (00 f(x')Ko (Ix _ x'l) e-:, dx' 
Jo vx' 

is encountered in the study of E-polarized wave diffraction by a half-space 
[24]. The kernel 

i7r (2) i7r (1) 
Ko (.x) = --Ho (-ix) = -Ho (ix) 

2 2 



266 4. Spectral Theory of Linear Operators 

is the modified Bessel function [25], sometimes called the MacDonald func­
tion. In this case we have the generalized eigenvalue problem 

Af = Ae-:r f, 

which leads to L;;1/2(2x) as eigenfunctions with An 
corresponding eigenvalues, i.e., 

(7f / v'2h:E as the 

1= L;;1/2 (2x') Ko (Ix - x'l) ~ dx' = ~I~e-:r L;;1/2 (2x). 

The functions L~ are associated Laguerre polynomials (v > -1, and for 
v = 0, L~ = Ln are called Laguerre polynomials), and 

I~ = r (n + 1/2) / r (n + 1), 

where r is the gamma-function. The eigenfunctions are normalized as 

~ / L -1/2 L -1/2 \ = ~ 1= L -1/2 (x) L -1/2 (x) e-:r dx = <5 
E \ n 'm) E n m r;;. nm, 

In I In 0 yX 

and the set { J1hff L;;1/2 (x)}, n = 0, 1,2, ... , forms a basis in L~(O, (0). 

Therefore, any function f(x) E L~v(O, (0) can be expanded as 

In a similar manner, the operator A : L~(O, (0) -+ L~(O, (0) defined by 

( d2 ) {= , 
(Ai) (x) == dx 2 - 1 Jo f(x')Ko (Ix - x'l) Vile-x dx' 

arises in the study of H-polarized wave diffraction by a half-space [24], 
where the weight is fie-x with the inner product 

The generalized eigenvalue problem 

Af = Ae-xf 

leads to L!'P(2x) as eigenfunctions with An = -7fv'2, ;; as the correspond­
ing eigenvalues, i.e., 
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where ,;; = r (n + 3/2) / r (n + 1). The eigenfunctions are normalized as 

_1_ / 1/2 1/2) __ 1_ j'DC 1/2 1/2 Co -x ._ 
H \Ln ,L", - ~H Ln (x)Lm (x) v xe dx - Onm 

'n In 0 

and the set { j1h!! L;/2 ex:)}, n = 0,1,2, ... , forms a basis in L;(O, (0). 

Therefore, any function f(.r) E L;,(O, (0) can be expanded as 

1 DC 

. __ ~ /. 1/2) 1/2 .f - .H ~ \ f, L" Ln' 
In n=[) 

Expansions involving Chebyshev and Laguerre polynomials are further con­
sidered in Section 5.5. 

Circular Exponential Functions 

Consider the Hilbert space L2(O,27f) with inner product 

127r 

(f,g; = f(¢)g(¢)d¢. 
[) 

The integral operator A : L2(0, 27f) ----) L2(0, 27f) defined by28 

(Af) (¢) == 12K f(d;')H~1,2) (2kasin I¢ ~ ¢'I) d¢', (4.33) 

where Hci1.2) is the zeroeth-order Hankel function (see Section 5.4.1), arises 
in the study of scattering by circular cross-section cylinders. The eigenvalue 
problem 

Af = Af 

leads to complex exponentials ein(P as eigenfunctions, n = 0, ±1, ±2, ... , 
with corresponding eigenvalues An = 27fJn (ka) Hr~1,2) (ka), i.e., 

The eigenfunctions are normalized as 

28 H61 ,2) (2ka sin(l4> - ~I /2)) is the natural restriction of the two-dimensional, dynamic 

Green's function HS 1 ,2) (k Ir - ~I) to the surface of a circular cylinder having radius a. 
We assume k E R. 
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and form the well known basis {(l/v'21T)ein¢}, n = 0, ±l, ±2, ... , m 
L2(0, 27r). Any function j(¢) E L2(0, 27r) can be expanded as 

j = 2~ f (j, ein¢) ein¢ 

n=-oo 

and 

n=-(XJ 

Spherical Harmonics 

Consider the Hilbert space L2(r), where r is a spherical surface having 
radius a, with inner product 

The integral operator A : L2 (r) ---> L2 (r) defined by 

l 1r121r -iklr-r'l 
(Af) (B,¢) == e I 'l j (B',¢')a2sinB' dB' d¢' 

o 0 47r r - r 
(4.34) 

for rlr arises in the study of scattering by spheres, where we assume k E R. 
The eigenvalue problem 

Aj=)..j 

leads to spherical harmonics Yn,m(B, ¢) (see Section 5.4.2 for more details on 
spherical harmonics) as eigenfunctions,29 with corresponding eigenvalues 

29From the expansion (5.172) we have 

e , Yp,q (8', q,')a2 sin 8' d8' dq,' 17r 127r -iklr-r'l 
o 0 47r Ir - r I 

. Yp,q (8', q,')a2 sin 8' d8' dq,' 

. Yp,q( 8', q,') sin 8' d8' dq,' 

n=O 

= (-ika2 ) jp (ka) h~2) (ka) Yp,q (8, q,), 

where the orthonormality relation (5.164) has been used. 
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An = -ikjn (ka) h~2) (ka), i.e., 

17r 127r e -iklr-r' I 
Yn,m(e', cjJ') sine' de' dcjJ' 

o 0 47Tlr-r'l 
rEf' 

= (-ik) jn (ka) h~2) (ka) Yn,m (e, cjJ), 

where m = { ... ,-2,-1,O,1,2, ... } and n 2: m. The eigenfunctions are 
normalized as 

forming the well known basis {Yn,m (e, cjJ)} in L2(r). 
Any function f (e, cjJ) square-integrable on a sphere of radius a can be 

expanded as 
(Xl n 

f (e, cjJ) = L L (1, Yn,m)}7n,rn (e, cjJ) 
n=Om=-n 

and 
(Xl n 

n=O rn=-n 

4.3.5 Generalized Eigenvectors and the Root System 

Considering operators on infinite-dimensional Hilbert spaces, Theorem 4.41 
provides sufficient conditions under which operators admit simple eigen­
function representations (i.e., the existence of an eigenbasis is assured). In 
Sections 4.3.3 and 4.3.4, differential and integral operators are considered 
that also lead to an eigenbasis, even though they do not necessarily satisfy 
the conditions of Theorem 4.41. 

If the eigenfunctions do not form a basis for the space in question, 
it may happen that the set of generalized eigenfunctions (i.e., the root 
system) forms a basis in H. Further, if the root system is a basis, then 
one can find a set orthogonal to the root system which is also a basis, and 
a generalized expansion in terms of the resulting bi-orthogonal set will be 
valid. This is a rather difficult subject (see, e.g., [26] and [27]), and here 
we mention only a few results, with particular attention to the compact 
operator A : L2 (r) --> L2 (r) defined by 

/, 
-iklr-r'l 

(Ai) (r) ::::: e I 'I f(r') dr', 
f' 47T r - r 

( 4.36) 

where r is a smooth closed surface in R3 and k > O. This topic is also 
treated briefly for the case of a second-order differential operator in Section 
5.3.2. 

The following theorem is proved in [26] (see also [28]). 
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Theorem 4.47. Let Q : H ---+ H be a nonnegative compact operator, and 
let D : H ---+ H be a dissipative nuclear"° operator. Then the system of mot 
vectors of the operator B = Q + D is complete in H. 

In particular, this theorem applies to the operator adjoint to (4.36), 
where 

(QJ) (r) = r I 1 'I f(r') df', Jr 47f r - r 

(e+iklr-rfl_1) , , 
(DJ)(r) = r I 'I f(r)df, Jr 47f r - r 

so that the root vectors of the operator adjoint to (4.36) form a basis in 
L2 (f). 

Furthermore, when a compact operator A : H ---+ H is normal, the root 
system coincides with the system of ordinary eigenfunctions [28] (see also 
[29]), that is, all generalized eigenfunctions are of rank 1 (this result is 
obviously in harmony with Theorem 4.41). While the operator in (4.36) 
is clearly not self-adjoint (unless k = 0 or ik E R), it is normal under 
certain circumstances. Indeed, because for A to be normal we must have 
AA * - A * A = 0, this condition applied to (4.36) yields 

(AA* J) (r) - (A* AJ) (r) 

( e-ik(lr-rffl-lrff_rfl) _ e+ik(lr-rffl-lrff_rfl)) 

= r r 2 f(r') dr'dr" 
JrJr (47f) Ir-r"llr"-r'l 

= r r - sin k (I; - r"l - Ir"-r'l) f(r') df' df" = O. 
JrJr 2i(47f) Ir-r"llr"-r'l 

Therefore, we obtain 

r -sink(lr-r"I-lr'-r'l) f(r')df'=O 
Jr 2i (47f)2Ir - r"llr"-r'l 

( 4.37) 

for r, r" E f, which is a condition on the surface f. This condition is 
satisfied if f is a spherical surface, but not, for instance, if f is an ellipsoid. 

We also have the following theorem [30], which establishes conditions 
under which all generalized eigenfunctions of a compact operator A corre­
sponding to an eigenvalue A have rank 1. 

Theorem 4.48. The eigenspace and the root space of a compact operator 
A, corresponding to an eigenvalue A, coincide if and only if 

a. A is a simple pole of the resolvent (A - AI) -1, or 

30 An operator D is called nuclear if L Sn < 00, where Sn are the eigenvalues of 

(D*D)1/2. 
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b. (A - ).J)2 f = 0 implies (A - AI) f = 0, or 

c. the opcmtor (A - AI) does not have zeros in the subspace R A -)..]. 

It should be noted that it is also possible to show that eigenfunctions 
of an operator form an eigenbasis using other methods. For instance, it is 
shown in [31, p. 774] that sufficient conditions for an operator to possess 
a complete set of eigenfunctions in an L2 space are that the operator is 
positive definite, and hence self-adjoint, and that the eigenvalue equation 
Lv. = AU corresponds to a variational principle. Determining complete­
ness of the eigenfunctions for nonself-adjoint operators is, in general, much 
more difficult. although some further results can be stated for dissipative 
operators [26, eh. 6]. For our purposes we will call an operator simple if 
it possesses an orthonormal eigenbasis of ordinary eigenfunctions. 

4.3.6 Spectral Representations 

For a compact, self-adjoint operator A : H --+ H, or, in general, whenever 
the ordinary eigenfunctions of A : H --+ H form an orthonormal basis 
for H, one may develop a spectral expansion of the operator in terms of 
eigenfunctions. From Theorem 4.41 with J; = Ln (x, xn) :rn , we identify 
the form analogous to (4.27), 

oc 

A = LAn (-, Xn) xn· (4.38) 
n=1 

Note that I = L:=1 C, Xn) :rn and that on a function space where x = x (t) 
one may write, in a distributional sense,31 

DC 

5(t-t') = L:rn (t)xn (t'). (4.39) 
n=1 

31 

:1: (t) = J 15 (t - t') x (t') dt' = J f Xn (t) Xn (t') x (t') dt' 
n=l 

= f Xn (t) J Xn (t') x (t') dt' = f>n (x, Xn) . 

n=l n=l 

In the event of a function space of vectors, !15 (t - t') = L:=1 Xn (t) Xn (t'), and 

x(t) = J!15 (t - t') . x (t') dt' = J fxn (t)Xn (t'). x (t') dt' 
n=l 

= txn (t) J Xn (t'). x (t') dt' = LXn (X,Xn). 
n=l n=l 
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If Pn : H ----7 Hn is the projection operator that takes x E H into 
the one-dimensional subspace spanned by the nth eigenfunction Xn (i.e., 
Pnx = (x, xn) Xn, and PnPm = bnm), then the spectral representation is 
seen to have the same weighted sum of projections form as (4.26), 

with 

00 

00 

Ax = LAnPnX, 
n=l 

( 4.40) 

00 

If we let the indices nj be those values of n that correspond to the eigenfunc­
tions Vn = Vn - (corresponding to eigenvalues An- = 0), then "'17

00 _1 PnX = 
J J U 'J- J 

Pox = xo, and we have 

in agreement with (4.28). 

00 

x=Pox+ L Pnx, 
n=l 
n#nj 

It can further be shown that if A is bounded, or unbounded but densely 
defined,32 

00 

or, equivalently, 
00 

A* = L:\n (-, xn) Xn· 
n=l 

This representation for the adjoint assumes A possesses an orthonormal 
basis of eigenvectors (e.g., the formula is useful for compact normal opera­
tors) and does not hold for arbitrary operators. Functions of operators in 
terms of projections, including inversion formulas, are discussed in Section 
4.4. 

To summarize, compact, self-adjoint operators A : H ----7 H possess an 
orthonormal eigenbasis for H. The same can be said for compact normal 
operators, self-adjoint boundary value problems, as well as some noncom­
pact integral operators. Moreover, the stated conditions are sufficient but 
not necessary. 

32To see this, let x = ~n (x, Xn) Xn and y = ~n (y, xn) Xn , such that (x, y) = 

~n (x, xn) (y, Xn). With (Ax, y) = ~n An (x, Xn) (y, x n ), we look for z E H such 

that (Ax,y) = (x,z). If such a z = ~n (z,xn)xn exists, then (Z,Xn) = An(Y,xn ), 

or (z, Xn) = >:n (y, xn). Therefore, if z = A*y, then A*y = '" >:n (y, xn) Xn , i.e., Un 
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4.4 Functions of Operators 

It is often necessary to consider functions of operators, such as determining 
the exponential of an operator A. In this section we consider functions of 
an operator via three methods: spectral representations, series expansions, 
and the Dunford integral representation. 

4.4.1 Functions of Operators VIa Spectral 
Representations 

We assume that the operator A : H ---+ H is bounded and simple,33 with 
H generally infinite-dimensional. Therefore, for every x E H we have x = 

~n (x, xnl :1:", A.1: = ~n An (:1:, :J:nl xn, and Ix = ~n (x, xnl xn.34 In what 
follows we also use the form (4.40), such that x = ~n Pnx, A = ~n AnPn, 
andI=~nPi' 

Beginning with operators raised to an integer power, we have A2 x == 
AAx = ~n A;' (x, xnl x n , and one can see that, generally, 

Amx = L A;~ (x, xnl Xn (4.41 ) 
n 

for any power m < oc. Therefore, for any polynomial p (t) = ~~=o amtm 
(we assume :1: = x(t) E H), 

(4.42) 
n 

or 

n 

Generalizing:15 to bounded continuous functions f (t), we define the 
operator-valued function f(A) by 

( 4.43) 
n 

or 
f (A) = L f (An) Pn· ( 4.44) 

n 

33If the operator is not simple, its set of eigenfunctions will not necessarily be orthog­
onal or complete in H. In light of Theorem 4.7, it can be seen that in this case an 
expansion of the form x = ~n (x o Yn) Xn may be useful, where Yo are eigenfunctions of 
the adjoint operator. 

34 As usual, when index limits arc not specified, we assume a finite set n = 1, ... , N 
for operators on finite-dimensional spaces, and an infinite set n = 1,2, ... for operators 
on infinite-dimensional spaces. 

35We can achieve this generalization since any real-valued continuous function can be 
written as the limit of a sequence of polynomials {Pn (tn via the Weierstrass theorem 
(see Example 2, Section 2.2.2). 
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As special cases, if 1 (t) = 1 then 1 (A) = I, and if 1 (t) = t then 1 (A) = A. 
Note also that because we have A = Ln AnPn, then (4.44) implies that 

if A is a diagonal matrix, A =diag[all, a22,"']' then 1 (A) is the diagonal 
matrix36 

1 (A) = diag [1 (all) ,1 (a22) , ... J. ( 4.45) 

The spectral representations (4.43) and (4.44) allow one to define such 
quantities as sin(A), log(A), etc., assuming 1 (An) is meaningful. For exam­
ple, by Theorem 4.19 we see that eigenvalues of a nonnegative operator are 
nonnegative. Therefore, for a compact, self-adjoint, nonnegative operator 
A, the square root of A, 

n 

is well defined. In general, ambiguities can be avoided if 1 is analytic on 
a (A). 

As another example, the exponential of the operator A : H ---+ H, 
applied to x E H, is 

n 

where An, Xn are the eigenvalues and eigenfunctions, respectively, of the 
operator A. Alternatively, 

eiA = L eiAn Pn . (4.46) 
n 

Example 4.8. 

Consider a system of n first-order, constant-coefficient differential equations 

x' (t) = Ax (t) , 

where A E enxn is a matrix of constants, x is an n-dimensional vector of 
functions, and x' is the vector of derivatives taken individually on elements 
of x. Initial conditions are given as the vector of constants x (0) = Xo = 

[x~1), x~2), ... , x~n)JT E en. For the case of one equation (n = 1), A is a 
1 x 1 matrix (a scalar, call it a) and the general solution is obviously 

x (t) = eAtxo = eo:txo, 

36 Moreover, for any pair of operators A, B related by a similarity transformation, 
i.e., A = PBP-I, then Am = (PBP- I ) (PBP- I ) ... (PBP- I ) = (PBmp- 1 ) and 

\. .I 

n times 

we see (directly for polynomials and by extension (Weierstrass) to at least continuous 
functions) that for I defined on a (A) = a (B), 

I (A) = PI (B) p- 1 
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where Xo = :£61) is a scalar. In the case of n equations, the general solution 
IS 

n 

(t) - At _ """"' Am t / ) X - e Xo - ~ e \XO, Xm X m , 

m=l 

where Am and Xm are eigenvalues and eigenfunctions of the matrix A. If A is 
diagonal (i.e., if the equations are not coupled), the solution is particularly 
simple,37 

[Xl (t), :r:2 (t), ... , :r:n (t)l [eA,t~(l) eA2t,J2) eAntcp(n)] T 
.DO ,. ·~o' ... , ~ "'0 

If A is not diagonal but is at least diagonalizable, then it is easiest to 
diagonalize A as D = P AP- 1 such that z' (t) = Dz (t), solve this new 
system of equations, and find x as x (t) = p-lz (t). 

A particularly important function is inversion, leading to the inverse 
operator. Letting 

f(t) = (t - A)-I, 

then 
f (A) = R A (A) = L (An - A) -1 Pn (4.47) 

n 

for the resolvent, where obviously if A = An we must have Pn = 0 for f(A) 
to possibly be meaningful. For A = 0 (note An # 0), f (t) = r 1, leading to 
the inverse operator f (A) = A-I, 

(4.48) 
n 

or 
(4.49) 

n 

It can be shown that for a bounded operator A, the spectrum of a function 
of the operator is equal to the function of the spectrum, 

(J (f (A)) = f ((J (A)), 

which is known as the spectral mapping theorem. For example, if (J (A) = 
(Jp (A) = {AI, A2,"'}' then (J (f (A)) = {f (AI), f (A2), ... }. 

Also, from Theorem 4.10 note that for A bounded, IIAII ~ ru (A) == 
sUPMc,,(A) IAI· For A normal it can be shown that equality is achieved, i.e., 
IIAII = T" (A), and further, 

Ilf (A)II = T" (f (A)) = sup If (A)I· 
AE,,(A) 

37Note that for a diagonal matrix the eigenvalues are the main diagonal entries and 
the eigenvectors are the standard vectors, i.e., Xl = [1,0, ... ]T, X2 = [0,1,0, ... ]T, ... 
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The above representations for functions of an operator f(A) are valid 
assuming the operator can be written as a weighted discrete sum of pro­
jections, i.e., that the operator is simple. For the operators considered 
here, each projection is associated with the span of an eigenfunction. For 
example, compact normal operators belong to this class. It can be shown 
that normal operators (not necessarily compact) can be represented as a 
weighted continuous sum of projections, and formulas similar to a continu­
ous version of (4.44) (i.e., in terms of integrals) can be developed for both 
bounded and unbounded operators. Furthermore, rather than consider­
ing continuous functions, one may develop a theory for generally measur­
able functions [12, Chs. VII and VIII]. For operators that are not nor­
mal, weighted projection methods do not generally apply, and some other 
method of constructing functions of operators must be used. One such 
method is to use series expansions. 

4.4.2 Functions of Operators via Series Expansions 

A nonspectral method of constructing functions of operators is via series 
expansions. For instance, consider a function given by a power series, 

00 

with radius of convergence R. Then, if A is bounded with IIAII < R, the 
series L~=o anAn converges38 and we set 

f(A) = L anAn, (4.50) 
n=O 

where AO = I. For example, 

00 

eiwt = L (iwt t n In!, 
n=O 

and S039 
00 

eiwA = L (iwt An In!. 
n=O 

It is interesting to note that (e iwA ) n = eiwnA and, in particular, that 
eiwA is invertible with inverse e- iwA even if A itself is not invertible (this 

38Since IIAnl1 :S IIAlln and IIAII < R, then L~=o lanlllAnl1 is convergent because we 

are within the radius of convergence of the original power series. When 2:~=o Ian IllAn II 
is convergent, 2:::0 anAn is called absolutely convergent, which, in a Hilbert (more 
generally Banach) space implies convergence. 

39Recalling that power series for trigonometric functions have infinite radii of conver­
gence, these series of operators will converge for any bounded operator. 
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also shows that eiwA is unitary). Exponentials of operators often arise 
in electromagnetics via propagator matrix approaches used in problems 
associated with a multilayered medium [32, Ch. 2], and in multiconductor 
transmission-line problems (see Section 7.4). 

4.4.3 Functions of Operators via the Dunford 
Integral Representation 

Finally, another method of constructing functions of operators is via a 
generalization of the Cauchy integral formula. First, consider the case of 
scalar functions. Let f()...) be analytic in a simply connected region n of 
the complex )...-plane, let r be an arbitrary closed piecewise smooth curve 
within n, and let z be a point interior to r. Then, 

f(z) = ~ /" f()...) ()... - z)-l d)'" 
21f7 ir (4.51) 

is known as Cauchy's integral TepTesentation of the function f [33, p. 37], 
where the integral is taken in the usual counterclockwise direction. 

N ow let A : H ---> H be bounded and f (z) analytic within a region n 
of the complex plane, with a (A) en. Then 

f(A) = ~ /" f()...) (AI - A)-l d)'" 
21f7 i, ( 4.52) 

is known as the DunfoTd integral TepTesentation [34] of f (A), which is seen 
to be a generalization of the Cauchy integral representation for ordinary 
functions to operator-valued functions. In particular, 

and 
A = ~ /" )... (AI - A) -1 d).... 

21f7 ir 
Like the Cauchy integral representation for scalar functions, the Dunford in­
tegral representation is primarily useful for theoretical developments rather 
than computation. 

The various definitions of f (A), i.e., (4.44), (4.50), and (4.52), may 
have different domains of validity. For instance, in order for (4.44) to hold, 
A must admit a representation as a weighted sum of projections, while for 
(4.50) to hold, A must be appropriately bounded, such that the series of 
operators converges. The various definitions will agree whenever they are 
mutually applicable for a certain operator [22, p. 10]. For instance, let f, 
analytic on a (A) where A is a bounded operator, be given by the power 
senes 

00 

f()...) = L an)...n 

n=O 
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with radius of convergence R. Let r be a circular (radius r), positively 
oriented contour in the A-plane such that a (A) is contained within r (i.e., 
ro-(A) < r). Then 

f(A) = ~ r f(A) (AI - A)-l dA 
27r~ Jr 

= ~ r (f anAn) (AI - A)-l dA 
27r~ Jr n=O 

is meaningful. Using 

(AI - A)-l = ~ _I_An 
~ An+! ' 
n=O 

which converges by Theorem 3.38 assuming IAI > IIAII, we see that if r 
satisfies ro- (A) :S IIAII < r < R, then 

where the interchange of operators is permissible because of the convergence 
properties of the series. From the residue theorem [33, Sec. 22] we see that 
if k :S n - 1 or k > n, the integral vanishes, whereas for k = n the integral 
is 27ri. Therefore, 

CXJ 

f (A) = L anAn, 
n=O 

and in this case f (A) defined by the Dunford integral representation (4.52) 
is in agreement with the series expansion form (4.50). 

4.5 Spectral Methods in the Solution 
of Operator Equations 

Spectral representations are especially useful for solving inhomogeneous 
operator equations. In the following analysis the operator A : H ----> H is 
assumed simple (e.g., compact and self-adjoint, in which case A - AI is 
a Fredholm operator), with an orthonormal eigenbasis {xn} for H. The 
set {un} ~ {xn} consists of eigenfunctions of A corresponding to nonzero 
eigenvalues, forming a basis of R A , and the set {vn} C {xn} consists of 
eigenfunctions corresponding to zero eigenvalues (Avn = 0), forming a 
basis of NA, and {xn} = {un} U {Vn}. 
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4.5.1 First- and Second-Kind Operator Equations 

First-Kind Operator Equation, NA = {O} 

Consider a first-kind operator equation of the form 

kr: = y 

with NA = {O} (i.e., A = 0 is not an eigenvalue of A, and so the set {un} 
is an orthonormal basis for H) and expand x, y E H as 

x = I:: (x, un) Un, 
n 

n 

both series being convergent in norm because {un} is a basis for H. Since 
Ax = Ln An (x, Un) Un = Y = Ln (y, un) Un, we solve for the coefficients 
of x as (.r, 11.n) = (1/ An) (y, un), leading to the unique solution 

which can also be obtained by application of the inverse operator (4.49). 
By the RieszFischer theorem (Theorem 2.11) Ln(I/An) (y,Un ) Un will 

converge if and only if Ln 1(1/ An) (y, Un) 12 < 00, i.e., if (1/ An) (y, un) E 12. 
The solution will not necessarily be continuously dependent on y (i.e., 

A-I may be unbounded). To see this, change y by a small amount, say 
EUk, where Uk is some eigenfunction of A and 10 is a small parameter (the 
form eUk is chosen for convenience). Then, with if = y + eUk, the solution 
of Ax = y is 

x = I:: Al (fj, un) Un = I:: Al (y,1J.n) Un + : . 
n n n n k 

Therefore, 11:[; - xii = le/Akl· If Ak is very small, the difference Ilx - xii can 
become very large, even for a small perturbation E [4, p. 406]. Such is the 
case when A is compact (and so A-I is unbounded), because Ak ----t 0 as 
k ----too. 

For the compact case, or generally where An ----t 0, it is interesting to note 
that in the numerical solution of first-kind operator equations by discretiza­
tion methods (e.g., the method of moments), often a reasonably accurate 
solution can be obtained by a somewhat coarse discretization. As the dis­
cretization becomes finer, rather than converging, the solution typically 
diverges, reflecting the more accurate modeling of the unbounded inverse. 
Furthermore, often eigenvalues associated with more singular kernels tend 
toward the origin less quickly compared with eigcnvalues associated with 
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smoother kernels. Therefore, the solution of first-kind equations having 
more singular kernels is sometimes easier from an approximate numeri­
cal standpoint, compared with solving first-kind integral equations having 
smoother kernels. 

First-Kind Operator Equation, NA i- {O} 

If A = 0 is an eigenvalue of A, then it is convenient to write 

n 

where Axo = 0 and Xo = I:n (xo, vn) Vn· Since Ax = I:n An (x, Un) Un = Y 
and {un} ~ {vn}, clearly for y to be in the range of A it must be orthogonal 
to {vn} (i.e., y~NA; note that if NA = {O}, as in the case considered 
above, then y~N A trivially). Assuming this is the case, we write y = 
I:n (y, un) Un· Exploiting orthonormality of the set {un} leads to (x, un) = 
(1IAn) (y,un), such that the solution is given by 

which is, however, nonunique since Xo is an arbitrary element of N A. As be­
fore, I:n (11 An) (y, Un) Un will converge if and only if I:n 1 (11 An) (y, Un) 12 < 
00. 

To summarize, the operator equation Ax = y, where A is a simple 
operator, is solvable if y~N A. The solution, 

where Axo = 0, converges if I:n l(1IAn) (y,un )1 2 < 00 and is unique if 
NA = {O}, that is, ifAxo = 0 implies Xo = O. 

If the operator is not simple, the set of eigenfunctions will not necessarily 
be mutually orthogonal or complete. In this case, one may expand x E H in 
the bi-orthogonal set {xn, Yn} as x = I:n (x, Yn) xn, with the sets {xn} and 
{Yn} being the eigenfunctions of A and the adjoint operator A*, respectively 
(of course, completeness of this set and validity of the expansion need to 
be established). The solution is obtained as 

1 
x = Xo + L ~ (Y,Yn)xn, 

n n 

and we require Y ~N A * . 
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Second-Kind Operator Equation, A Is Not an Eigenvalue of A 

Consider the second-kind operator equation 

(A - AI) x = y. 

The case A = 0 was considered above, so we will assume A =I=- O. 
We first consider the case where A is not an eigenvalue of A (i.e., 

A 1:. O"p (A)). Therefore, (A - AI);1: = 0 has only the trivial solution, and 
NA-U = {0}.40 In this case we can make the expansions 

Ax = L An (x, Un) Un, 
n 

( 4.53) 
n 

n 

where Xo, Yo E NA. Exploiting orthonormality of the sets {un} and {vn} 
leads to (An - A) (x, Un) = (y, Un) and AXo = -Yo, respectively. The solu­
tion is therefore 

(4.54) 

If NA = {O}, then the Yo term is omitted and the solution is unique. 
Otherwise Yo is retained and the solution is not unique. By the Riesz­
Fischer theorem (Theorem 2.11) we require Ln l(l/(An - A)) (y, un)1 2 < CXJ 

for the series to converge. Note that trivially yJ..N A-U. 

Second-Kind Operator Equation, A Is an Eigenvalue of A 

Now consider the case when A is an eigenvalue of A, and let A = Am. 
For simplicity, assume unit multiplicity of Am. Therefore, (A - AI) x = 
(A - AmI):1; = 0 has nontrivial solutions in N A-A",!. In this case we again 
make the expam;ions (4.53). Exploiting orthonormality of the sets {un} 
and {vn } leads to (Am - An) (:r:, Un) = (y, Un) and AXo = -Yo, respectively. 
Then, 

• if (y, Urn) =I=- 0, we cannot solve for (x, Urn), and the equation has no 
solution, 

• if (y, Urn) = 0, then (x,Um ) is arbitrary; call it a. The (nonunique) 
solution is 

4ONote that this does not imply NA = {O}. 
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By the Riesz-Fischer theorem we need L:n#m I(l/(An - Am)) (y, un)12 
< 00 for the series to converge. Note that we require yl..N A-).."J. 

In both of the above cases we require yl..N A-)..J for y to be in the range 
of the operator, such that a solution will exist. This is in agreement with 
the Fredholm alternative 3.44 (generally we require yl..N(A-)..I) * , but the 
adjoint is not needed since we are assuming that the operator is simple41 ). 

4.5.2 Spectral Methods and Green's Functions 

In Section 3.9.3 we showed that a Green's function is the kernel of an 
integral operator, the Green's operator, which is inverse to a differential 
operator. In this section we continue the discussion of Green's functions, 
emphasizing spectral theory. The manipulations are merely formal and 
intended to highlight salient points of the theory. Explicit formulations are 
considered in Chapters 1 and 5 and in Part II. 

Referring to (3.34), consider the differential operator equation 

(L-AI) x = y, ( 4.55) 

where L is a vector differential operator on a Hilbert space H (for example, 
L = \7 x \7x or \72 ), where x = x (r) EDL and y = y (r) E RL-)..J. We as­
sume that x as a vector will generally not be oriented in the same direction 
as the source vector y, and so we anticipate a Green's operator G).. (inverse 
operator to (L-AI)) with a dyadic Green's function kernel g, satisfying 

(L-AI) g (r, r', A) = 16 (r - r') ( 4.56) 

such that 

x (r) = (G)..y) (r) = L g (r, r/, A) . y (r/) dD'. (4.57) 

In this case, where we assume that (L-AI) is invertible, the Green's oper­
ator is exactly the resolvent of L, i.e., G).. = (L-AI)-l = R).. (L). 

To determine a spectral representation, assume that (4.55) forms a self­
adjoint boundary value problem, such that the vector eigenfunctions de­
fined by 

form an orthonormal eigenbasis in H subject to some appropriate boundary 
conditions. The method leading to (4.54) results in the solution of (4.55) 
as 

( 4.58) 

41See Example 5.14 for an example when the operator is not simple, and associated 
eigenfunctions are implicated. In such cases the expansion (4.53) needs to be modified 
to include the associated eigenfunctions. 
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where for simplicity we assume that NL = {O} and that A = 0 is not an 
eigenvalue of L. The summation is generally multidimensional. A similar 
form for the Green's function is also available. Indeed, comparing (4.57) 
and (4.58) we identify the Green's function as 

( '\) = ~ xn(r)xn(r') 
~ r, r ,/\ ~ A _ A ' 

n. n 
(4.59) 

which is known as the bilinear series form for ~. 

Using the notation developed in Section 4.4, we can express the Green's 
operator as a weighted sum of projections 

( 4.60) 
n 

where P nX = (x, xn) Xn projects x onto the one-dimensional space spanned 
by the eigenfunction X n . This also naturally leads to the idea that the 
Green's operator is simply one element (the inverse function) in a family 
of possible functions of the operator (L - AI). 

In higher dimensions the eigenfunction expansion of the Green's func­
tion is generally not convergent when the source point r' coincides with the 
field point r. In these situations the Green's function is to be considered as 
an operator within the theory of distributions, such that when substituted 
as the kernel of an integral expression (like (1.49) or (1.73)) the resulting 
terms can be integrated term by term, leading to a convergent series. 

The representation (4.59) provides the Green's function g given the 
eigenfunctions and eigenvalues x" and An. Alternatively, given the Green's 
function one may determine the eigenfunctions and eigenvalues. Assume 
the series (4.59) represents a meromorphic function 42 of A such that the 
Green's function has simple poles at A = An in the complex A-plane. Since 
L is self-adjoint, these will be on the real A-axis. Taking the integral of 
(4.59) over a closed, counter-clockwise oriented contour C in the complex 
A-plane that encloses all of the poles, conveniently chosen as a circle having 

42 A meromorphic function I(A) is one in which the only singularities of I in the finite 
A-plane are poles. Pole singularities may be absent as well, such that a meromorphic 
function is a function whose singularities in the finite A-plane are "no worse" than poles 
(i.e., no branch points or essential singularities may exist in the finite A-plane). 

It is useful to note that the derivative of a meromorphic function I is a meromorphic 
function l' and that I and l' share the same poles. 
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radius tending toward infinity in the A-plane, leads to43 

i ~(r, r', A) dA = ~ xn(r)xn(r') i And~ A 

= -27ri L xn(r)xn(r'), 
n 

(4.61 ) 

where the series (4.59) is viewed as a distribution and integrated term by 
term, and the last equality is via the residue theorem [33, Sec. 22.1]. The 
expression (4.61) allows one to obtain the eigenfunctions by considering the 
poles of the Green's function and its associated residues. 

To obtain a further useful expression, consider the expansion of the 
delta-function I b(x-x') in eigenfunctions of L (see the footnote on p. 271), 

( 4.62) 
n 

which is called the spectral representation of the delta-function. Relations 
of type (4.62) are also known as completeness relations, since taking the 
(posterior) dot product of (4.62) with x(r') and integrating over space lead 
to the expansion x(r) = 2::n (x, x n) xn(r). 

Combining (4.61) and (4.62) we have44 

~ j g(r, r', A) dA = -lb(r - r'), 
27rz fe-

( 4.63) 

an expression of principal interest as evidenced by its usefulness in later 
chapters. Throughout the text the integral in relations of the form (4.63) 
will be taken in a counterclockwise direction. 

For unbounded region problems g may not be meromorphic, and often 
g admits branch-point singularities in the A-plane. In this case the discrete 
;et of eigenfunctions is not complete45 in H, and this set must be augmented 
by a continuum (representing the continuous spectrum of L),46 leading to 

( 'A) - ""' xn(r)xn(r') 1 x(r, v)x(r', v) 
~ r, r , - ~ A _ A + A(V) _ A dv, 

n n v 
(4.64) 

43The fact that the poles are simple is important, because the residue theorem is 
utilized in obtaining the second equality in (4.61). For more general operators, poles 
having multiplicity greater than 1 may be present. In this case, the corresponding 
residue contributions need to be included and lead to associated eigenfunctions. This is 
discussed in more detail in Section 5.3.2. 

44This is a very general expression, such that the equality holds whenever the root 
system of the operator forms a basis for the space in question, assuming that the Green's 
function has the proper behavior at infinity. See also Section 5.3.2. 

45Note that this does not imply that H lacks a discrete orthonormal basis. In fact, 
every separable H possesses such a basis. 

46See Section 5.2 for a detailed discussion of the continuous spectrum for a scalar 
one-dimensional problem. 
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where Iv (.) dv represents a multidimensional integration, and again we 
assume that the poles An are simple. Elements of the continuum x(r, v) 
are called improper eigenfunctions (since they do not belong to H), with 
improper eigenvalues A (v), and satisfy 

Lx (r,v) = A (v) x (r, v). 

In this case the analog of (4.61) and (4.63) is 

~ 1 g(r. r', A) dA = -I8(r - r') 
27TZ Jc-

= - L xn(r)xn(r') - J x(r, v)x(r', v) dv. 
n 'U 

(4.65) 

The generalization to the nonself-adjoint case is considered in Section 5.3.2, 
which includes some comments on the validity of the two equalities in the 
above equation. 

4.5.3 Convergence of Nonstandard Eigenvalues 
in Projection Techniques 

It addition to the usefulness of the stationary form presented in Section 
4.2.11, it is also possible under certain conditions to ascertain the con­
vergence of spectral parameters obtained by the projection of infinite­
dimensional operators onto finite-dimensional spaces. Consider the spectral 
problem 

Ah)x = 0, ( 4.66) 

where A : B ---+ B is a bounded operator with B an infinite-dimensional 
Banach space. We assume that A is approximated by the operator An : 
Bn --+ B n , such that An ---+ A as n -->=, where Bn is a finite-dimensional 
Banach space. In practice, we need to solve 

( 4.67) 

which is the discretized version of (4.66), and we would like to know whether 
"in ---+ "( as n ---+ =. Indeed, under the conditions that A and An are 
Fredholm operator-valued functions, analytic on an open connected region 
n of the complex I-plane, then [35] 

• for every I E (J" (A), there exists In E (J" (An) such that In ---+ I as 
n ---+ ~c. 

More importantly, 

• for every In E (J" (An) such that In ---+ lEn, I E (J" (A). 

Therefore, under the stated conditions the (approximate) nonstandard 
eigenvalue In. determined by solving a finite-dimensional version of (4.66), 
converges to an actual nonstandard eigenvalue I of the original operator. 
For an application of this result to a dielectric waveguide problem, see [36]. 
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5 
Sturm-Liouville Operators 

Sturm-Liouville equations arise in many applications of electromagnetics, 
including in the formulation of waveguiding problems using scalar poten­
tials, and using scalar components of vector fields and potentials. Sturm­
Liouville equations are also encountered in separation-of-variables solutions 
to Laplace and Helmholtz equations, making a connection with certain 
special functions and classical polynomials. Spectral theory of the Sturm­
Liouville operator is well developed and useful and is intertwined with 
the spectral theory of compact, self-adjoint operators through the inverse 
and resolvent operators. Accordingly, eigenfunctions of the regular Sturm­
Liouville operator are found to be complete in certain weighted spaces of 
Lebesgue square-integrable functions, and generalizations to accommodate 
a continuous spectrum in the singular case are possible. 

In this chapter basic Sturm-Liouville theory is presented, in both the 
regular and singular cases, and many examples relevant to electromagnetic 
problems are included (see also [1]). While the emphasis is on self-adjoint 
formulations, some material is provided for nonself-adjoint problems, in­
cluding spectral theory and the possibility of associated completeness rela­
tions. 

The chapter begins with a description of the regular Sturm-Liouville 
problem, including spectral properties and expansion theorems. Singu­
lar problems are described next, and several examples leading to integral 
transforms are presented. Nonself-adjoint problems are then discussed, 
both from the aspect of Green's functions and from spectral theory. Suffi­
cient conditions are given for a nonself-adjoint Sturm-Liouville operator to 
admit a basis of ordinary eigenfunctions. Special functions associated with 
singular Sturm-Liouville problems are then described, and the chapter con­
cludes with the identification of some classical orthogonal polynomials as 
eigenfunctions of singular Sturm Liouville operators. 
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5.1 Regular Sturm-Liouville Problems 

The regular Sturm-Liouville problem is formulated for a scalar function u 
satisfying the second-order ordinary differential equation 

1 d [ dU] --- p(x)- + (q(x) - A)U = f(x) 
w(x) dx dx 

on the finite interval a ::;: x ::;: b and the boundary conditions 1 

Ba(u) = olu(a) + 02u'(a) = 0, 

Bb(U) = p1u(b) + P2u'(b) = O. 

(5.1) 

(5.2) 

We will restrict the functions in (5.1) such that p,p', q, and ware con­
tinuous (or piecewise continuous) and real-valued on [a,b], p(x),w(x) > 0 
on [a, b]' and 01,2, P1,2 E R such that or + o~ > 0 and pi + p? > O. The 
forcing function f(x) is at least piecewise continuous on [a, b], and generally 
complex-valued. In this model U is the unknown function and A E C is a 
constant parameter, known for the forced problem and unspecified for the 
corresponding eigenvalue (spectral) problem. 

For reasons discussed below we will work in the space L; (a, b), defined 
as the set of all weighted Lebesgue square-integrable functions u(x) on [a, b] 
such that 

lb lu(x)1 2w(x) dx < 00. 

The Sturm-Liouville operator L : L; (a, b) --> L; (a, b) is defined as2 

L == __ 1_~ [p(x)~] + q(x), 
w(x) dx dx 

DL == {u: u,u" E c 2 (a,b) c L;(a,b),Ba (u) = Bb (u) = O}, 

leading to the concise form for (5.1) as 

(L - A) u = f. 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

Because COO [a, b] is a subset of DL , and COO [a, b] is dense in L;(a, b), then 
the Sturm-Liouville operator is densely defined. 

It is also worthwhile to note that (5.1) is equivalent to the general 
second-order differential equation with variable coefficients 

d2u du 
ao(x) dx2 + a1(x) dx + a2(::C)u - AU = f (x), (5.7) 

IThese boundary conditions are a special case, called homogeneous and unmixed, of 
a more general class of possible boundary conditions. See Section 5.3 for more general 
results. 

2Such is generally the case if the forcing function f is continuous (which includes the 
case f == 0, representing the homogeneous problem). If f is only piecewise continuous, 
then we may only require functions in the domain to have piecewise continuous, rather 
than continuous, second derivatives. 
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where ao(x) = -p(x)/w(x). a1(x) = (-1/w(x)) dp/dx, and a2(x) = q(x) 
are continuous or piecewise continuous. It is easily established that L is a 
real operator, which is important in later developments. 

We choose the weighted Hilbert space L; (a, b) as described above since 
the operator (5.4) is not formally self-adjoint in the usual inner product for 
L2(a, b), but is self-adjoint, as shown below, in the Hilbert space L;(a, b) 
under the weighted inner product 

(U, v) = .lb u(x)v(x)w(x) dx, (5.8) 

which, because w(x) > 0 for all :r E [a, b], induces the norm 

Ilull = (u. u)1/2 = lb lu(x)1 2w(x) dx. (5.9) 

As a reminder, equality of clements in this space is in the mean-square 
sense, i.e., f = g means Ilf - gil = 0, and not (necessarily) that f(x) and 
g(x) are pointwise equivalent for all x E [a, b]. 

The adjoint of the operator L can be obtained using integration by parts 
twice (equivalently Green's second theorem), 

(Lu,v) =Jb{_~(l )dd. [P(x)ddU] + q(x)U(X)}v(x)w(x)dx 
a U X L X 

= lbuCr) { -w(:1:) d~: [p(x) ~:] + q(x)v(x)} w(x) dx 

_ {p(x) [v(x) du _ u(x) dV] } Ib (5.10) 
dx dx a 

= (11, L*u) + .1(11, v)I~, 

where, as discussed previously, J(IL, v) is called the conjunct and L * is the 
formal adjoint to L. Recalling the procedure for determining the adjoint 
(see Section 3.3.4), we choose DL* = {v : v E C 2 [a, b] c L;(a, b), B~(v) = 

B;(v) = O} where the adjoint boundary conditions B~(v), B;(v) are chosen 
such that the conjunct vanishes when enforcing (5.2). From the form of 
(5.2) and of the conjunct, it is easy to see that if we choose the conjugate­
adjoint boundary conditions as 

B;a (v) = rt1v(a) + Cl:2v'(a) = 0, 

B;a (v) = /31v(b) +B2v'(b) = 0, 
(5.11) 

then J(IL,v)l~ = O. Because 0l.2, /3l.2 E R, conjugating the above condi­
tions leads to the adjoint boundary conditions 

B~(v) = Cl:1v(a) + Cl:2v'(a) = 0, 

B;(u) = (hv(b) + ,B2v'(b) = 0, 
(5.12) 
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and therefore Ba.b(V) B~,b(V), such that with this choice D L* = DL 
and the operator L is self-adjoint. The case of more general boundary 
conditions is presented in Section 5.3 and in [2], [1, Ch. 2]. 

Actually, for this operator to be self-adjoint we should relax the second­
derivative continuity requirement for functions in the domain of L. The 
proper (larger) domain to consider is the set of functions in L~ with abso­
lutely continuous3 first derivatives and second derivatives (not necessarily 
continuous) in L~ satisfying the boundary conditions, 

DL == {u: u' a.c.,u" E L;(a,b),Ba (u) = Bb (u) = o}. 

This distinction is somewhat unimportant in most applications. 
Moreover, L is a strictly positive operator under certain conditions. 

Forming (Lu, u) and integrating by parts once we have 

(Lu, u) = lb { -w~) d~ [p(x) ~~] + q(x)u(x)} u(x)w(x) dx 

= lb {p [U,[2 + q [u[2 w} dx - p(x)u'(x)u(x)[~. 
Because p, W > 0, then if q > 0 any boundary conditions that cause the last 
term to vanish result in (Lu, u) > 0 for u -=I=- 0; in those cases L is strictly 
positive. In fact, under these conditions L can be shown to be positive 
definite [3, pp. 113-114], although this fact is much more difficult to prove. 

The above analysis concerns what is known as the regular Sturm­
Liouville problem. In contradistinction, a singular Sturm-Liouville problem 
is similar to the above, but is defined on either an infinite or semi-infinite 
interval, is such that some conditions on the coefficients are violated, or 
some combination thereof. In these first several sections we consider the 
regular case. 

5.1.1 Spectral Properties of the Regular Sturm­
Liouville Operator 

An understanding of the Sturm-Liouville problem necessitates considera­
tion of the spectral properties of the Sturm-Liouville operator (5.4). Re­
calling from Section 4.2.5 that a self-adjoint operator may not even possess 
eigenvalues, the spectral properties of the self-adjoint Sturm-Liouville op­
erator are quite remarkable and useful (this is also briefly discussed in 
Section 4.3.3). 

Considering the self-adjoint spectral problem 

(L - An) Un = 0, 

3 Although the definition of absolute continuity is not needed here, it is worthwhile 
to note that absolute continuity is stronger than continuity (Lipschitz functions are 
absolutely continuous) and that every continuously differentiable function is absolutely 
continuous. 
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where L is the Sturm-Liouville operator (5.4) with domain (5.5), we are 
first led to the following conclusions from Section 4.2.5: 

• Eigenvalues An of the Sturm-Liouville operator L are real (it can also 
be shown they are simple4 ). 

• Eigenfunctions lLn of L corresponding to different eigenvalues are or­
thogonal. 

Because the eigenfunctions can be made orthonormal we will assume 
(un, um ) = 6nm .. Orthogonality is, of course, with respect to the weighted 
inner prod nct (5.8). It is also easy to demonstrate these properties by 
direct methods for the operator in question. 

Most importantly, the Sturm-Liouville operator has some further spec­
tral properties as implied by the next theorem. We will assume that 0 is 
not an eigenvalue of L, i.e., that L7J. = 0 subject to Ba(IL) = Bb(IL) = 0 has 
only the trivial solution5 U = O. Then, by Theorem 3.24, L is one-to-one 
and has an inverse defined on its range. Since L is a differential operator, 
it is not surprising that L -1 is an integral (Green's) operator (see Section 
3.9.3), as the next theorem asserts. 

Theorem 5.1. Let L be the SturTn Liouville operator (5.4) subject to 
boundary conditions (5.2), and assume 0 is not an eigenval'ue of L. Then 
there exists a continuous. real-valued function g(x,x') = g(x',x) on a :::; 
x, x' :::; b such that 

(L-1v) (x) = (Gv) (.r) = .£b g(x,x')v(x')w(x')dx' = (g,75) 

JOT all v E R L . 

The proof of this theorem, based on variation of parameters, is omitted 
here but can be found in [4, pp. 500-501] and (essentially) in [5, pp. 260-
262], and in similar texts. Theorem 5.1 could also apply to the resolvent 
operator 

((L - A) -Iv) (x) = (G,\v) (.1:) = lb g(x, x', A)V(X')w(x') dx', 

where g(x, x', A), the resolvent kernel, is a meromorphic function of A, which 
satisfies 

, b'(x - :r') 
(L-A)g(X,X,A)= () 

wx 

4 An eigenvalue is simple if any two eigenfunctions corresponding to .\ are linearly 
dependent, i.e., the dimension of the eigenspace corresponding to .\ is unity. 

5Without this condition the solvability of Du = f is greatly constrained; see Section 
3.11. 
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((L - A) is assumed invertible, i.e., A ~ (Jp (L)). In fact, most of the suc­

ceeding theory and examples will involve the operator (L - A) -1 rather 
than L-1 . 

In the course of the proof of Theorem 5.1 it becomes clear that g(x, x') 
is a Hilbert-Schmidt kernel continuous on [a, b] x [a, b]. Therefore, 

• L -1 is compact and self-adjoint by an example in Section 3.6.2; 

• by Theorem 4.41 there exist real eigenvalues 'In and corresponding 
eigenvectors Un of L-1 (i.e., L-1un = 'Inun) such that {un} forms a 
basis in L;(a,b) (or {Un W 1/ 2} forms a basis for L2(a,b)); 

• by Theorem 4.11, the set {un} consists of eigenvectors of L, with 
corresponding eigenvalues An = (lhn) (Lun = AnUn); 

• by the Hilbert-Schmidt theorem 4.40, limn--+oo 'In = 0, and therefore 
limn--+oo An = 00. 

Therefore, the eigenvalues of the Sturm-Liouville operator are real and 
such that there is a smallest eigenvalue but no largest eigenvalue. Further­
more, for every U E L; (a, b) we have 

00 

U = L (u,un)un, 
n=l 

where Un E C 2 [a, b], and convergence in the norm sense is guaranteed. In 
addition, for every U E D L we have 

00 

Lu = LAn (U, Un) Un, 
n=l 

where L:~1 A; l(u,un )12 < 00 (therefore, by the Riesz--Fischer theorem 
the expansion for Lu converges). 

It can also be shown that if the eigenvalues are ordered as Al < A2 < 
... < An < An+1 < ... , then the eigenfunction Un has exactly n - 1 zeros 
on (a, b) (not counting the endpoints). This last point is useful in problems 
involving natural resonances, where the eigenfunctions represent a natural 
current or electric-field distribution. Of course, if A = ° is an eigenvalue 
of L, then L -1 does not exist. Solutions of the Sturm-Liouville equation 
may still exist, subject to satisfaction of certain solvability conditions as 
described in Section 3.11. 

An important result of Theorem 5.1 and the accompanying discus­
sion is that eigenfunctions of the Sturm-Liouville operator are complete 
in L; (a, b), justifying eigenfunction expansion methods involving regular 
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Sturm-Liouville operators. 6 This statement remains true even if L has 
o as an eigenvalue. :Moreover, since the eigenvalues are simple, each null 
space of an eigenfunction has dimension 1, and by Theorem 2.10 (orthog­
onal structure) the eigenfunctions decompose the space into a direct sum 
of one-dimensional eigenspaces. 

Example 5.1. 

Consider the eigenvalue problem 

(L - A) 11 = 0 

with L = _d2 / dx 2 (p = U' = 1, and q = 0 in (5.4)), subject to7 

It is easy to see that eigenvalues are An = n 2 with corresponding orthonor­
mal eigenfunctions (1 /~) e±inx; obviously these eigenfunctions form a 
basis for L2 ( -'if, 'if), leading to the familiar Fourier series expansion. 

5.1.2 Solution of the Regular Sturm-Liouville 
Problem 

The solution of an equation of the form 

(L-A)'U=J 

VIa the Green's function method is considered in Section 3.9,3, With 
Ba(u) = Bb(U) = O. the Green's function g(x, x',)") is defined as that 
"function" satisfying 

I 5(x - x') 
(L -).,) g(:r,:r ,).,) = () 

U'X 
(5.13) 

such that Ba(g) = Bb(g) = O. Then (5.10) leads to 

((L - A) 11, g) = \ 11, (L - A)* g) + J( 11, g) I: , 
6 Another important application is conversion of the differential eigenvalue equation 

Lu = AU into an equivalent integral equation with compact kernel, 

Il,(x) = A lh g(x, X')U(X')W(X') dx', 

although this is not discussed further here. 
7These periodic boundary conditions do not have the form (5.2), yet the above­

developed theory holds in this case as well. 
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where the conjunct can be easily shown to vanish. Noting that (L - A)* = 
(L -);) and8 

- _ I o(x - x') 
(L-A)g(X,X,A)= w(x) , 

the sifting property of the delta-function formally leads to 

U(X') = lb f(x)g(x, x', A)W(X) dx. 

Because9 g(x, x', A) = g(X', x, A), we have 

uCr) = lb f(x')g(x, x', A)W(X') dx' (5.14) 

as the desired solution. Of course, we have assumed that A is not an 
eigenvalue of L; otherwise the resolvent does not exist. 

Several methods are commonly used to obtain the explicit form of the 
Green's function satisfying (5.13) along with Ba(g) = Bb(g) = O. One is 
the eigenfunction expansion method, which is detailed in the next section. 
Another method, which we call the direct method, is shown below, and a 
third method, called the method of scattering superposition, follows. 

Green's Function via the Direct Method 

To determine the Green's function via the direct method, consider the 
Green's function 

I o(x - x') 
(L - A)g(X,X ,A) = w(x) 

8This follows from 

I 8(x - x') 
(L->..)g(x,x ,>..) = = (L->..)g(x,x ' ,>..) 

w(x) 

= Lg(x, x', >..) - >..g(x, x', >..) = Lg(x, x', >..) - >..g(x, x', >..) 

= Lg - >..g = (L - >..) g(x,x' ,>..) 

since L is a real operator, Lg = Lg. 
gIn electromagnetics this usually follows from reciprocity. For the problem considered 

here it can be shown directly by considering 

and forming 

I 8(x - x~) 
(L - >..) g(x, xd = w(x) , 

( 
-) _ I 8(x - x;) 

L - >.. g(X,X2) = ---'-------"'­
w(:r) 

We then have g(x~,x;) = g(x~,x~), which is the desired relationship. 
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subject to B" (g) = Bb(g) = 0, and the homogeneous equation 

(L ~ ).) g(:r;, ;i,).) = 0 (5.15) 

valid for x "I- :r'. We divide the interval [a, b] into two x'-dependent seg­
ments [a,:r;I) and (x',b], and obtain a solution of (5.15) on each segment. 
Since the operator L is a second-order differential operator, each solution 
will contain two unknown coefficients for a total of four coefficients to be 
determined. Enforcement of B" (g) = 0 for the solution on the first seg­
ment, and Bb (g) = 0 for the solution on the second segment, provides two 
conditions. The other two conditions required to resolve the four unknowns 
come from all examination of (5.13). 

Although we require the domain of L to consist of twice-differentiable 
functions with continuous second derivatives as described in Section 5.1, 
for (5.13) this condition must obviously be relaxed. Without considering 
the details of casting the problem within the framework of distribution 
theory, we will simply require the Green's function to be differentiable, 
and hence continuous, on [(1, b]. This provides a third condition, known as 
the contin1Ldy conddion, which is stated as 

I X=X'+E 
g(x, x, ).)Ix=x'-c = 0, 

where c is a small positive number. 

The fourth condition arises from the observation that the second deriva­
tive of the Green's function must provide the singularity J(x ~ x'), leading 
to the conclusion that the first derivative of the Green's function must be a 
step (Heaviside) function. To explicitly obtain this condition we multiply 
(5.13) by w(;r;) and integrate over the region (x' ~ c, x' + c), obtaining 

r'+c d [ dg(xxl ).)] j'x'+c 
~ Jx'-c d:r: p(x) ~:r;' d:r:+ x'-c (q(x) ~).) g(x, x', ).)w(x) dx = 1. 

(5.16) 
Because q, g, and ware continuous over the domain of integration, the 
second integral on the left side vanishes in the limit c ---> O. Performing 
the integration in the first integral and taking the limit c ---> 0 lead to the 
fourth condition, known as the j1Lmp condition, 

d ( . J \) I x=x' +E .g .I, X , /I 

dx x=x'-c 

1 
p(:r;I) . 

In summary, to determine a Green's function using the direct method, 
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one solves (5.15) for x < x' and for x > x' and applies the four conditions 

Ba(g) = 0, 

Bb(g) = 0, 

I x=x'+c: 
g(x,x ,>')IX=X'-E = 0, 

9 x,x, + __ =0 d ( I >.) IX=X'+E 1 

dx x=x'-c: p(x l ) 

to determine the four unknown coefficients. 

Green's Function via Scattering Superposition 

(5.17) 

Another procedure for obtaining the Green's function is related to the usual 
method of solving differential equations using the concept of a homogeneous 
and a particular solution [6, Ch. 2]. In electromagnetics, where the solution 
of the differential equation has a certain physical meaning, a variant of 
this method is called scattering superposition. In this method, we write 
the solution of (5.13) as 9 = gO + g8, where gO is a particular solution 
of (5.13), sometimes called the principal Green's function (which does not 
have any unknown coefficients) and g8 is the homogeneous solution of (5.13) 
on [a, b] containing two undetermined coefficients. Note that, because of the 
singular nature of the forcing function, the particular solution gO will satisfy 
the jump and continuity conditions, whereas the homogeneous solution g8 
possesses continuous second derivatives on [a, b]. Usually the particular 
solution is chosen to be the response caused by an impulsive source in an 
infinite region, and the undetermined coefficients in g8 are chosen such that 
the sum 9 = gO + g8 will obey the boundary conditions Ba(g) = Bb(g) = O. 
This method is useful since the "singular term" gO can be determined once 
for a certain class of operator, where g8 represents a general solution of the 
homogeneous equation. 

The form of the Green's functions arising from each method will be 
different, yet equivalent, with perhaps one form more convenient than an­
other for a particular application. We illustrate the above concepts with 
the following example. 

Example 5.2. 

Consider the simple differential equation 

(- d~2 +,,?) u(x) = f(x) (5.18) 

on x E [0, a], where IE C, Rei> 0, and u(O) = u(a) = O. The form (5.18) 
arises in a variety of electromagnetic applications. The Sturm-Liouville 
operator (5.4) is simply L = _d2 / dx 2 with w(x) = p(x) = 1 and q(x) = 0, 
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such that (5.18) can be written as (L -),) u = f with ), 
Green's function satisfies (L - ),) g(x, Xl,),) = o(x - Xl), 

( d2 2) ( I ) I -dx2 +' gx,x" =o(x-x), 
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(5.19) 

such that g(O,xl ,,) = g(a,xl,,) = 0. Following the direct method as 
described above, the Green's function is found by initially excluding the 
point x = Xl, leading to 

with solutions 

{ A (Xl) sinh ,X + B (Xl) cosh ,x, 
g(x,xl,,) = C( ') . 1 D( I) h x sm 1,X + X cos ,x, 

x> Xl, 
X < Xl. 

(5.20) 

Applying the boundary condition g(O,xl ,,) = ° leads to D = 0, and 
the condition g( a, Xl, ,) = ° leads to A sinh ,a + B cosh ,a = 0. The 

"continuity" condition g(x,xl,,)I~~~:~~ = ° and the "jump" condition 

(dg(X,XI,,)/dx)I~~~:~: = -1 lead to two more equations. The remaining 
unknowns A, B, C can then be easily found, resulting in 

(
• I ) _ sin11l(a - x» sinh,x< 

9 x,X" - . . 
,smh,a 

(5.21) 

In (5.21) and throughout the text, x> and x< indicate the greater and 
lesser of the pair (x, x'), respectively. For example, if x > x', then x> = x 
and x< = Xl. 

From (5.14) we obtain the solution of (5.18) as 

u(x) = l a f(XI)g(X,XI,,)dxl 

for x E [0, a] and u(x) E L2 (O,a). 

(5.22) 

To illustrate the scattering superposition method, we first determine 
the principal Green's function gO. We solve 

using the direct method, 

x 2:.: Xl, 
X :S Xl, 

(5.23) 
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subject to 

gO(x, x', ,) E L2( -00, (0), 

° ( I ) I X=X' +10 0 
9 X,X,' X=X'-E = , 

9 x,x,' +1=0. d ° ( ') I x=x' +E 

dx X=X'-E 

The condition gO(x,x' ,,) E L2(-00,00) arises from consideration of the 
singular problem and is discussed in Section 5.2. The first constraint leads 
to B = C = 0 because Re, > O. The remaining coefficients are de­
termined from the jump and continuity conditions &') A = e1x' /(2,) and 
D = e-1x' /(2,), such that 

or 

l (x, x' , ,) = { 
e-I'(X-X') 

21 
e'l'(x-x') 
-2-1-

x> x', 

x < x', 

O( I ) e-1Ix-x'l 
9 x, X,, = 2, 

Next we determine the homogeneous solution of 

( d2 2) S ( I ) 
- dx2 +, 9 X, x " = 0 

on [0, a] as 
gS(x,x' ,,) = Esinh,x + F cosh ,x. 

The conditions g(O,x' ,,) = g(a,x',,) = 0 are applied to 

to yield 

and 

such that the Green's function is obtained as 

g(x, x', ,) 

(5.24) 

(5.25) 

e-1Ix-x'l e-1x' cosh ,a _ e-I(a-x') e-1x' 
--- + sinh ,x --- cosh ,x. (5.26) 

2, 2, sinh ,a 2, 
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This last form is more complicated than (5.21), yet, conveniently, the 
"singular" term10 associated with gO has been separated from the well­
behaved term g8. 

5.1.3 Eigenfunction Expansion Solution of the Regular 
Sturm-Liouville Problem 

As noted above, the eigenfunctions of the regular Sturm Liouville operator 
are complete in L;, (a. b); therefore, 

• for every v E L~J (a, b) we have the eigenfunction (generalized Fourier) 
expansion U = L:=l (u. 11,,) U," 

• for every u E DL we have La = L:=l A" (u, v.,,) 11", with 
'\'= 2 1(_ )1 2 L...n=l A"u, Un < 00. 

The eigenfunctions and eigenvalues are defined by LUn = Anun, where 
we assume that the eigenfunctions have been cast into orthonormal form, 
i.e., (v.". 'ILm ) = 6nm . 

The solution of (L - A) 11 = f with Ba(v) = Bb(V) = 0 by eigenfunction 
expansion proceeds as follows. The eigenfunctions are chosen such that 
B" Cnn) = B,ll1n) = O. From the expansion of v and Lv we have 

DC 

(L - A) '11. = L An (v, Un) Un - A L (U,u n ) Un = f. 
n=l n=l 

Taking the inner product of both sides with Vrn and exploiting orthonor­
mality (un' U m) = 6n", lead toll 

(u,um ) = (j, um ) /(Am - A), resulting in 

v(:r) = f (j, vn) Un(X). (5.27) 
An - A 

n=l 

This is a generalized Fourier expansion solution with respect to the eigen­
functions of L. Of course, the expansion does not exist if A = An, unless 
(j, un) = o. 

lOIn this one-dimensional example the principal Green's function is actually well be­
haved at x = x'. although second derivatives acting on 9 induce distributions. In two­
and three-dimensional problems the principal Green's function itself exhibits a singular­
ity at r = r/, as shown in Chapter 1. 

11 Here the interchange of the summation and inner product is valid since the series is 
convergent (recall that the inner product is continuous; Section 2.5). Another method, 
which avoids this interchange, is to account for the fact that L is self-adjoint and An E R, 
such that 

(f,U n ) = ((L - A)U,Un ) = (u, (L - >:) lIn) 

= (u, (An - >:) Un) = (An - A) (u,u n ). 
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A similar form for the Green's function is also available. If we take the 
Green's function to be defined as 

I b(x - Xl) 
(L-.\)g(x,x,.\)= w(x) 

with Ba(g) = Bb(g) = 0, then simply substituting b(x - xl)jw(x) for f in 
(5.27) leads to12 

(5.28) 

which is the bilinear series form for g. 

Example 5.3. 

Returning to the previous example of the differential equation 

( - d~2 + ,.,?) u(x) = f(x) (5.29) 

with Re l' > 0 and u(O) = u( a) = 0, we cast this as a Sturm-Liouville 
problem (L - .\) u = f with L = -d2 j dX2 and .\ = -1'2. Eigenfunctions 
are found from 

subject to un(O) = un(a) = O. The eigenfunctions are easily seen to be 
Un (x) = A sin Ax + B cos Ax. Application of the boundary conditions 
leads to B = 0 and Aa = mr, such that un(x) = Asin(mfxja), with 
corresponding eigenvalues 

When normalized 13 the eigenfunctions become 

~ . !\ ~ n7f un(x) = - sm V .\nx = - sin -x. 
a a a 

12The delta-function does not belong to the class of admissible functions f E L~ (a, b) 
as described at the beginning of the chapter, yet distribution ally this substitution is 
permissible and leads to the correct result. 

13The normalbmtion is with respect to the inner product, 

fa 
2 . nrr . mrr 

(Un,Urn ) =A sm-xsm-xdx=6nrn 
o a a 

leading to A = ~. 
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Note that the eigenvalues are consistent with the expected property that 
they be real, have a smallest value, and limn-->ex: An = 00. The solution of 
(5.29) is 

( ) _ ~ (j,un) () _ ~ ~ J~a f(x)sin¥xdx . mf 
U x - ~ , , Un X - ~ 2 sm X, An - A (nIT) + ",2 a 

'11=1 n=l a I 

(5.30) 

and the expression (5.28) leads to 

ex: , ()_ (,.I) :xl fi sin nIT X fi sin nIT X' 

( I ') = L Un X Un .L = L V ~ a V a a gX,X,A, 2 
An - A (r!IT ) + 2 

n=l n=l a' 
(5.31) 

The substitution of (5.31) into (5.22) leads to (5.30) if the summation 
and integration operators are interchanged, which is a valid operation be­
cause (5.31) is uniformly convergent to an ordinary function for all X and x'. 
In this one-dimensional example, the various forms of the Green's function 
are "well-behaved" classical functions for all X and x'. 

Because the Green's function must be unique, from (5.21) we have 

:xl fi sin nIT X fi sin mr ;]:' . ( ). 

( 1.,)=,,"",Va a Va a' =smh,a-x> smh,x< 
gX,X,A ~ 2 ., _ (nIT) +",2 ,smh,a 

n-l a I 

(5.32) 
which must also agree with the scattering superposition solution (5.26). 

5.1.4 Completeness Relations for the Regular 
Sturm-Liouville Problem 

The representation (5.28) provides the Green's function 9 given the eigen­
functions and eigenvalues Un, An. Alternatively, given the Green's function 
one may determine the eigenfunctions and eigenvalues. It can be shown 
that the series (5.28) represents a meromorphic function of A [7, pp. 271-
274], such that the Green's function has simple poles at A = An in the 
complex A-plane. As L is self-adjoint, these will be on the real A-axis. Tak­
ing the integral of (5.28) over a closed, counterclockwise-oriented contour 
C in the complex A-plane that encloses all of the poles, chosen as a circle 
having radius tending toward infinity, leads to 

i g(x, x', A) dA = f un(x')un(x) i And~ A 
C n=l C 

(5.33) 

= -27ri L 1l.n (x)un (:r'), 
n=l 
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where the series (5.28) is generally viewed as a distribution and integrated 
term by term, and the last equality is via the residue theorem [9, Sec. 
22.1]. The expression (5.33) allows one to obtain the eigenfunctions by 
considering the poles of 9 and associated residues. 

To obtain a further useful expression, consider the expansion of the 
delta-function o(x - x') in eigenfunctions of L. Since the delta-function is 
not in L;v (a, b), this is not permissible in the classical sense but is neverthe­
less acceptable in the distributional sense and leads to the correct result. 
Proceeding, we have o(x - x') = L::~=1 an (x') un(x). Taking the inner 
product of both sides with um(x) and exploiting the sifting property of the 
delta-function on the left side and orthonormality of the eigenfunctions on 
the right side, lead to an (x') = w(x')un(;r'), and therefore14 

o(x - x') ~ _ I 

W(X') = ~ un(x)un(x ), (5.34) 

which is the spectral representation of the delta-function. Recall that re­
lations of the type (5.34) are known as completeness relations, because 
multiplying (5.34) by U(X')W(X') and integrating lead to the expansion 
u(x) = L::~=1 (u, un) un(x). 

Combining (5.33) and (5.34), we have15 

1 i b"(x - x') CXJ 

-. g(x, x',),) d)' = - () = - L un(x)un(x' ). 
27fz C W x, n=l 

(5.35) 

Example 5.4. 

Returning to the previous example of the differential equation 

(- ::2 +12) u(x) = f(x) (5.36) 

with Rei> 0 and u(O) = u(a) = 0, eigenfunctions are found from 

14This representation of the delta-function is with respect to a particular space, in the 
sense that for f E L~J [a, b] the relation 

f(x) = lb f(x ' )8(x - x') dx' 

with 8(x - x') given by (5.34) is valid. 
If one substitutes (5.34) into the above and interchanges the summation and integral 

operators, then the expansion f = L:::=1 (I, un) Un results. 
15See Section 5.3.2 for a more general development and associated discussion. 
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subject to Un(O) = Un(a) = 0 as un(x) V'ifO,sin(mrx/a), with corre­

sponding eigenvalues An = (mr/a)2. We see, most directly from (5.34), but 
also from (5.35) using either form of gin (5.32), that 

, 2 DO • n 7r . n7r , 
c5(x - x ) = - L sm -x sm -x , 

a a a n=l 
(5.37) 

where the equality is in the distributional sense. 

Example 5.5. 

For the same differential equation as in Example 5.4, but with boundary 
conditions u'(O) = u'(a) = 0, the eigenfunctions are found to be 

() ~n n7r 
Un X = -cos-x 

a a 

with corresponding eigenvalues An = (n7r/a)2, n = 0,1,2, ... , where en 

is Neumann's number, defined as en == {~: ~; ~ . The eigenfunction 

expansion of the Green's function is then 

DO ()- (') DO ;"f;; cos n 7r X ;"f;; cos n 7r x' 
( , ') = '"""' Un X Un X = '"""' V a a V a a 

9 x, X , A L....-, L....- 2 ' 
n=O An - A n=O (na7r ) + "(2 

(5.38) 

and the spectral representation of the delta-function is 

DO 

( ') '"""' en n 7r n7r , 8 x - x = L....- - cos -x cos -x . 
a a a n=O 

(5.39) 

Both (5.37) and (5.39) are equivalent in the sense that they pertain to the 
same space, L2 (0, a). 

5.2 Singular Sturm-Liouville Problems 

In the previous sections the regular Sturm-Liouville problem was investi­
gated. To examine the singular Sturm-Liouville problem we consider the 
same second-order ordinary differential equation as before, 

--- p(x)- +(q(x)-A)u=f(x) 1 d [ dU] 
w(x) dx dx 

(5.40) 

on a < x < b. In the regular problem we restrict the functions in (5.40) 
such that p, p', q, ware continuous and real-valued on the finite interval 
[a, b], and p(x), w(x) > 0 on [a, b]. In the singular problem the interval 
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(a, b) may be infinite or semi-infinite, or certain conditions on p, W may not 
be satisfied. We again work in the space L;;(a, b), defined as the set of 
Lebesgue-integrable functions u(x) such that 

with weighted inner product 

(u, v) = lb u(x)v(x)w(x) dx (5.41 ) 

and norm16 

As before, the Sturm-Liouville operator L : L; (a, b) ---+ L; (a, b) is defined 
as 

L =- __ 1_!i [P(X)!i] + q(x) 
w(x) dx dx 

(5.42) 

such that (5.40) is written as 

(L -),) u = f. (5.43) 

The most common classes of singular Sturm-Liouville problems relevant 
to electromagnetics are such that (i) the interval is infinite or semi-infinite, 
and/or (ii) p(x) = 0 at one or both endpoints. When an endpoint is ±oo, 
or if an endpoint is finite but p(x) = 0 at the endpoint, then that endpoint 
is said to be a singular point. Furthermore, if p(x) = 0 at an endpoint, 
then w(x) may be unbounded there as well. 

In a general sense, the singular Sturm-Liouville problem lacks many of 
the nice properties of the regular Sturm-Liouville problem, especially re­
garding the possibility of certain discrete eigenfunction expansions. It may 
occur that eigenfunctions exist and are complete in the space of interest, 
in which case the methods of the previous section hold. In other cases, 
eigenfunctions may fail to exist at all, and yet functions of interest may be 
expanded in the continuous spectrum of improper eigenfunctions, as in a 
Fourier transform. It is also possible for the spectrum to have both discrete 
and continuous components, as shown later in Sections 8.1.6 and 8.1.7. 

While the general theory of singular Sturm-Liouville problems is be­
yond the scope of this book (see, e.g., [8]), in this and the following sections 
some singular Sturm-Liouville problems associated with electromagnetic 
applications are discussed. The relevant spectral properties are investi­
gated on a case-by-case basis, and some general conclusions are stated. 

16For this to be a valid norm we assume w (x) > 0 for all x E (a, b). 
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Note that on an infinite domain the inverse of the Sturm-Liouville oper­
ator is generally not compact (Theorem 5.1 and its consequences concern 
bounded domains), which is consistent with the possible nonexistence of 
proper eigenfunctions for infinite-domain problems. 

Transition to a Singular Problem 

We begin the discussion of the singular Sturm-Liouville problem by illus­
trating a transition from a regular to a singular problem. Consider the 
regular Sturm-Liouville problem (5.18), repeated below as 

( (J2 ) - dx 2 + ,2 U(X) = f(x) (5.44) 

on [0, a], with a < 00, Re, > 0, and the boundary conditions u(O) = 
u(a) = 0. The normalized eigenfunctions are un(x) = J2Ta,"sin(mTxla) 
with corresponding eigenvalues An = (mr/a)2, leading to the eigenfunction 
expansion of the Green's function (5.31). 

As a becomes larger, the spacing between elements of the sequence 
An = (mr/a)2 decreases. As a ---> 00, the eigenvalues An merge into a 
continuous set A E [0,(0). We will see that in this limit eigenfunctions 
cease to exist and [0,(0) forms a continuous spectrum. 

To see the transformation to a singular problem, let (n = mr I a and 
consider the interval [0, a). The values of (n partition the interval [0, a) 
into N = a2/7r uniform subintervals of width !l(n = (n+1 - (n = 7rla. 
Therefore, as a --->00, (n ---> (, and from (5.31) we have 

. 2 2:= sin (n.:r sin (n::r;' A 21= sin (:x: sin (x;' 
hm - u(n ---> - de. 

Q---+OC 7'1 (2 + ,2 7'1 (2 + ,2 
n=l n 0 

(5.45) 

The integral in (5.45) can be evaluated using complex analysis. Con­
sider the case x > X', where we manipulate the above as 

( . .I ) = ~ j'ex; sin (x sin (x'dI' = .!. j'DC. sin (x sin (x'dI' 
9 X,:L " (2 + 2" 1'2 + 2 " 7'10 , 7r_ex;" , 

=.!. r= (sin (.r +i cos (z) sin (x' d( (5.46) 
7'1 Lx (2 + ,2 

i jX .. e-1(x sin (.r' 
= - de· 

7'1 -DC (2+i 2 

The real-line integration contour over (-00,00) in (5.46) is closed by a 
clockwise-oriented semicircle C~ in the lower-half complex (-plane as 
shown in Figure 5.1. If we write (2 + ,2 = (( + if) (( - if), the residue 
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iYp 
x 

x 

-i Yp 

Figure 5.1: Complex (-plane integration contour for evaluation of (5.46). 
Semicircle Ci~f has infinite radius and "x" denotes the position of a pole 
at ±i'yp. 

theorem [9, Sec. 22.1]17 leads to 

e-i(X sin (Xl 

(2 +,2 d(. 

(5.4 7) 
The integral over the semicircle vanishes by Jordan's lemma [9, Sec. 22],18 
leading to 

i e-i(px sin ( Xl I 1 
g(x,xl,,) = -27ri- (( . t = -e-,xsinh,xl 

7r p - z, (p=-ir ' 
(5.48) 

for x> Xl. An analogous procedure for x < Xl leads to the final expression 
as 

(5.49) 

with the associated solution 

u(x) = 1000 
f(xl)g(x, Xl, ,) dxl (5.50) 

17Note that in the case Re-y = 0 the poles lie on the real (-axis such that the integral 
is undefined. In this situation the proper definition of the integral can be obtained as the 
limit Re I --'> 0 through positive values, physically related to limitingly small material 
loss. This will place the poles in the 2nd and 4th quadrants rather than on the real axis. 

18Jordan's Lemma: Let ['R be a semicircle in the upper-half (lower-half) complex 
plane, and let J(z) be a function that tends uniformly to zero with respect to arg(z) as 
Izl --'> 00 when 0 :S arg(z) :S n (n :S arg(z) :S 2n). Then, for 0< > 0 (0< < 0), 

lim 1 eiaz J (z) dz = o. 
R-HXJ rR 
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for x E [0, (0), wherel1(x) E L2 (0, (0). This solution is similar to (5.22) 
with a replaced with 00, although in this case the Green's function (5.49) 
is quite different from the Green's function for finite a, (5.21). In fact, 
the differences between these Green's functions are more significant than 
may appear at first glance. In the case of finite a, (5.21) is a meromorphic 
function in the I-plane, with pole singularities given by sinh la = O. In the 
case a ---> 00, (5.49) does not have any pole singularities yet has a branch 
point at I = 0 as described later. The difference in the type of singularity 
encountered in the Green's function is quite important, such that for finite 
a the spectrum is purely discrete (as is always the case for the regular 
Sturm-Liouville problem), whereas in the singular case the spectrum is 
purely continuous, as shown in the following. 

An even simpler method to obtain (5.49) is to examine the limit a ---> 00 
in (5.21). Indeed, for x < :};'. 

( I.) l' sinhl(a - x') sinhlx 
g X,X. I = 1m . 

a~= Ismhla 
1 c,(a-:r') _ e-,(a-x') 

= lim - sinh ,x 
a~= , e,a - e-,a 
1 , 

= _e-'x sinh ,x 
I 

as expected, again assuming Re, > O. Note that if Re, = 0 the above 
limiting procedure is not valid, corresponding to the real-axis integral form 
(5.46) encountering poles along the path of integration. This leads to an 
unbounded resolvent, consistent with the fact that these values of, = i(3, 
(3 E (-00,00), are part of the continuous spectrum A = _,2 E [0,(0). This 
difficulty can again be resolved by taking Re, ---> 0 through positive values. 

While for this operator on an unbounded interval eigenvalues do not 
exist and the spectrum is purely continuous, it is important to note that 
this is specific to the particular operator in question, and not a general 
result. For instance, L2 (O,Xl) is separable, and so by Definition 2.17 this 
space must have a countable basis. Furthermore, we might expect this 
basis to consist of eigenfunctions associated with some operator. Indeed, 
the Laguerre polynomials provide such an eigenbasis for L; (0, (0) with 
weight e- x (see Section 5.5). Hermite functions play the same role (as a 
discrete eigenbasis) for L2( -00, oc). 

5.2.1 Classification of Singular Points 

The limiting procedure detailed above is convenient and straightforward, 
but it is often desirable to approach the singular Sturm-Liouville problem 
using more direct methods. The next theorem is used to divide singular 
Sturm-Liouville problems into two classes [7, p. 297]. 
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Theorem 5.2. (Weyl's theorem) Consider the homogeneous problem 

(L - A) u = 0, 

where L is the Sturm-Liouville operator (5.4), one of the endpoints is reg­
ular, and the other endpoint is singular. Then, 

1. if for some particular value of A every solution of (L - A) u = ° is in 
L; (a, b), then for any other value of A every solution u is in L; (a, b); 

2. for every A such that 1m A i:: 0, there exists at least one solution of 
(L - A) u = ° in L;(a, b). 

Weyl's theorem divides the singular Sturm-Liouville problem into two 
mutually exclusive classes: 

a. limit-circle case: all solutions u are in L;} (a, b) for all A, 

b. limit-point case: 

i. if 1m A i:: 0, there exists exactly one solution u E L; ( a, b); 

11. if 1m A = 0, there is either one solution or no solution in L;, (a, b). 

The motivation for the terms limit-point and limit-circle are clear from 
the proof of Weyl's theorem [7, pp. 297-301]. If both endpoints are singular, 
an intermediate (regular) point l, such that a < l < b, is introduced, 
dividing the problem into two parts. 

Because the limit-point and limit-circle cases are mutually exclusive, 
one may determine the appropriate class by examining the solution of 
(L - A) U = ° for a single value of A. If all solutions are in L;(a, b), 
the limit-circle case applies; otherwise the limit-point case applies. In this 
section we concentrate on the limit-point case, and a later section discusses 
the limit-circle case. 

Example 5.6. 

To illustrate these concepts for the limit-point case, consider again the 
differential equation 

( - d~2 + (2) u(x) = ° (5.51) 

on the interval ° < x < 00, resulting in a singular Sturm-Liouville problem 
(L - A) U = 0 with L = -d2 /dx2 and A = _,2. We discuss solutions 
treating A as a parameter in order to classify the singular point at infinity 
(the endpoint at ° is regular). For (5.51) we simply check the case A = 0, 
leading to the solution U = Ax + B, neither term of which is in L2(O, 00). 

We therefore have the limit-point case at 00. 
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To go further, we can check the conditions associated with the limit­
point case. For arbitrary A =f. 0, the solution is u = Aei~x + Be-i~x. 
Part (ii) of the Weyl classification states that if 1m A = 0, there is either 
one solution or no solution in L2 (0,00). This is easily seen to hold, since 

if A E R with A < 0, one solution (Be-i~2; = Be- ax, where J:\ = -ia 
taking the negative square root) is in L2 (0,00), whereas if A 2: 0, no solution 
is in L2 (0,00). Part (i) of the classification states that if 1m A =f. 0, there 
exists exactly one solution Ll E L2(0, :::x:::). This is also easy to confirm by 
setting J:\ = -if = -icy + ,3. Then u = Aei( -ia+6)x + Be-i( -ia+(3)x, and 
only one solution is in L2(O, :::x:::); the second term (Be-(ue-i/h) if a> 0, 
or the first terrIl if 0; < 0. 

In the above classification we have not introduced any boundary condi­
tions in the problem. Of course, to yield a unique solution to the second­
order differential equation we must impose appropriate conditions. At a 
regular point a boundary condition of the form (5.2) must be given. For 
the limit-point case, though, it can be shown that no boundary condition is 
necessary at the limit point. Requiring that the solution be in L~, is enough 
to generate the unique L7,) solution (which is usually the one of interest). 
We call this an inclusion condition or a fitness condition. Alternatively, 
one may, if desired, invoke a limiting condition such as 

lim u(x) = 0, 
:r-----+x' 

which will pick out the unique L;, solution [1, pp. 81-82]. Under these 
conditions the problem is self-adjoint, and we consider such cases as form­
ing a self-adjoint boundary value problem, leading to an eigenbasis (in a 
general sense, consisting of possibly both discrete (proper) and continuous 
(improper) eigenfunctions) for the space H. The limit-circle case must be 
treated differently, since all solutions are in L~, (a, b) for all A. 

Example 5.7. 

Continuing with the analysis of (5.51), by Weyl's theorem for ImA =f. ° 
there exists exactly one solution u E L2(O, 00). Considering the associated 
nonhomogeneous problem on [0,(0) 

( -(~2 + ,2) u(x) = f(x), 

where Re, > 0, the Green's function satisfies 

( - d22 + ,2) g(x, ;/, ,) = J(x - x') 
dx 

(5.52) 

such that g(O, .7:',,) = 0. For the condition at the limit point either we 
simply choose the solution by requiring that it be a member of L2(0, (0), 
or we impose the limiting condition limx--->ocg(x,x',,) = O. 
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If we initially exclude the point x = x', the Green's function can be 
found as the solution to 

yielding 

g(x x ,) = 
I {A (x') e~"Ix + B (x') e"lX, 

" C (x') sinh ,x + D (x') cosh ,x, 

x> x', 
x < x'. 

Applying the boundary condition g(O,x' ,,) = 0 leads to D = O. Requiring 
the solution to be in L2(0,00) (or alternately that limx-+oog(x,x' ,,) = 0) 
leads to B = o. The "jump" and "continuity" conditions lead to two 
equations for determining the remaining coefficients, resulting in A = 

(sinh ,x/)h and C = e~"Ix' h such that the Green's function is obtained 
as 

in agreement with (5.49). 

If the boundary condition is dg(xd:' ,"I) I x=O = 0, then we obtain 

g(x,x' ,,) = ~e~"Ix> cosh,x< (5.54) , 
as the Green's function. 

5.2.2 Identification of the Continuous Spectrum 
and Improper Eigenfunctions 

In (5.53) and (5.54) one notes that the term, appears, whereas the defining 
differential equation for the Green's function involves the term ,2. Follow­
ing the treatment in [10, pp. 217~2191 and [1, Sec. 3.4]' this leads to further 
insight into the spectral properties of the singular Sturm~Liouville problem. 
This is illustrated with the following example. 

Example 5.8. 

Consider the limit-point problem 

(L - A) U = f (5.55) 

on [0,00), with L = -d2 /dx 2 and subject to u(O) = O. If A = _,2 as in 
Example 5.7, we have, = i J).. with 1m J).. < 0,19 such that (5.53) becomes 

g(x x' A) = _l_e~i,j);x> sin 0:x "J).. VA <. (5.56) 

19We choose this root because it leads to the usual form of traveling waves in later 
chapters, assuming an eiwt time dependence or, more generally, the transform pair (1.7) 

and (1.8). The choice "I = -ivl>.. with Im vi>.. > 0 is equally valid. 
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Re fA =0-
" 

1m .Ie < 0 
Re \A <0 

1m fA < 0 

Re,A >0 

1m <~ < 0 
ReT <0 

Top sheet 
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Figure 5.2: Complex A-plane indicating the branch point at A = 0 (denoted 
by".") and the associated branch cut along the positive real axis, which 
separates 1m J:"\ < 0 and 1m J:"\ > O. Top sheet shown. 

The condition 1m J:"\ < 0 defines a branch cut in the complex A-plane 
as follows. If A = IAI eie with the restriction 27f < e < 47f, then A1/2 = 

vfT\Iei~ with 7f < e /2 < 27f, where vfT\I is the positive square root of the 

real, positive number 1 A I. The condition on e /2 clearly results in 1m J:"\ < 0, 
the desired condition. The restriction 27f < e < 47f defines a Riemann sheet 
[9, Sec. 24] in the complex A-plane, which we call the "top" sheet because 
it is the one of interest. Points defined by A = IAI eiB with values of polar 
angle such that 0 < e < 27f lie on another (the "bottom") Riemann sheet. 
This motivates the concept of a branch cut along the positive real axis 
to separate the two Riemann sheets and to keep the function J:"\ single­
valued on any given sheet, depicted in Figures 5.2 and 5.3. The range 
n7f < e < (n + 2) 7f is on the top sheet for n = 2,6,10, ... , and on the 
bottom sheet for n = 0,4,8, .... 

As noted previously, (5.56) does not have any pole singularities, only a 
branch point at A = 0 and its associated branch cut. It is also clear that the 
discrete eigenvalue spectrum An = (n7f/a)2, which lies at discrete points 
along the positive real axis for the case of a finite, has, in the limit a --> 00, 

coalesced into a continuous spectrum consisting of the positive real axis. 
The fact that the spectral components, whether discrete or continuous, lie 
along the real axis is consistent with Theorem 4.16 because the problem 
is self-adjoint. Furthermore, the residual spectrum is empty, as seen by 
Theorem 4.18. 

The fact that we have a specified branch cut [0,(0) in (5.56) needs 
some explanation. Usually, given a multivalued function such as (5.56), the 
specification of a branch cut is arbitrary from a mathematical standpoint. 
Enforcement of any legitimate branch cut will result in the function's being 
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ImK>o 
ReK>O 

Refi=O --,. 

ImK>o 
Re{i <0 
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1m f~ >0 
Re f,,- >0 

1m f~ >0 
Re f~- < 0 

Bottom sheet 

Figure 5.3: Complex A-plane indicating the branch point at A = ° (denoted 
by".") and the associated branch cut along the positive real axis, which 
separates 1m V:\ < ° and 1m V:\ > 0. Bottom sheet shown. 

single-valued on a given Riemann sheet, and the specification of a particular 
branch cut is usually dictated by physical considerations. In this problem, 
while any branch cut emanating from A = ° and extending to infinity will 
enforce single-valued behavior of (5.56), only the branch cut [0, (0) leads 
to an L2(0, (0) solution everywhere on a single Riemann sheet. To see this, 
consider 1m V:\ < O,where V:\ = -ia + (3, with a > ° and (3 either positive 
or negative. For x> x' in (5.56), the term containing e-i,f);x = e-axe-ij3x 

is in L2(0, (0) everywhere on the top Riemann sheet, regardless of the sign 
of (3. To see what happens with another choice of branch cut, consider the 
condition Re V:\ > 0, which defines a branch cut in the complex A-plane 
along the negative real axis. 2o For x > x' with V:\ = -ia + (3, where (3 > ° 
and a may be positive or negative, the term containing e-i,f);x = e-axe-ij3x 

mayor may not be in L2(0, (0) depending on the sign of a. Thus, while the 
Green's function is single-valued, it does not represent the desired solution 
in L2(0, (0) everywhere on a single Riemann sheet. Alternately, if (5.56) 
is to represent the limit of (5.21), then one also arrives at [0,(0) as the 
proper branch cut for this problem. 

20Let ,\ = !,\! eie with the restriction -11" < e < 11", such that ,\1/2 = /I>:k~ with 

-11" /2 < () /2 < 11"/2. The condition on ~ clearly results in Re y'); > 0, the desired 
condition. The restriction -11" < e < 11" defines a Riemann sheet such that points defined 
by ,\ = !,\! eie with values of polar angle -11" < e < 11" lie on one sheet, whereas points 
with values of polar angle such that 11" < e < 311" lie on another sheet. The branch cut 
is then seen to lie along the negative real axis to separate the two Riemann sheets and 
keep the function y'); single-valued on any given sheet. 
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C inf 

c,-\ c, 

Figure 5.4: Closed integration contour in the A-plane appropriate for ap­
plication of Cauchy's theorem, showing the branch point at A = 0 (denoted 
by".") and the associated branch cut along the positive real axis. Circle 
Cinf has infinite radius. 

If we consider the integration path in Figure 5.4, Cauchy's theorem [9, 
Sec. 11] leads to 

(5.57) 

assuming that the integration occurs on the proper sheet such that g van­
ishes as IAI --+ 00. From (5.35) we have 

r g(x,x',A)dA=-27Tio(x-x'), 
Jc'>C 

which continues to hold in the presence of the branch cut. 

(5.58) 

It is easy to show that the contribution from Co vanishes as E --+ O. 
The contributions from C1 and C2 are obtained as follows. As E --+ 0, C1 

becomes a horizontal path just below the real A-axis, whereas C2 becomes 
a horizontal path just above the real A-axis. In polar form, A = re i (41f-S) = 
re i41f - on C1 and A = rei (21f+5) = re i21f + on C2 , where 0 is a very small 
positive quantity tending toward zero, r = IAI, and the 47T factor is due to 
the fact that to get below the real positive axis on the top sheet (so as not 
to violate the branch cut) one must advance in phase 47T radians. This leads 

to vIA = Vie i21f - = Vi on C1 and vIA = Vie i1f+ = -Vi on C2 , where, 
as usual, Vi indicates the positive root of r. In this way the function g 
is discontinuous across the branch cut such that oppositely directed inte­
grations along, and infinitely close to, the cut (i.e., limo->o fc, +cJ) dA) 
do not canceL which would be the case if the integrand were continuous21 

21 It is important to note that if 9 were "even" in -/,\, i.e., gl.;>;=vr = gl.;>;=-vr' 

then although -/,\ would induce a branch point and associated cut, the Green's function 
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across the cut. Therefore, for x > x', 

lim ( g(x, x',)..) d)" 
1:--+0 J C 1 +C2 

= 10 ~e~iVrx sin /Tx' dr + roo ~eiVrx sin /Tx' dr 
00 /T Jo /T 

= _e~Vrx sin /Tx' dr - _e~zVrx sin /Tx' dr 100 1 . 100 1 . 

o/T o/T 

= 100 ~ sin /Tx' (eiVrx - e ~iVrX) dr 

rOO 1 
= 2i Jo /T sin /Tx' sin /Tx dr. (5.59) 

The same result is obtained for x < x'. Combining with (5.58) we have 

rOO 1 
-27ri 8(x - x') + 2i Jo /T sin /Tx' sin /Tx dr = 0. 

The substitution v = /T, dv = dr /(2/T) leads to 

2100 8(x - x') = - sin vx' sin vx dv, 
7r 0 

(5.60) 

which is the spectral representation of the delta-function on L2(0, 00) with 
respect to the continuous spectrum v E [0, 00 ).22 

Identification of Improper Eigenfunctions 

It is convenient, although slightly misleading, to consider the integral (5.60) 
as a continuous (rather than a discrete) superposition of eigenfunctions. 
Even though 

d2 

- dx2 sin vx = v 2 sin vx 

such that sin vx appears to be an eigenfunction with the corresponding 
eigenvalue v 2 , it is easy to see that sinvx 1: L2(0, (0) and so sinvx can­
not be an eigenfunction for this operator. Actually, for the operator L = 
-d2 / dx2 on [0,00) with u(O) = 0, eigenfunctions do not exist, but rather 
every point ).. E [0,00) is in the continuous spectrum. We can, though, 
consider the concept of improper eigenfunctions [10, p. 234] such that 

would be continuous across the cut such that limE~o :i.e e g(x, x',)..) d)" = O. In this 
1+ 2 

case the branch point is said to be removable. For example, such would be the case for 
the regular Sturm-Liouville problem on [0, a] leading to (5.21). In the present case the 

branch point is nonremovable due to the term e--iv'>:x. 
22 A direct proof that [0, CXJ) forms the continuous spectrum is outlined in [86, p. 473], 

and another method is detailed in [10, pp_ 233-236]. 
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u(x, v) = sin U:J; is an improper eigenfunction with improper eigenvalue 
A(V) = v 2. Improper eigenvalues belong to the approximate spectrum, 
as described ill Theorem 4.2. These elements cannot be normalized in 
the usual way. since, for instance, Iooc isin vxi dx does not exist. However, 
(5.60) leads to. with a change of variables, the normalization 

21 X 5(v-v)=- sinvxsinvxdx. 
Jr 0 

Although the improper eigenfunctions do not belong to L2 (0,00), they are 
bounded on [0,00). 

If we compare (5.60) with (5.37) we see that the term sin vx with 
v a continuous parameter forms a completeness relation in L2 (0, 00), in 
an analogous way that sin( nJrx / a) with n discrete forms a completeness 
relation for L2(O, a) with a < <00. Recall from Section 5.1.3 that for 
every U E L;,(a, b) on the finite interval [a, b] we have the eigenfunc­
tion expansion u = L:'=l (u, un) Un, interpreted as an expansion of u(x) 
in terms of the discrete (countably infinite) set Un (x). One can obtain 
this expansion by taking the inner product of (5.34) with u(x). As de­
tailed in Section 5.1.3. this leads to the solution of (L - A) U = f as 
u(.J:) = L~=l(l/(An - A)) (f,a n ) Un and the Green's function g(X,X',A) = 
L:'=l(l/(An - A))Un(:r)'Un(x'), assuming A 1= An· 

In a similar way. for U E L2 (0,00), (5.60) has the form of a completeness 
relation 

5(1' - x') 
lu(:r:') 

./U(:r;, v)u(x', v) du, 

where u(x, v) are improper eigenfunctions that satisfy 

Lu(x, v) = A(V)U(X, v) 

(5.61 ) 

and A(V) are improper eigenvalues (often A (v) = v2 ). Taking the inner 
product 

(f, g) = 1= f(:r:)g(x)w(:r) dx 

of (5.61) with U leads to the continuous expansion 

U(x) = I (u, u(x, v)) u(:c, v) dv. (5.62) 

If23 

Lu = 1= A(V) (u, l1(X, v)) u(x, v) dv, 

23Either we directly assume this form of the expansion, analogous to the expansion in 
Theorem 4.41. or we obtain this form from the expansion of n as in (5.62). In the latter 
case, to avoid the interchange of the differential operator L = -d2 /dx 2 and the spectral 
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then for (L - .\) u = f the solution, analogous to (5.27), is 

1 (j,u(x,v)) 
u(x) = v .\(v) _.\ u(x, v) dv, (5.63) 

where we utilized the orthogonality relation 

(u(x,v),u(x,p)) = 5(v - p). (5.64) 

The Green's function form analogous to (5.28) is 

( I ') = 1 u(x,v)u(x,v) d 
gX,X,A v.\(V)-.\ v. (5.65) 

In this case it is easily seen that the appropriate form of the complete­
ness relation, similar to (5.35), is 

1 i ( ') 5(x - x') 1 ( )-( I ) -. 9 x,x ,.\ d.\ = - () = - u x,v u x ,v dv. 
27f7 C W X v 

(5.66) 

In summary, 

• improper eigenfunctions u( x, v) of the operator L satisfy 

Lu(x, v) = .\(v)u(x, v), 

where .\( v) are improper eigenvalues, which are part of the approxi­
mate spectrum (j a (L), 

integral, we multiply (L - A)U = f by u(x,v) and integrate over [0,00) to obtain 

1= d2u(x) 1= 1= - --2-U(X' v) dx - A u(x)u(x, v) dx = f(x)u(x, v) dx 
o dx 0 0 

= (j,u(x,v)). 

The first term is converted by a scalar Green's theorem (equivalently, integration-by­
parts twice) as 

_ {= 02u~x)u(X,v)dX= (u(x)ou(x,v) _u(x,v)ou(x)) 1= _ {= u(x)02u (x,v)dx. 
} 0 ox ox ox 0 } 0 ox2 

The requirement limx~= u(x) = 0 removes the first term on the right side; however, 
the improper eigenfunction u(x, v) does not vanish as x -t 00. As discussed in [1, p. 
116] in electromagnetics usually where limx~= u(x) = 0 then limx~oo du(x)/dx = 0, 
and so we have 

l °0 02U(X)-()d 1= ()02u (x,v) - --u x, v x = - u x dx 
o ox2 0 ox2 

= A(V) 100 
u(x)u(x,v)dx 

leading to (u,u(x,v)) = (l/(A(v) - A)) (j,u(x,v)) as desired. Alternatively, one may 
be able to ascertain that the derivative operator can be simply passed through the 
integration operator. 
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• improper eigenfunctions are bounded at infinity but are not square­
integrable on infinite or semi-infinite domains, 

• improper eigenfunctions are normalized according to 

(11.(1', u). u.(x,p)) = 5(v - pl. 

which forms the completeness relation (5.61), 

• in practice, often we assume that the left-side equality in (5.66) holds, 
and obtain the completeness relation (i.e., the right-side equality in 
(5.66)) by integration of the Green's function (as was done in the 
steps leading to (5.60)). Some comments on the validity of the left­
side equality in (5.66) are provided in Section 5.3.2, and 

• we require the fitllesD condition g --> 0 on the proper Riemann sheet 
as .J" --> 00, which, in turn, requires 1m /:\ < 0 (inducing the branch 
cut and resulting continuous spectrum). In many physical problems 
..\ = A: 2 = w2lLc, in which case 1m /:\ < 0 is physically associated with 
material loss. Therefore, there is often iD a connection between having 
(perhapD small) 10Ds and fulfilhnent of the fitness condition at infinity, 
which, in turn, is often necessary to obtain a self-adjoint operator. 
In such cases, even though Theorem 4.41 is not applicable because 
the inverse operator iD not compact, the eigenfunctions (proper and 
improper) form an eigenbasis for the space in question. 24 

5.2.3 Continuous Expansions and Associated Integral 
Transforms 

It turns out that the continuous spectrum of some simple second-order dif­
ferential operators can be associated with well known integral transforms, 
a fact that is illustrated in the following examples. 

Example 5.9. 

For the problem considered in Example 5.8, 

( d2 ) --.-. -..\ l1=J 
d1· 2 

on [0,00) subject to 7J (0) = 0, the improper eigenfunctions and improper 
eigenvalues were identified as 11.(:1:, v) = ~ sin vx and ..\( v) = v 2 , re­
spectively. The expansion (5.62) becomes 

lri'OC 

11.(:r)= - a.(v)sinvxdv 
11" • 0 

24This is not necessarily true for more general boundary conditions than those consid­
ered here (the boundary conditions considered in this section arc (5.2) at finite bound­
aries and fitness conditions at infinity). 
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with a(v) = (u,u(x,v)) = ~ ft' u(:r) sinvxdx. This is nothing more 
than the Fourier sine transform, 

2100 
u(x) = - U(v)sinvxdv, 

7r 0 

U(v) = 100 
u(x)sinvxdx, 

(5.67) 

where the factor J2/7r in the forward and inverse transform has been 
shifted to a factor 2/7r in the inverse transform in accordance with typi­
cal usage. As indicated by the completeness relation (5.60), any u(x) E 

L2 (0, 00) can be expanded in the (continuous set) sin vx as a Fourier sine 
transform. 

Substituting into (5.63) leads to 

( ) _ ~ 100 (1, sinvx). d 
u x - 2 2 sm vx v, 

7r 0 v +1 
(5.68) 

appropriate for A = _12 ~ [0, 00), i.e., A not part of the continuous spec-
trum. 

The Green's function is, from (5.65), 

( I ) _ ~ 100 sin vx sin VX' d 
9 x, x, 1 - 2 2 V, 

7r 0 v +1 
(5.69) 

which is equivalent to (5.53), i.e., 

I _ 21= sin vx sin VX' _ 1 -,x> .. 
g(x,x'I)-- 2 2 dv--e smh1x<. 

7r 0 v +1 1 
(5.70) 

Thus, the closed-form Green's function (5.53) and the continuous rep­
resentation (5.69) for a -> 00 play the same role as (5.21) and the discrete 
representation (5.31) for finite a. 

Example 5.10. 

A problem similar to that considered in Examples 5.8 and 5.9 is the opera­
tor L = -d2 /dx 2 subject to u'(O) = 0 on [0,00); an analogous study leads 
to the Green's function 

g(x x' A) = _l_ e- i v0.x > cos 0:x "iV).. V A < (5.71) 

and the improper eigenfunctions u( x, v) = ~ cos vx and improper 
eigenvalues A(V) = v 2 , such that (5.61) becomes 

2100 
I I - cosvx cosvxdv = c5(x - x). 

7r 0 
(5.72) 
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The expansion (5.62) is 

u(x) = /! 100 
a(v)cosvxdv 

with a( v) = (u, u(x, v)) = j2/,Tr j~OO u(x) cos vx dx, which is nothing more 
than the Fourier cosine transform 

2100 U(.T) = - U(v) cosvxdv, 
7r 0 

U(v) = roo u(x)cosvxdx . 
./0 

(5.73) 

The solution of (L - ,.\) u = f and the Green's function are the same as 
(5.68) and (5.69), respectively, with cos replacing sin. 

Example 5.11. 

As another example of a singular Sturm-Liouville problem that arises 
in electromagnetics, consider 

(5.74) 

on (-00,00), with Re, > o. The problem is in the limit-point case at x = 

±oo. For the associated nonhomogeneous problem, the Green's function 
satisfies 

( d2 2) ( , ) , 
-d:r2 +' gx,X" =o(x-x). (5.75) 

We pick an interior point -00 < x' < 00 and, since Re, > 0 (which, 
for ,.\ = _,2 with, = a + i(3, (3 of- 0, provides the condition Im"\ of- 0), 
there is one solution of the homogeneous form of (5.74) in L2(-00,x') and 
one solution in L 2 (x', (0). For the condition at the limit points either we 
simply choose the solution by requiring that it be square-integrable on the 
appropriate interval, or we impose the limiting conditions 

lim g(x,x',,) = lim g(x,x',,) = O. 
x-----+(Xj X--j.-oo 

If we initially exclude the point x = x', the Green's function can be found 
as the solution to 

yielding 

g(:1;, :r', 'V) = { CA ((x;)) e-:x
x + ED ((x',)) e:x

x ' 
I x e-; + x e; , 

x> x', 
x < x'. 
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Applying the limiting conditions 

lim g(x,x' ,,) = lim g(x,x' ,,) = 0 
X----1-c:x:.J x---+-oo 

leads to B = G = O. The "jump" and "continuity" conditions lead to 
two equations for determining the remaining coefficients, resulting in A = 
e'Yx ' /(2,) and D = e-'Yx ' /(2,), such that the Green's function is 

{ 
.l -'Y(x-x') 

I 2 e , 
g(x,.J; ,,) = 1 'Y(x-x') 

2"1 e , 

or 

x 2 x', 

x:::; x', 
(5.76) 

(5.77) 

Referring to the discussion appearing after (5.56), if we write (5.75) as 
(-d2 /dx2 - A) g(x, x', A) = o(x - x'), where A = _,2, then 

g(x x' A) = _l_ e- i v'Xlx-x'l 
" 2if). 

(5.78) 

with 1m f). < 0 (consistent with, = if). = a + i(3, a > 0), indicating a 
branch cut in the A-plane along the positive real axis. If we consider the 
integration path in Figure 5.4, Cauchy's theorem [87, Sec. 11] leads to 

(5.79) 

From (5.66), noting that the spectrum is continuous (A = 0 is a branch 
point and not a pole), we have 

1 g(x, x', A) dA = -27ri o(x - x'). 
Cryo 

(5.80) 

The contribution from Gc vanishes as E --> 0, and the contributions from 
G1 and G2 are obtained as in the previous case (see (5.59)). As E --> 0 on 
G1 , A = rei47r-, leading to f). = y'rei27r - = vir, and on G2 , A = rei27r+, 
!\ . + 

v A = y're>7r = -vir, where r = IAI. Therefore, for x > x' 

lim r g(x, x', A) dA = 10 _._l_ e- i.;TCx - X ')dr + 1= ~ei.;T(X-X')dr 
10-+0 } C 1 +C2 = 2zy'r 0 2zy'r 

= __ e~yr x-x dr + __ e-2yr x-x dr. 1= -1 . r.:.( ') 1= -1 . r.:.( ') 

o 2iy'r 0 2iy'r 
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With the substitution v = -/T, dv = dr/(2-/T), we obtain 

lim ( g(x, x', A) dA = (0C ieiv(x-x')dv + (CXJ ie-iv(x-x')d-u 
c-+olcl+c2 10 10 

= l CXJ ieiv(x-x') dv - 1-= ieiv(x-x') dv 

I: ieiv(x-x')dv. 

Combining with (5.80) we have 

-2rri 5(x - x') +i I: eiv(x-x')dv = 0, 

leading to 
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, 1 J= . ( ') 5(x - :r ) = - e7V x-x dv, 
2rr -CXJ 

(5.81) 

which is the spectral representation of the delta-function with respect to 
the continuous spectrum [0. (0). Although this result was obtained for 
x> x', upon interchanging:r and 1;' and noting that 5(x - x') = 5(x' - x), 
it is easy to see that (5.81) holds for x < x' as well. 

The continuous spectrum [0,(0) is represented by the branch cut inte­
gral as before. The integration over (-00,0] arises from the nature of the 
complex exponential; v E (-00,0] is not part of the continuous spectrum 
of the operator. The terms (l/$)eiVX are improper eigenfunctions of 
the operator _d2 / dx 2 with improper eigenvalues A = v 2 . Furthermore, 
for v E (-00, 00) the improper eigenvalue ranges over the continuous spec­
trum, i.e., A = v 2 E [0, CXJ). The integration over the entire range ( -00,(0) 
does have physical significance, though, as it represents in one dimension 
a continuous sum of plane-waves. 

Recall that for L2 (0,00) the spectral representation of the delta-function 
(5.60), (2/rr) fo= sin v:r' sin vx dv = 5(x-x'), lead to the Fourier sine trans­
form pair (5.67). Analogously, taking the inner product2.5 of (5.81) with 
u(x) leads to 

1 J= u(x) = - U(v)e ivx dv, 
2rr _= 

U(v) = I: u(x)e- iVx dx, 

(5.82) 

the well known exponential Fourier transform pair, where U (v) = (u, eiVX ). 

The first relation in (5.82) expresses the expansion of u(x) in the continuous 

25The appropriate inner product is 

(j,g) = I: f(x)g(x)dx. 
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set of improper eigenfunctions e ivx of the operator _d2 / dx 2 , with improper 
eigenvalues v 2 . 

The solution of (5.74) can be written as 

u(x) = 1: f(x')g(x,x',,)dx' (5.83) 

for x E (-00,00), where u(x) E L2( -00,00), or in the continuous expansion 
form 

(5.84) 

which is the analogous version of (5.68) on (-00,00). 
The Green's function is (5.76), or, in spectral form from (5.65), 

1 /00 eivxe-ivx' 
g(x,x',,) = - 2 2 dv 

27r -00 V +, 

such that 

1 /00 eivxe-ivx' { 

g(x,x',,) = 27r -00 -v"C""2-+-,"C""2- dv = 

(5.85) 

x> x', 
x> x'. 

(5.86) 

In summary, the singular Sturm-Liouville problem in the limit-point 
case may exhibit a pure point spectrum (see, e.g., Sections 5.4 and 5.5), a 
pure continuous spectrum (e.g., the examples considered in this section), 
or both point and continuous spectra (see, e.g., Sections 8.1.6 and 8.1.7). It 
can be shown that if a pure point spectrum exists, then the eigenfunctions 
form a complete orthonormal set in L; [7, p. 304]. Problems with an 
endpoint in the limit-circle case always result in a pure point spectrum. 

5.2.4 Simultaneous Occurrence of Discrete 
and Continuous Spectra 

To generalize (5.35) and (5.66) for the case of both discrete and continuous 
spectra, consider 

(L - A) U = f (5.87) 

along with the proper and improper eigenvalue problems 

Lu(v) = A(V)U(V), 
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where u (v) = U (x, v), with the orthogonality relations 

(U(v), u(p)) = c5(v - p), 

(11.71' u(v)) = O. 
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(5.88) 

We assume the expansion'iL = Ln anun+ Iu a(v)u(v) dv which, from (5.88), 
leads to an = (u,un ) and a(v) = (u,u(v)). We therefore obtain 

?L(x) = L (u, lLn ) un(x) + J (u, u(v)) ?L(x, v) dv (5.89) 
n v 

as the general expansion of any function u E L! (a, b). We similarly expand 
Lu as Lu = Ln An (u, Un) Un + Jv A( v) (u, u(v)) u(v) dv. To solve (5.87) we 
form 

(L - A) u = L (An - A) (u, Un) Un + J (A (V) - A) (u, u(v)) u(v) dv = f 
n 'U 

such that taking the inner product with Urn leads to (u, urn) = (l/(Arn -
A)) (j,um ), and taking the inner product with If(p) leads to (u,u(p)) = 
(l/(A(p) - A)) (j,l1.(p)), or 

(5.90) 

which replaces (5.27) and (5.63) in the general case. 
By the same manipulations preceding (5.28) and (5.65) we obtain 

( I. \) = '"' un (:r)U;;:(x') J u(x,v)u(x,v) d (5.91) 
g x, x , /\ L An _ A + v A (V) _ A V 

n 

as the bilinear series form for g, leading to the completeness relation 

1 i ') c5(x - x') -. .' g(x, x, A dA = - () 
21fZ C W x, 

(5.92) 

= - L l1n(.T)Un(X' ) -1 u(x, V)U(X', v) dv 
n 

replacing (5.35) and (5.66). 

5.3 Nonself-Adjoint Sturm-Liouville 
Problems 

5.3.1 Green's Function Methods in the 
N onself-Adjoint Case 

Up to this point we have focused on the self-adjoint Sturm-Liouville prob­
lem, either regular or singular. In this section we briefly treat the nonself-
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adjoint problem, since this case occurs in many important electromagnet­
ics applications. We assume all of the conditions, relations, and definitions 
(5.1)-(5.9) in Section 5.1, with the exception that we generalize the bound­
ary conditions (5.2) somewhat as 

Ba(u) = OO1u(a) + OO2 u'(a) = 7]a, 

Bb(U) = /31u(b) + /32 u'(b) = 7]b, 
(5.93) 

where 001,2, /31,2, 7]a,b E C. If 7]a,b = 0, then (5.93) are said to be ho­
mogeneous; otherwise the boundary conditions are inhomogeneous. For 
homogeneous boundary conditions with 001,2, /31,2 E R, (5.93) reduces to 
(5.2), resulting in a self-adjoint problem. For the homogeneous case with 
001,2, /31,2 E C, or for the inhomogeneous case, the general form of (5.93) 
results in a nonself-adjoint Sturm-Liouville problem. 

As was previously discussed, we form the adjoint of the Sturm-Liouville 
operator L using integration by parts twice as in (5.10), repeated below as 

(Lu, v) = lb { -wtx) :x [p(x) ~~] + q(x )u(x) } v(x )w(x) dx 

= lb u(x) { - wtx) d~ [p(x:) ~:] + q(x)v(x)} w(x) dx 

- {p(x) [v(x)~~ -U(X)~:]}[ 
=(u,L*v)+ J(u,v)I~. 

Regardless of boundary conditions, we have L * = L, and so the operator 
L is formally self-adjoint. Although we require v E L;(a, b), since v is 
not specified we are free to choose the adjoint boundary conditions on v, 
denoted as B~ (v) and B;; (v), such that the conjunct J vanishes. The pro­
cedure, described in Section 3.3.4, is as follows. To determine the correct 
adjoint boundary conditions, we apply homogeneous boundary conditions 
Ba(u) = Bb(U) = 0 in the conjunct (regardless of the value of 7]a,b), and 
choose homogeneous boundary conditions on v such that the resulting con­
junct vanishes. It is easy to see that if we choose the conjugate-adjoint 
boundary conditions as 

B~(v) = OO1v(a) + o2v'(a) = 0, 

B;;(v) = /31v(b) + /32v'(b) = 0, 
(5.94) 

then J(u,v)l~ = O. Since we actually need the adjoint (rather than 
conjugate-adjoint) boundary conditions for the investigation of the domain 
of L *, we conjugate the above conditions, leading to 

B~(v) = OO1v(a) + o2v'(a) = 0, 

B;;(v) = /31v(b) + /32v'(b) = o. 
(5.95) 
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If Tla,b = 0 and 0;1,2,/31,2 E R, then Ba,b(V) = B~.b(v) and with this choice 
D L' = D L so that the operator L is self-adjoint. This is the case considered 
previously. If either T!a.b cf 0 or Ctu, ,B1.2 ~ R, or both, then the operator 
L is not self-adjoint. It is this more general case that we investigate below 
(see also Section 3.9.3). 

With 
(L->")u=J (5.96) 

subject to B,,(u) and Bb(U) as the problem to be solved, we consider the 
Green's function g(x, Xl, >..), defined as satisfying 

I 5(x - Xl) 
(L - >..) g(x,;[ ,>..) = () 

wx 
(5.97) 

subject to Ba(g) = Bb(g) = O. For the nonself-adjoint case we also consider 
the adjoint Green's function, given by 

* * ( I ) 5 (x - Xl) 
(L->..) 9 :r,:r,>" = () 

wx 
(5.98) 

subject to the homogeneous adjoint boundary conditions B~(g*) = B/',(g*) 
= 0, which we take to be the same as those chosen for v. Following the 
integration-by-parts procedure in (5.10), we form 

((L - >..) u, g*) = (u, (L - >..)* g*) + J(u,g*)I~ 

where the conjunct is J(u, g*) = -{p(x)[g*(x, Xl) du/dx - u(x) dg*(x, Xl) 
/ dx]}. Using (5.98) and the sifting property of the delta-function we obtain 

u(x') = fb f(T)g* (T, Xl A)W(:Z:) d:z: 
·a 

{ [- I )d71 ()d[i*(x,XI'>")]}IX=b + p(:r) g*(X,X ,>.. dx - u X dx x=a' 

(5.99) 

which is in terms of the conjugate-adjoint Green's function (for multidi­
mensional problems one uses a generalized Green's theorem as described 
in Section 3.9.3). From 

((L - >..) g(:[, Xl), g* (.r, X")) = (g(x, Xl), (L - >..)* g* (x, .T")) + J(g, g*) I~ 

and noting that the conjunct vanishes since Ba,b (g) and B~.b (g*) are ho­
mogeneous, we have 

---;;-(. I . II \) _ (,.II I \) 9 X,X ,/\ -gx ,X,/\. (5.100) 

The procedure usually followed is that one determines 9 and then obtains 
g* from 9 using (5.100), which is then substituted into (5,99) to complete 
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the solution. If, rather than actually inserting the specific Green's function 
into (5.99), one wants to obtain a general formula for the solution, the 
substitution (5.100) can be made directly into the integral term in (5.99). 
The conjunct term, however, may require special care, although in most 
cases the substitution is permissible, such that (5.99) becomes 

U(X') = Ib f(x)g(x' , X, >.)w(x) dx 

{ ( ) [ 
I )du ()dg(xl,x,>.)] }IX=b 

+ p X g(X, x, >. dx - u x dx x=a· 

(5.10l) 

An example where (5.10l) would not be applicable is an initial-value prob­
lem, where conditions are given as u( a) = 0: and u' (a) = (3. If one uses 
(5.10l), then the conjunct term at x = b remains unknown, whereas the 
form (5.99) would be applicable because the homogeneous adjoint bound­
ary conditions on g* would eliminate the conjunct term at x = b. In many 
cases of interest in electromagnetics, though, homogeneous conditions on u 
(Dirichlet) or u' (Neumann) are provided, such that (5.10l) can be used di­
rectly, wherein it is common to change variables and determine the solution 
as u(x) rather than u(x' ). 

Direct Method for Real, Symmetric Operators 

Since in electromagnetics one is usually concerned with real, symmetric 
operators (self-adjoint or not), one can solve an equation of the form (5.96) 
using a Green's theorem without the concept of an adjoint operator if 
(L - >.) is invertible (see Section 3.9.3). As an example, for 

(-~ - >.) 1L = f 
dx 2 

we define the Green's function as (_d2 / dx2 - >.) g(x, x') = 5(x - x') and 
use the one-dimensional form of Green's theorem, 

Ib [0/' d21jJ2 _ 0/' d21jJ1] d = (0/' d1jJ2 _ 0/' d1jJ1) I b '1'1 d 2 '1'2 d 2 X '1'1 d '1'2 d . 
a X X X X a 

(5.lO2) 

With 1jJ1 = u(x) and 1jJ2 = g(X,X',>.) we have 

U(X') = lb f(x)g(x, x', >.)w(x) dx+ [g(x, x', >.) ~~ _ u(x) dg(X~:" >.)] [~: ' 
(5.103) 

which is the one-dimensional version of (1.49). 
Furthermore, when Green's theorem is applicable, symmetry of the 

Green's function can be obtained in a direct manner. Indeed, defining 
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Green's functions as 

(- d:2 - A) g(x,x~) = 6(x - x~), 

( - d~~2 - A) g(x, x;) = 6(x - x;), 
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subject to homogeneous boundary conditions, and substituting into Green's 
theorem result in 

I b [ ( .. ,)d2g(x,x;) _ ( l)d2g(x,x~)] d 
9 x, Xl d 2 9 x, x2 2 X 

a X ~ 

_ (( ,)dg(x,x;) _ ( l)dg(X'X~))lb 
- 9 x, Xl dx 9 x, X 2 dx 

a 

or 

which is the desired symmetry relationship. Thus, whenever a Green's 
theorem like (5.102) (or a multidimensional version) is utilized, symmetry 
of the Green's function is obtained, and (5.101) and (5.103) are equiva­
lent. The procedure using the adjoint approach is more general, though, 
reducing to the Green's theorem result in most cases (especially those of 
interest in electromagnetics), but also being capable of handling several 
other problems, such as those of the initial-value type. 

5.3.2 Spectral Methods in the Nonself-Adjoint Case 

In this section we briefly treat the spectral analysis of the Sturm-Liouville 
operator, considering the problem 

(L - A) U = j, (5.104) 

where L has the Sturm-Liouville form but is not necessarily self-adjoint 
(in fact, we can let W,p, q be complex-valued in (5.4)), acting on an inter­
val (a, b) that is not necessarily bounded. In what follows one must keep 
in mind that a general nonself-adjoint Sturm-Liouville operator will not 
necessarily admit the spectral representations described below, although 
such representations will hold in a variety of nonself-adjoint cases. Non­
spectral Green's function methods are, however, generally applicable in the 
nonself-adjoint case. 

We consider the eigenvalue and the adjoint eigenvalue problems 

LUn = AnUn, 

L*u~ = A~U~, 
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where, from Theorem 4.7, we see that A~ = "Xn with the bi-orthogonality 
relationship 

(5.105) 

For generality we also assume improper eigenfunctions may exist, satisfying 

Lu(v) = A(V)U(V), 

L*u*(v) = A*(V)U*(v), 

where A * (v) = "X( v) with the orthogonality relations 

(u(v), u*(p)) = b(v - p), 

(un' u*(v)) = (u(v), U~) = O. 

We make the expansion U = Ln anUn + Iv a(v)u(v) dv, which, from (5.105) 
and (5.106), leads to an = (u, u~) and a(v) = (u, u*(v)). Therefore, 

U= L(U,U~)Un+ 1 (U,U*(v)) u(v) dv, 
n v 

which replaces (5.89) in this general case. To solve (5.104) we form 

(L - A) U = L (An - A) (U, u~) Un + 1 (A(V) - A) (u, u*(v)) u(v) dv = f. 
n v 

Taking the inner product with u::n leads to (u, u::n) = (1/ (Am - A)) (1, u::n); 
similarly, taking the inner product with u*(p) leads to (u, u*(p)) = (l/(A(p) 
-A))(1, u*(p)), or 

" (f, u~) j (f, u*(v)) 
u(x) = ~ An _ A un(x) + v A(V) _ A u(x, v) dv, (5.106) 

which replaces (5.90) for the case of a nonself-adjoint Sturm-Liouville op­
erator. 

By the same manipulations preceding (5.28), for the nonself-adjoint case 
we obtain 

( I A) = " un(x)U;:(x' ) 1 u(x, v)U*"(x, v) d 
g x, x , ~ A _ A + A(V) _ A v 

n n v 
(5.107) 

as the generalized bilinear series form for g. 
If the validity of (5.106) can be established, a completeness relation can 

be found for the nonself-adjoint Sturm-Liouville problem. Rather than 
(5.92), the completeness relation has the form 

1 i I b(x - x') 
-2. g(x,x ,A)dA = - (')' 

7rZ C W x 
(5.108) 

b (x - x') " - I 1 - I - W(X') = - ~ un(x)u~(x ) - v u(x, v)u*(x ,v) dv. 
n 

(5.109) 
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In general, a nonself-adjoint operator will not admit such a completeness 
relation, although one can make the following observations: 

• (5.108) will hold when the root system 26 of the operator forms a basis 
for the underlying Hilbert space (H = L; (a, b) here), assuming the 
Green's function satisfies Jordan's lemma. In particular, poles of the 
Green's function need not be simple. 

• The equality in (5.109) will hold when the root system of the operator 
coincides with the system of ordinary eigenfunctions (i.e., all gener­
alized eigenfunctions are of rank 1, such that there are no associated 
eigenfunctions) . 

• If the root system is complete yet does not coincide with the system 
of ordinary eigenfunctions, then, for instance, the Green's function 
may have poles of multiplicity higher than 1. In this case, generalized 
eigenfunctions of rank higher than 1 may be implicated [2, pp. 40-
41]; in such cases the expansion (5.109) must be augmented with 
associated eigenfunctions (see Example 5.14). 

In the case of a nonself-adjoint operator, completeness of the root sys­
tem is difficult to ascertain (see [11]), although we do have, for example, 
Theorem 4.47. However, for nonself-adjoint boundary value problems, a 
fairly general theorem may be stated [2, pp. 89-90]. 

Theorem 5.3. Let L be the Sturm-Liouville operator (5.4) (or the differ­
ential operator in (5.1)) acting on the finite interval [a, b] and having con­
tinuous complex-valued coefficients w (x) ,p (x), and q (x). Assume bound­
ary conditions 

Ba(u) = alu'(a) + b1u'(b) + aou (a) + bou (b) = 0, 

Bb(U) = clu'(a) + d1u'(b) + cou (a) + dou (b) = 0, 
(5.110) 

where ai, bi E C for i = 0,1, and suppose that any of the three conditions 

i. a1d1 - b1Cl -=f. 0, 

(5.111) 

hold. If the adjoint operator L * exists, and if all eigenvalues of L have 
multiplicity 1, any function f E L; (a, b) can be expanded in the norm­
convergent series 

00 

f(x) = LU,U~)Un(X), 
n=l 

26Regarded in a general sense to include improper eigenvalues associated with the 
continuous spectrum. 
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where Un and u~ are eigenfunctions corresponding to the eigenvalues An 
and A~ = "Xn of the operators Land L *, respectively. Similarly, the Green's 
function may be expanded as 

( , \) = ~ un(x)tt;;(x') 
g X, X , /I ~ An _ A . 

n=l 

This theorem is extremely important, as it establishes the validity of 
eigenfunction expansions for most scalar differential operators encountered 
in electromagnetics. 27 For example, the above theorem establishes the 
existence of an ordinary eigenbasis for a nonself-adjoint Sturm-Liouville 
operator with any of the familiar boundary conditions 

L u'(a)=u'(b)=O, 

n. u'(a)=u(b)=O, 

iii. u(a)=u(b)=O. 

Actually, the coefficients in (5.7) need not be continuous; piecewise 
continuity is sufficient. This is fortunate, since in many electromagnetics 
applications the coefficients are associated with material parameters, which 
are often piecewise continuous. In practice, the stipulation of unit multi­
plicity of the eigenvalues is the real limitation. In typical time-harmonic 
electromagnetics applications, points of higher multiplicity will occur for a 
set of discrete frequencies (associated with nontrivial modal degeneracies), 
at which points the expansion may fail. 

This theorem provides sufficient, but not necessary, conditions for an 
ordinary eigenfunction expansion associated with the Sturm-Liouville op­
erator L and adjoint operator L * to exist in the nonself-adjoint case. The 
theorem is applicable, for instance, in proving that the eigenfunctions of a 
parallel-plate waveguide filled with an inhomogeneous, lossy medium form 
an eigenbasis in L2 [a, bJ, except at certain parameter values where eigen­
value degeneracies exist (see Section 8.1, and, in particular, Section 8.1.8). 

Example 5.12. 

Consider the nonself-adjoint eigenvalue problem on L2 (0, 1) 

U" + AU = 0, 

u(O)=u(I), 

u' (0) = -u' (1) . 

Note that the conditions (5.111) are not satisfied, and, in fact, an eigenbasis 
does not exist. Indeed, any number A is an eigenvalue, with corresponding 

27The theorem is also applicable to unbounded region (singular) problems taken in a 
limiting sense. 
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eigenfunction Un (:1:) = A cos vIA:r + B sin vlAx. Obviously, the eigenfunc­
tions are not complete in L2 (0,1). 

The next example illustrates a nonself-adjoint problem that satisfies the 
conditions of Theorem 5.3 and hence admits a representation in terms of 
ordinary and adjoint eigenfunctions. 

Example 5.13. 

Consider the nonself-adjoint eigenvalue problem on L2 (0, 1) 

u" + AU = O. 

v' (0) = au (0) , 

u'(l) = (-Ju(l) , 

where a. [J E C. The adjoint problem is 

U*" + )\u* = 0, 

v*' (0) = au* (0) , 

v*' (1) = /3u* (1). 

For the special case a = f-J # 0, the eigenvalues are given by roots of 

sin y0\, ( y0\, + ~) = 0, 

leading to two types of eigenvalues. First, from sin ~ = 0 we obtain 
An = (n7T)2, n = L 2 .... (n = 0 cannot occur unless a = 0, and n < 0 
cannot occur by picking an appropriate branch of the square root). Second, 
the condition (~+ a 2 /~) = 0 results in the single eigenvalue Aa = 
-a2 . Orthonormal eigenvectors are then 

Un (x) = { n = 1,2, ... , 

forming a bi-orthogonal set in L2 (0,1), i.e., 

which also holds if n or Tn is replaced with a. 
The conditions of Theorem 5.3 are satisfied, and therefore any func­

tion f E L2 (0. 1) can be expanded in the eigenbasis associated with the 
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bi-orthonormal set {Ua , Un, U~, U~}, with the completeness relation on 
L2 (0,1) being 

5::( ') ~a ax~a ax' U x-x = e e 
e2a - 1 e2a - 1 

+~{ 

From the material in Section 8.l.6, it can be seen that this problem 
models the vertical part of a parallel-plate impedance waveguide, with 
impedance planes located at x = 0, l. In this case the eigenfunction eax 

represents a surface wave. 

The next example illustrates a case where the conditions of Theorem 
5.3 are not satisfied, yet the root system of the operator is a basis28 for 
L2(0,1). 

Example 5.14. 

On L2 (0,1) consider the nonself-adjoint eigenvalue problem [12] 

U" + AU = 0, 

U (0) = 0, 
u'(O) =u'(l). 

(5.112) 

Eigenvalues are found to be An = (21l'n)2, n = 0,1,2, ... , with ordinary 
eigenfunctions 

Uo = x, n=O, 

Un = sin 21l'nx, n = 1,2, ... , 

28In the series of papers [21]-[22], the second-derivative operator 

DL == {u : u E C 1 [0,1] ,u' absolutely continuous, u" E L2 (0,1) ,Ba (u) = Bb (u) = O} 

Lu == -u" 

is considered, where B a , Bb are defined by (5.110). All such differential operators be­
long to 13 possible cases, depending on the specified boundary conditions Ba,b' It is 
shown that for eight cases the root system is complete in L2 (0,1). Five of these cases 
correspond to simple eigenvalues (these cases include the typical Dirichlet and Neumann 
boundary conditions), and the other three admit higher-multiplicity eigenvalues, leading 
to associated eigenfunctions. Example 5.14 falls into this latter category. See also [23]. 
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i.e., Un satisfy 

( d2 ) 
- d.r: 2 - (27rn)2 Un = 0, 

I1n (0) = 0, 11;, (0) = U;, (1). 

Furthermore, for n > 0 associated eigenfunctions exist (rank= 2) that are 
found to be 

y; cos 2n7r.r: 

47r1c 

which satisfy 

In this case the conditions of Theorem 5.3 do not hold and, in fact, an 
expansion in ordinary eigenfunctions is not possible, although the root 
system {uO,un.un,d is a basis for L 2 (0,1). From Theorem 4.7, a bi­
orthogonal set is formed from the generalized eigenfunctions of the adjoint 
problem29 

leading to 

u~/I + Au;, = 0, 

u;: (1) = 0, 

u~ (1) = u~ (0), 

u~ = 2, 

= 167rn cos 2rm.r:, 

U~.l =4(1-.r:)sin2n7r.r:. 

Bi-orthonormality relations arc30 

(UO'U~) = (:r, 2) = 1, 

\Un ,1I..;",1) = (sin27rn.r:,4(1-.r:)sin2m7r.r:) =6nm , 

*) ( .r: cos 2rm.r:. , ) 
(Un.l, urn = , 167rm. cos 2rn7r.r: = 6nr", 

47rn 

29l\lore generally. the bi-orthogonal set comes from the properties of minimal systems 
(sec, e.g., [20, p. 22;']). 

30\Vhen associated eigenfunctions are present, orthonormality relations among gener­
alized eigenvectors become more complicated than when only ordinary eigenfunctions 
are present. Some details can be found in [10. p. 1:31]. 
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with all other possible combinations resulting in (-,.) = 0, where (g, h) = 
f01 g (x) h (x) dx. Any f E L2 (0, 1) can be expanded in a norm-convergent 
series of root functions as 

00 

f (x) = (1, u~) 'Uo + L (1, U~,1) Un + (1, U~) U n ,1 

n=1 
00 

= (1,2) x + L (1,4 (1 - x) sin 2mr) sin 21fnx (5.113) 

n=1 

x cos 2n1fx + (1, 161fn cos 2n1fx) . 
41fn 

Alternatively, the completeness relation (5.108) leads to the root system 
starting from the Green's function. In this case the Green's function for 
(5.112), which satisfies - (d2 /dx 2 +)...) 9 (x, x',)...) = <5 (x - x') subject to 
the given boundary conditions, is found to be 

9 (x, x',)...) 

{ 

cos(~(1_xf))sin(~x) 

_ ~ cos~-1) , 
- sin( ~Xf) cos( ~x) + sin ~ sin( ~Xf)+COS( ~Xf) sin (viAx ) 

~ ~(cos~-1) , 

x < x', 

x> x'. 

Considering, for example, the case x < x', it can be shown that31 

i 1 cos(viA(l-xl))sin(viAx) i cosb(l-x'))sinbx) 
- d)...= d" 

r A viA ( cos viA - 1 ) r "( ( cos, - 1) 

(5.114) 
where r A and r r are circular contours of infinite radius in the )...- and 
,-planes, respectively, taken in the usual counterclockwise direction, and 
,2 =).... Using the identity32 

1 00 1 --=-2L 2' 
cos,- 1 n=-oo b - 2n1f) 

31To obtain this result we use 

which is valid if r is a circular contour in the A-plane, taken in the counterclockwise 
direction. Performing the change of variables ,2 = A with, = r-yeit/> leads to the result 
(5.114). 

320ne can also define z = ei ";>:' such that 

1 2z 

cos,- 1 ~(z+z)-l ~(z+~)-l (z - 1)2 

and proceed with analysis in the z-plane, with second-order poles located at z = 1. 
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we see that the Green's function has an infinite number of second-order 
poles at I = 2mr. Using the formula for the residue of a function f at an 
mth-order pole 1=10, 

1 drn
-

1 I 
Resm (f) = (m _ I)! d m-l (r - IO)m f (r) , 

I ~=~ 
(5.115) 

we obtain 

5(x _ x') =2 1 cos (r (1 - x')) sin (rx) dl 
2Jri Jr ( cos I - 1) 

'I 

00 

= uou~ + L Un,IU~ + UnU~,1 
n=1 

~ (xcos2nJrX) I 
= 2x + L 16Jrn cos 2nJrx 

4Jrn 
n=1 

+ sin (2Jrnx) (4 (1 - x') sin2nJrx'), 

consistent with (5.113). Note that the product of eigenfunctions has the 
form U n .l u~ + 7Ln U~,I' which is a general result when second-rank gener­
alized eigenfunctions exist [2, p. 41]. See [10, pp. 225-227] for a related 
example. 

Finally, to complete this example we consider the solution of the oper­
ator equation 

(A - AI) f = q, (5.116) 

where A : L2 (0, 1) -+ L2 (0, 1) is the second derivative operator A = 
-d2/dx2, and where A i= An = (2nJr)2. Making the expansions 

00 

n=l 
00 

9 = (g, u~) Uo + L (g, U~,I) Un + (g, U~) U n ,l, 

n=1 

and noting 

00 

Af = L (1, U~.l) AnUn + (1, u~) (A n U n ,1 + un), 

n=1 

then, upon exploiting bi-orthonormality, the solution of (5.116) is found to 
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be 

f - (q,uo) + ~ ((q'U~'l) _ (q,u~)) + (q,U~) 
- -A Uo 6 A _ A 2 Un A _ A Un,l 

n=l n (An - A) n 

(q,2) l:oo ((q, 4 (1 - x) sin 2mrx) (q, 16mr cos 2mrX)) . 2 = --x + - 2 sm n1fX 
-A An - A (A - A) 

n=l n 

(q, 16n1f cos 2n1fx) X cos 2n1fx 
+ , 

An - A 4n1f 

which can be compared with (4.54). If we set q = 6 (x - x'), then we obtain 
the spectral representation of the Green's function as 

( 
I A) _ 2x ~ (4(1- xl)sin2n1fx' 16n1fCOS2n1fXI

). 2 
9 x, x , - -A + 6 An _ A - (A _ A)2 sm n1fX 

n=l n 

16n1f cos 2n1fx' x cos 2n1fx + -----------
An - A 4n1f 

which can be compared with (4.59). 

5.4 Special Functions Associated with 
Singular Sturm-Liouville Problems 

In this section we discuss some problem formulations that lead to singular 
Sturm-Liouville equations and to classical special functions. In electromag­
netics these equations often arise from separation-of-variables solutions to 
scalar Laplace or Helmholtz equations in cylindrical and spherical coor­
dinates. Accordingly, we will proceed to demonstrate the separation-of­
variables technique and examine the resulting Sturm-Liouville equations. 
The resulting special functions and orthogonal polynomials are often use­
ful in electromagnetics. Further details concerning the properties of these 
functions can be found in any text on mathematical physics. For applica­
tions to electromagnetic problems see, e.g., [13, Ch. 3]. 

We consider the homogeneous equation 

(5.117) 

in a domain n with smooth boundary surface r. We assume boundary 
conditions of the form au 

au + (3 an = 7] (5.118) 

on r, where a, (3, 7] E C. Of particular interest are the following three cases. 
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In this case we have Laplace's equation. where generally [2 is a finite 
region.:n 

2. k 2 is a free (spectral) parameter and 71 = 0: 

In this case we have an eigenvalue problem for eigenvalue k 2 . Assum­
ing that n is finite, we have ordinary (proper) eigenvalues, such as 
the modes in a closed cavity. 

3. k 2 is a specified nonzero number: 

In this third case we have a Helmholtz problem corresponding to a 
specified frequency and medium (k2 = W2Wo). 

The above may be called the "interior" problem, since we are concerned 
with solutions inside a domain bounded by surface r, where perhaps r re­
cedes to infinity. In contrast, the "exterior" or "scattering" problem would 
correspond to the case where the boundary surface r is finite, enclosing a 
finite region. and we arc interested in the solution outside r, although this 
topic is not discussed here. 

5.4.1 Cylindrical Coordinate Problems 

Consider the homogeneous scalar Helmholtz equation in cylindrical coor­
dinates 

1 8 ( 8 11 ) 1 82 11 82 11 2 
- -;-;- P-;;- + --:2 ~) . 2 + ,) 2 + k 11 = 0 pup up p u¢ uz 

(5.119) 

on a domain n with boundary surface r. \Ve simultaneously consider the 
case where k 2 may be given or a free (eigenvalue) parameter, and we assume 
boundary conditions of the form (5.118). 

We seek a separation-of-variables solution for (5.119) of the form 

IL = R(p)ip(¢)Z(z), (5.120) 

which, by substituting into (5.119), leads to three second-order ordinary 
differential equations of the Sturm-Liouville type for the separated func­
tions R, ip, and Z, where we assume that the boundary condition is also 
separable. 

To separate (5.119) we substitute (5.120) into (5.119) and divide by IL, 

leading to 

(5.121) 

where we see that the third term is independent of p and ¢. This term must 
also be independent of z if the other terms, which are clearly z-independent, 

33Note that if the corresponding solution ufO exists, it is not, however, an eigen­
function of - \7 2 corresponding to a ;oern eigenvalue, unless II = O. 
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are to combine with the third term and sum to zero. Therefore, the third 
term is independent of z and must be equal to a constant, i.e., 

(5.122) 

where kz is a constant. Substituting this result into (5.121) and multiplying 
by p2 lead to 

P d (dR) 1 d2 iJ> (2 2) 2 
R dp PdP + ~ d¢2 + k - kz p = 0, (5.123) 

where we note that the second term is independent of p and z and may, at 
most, be dependent on ¢. Since the other terms are independent of ¢ and 
must combine with the second term and sum to zero, then the second term 
must be independent of ¢ and therefore must be equal to a constant, i.e., 

1 d2 iJ> 
~d¢2 =-k~, (5.124) 

where k¢ is a constant. With (5.124) then (5.123) becomes 

p d ( d R) 2 (2 2) 2 Ii d P PdP - k¢ + k - kz p = 0, (5.125) 

which is clearly dependent only on p. The three equations (5.122), (5.124), 
and (5.125) can be solved individually for Z, <1>, and R, respectively, subject 
to separated boundary conditions. For convenience we denote 

(5.126) 

such that the relevant equations to be solved are 

(p ddp (p :p) + (k;p2 - k~)) R(p) = 0, (5.127) 

(::2 + k;) Z(z) = 0, (5.128) 

(dd;2 +k~) <1>(¢) =0. (5.129) 

Of course, with each equation are associated separated boundary condi­
tions, which will be considered as needed. 

Harmonic Equations for Cylindrical Structures 

The harmonic equation (5.128) has the form of a homogeneous Sturm­
Liouville problem 

(L -),,) Z = 0, 
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where L = -(P / dz 2 and A = k;. If kz fc 0, the solution is obviously 

(5.130) 

or an equivalent form involving sin kzz and cos kzz, with A and B deter­
mined by the specified boundary conditions. If Ba(Z), Bb(Z) = 0 for a 
finite interval z E [a, b], with B".b corresponding to the form (5.2), then the 
harmonic equation (5.128) forms a regular homogeneous Sturm-Liouville 
eigenvalue problem and a corresponding basis of eigenfunctions. If the in­
terval is infinite or semi-infinite we have a singular Sturm-Liouville problem 
in the limit-point case, as discussed in Section 5.2, leading to a continuum 
of improper eigenfunctions. 

The harmonic equation (5.129) is obviously very similar to (5.128), 
forming a Sturm-Liouville problem with L = _d2 / dq} and A = k~, the 
solution of which is 

(5.131) 

if k¢ fc 0; otherwise, 
<I> ( ¢) = A¢ + B. 

One difference compared to (5.130) is that in the above equation the 
range of the variable ¢ is essentially finite; although ¢ can take on any 
value, a physical cylindrical structure can be covered by any 211" range of ¢. 
Often we have a condition like <I>(¢o) = <I>(¢o + 211"), such that k¢ = m, m 
an integer. This type of condition merely indicates that the field quantities 
should not be changed by a rotation of 211" radians. 

Moreover, if <I> satisfies periodic boundary conditions of the form 

<I>(O) = <I>(211"), <I>'(O) = <I>'(211"), 

then we obtain eigenvalues Am = m 2 with corresponding orthonormal 
eigenfunctions (l/0)e±imx, which obviously form a basis for L2 (0,211"). 
Other homogeneous conditions of the form (5.2) lead to other eigenbases. 
Alternatively, both (5.130) and (5.131) may be subject to nonhomogeneous 
conditions. 

Radial (Bessel's) Equation for Cylindrical Structures 

The radial equation (5.127) is known as Bessel's equation. For simplicity 
we set k¢ = v (v is not necessarily integer-valued) such that (5.127) IS 

known as Bessel's equation of order v and pammeter k~, rewritten as 

-~ddp (p~;) + (;: - k~) R = 0, (5.132) 

which has the form of a Sturm-Liouville equation (L - >.) R = 0, with 

L == _~~ (p~) + v 2 

pdp dp p2 

and>' = k~ (recall that kp is coupled to kz by (5.126)). 
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Singular Points and Solutions of Bessel's Equation 

In the following we consider several separate situations that arise frequently 
in practice, where we consider a to be a finite, positive number. To classify 
the type of singular endpoint encountered we investigate the case A( = k~) = 

o and use Theorem 5.2 (Weyl). 

1. Bessel's equation of order 0 and parameter A on [0, aJ: 

We see that the endpoint p = 0 is a singular point since, for instance, 
w = p = 0 at the endpoint (see (5.4)), violating a condition described 
in Section 5.1. For A( = k~) = 0 we have the two independent solu­
tions Rl(P) = 1 and R2(p) = lnp. Therefore, R1,2 E L~(O,a) and we 
have the limit-circle case at p = o. 

2. Bessel's equation of order v (0 < v < (0) and parameter A on [0, aJ: 

For A( = k~) = 0 we have the two independent solutions Rl (p) = pV 
and R2(p) = p-v. Therefore, Rl E L~(O, a) for any v, R2 E L~(O, a) 
for 0 < v < 1, and R2 ~ L~(O, a) for v :::: 1. Accordingly, if v :::: 1 we 
have the limit-point case at p = 0; otherwise, at p = 0 we have the 
limit-circle case. 

3. Bessel's equation of order 0 and parameter A on [a, (0): 

Because Rl(P) = 1 does not belong to L~(a, (0) (nor does R2(p) = 
In p), then the singular point p = 00 is in the limit-point case. 

4. Bessel's equation of order v (0 < v < (0) and parameter A on [a, (0): 

are 

For A (= k~) = 0 the solution Rl (p) = pV clearly does not belong to 
L~(a, (0), and so we have the limit-point case at 00. 

The two independent solutions of (5.132) for A -I=- 0 and v not an integer 

The function Jv is known as Bessel's function of the first kind of order v. 
For A -I=- 0 and v an integer, the two independent solutions are [9, Sec. 20.3J 

where Yv is known as Bessel's function of the second kind34 of order v. 
Because Yv is a linear combination of Jv and J-v, Jv and Yv also form a 
fundamental pair of solutions for non integer v. Finally, the independent 
functions defined by 

34This function is also known as the Neumann function. 
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are known as Hankel functions of the first (+) and second (-) kinds, of 
order v. 

Since Bessel functions often arise from cylindrical problems on p E [0, a] 
or p E [0, ex:;), it is worthwhile to briefly consider their asymptotic forms 
for large and small arguments [14]. Letting x = fip, we have35 

.Io (x) --> 1, 
x~(] 

1 (~2;)V, .Iv (x) --> 
x~(] r (v + 1) 

v#-1,-2,-3, ... , 

{ 
_1(u) (l)U 

Y, (x) --> ,7r:r 

v x~() ~ [In (~) + r + ... J ' 
Re (v) > 0, 

v = 0, 

where r is Euler's constant (r ~ 0.5772) and 

{f ( 7r V7r) .Iv (x) --> - cos x - - - - , 
I,TI~= 7r:r 4 2 

larg xl < 7r, 

Yv (:r) --> {2 sin (x _ ~ _ V7r) , 
Ixl~= V;; 4 2 

larg xl < 7r, 

H~1.2) (:r) --> ~e±i(r-7r/4-I/1r/2), -7r < arg x < 27r, 
l,rl---7oc V;; - 27r < arg x < 7r. 

It is seen then that .Iv (fip) is regular at p = 0, whereas Yv (fip) is singular 

at the origin. Furthermore, H~12)(fip) has the form of an incoming (1) 
or outgoing (2) cylindrical wave for large p, assuming an eiwt formulation. 

To summarize the possible solutions of (5.132) with A (= k~), we take 

R (p) = A.Iu (fip) + BY,/ (fip) (5.133) 

as the general solution if we want to represent oscillatory solutions, and 

(5.134) 

as the general solution if we want to represent traveling wave solutions. If 
A = v = 0, we have 

R(p) = A + Blnp (5.135) 

and if A = O. v # 0, 
R(p) = Apv + Bp-u. (5.136) 

Typical boundary conditions would include physically motivated condi­
tions such as requiring the solution to be finite at p = 0, leading to B = 0 

35In the following formulas x and v may be complex, and v is arbitrary. Note that for 
v being an integer, r (v + 1) = v!. 
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in (5.133). We also may be interested in the range p E [a, b], in which 
case the second-kind Bessel function may be retained. Another condition, 
frequently encountered is that the solution should represent an outward­
traveling wave, such that A = 0 in (5.134). 

Eigenfunctions of Bessel's Equation for a Finite Region 

We first consider (5.132) as an eigenvalue problem on p E [0, a] where a is 
finite, such that it is natural to consider (5.133) as a possible eigenfunction 
of (5.132). We see that the point p = 0 is in the limit-circle or limit-point 
case depending on the value of v. If it is in the limit-point case (v 2 1), we 
simply require the solution to be in L~(O, a) as the condition at p = 0, such 
that B = O. If it is in the limit-circle case (0 < v < 1), then (in general) the 
proper procedure to obtain a boundary condition is somewhat complicated 
(see, e.g., [15, pp. 467-472]). However, based on physical reasons we expect 
that the eigenfunction should be finite, again leading to B = O. One could 
also argue that, considering an asymptotic approximation of (5.132) for 

small p, one might require lp (p~~) to be finite, which leads to the same 

conclusion. 
At the regular endpoint p = a we may require the eigenfunction to 

vanish at p = a (Dirichlet condition), leading to the Dirichlet eigenfunction 

(5.137) 

where the eigenvalue An is determined from 

(5.138) 

Alternatively, we may require that the derivative of the eigenfunction 
vanish at p = a (Neumann condition), leading to the eigenfunction 

(5.139) 

where A~ satisfies 

For fixed v 2 -1 the eigenfunctions (5.137) and (5.139) are orthogo­
nal,36 i.e., 

n i- m, 

36If v;:: -1, all zeros of Jv (x) are real, and if v;:: 0, all zeros of J~ (x) are real. If v is 
real, Jv (x) and J~ (x) have an infinite number of real zeros, all simple except possibly 

Z = ° [14]. 
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and form a complete orthogonal basis for L~(O,a). For v < -1, eigenvalues 
may be complex and the resulting Sturm Liouville operator is not self­
adjoint; therefore, completeness of the eigenset for v < -1 is generally not 
established. 

The normalization constant for the Dirichlet case is 

and for the Neumann case. 

Both sets {(l/cn)Jv( ~p)} and {(l/c~J.Iv( yf5!;,p)} form orthonormal 
bases for L~(O, a). In the Dirichlet case we obtain the familiar Fourier 
Bessel expansion or Hankel e:J;pansion 37 

(5.140) 

for any J E L~(O, a). Since the normalized Bessel functions form an or­
thonormal eigenbasis for any fixed v ~ -1, the expansion (5.140) really 
represents a family of expansions for various values of v. The completeness 
relation is 

on L~(O, a). Analogous results occur for the Neumann eigenfunctions. 

Example 5.15. 

As an example, the equation 

(L-A)u(p)=J(p) 

on [0, a], with 

L == _~~ (p~) + v 2 

pdp dp p2 

and Dirichlet boundary conditions on u, has the solution (see (5.27)) 

( ) = ~ ~ U' .Iv ( ~p)) J ( I): ) 
U P ~ c2 An _ A . v V AnP 

n=l n 

(5.141) 

37The correct inner product is (f, g) = loa f (p) 9 (p) pdp since we assume v ~ -1 such 

that the eigenvalues will be real, and so, consequently, Ju is real. For J~ we require 
v ~ O. 
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with An determined implicitly by (5.138). The Green's function for this 
problem is defined by 

(L - A) ( I A) = 15(p - pi) 9 p,p, 
P 

(5.142) 

with 9 (0) = 9 (a) = 0, leading to the eigenfunction expansion 

(5.143) 

Note, however, that the eigenvalues are not available in closed form. 

Eigenfunctions of Bessel's Equation for a Semi-Infinite Region 

For p E [0,00) the point at infinity is in the limit-point case. Eigenfunc­
tions will no longer exist, yet improper eigenfunctions exist, as considered 
in Section 5.2, leading to a continuous expansion. The method described 
in Section 5.2 can be used to obtain a completeness relation for the con­
tinuum,38 

15(p - pi) 100 
I ----"---,---'------'-- = Jv (vp) Jv (vp ) vdv 

p 0 

on L~ (0, 00) for v > -1/2. The Fourier-Bessel expansion in this case is 
therefore 

f (p) = 100 (1, Jv (vp)) Jv (vp) vdv 

for any f E L~ (0, 00). The inner product is the same as in the finite case, 
except that the integration is over (0, 00). 

Example 5.16. 

Consider the equation 
(L - A) u (p) = f (p) 

38 Alternatively, as in the limiting process leading to the result in (5.45), ob­

serve that as a ---t 00 the eigenvalues are obtained from Jv (VX;;:a) = 0 ---t 

V2/(7rVX;;:a) cos (VX;;:a - 7r/4 - v7r/2) = 0, leading to VX;;:a = (n + 3/4) 7r + v7r/2. 

Inserting these values into the normalization constant c; = (a 2 /2)Jv +1 (VX;;:a) and 

using the large-argument form for the Bessel function lead to c; ---t (a/7r)--.L where 
Vn 

Vn = VX;;:. As a ---t 00, the eigenvalues coalesce into a continuous spectrum, Vn ---t v, 
and c,.vn = Vn+l - Vn c::::: 7r/a --> dv, so that 

b(p ~ pi) = f vnJv (vnP) Jv (Vn/) f1vn ---t 100 
vJv (vp) Jv (vp') dv. 

n=l 0 
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on [0,(0) with 

subject to the conditions that 1L must be finite at p = 0 and that 1L E 

L~ (0, (0). This equation has the continuous expansion solution 

{= (j, Jv (vp)) 
lL(p) = Jo '\(v) _,\ Jv (vp) vdv, (5.144) 

where it is recognized that the improper eigenfunctions are 

1L (p, v) = VVJv (vp). 

With LlL(p, v) = ,\( v )lL(p, v), we identify ,\ (v) = v2 . The procedure leading 
to (5.144) is equivalent to applying the FOlLrier-Bessel (Hankel) transform 

lL(p) = 1°C U(v)Jv (vp) vdv, 

U(v) = 1°C lL(p)Jv (vp) pdp 

to (L -,\) 1L (p) = f (p). 

(5.145) 

The Green's function defined by (5.142), finite at p = 0 and in L~ (0, (0), 
is obviously ( , \) -100 Jv (vp) Jv (vp') d 9 p, P ,/\ - 2 \ V V. 

o v - /\ 
(5.146) 

General Solution of the Cylindrical Coordinate Problem 

Having examined characteristics of the eigenfunctions and solutions of the 
separated equations (5.127)-(5.129), we now return to the product solution 
(5.120). We obtain, from (5.130), (5.131), and (5.133)-(5.136), the solution 
of (5.119) as 

1L (p, cp, e) = R(p)ip(cp)Z(z). (5.147) 

If (5.119) is an eigenvalue problem with homogeneous boundary con­
ditions (and possibly certain fitness conditions), then (5.147) is an eigen­
function with corresponding eigenvalue k2 = k~ + k; (for an example, see 
p. 591). 

If (5.119) represents a general boundary value problem, then, in order 
to match the specified boundary conditions, we often take the solution as 
a linear combination of product terms. This solution has the form of a 
discrete sum over the angular variable index m and as either a discrete or 
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continuous sum over kz or kp (but not both since kz and kp are connected 
via (5.126)), i.e., 

or 

Terms in the sum are a mixture of eigenfunctions (in those variables corre­
sponding to coordinates having homogeneous or periodic conditions) and 
general solutions of the corresponding separated equations. 

5.4.2 Spherical Coordinate Problems 

The homogeneous scalar Helmholtz equation (5.117) in spherical coordi­
nates is 

1 a (2au) 1 a (. au) 1 a2u 2 r2ar r ar +r2 sineae sme ae +r2sin2ea(p+k u=O, (5.148) 

where again we assume a domain n with boundary surface r and the exis­
tence of appropriately separable boundary conditions. 

We seek a separation-of-variables solution for (5.148) of the form 

u = R(r)<I>(rP)8(e), (5.149) 

which, by substituting into (5.148), leads to three second-order ordinary 
Sturm~Liouville differential equations for the separated functions R, 8, 
and <I>. 

With (5.149) substituted into (5.148), dividing by u and multiplying by 
r2 sin2 e lead to 

sin 2 e a ( 2 a R) sin e a (. a 8 ) 1 a2 <I> 2 2 . 2 
~ a r r a-:;: + 8 ae sm e a e + ~ a rP2 + k r sm e = 0, 

(5.150) 
where we see that the third term is independent of rand e. It must also 
be independent of rP if the other terms, which are clearly rP-independent, 
are to combine with the third term and sum to zero. Therefore, the third 
term is independent of rP and must be equal to a constant, i.e., 

1 d2 <I> 
~ drP2 = -k~, (5.151) 

where k¢ is a constant. Substituting into (5.150) and dividing by sin2 e 
lead to 

1 a (2 a R) 1 a (. a 8 ) k~ 2 2 
liar r a-:;: + 8sineae sme7J7j - sin2 e +k r =0, (5.152) 
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where we note that the second and third terms are independent of rand ¢ 
and may, at most, be dependent on e. Since the first term is independent 
of e and must combine with the second and third terms to sum to zero, 
then the second and third terms, taken together, must be independent of 
e and be equal to a constant. Therefore, 

1 d (. D 8 ) k~ 2 
8sine de sme De - sin2 e = -kg, (5.153) 

where kg is a constant. With (5.153), (5.152) becomes 

(5.154) 

which is clearly dependent only on r. The three equations (5.151), (5.153), 
and (5.154) can be solved individually for <I>, E-), and R, respectively, subject 
to separated boundary conditions. In summary, we have 

d (2 dR ) (2 2 2) dr r ~ + k r - kg R = 0, (5.155) 

d ( d8) ( k
2 

) de sin edJi + k~ sin e - si: e 8 = 0, (5.156) 

d2 <I> 
ddJ2 + k~<I> = O. (5.157) 

Harmonic Equation for Spherical Structures 

The harmonic equation (5.157) has the form of a homogeneous Sturm­
Liouville problem 

(L-A)<I>=O, 

where L = -d2 / d¢2 and A = k~. The solution is obviously 

(5.158) 

if k¢ =I- 0; otherwise, 
<I> (¢) = A¢ + B. 

As discussed regarding the azimuthal equation for cylindrical problems, if 
<I>(¢o) = <I>(¢o + 2'if), we find that k¢ = m, where m is an integer. 

Angular (Legendre) Equation for Spherical Structures 

The angular equation in e, (5.156), involves the Sturm-Liouville operator 
(5.4), with p = sine. If e is defined from 0 to 'if, then p = 0 at the 
endpoints, resulting in a singular equation. With the change of variables 
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x = cosB, such that the interval B E [O,n] is transformed to x E [-1,1], 
(5.156) becomes 

d (( 2) d8) (2 k~) - 1 - x - + kg - -- 8 = 0, 
~ ~ 1-~ 

(5.159) 

which is singular at the endpoints x = ±1. It turns out that (5.159) has 
solutions that are bounded over [-1, 1], in particular, at x = ± 1, if and only 
if A = k~ = n (n + 1) where n ~ 0 is an integer. Therefore, in the following 
we exclusively assume k~ = n (n + 1) = An and consider two cases.39 

Legendre's Equation 

First, for k~ = 0 (no azimuthal dependence), (5.159) becomes 

d ( d8) dx (1 - x2 ) ~ + n (n + 1) 8 = 0, (5.160) 

which is known as Legendre's equation, having the Sturm-Liouville form 
(5.4) with w = 1, p = 1- x 2 , q = 0, and An = n (n + 1). The singular end­
points x = ±1 are in the limit-circle case, which can be seen from checking 
the solutions at A = O. The two independent solutions of (5.160) are Pn(x) 
and Qn(X), known as Legendre's polynomials of the first and second kind, 
respectively [9, Sec. 31.3] (however, Qn are not actually polynomials), such 
that a general solution of (5.156) with k~ = 0 is 

8 (B) = APn (cos B) + BQn (cos B) . (5.161) 

The first several polynomials Pn are 

Po (x) = 1 P1 (x) = x, P2 (x) = ~ (3x 2 - 1) , 

P3 (x) = ~ (5x 2 - 3x) , 

which can be determined from the Rodrigues' formula, 

The recurrence formula 

(n + 1) Pn+l = (2n + 1) .TPn - nPn - 1 

is also useful in this regard. Note that IFn (cos B) I ~ 1 on [0, n]. 

39 In some problems the endpoints e = 0,7r are not implicated, such that noninteger 
values of n may be considered. 
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The second-kind Legendre polynomials are unbounded at .1: = ±1; for 
instance, Qo (:x:) = (1/2) 10g[(1 +x) / (I-x )]. As with the Bessel function Yv 

considered in the previous section, the condition that an eigenfunction (or 
field value) be finite for x E [-1, 1] would remove the second-kind function 
from consideration,4o such that the eigenfunctions of (5.160) are the Pn 

functions with eigenvalues An = n (n + 1), which form an orthogonal basis 
for L2 (-1, 1). It can be shown that 

J1 2 
Pn Cr:) Pm. (x) dx = --. -5nm 

-1 2n + 1 

such that if c;, = 2/(2n+ 1), then {(1/ c,')Pn (x)) is an orthonormal eigenba­
sis for L2 ( -1, 1). This leads to the Fourier-Legendre expansion formula41 

oc 1 
f (:r) = L 2 (t, PH) Pn (x), 

n=O en 

for any f E L2 (-1, 1). and the completeness relation 

6 (.r - ]J) = f (~ P" (x) Pn (x'). 
n=O "n 

Legendre polynomials will be encountered in problems with azimuthal sym­
metry, i.e., k:(j) = Tn = 0, such that there is no field variation in the ¢­
coordinate. 

Associated Legendre's Equation 

For k:~ = m 2 # 0,42 (5.159) is known as the a880ciated Legendre'8 equa­
tion, with solutions being associated Legendre functions Prr;' (;r) and Q~' (x), 
which obviously reduce to the Legendre polynomials when Tn = O. There­
fore. a general solution of (5.156) with k:~ = Tn 2 is 

e (e) = AP,';' (cose) + BQ~' (cos e) . (5.162) 

As with the Legendre polynomials, for P;;' to be bounded we need 
k:~ = n (n + I), where n 2 0 is an integer. Furthermore, Q:;: are not 
bounded at x = ± 1, and so the appropriate eigenfunctions are P:; (x). 
These eigenfunctions can be obtained from the functions Pn as 

40 The second-kind functions may be needed if the physical problem does not involve 
the polar axis. 

41The appropriate inner product is (f,g) = J~l J(x)g(x) d:r or, in the spherical 

variable e. (f. g) = J: J (cos e) g (cos e) sin ede. 
42Nonintegcr values of Tn are sometimes necessary. but this case is not considered here. 
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such that P;;: will exist only if n 2:: m. The eigenvalues associated with 
P;;: are the same as for Pn , i.e., n (n + 1) is an eigenvalue corresponding 
to an eigenfunction P;;: if n 2:: m; otherwise eigenvalues and eigenfunctions 
do not exist. 

For every fixed m the eigenfunctions P;;: form an orthogonal basis of 
L2 ( -1, 1), and 

J1 m() m()d 2 (n+m)!, 
Pn X Pn , X X = -- ( ),Unnl. 

-1 2n + 1 n - m . 

Therefore, by letting c~ m = (2/(2n + l))[(n + m)! / (n - m)!], the set 
{(l/cn,m)P;;: (x)) is an ~rthonormal eigenbasis for L2 (-1,1), leading to 
a family of expansions 

f (x) = f +- (1, P;:') P;:' (x) 
n=O cn,m 

for any f E L2 ( -1, 1) and fixed m, and the completeness relation is 

6 (x - x') = f +-Pr7' (x) P;:' (x'). 
n=O cn,m ' 

A useful recurrence formula is 

(m - n - 1) P:~l = - (2n + 1) xP;;: + (n + m) P;;:-l' 

Spherical Harmonics 

Because the eigenfunction set {(1/v'21f) e±im¢} forms a basis for L2 (0, 2Jr) 
in the ¢-coordinate, and the set {(l/cn,m)P;;: (cosB)) forms a basis for 
L2 (0, Jr) in the B-coordinate for each m, then by Theorem 2.16 the product 

(5.163) 

for m = {- .. ,-2, -1, 0,1,2, ... } and n 2:: m forms an orthogonal basis for 
the unit sphere. 43 The functions Yn,m (B, ¢) are called spherical harmonics 
and have the orthonormal property 

r27r r 
(Yn,m, Yn',m') = io io Yn,m (B, ¢) Y n',m' (B, ¢) sin BdBd¢ = 6nn ,6mm,· 

43For negative indices, 

p;:m (x) = (_l)m [(n - m)!/ (n + m)!lP~ (x) , 

such that Yn,-m (e, 4» = (_l)m Y n,m (e, 4». 

(5.164) 
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Alternately, one can view the spherical harmonics as arising from an 
eigenvalue problem 

( 1 8 ( 8) 1 82 ) - --:---e :::Ie sin e :::Ie + -.-2- :::1.2 Yn,m (e, c/J) = n (n + 1) Yn.m (e, c/J) . 
sm u u sm e ur/J 

Any function f (e, c/J) square-integrable on the unit sphere can be ex­
panded as 

(X) n 

n=O'(n=~n 

with the completeness relationship 

00 n 

8(c/J-c/J')8(cose-cose') = L L Yn,m(e,c/J)Yn,m(e',c/J'). 
n=Om=-n 

Radial (Bessel's) Equation for Spherical Structures 

Considering now the radial equation (5.155) with k~ = n (n + 1), we obtain 

(5.165) 

which involves the Sturm-Liouville operator (5.4) with p = w = r2, q = 

n (n + 1) /r2, and ,\ = k2. The :solution of (5.165) yields the spherical 
Bessel functions 

jn (kr), Yn (k/), h~l) (kr) , h~2) (kr), 

which are related to the ordinary (cylindrical) Bessel functions as44 

(5.166) 

where band B represent the spherical and ordinary (cylindrical) Bessel 
functions of the same kind, respectively. Thus, the general solution of 
(5.165) is 

R (r) = Aj." (kr) + BYn (k/) (5.167) 

or 
R (r) = Ah~l) (k/) + Bh~2) (kr), (5.168) 

where for k = 0 the solution is 

R (r) = Arn + Br-n- 1 . (5.169) 

44With a change of variables, (5.165) can be converted to (5.132) with noninteger 
order. 
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From (5.166) one can see that the qualitative properties of the spherical 
Bessel functions follow those of the cylindrical Bessel functions. In partic­
ular, jn and Yn represent standing waves, and h~1.2) represent inward-(l) 
and outward-(2) traveling spherical waves. Explicitly, we have 

. (k ) _ sin kr Jo r ---
kr 

ikr 
h(l) = _e_ 

o ikr 

(k ) _ coskr 
Yo r - - -;;;;:- , 

-ikr 
h(2) _ __ e_ 

o - ikr' 

and asymptotically,45 for x « 1, n, 

jo(x) ----) 1, 
X---'O 

xn 

jn (x) x-=:o (2n + I)!!' 

( ) (2n - I)!! 
Yn X ----)0 - n+l ' 

X---' X 

and for x » n (n + 1) /2, 

jn(x) ----) ~sin(X_n7r), 
x---.oo x 2 

Yn (x) ----) -~ cos (x _ n7r) , 
X---'oo x 2 

ei(x-mr /2) 
h~l) (x) ----) -i , 

x--+CX) X 

e-i(x-mr /2) 
h~2) (x) ----) i , 

x--+oo X 

where (2n + I)!! == (2n + 1) (2n - 1) (2n - 3) ... (5) (3) (1). At the origin 
jn is bounded and Yn is singular, as in the cylindrical case, and a useful 
recurrence formula is 

2n+ 1 
bn+l (x) = --bn (x) - bn- 1 (x). 

x 

Many of the properties and applications of spherical Bessel functions 
follow from the cylindrical case. For instance, if we consider (5.165) as an 
eigenvalue problem on r E [0, a], with perhaps a ----) 00, we arrive at the 
same conclusions as those obtained for the cylindrical Bessel functions. 

Example 5.17. 

As an example, on [0, a] with a finite and the Dirichlet condition R (a) = 0, 
we find the eigenfunctions of 

L = _~~ [r2~] + n(n + 1) 
r2 dr dr r2 

45In these expressions x may be complex, but we assume n is a nonnegative integer. 
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to be 
(5.170) 

with the Dirichlet eigenvalue Ap (because m and n are used above we index 
the eigenvalues by p) determined from46 

(5.171) 

From the properties of the cylindrical Bessel functions we see that for 
fixed eigenvalue index p the eigenfunctions are orthogonal, 

\ jn ( Ap) ,]n' ( Ap) ) = ° 
if n =I n', and form a complete orthogonal basis of L;2 (0, a).47 If we denote 
the normalization constant as 

a 3 

C; = 1 ];, (Ar) r2dr = a2 j;'+l (Aa) , 

the set {(1/Cp )jn (Ar)) forms an orthonormal basis for L;2(0,a), and 
we obtain the spherical F011rier-Bessel expansion48 

= 1 
1 (r) = L c2 \1,]n ( Ar))]n (Ar) 

p=l p 

for any 1 E L;2 (0, a). We therefore have the completeness relation 

and, for r E [0, (0), 

5(r - r') 21DC
. • , 2 

~---;CC2--'-- = - In (vr) In (vr ) v dv. 
r' 7f . 0 

By Theorem 2.16, the product of an eigenbasis in the radial coordinate 
and an eigenbasis for the unit sphere leads to a three-dimensional basis for 
L2 (0, 27f) X L2 (0, 7f) X L;2 (0, a) in spherical coordinates. For example, with 
a = 00, a useful expansion for the static Green's function is [13, p. 102] 

1 DC n 1 n 

-----:-----:-:- - '" '" --~y; (B Ao)Y (B' Ao') 4 I 'I-~ ~ 2 +1 n+1 n,m ,,+, n,m ,,+, 
7f r - r n=Om=-n n r> 

46The zeros of jn(z) follow from the zeros of J,,+1/2 (z). 
47Due to (5.166) and the requirement v :2: -1 for zeros of J v (z) to be real, we see 

that for n > -1 the zeros of jn (z) will be real. 
48The correct inner product is (j, g) = r a f (r) 9 (r) r2 dr . .10 
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and for the dynamic Green's function [13, p. 742], 

-iklr-r'l 00 n 
e I 'I =(-ik)'"'jn(krdh~2)(kr» '"' Ynm((},r/J)Ynm ((}',r/J /), 47r r-r ~ ~" 

n=O m=-n 
(5.172) 

where r< (r» is the smaller (larger) of Irl and Ir/l. 
Returning to the solution of (5.148), from (5.158), (5.162), and (5.167)­

(5.169) we obtain the solution as 

u (p, r/J, ()) = R(p)8 ((}) <p(r/J). (5.173) 

If (5.148) represents an eigenvalue problem, (5.173) is an eigenfunction 
with eigenvalue k2 . In the event that (5.148) represents a boundary value 
problem, we often take the solution to be a linear combination of product 
terms in order to match the given boundary conditions. The solution is 
then given as discrete sums over the angular variable indices m and n, i.e., 
u (r, (), r/J) = Ln Lm um, n· Terms in the sum are again a mixture of eigen­
functions (in those variables corresponding to coordinates having homoge­
neous or periodic conditions) and general solutions of the corresponding 
separated equations. 

5.5 Classical Orthogonal Polynomials 
and Associated Bases 

In addition to the Legendre and Bessel operators considered in the previ­
ous sections, many other singular Sturm-Liouville operators lead to impor­
tant functions. Several (Laguerre, Hermite, and Chebyshev) are considered 
briefly in this section; more details can be found in mathematical physics 
texts (see, e.g., [9]). 

It should also be noted that, rather than considering these polynomials 
from the standpoint of Sturm-Liouville theory, one can also obtain these 
functions by applying the Gram-Schmidt orthogonalization procedure to 
the sequence {I, X, x 2 , x3 , ... } using various inner products. In fact, com­
pleteness is also frequently established outside Sturm-Liouville theory. 

In the following we consider the eigenvalue problem 

for several important Sturm-Liouville operators L. The Laguerre and 
Chebyshev polynomials are also considered as eigenfunctions of integral 
operators in Section 4.3.4. 
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5.5.1 Laguerre Polynomials 

The singular LagueTTe eigenvalue equation is 

[ -v x d ( v+l -x d ) \] - 0 x e - x e - + An un -
dx dx 

on [0,(0) (limit-circle case at 0, limit-point case at (0), leading to associated 
LagueTTe polynomials (v > -1) 

with An = n as eigenvalues. Usually the polynomials L~ = Ln are simply 
called Laguer-r-e polynomials. The normalized associated Laguerre polyno­
mials {(lien) L~(.x)} with4D c;, = r(n + v + l)ln! provide an orthonormal 
basis of L~,(O, (0) with weight x"e-X. Completeness is expressed as 

on L~(O,oo). 
Note that the Laguerre polynomials satisfy the recurrence equation 

(n + 1) L~+1 (x) = (2n + v + 1 - x) L~(x) - (n + v) L~_l (x) 

and that the first few Laguerre polynomials are 

Lo(x) = 1. LHx) = v + 1 - x, 

L~(x) = (31' + 2 - 4x + 1)2 - 2vx + .x2 ) 12, 
L~ (x) = (11v + 6 - 18x + 61'2 - 15v:r + 9.x2 + v3 - 3v2 x + 3vx2 - x 3 ) 16. 

5.5.2 Hermite Polynomials 

The HeTmite eigenvalue equation is 

eX - e- J - + A u = 0 [ 
.2 d ( .2 d ) ] 

dx dx n n 

on (-00,00) (limit-point case at ±oo), leading to Her-mite polynomials 

n ;[;2 dT! ( _x2) Un ( X) = Hn ( X) = (-1 ) e -1 - e ( xn 

49The gamma-function for n an integer is 

() { (n.- I)!, r n = 
00. 

n > 0, 
n::; 0. 
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with An = 2n as eigenvalues. The set of normalized Hermite polynomi­
als {(l/cn)Hn(x)} with c~ = V7f2nn! provide an orthonormal basis of 

2 
L~ (-00,00) with weight e- X • Completeness is expressed as 

6' (x - x') 2:CXl 1 I 
_ 12 = -2 Hn(x)Hn(x ) 

e x C 
n=O n 

on L~( -00, (0). 
The Hermite polynomials satisfy the recurrence equation 

with the first few Hermite polynomials being 

Ho(x) = 1, Hl(X) = 2x, 

H2(x) = 4x2 - 2, H3(X) = 8x3 - 12x. 

Note also that, since 

F { e- x2 /2} = e-e /2, 

F {xn f(x)} = (it F {f(x)}(n) , 

where F is the Fourier transform (1. 7), then 

is an eigenfunction of the Fourier transform operator with eigenvalue (-i) n, 

i.e., F {<Pn} = (-it <Pn, or 

100 ,,2. x 2 

-00 Hn(Oe- 2 e-'~Xd~ = (-it Hn(x)e- 2 . 

Obviously in both the Laguerre and Hermite cases the Sturm-Liouville 
equation is singular, since the interval of interest is infinite or semi-infinite. 
The next two Sturm-Liouville equations are singular on finite intervals. 

5.5.3 Chebyshev Polynomials 

Chebyshev Polynomials of the First Kind 

The Chebyshev (or Tschebycheff) eigenvalue equation of the first kind is 

[(a - x2)1/2 d~ ((a - X2)1/2 d~) + An] Un = 0 

on [-a, a], leading to first-kind Chebyshev polynomials 

Un(x) = Tn (x/a) = cos (ncos- 1 x/a) 
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for n = 0,1, 2, ... , with An = n 2 as eigenvalues. Often we set x/a = 
COOle such that T,,(:r/a) = cos(ne). The normalized Chebyshev polynomi-

als { JE n /1fTn (:r/a)} , n = 0,1,2, ... , provide an orthonormal5o basis of 

L~, (-a, a) with weight (a - .1:2 ) -1/2. Completeness is expressed as 

15 (x - x') 2 = En I 

--'-----1...,..,../2 = - L -T,,(x/a)Tn(x fa) 
(a - x'2)- 1f 2 ., n=O 

L 2 ( ) -h . N ' b _ {I, n = ° on w -a. a ,\\i ere En IS eumann s num er, En - 2, n f=. ° 
The first-kind Chebyshev polynomials satisfy the recurrence equation 

for n = 1,2, .... with the first few Chebyshev polynomials given by 

To(x) = 1, 

T2(:r) = 2:r2 - 1 

Note that ITn(x)1 :<::: 1 for x E [-1, 1]. 

T1 (.1:) = x, 

T3(X) = 4x3 - 3x. 

Chebyshev Polynomials of the Second Kind 

The Chebyshev eigenvalue equation of the second kind is 

[( 2)-1/2 d (( 2)3/2 d) ] a - x dx a - x dx + An Un = ° 
on [-a, a], leading to second-kind Chebyshev polynomials 

sin [( n + 1) cos -1 X / a 1 
Un ( x) = U 11 (x / a) = . ( 1 / ) sm cos- x a 

for n = 0,1,2, ... , with An = n (n + 2) as eigenvalues (sin (cos- 1 x) 

~). The Chebyshev polynomials are normalized as ~Un(X/a), 
n = 0,1,2 .... , and provide an orthonormal51 basis of L~ (-a, a) with 

50 The normalization is 

En" En fa 1 - (7r!' Tm) = - Tn (x/a)Tm(x/a) ~dx = bnm. 
7r 7r a2 - x 2 

. -a 

5 1The normalization is 
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weight (a - x 2 ) 1/2. Completeness is expressed as 

6 (x - x') 2 ~ I 
-----''---------'1/''''-2 = -2 ~ Un ( X / a ) Un (X / a ) 
(a - x'2) tra n=O 

on L~ ( -a, a) . 
The second-kind Chebyshev polynomials satisfy the recurrence equation 

for n = 1,2, ... , with the first several polynomials given by 

Uo(x) = 1, U1(x)=2x 

U2 (x) = 4x2 - 1, U3 (x) = 8x3 - 4x. 

Note that IUn(x)1 ::; n + 1 for x E [-1,1]. Both kinds of Chebyshev 
functions are useful in electromagnetic problems involving strips and slots. 
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Part II 
Applications in 
Electromagnetics 

In Part I of the text we discussed the mathematical properties of various 
classes of operators, along with relevant concepts from functional analysis. 
In many cases, as these topics were discussed the connection with applied 
electromagnetics was highlighted. In this part of the book we examine some 
specific problems in electromagnetics and in each case provide further as­
sociations between the electromagnetic formulations and the mathematical 
characterization of various operators and function spaces. 

In many of the problems we consider formulations leading to self-adjoint 
operators. However, it should be noted that in physical problems, self­
adjointness may depend on assumptions or idealizations concerning the 
state of certain model parameters (i.e., the absence or presence of mate­
rial loss, etc.). Furthermore, in many situations even idealized problems 
lead to nonself-adjoint operators. In particular, dynamic problems in an 
unbounded, lossless space are usually pseudo self-adjoint. Such properties 
mainly impact spectral formulations. 

The first chapter concerns electrostatic potential problems, which were 
one of the first classes of problems in electromagnetics to be studied using 
operator-theoretic tools. The formulation of potential problems is often 
self-adjoint, and basic questions of existence and uniqueness can be settled 
using Fredholm theory. Spectral properties of the Laplacian operator are 
fundamental to the study of potentials, and so this topic is treated in some 
detail. Simple separation-of-variables techniques are discussed, as well as 
integral formulations leading to first- and second-kind integral equations 
with compact kernels. 

Chapter 7 concerns transmission-line problems considered from the as­
pect of Sturm-Liouville theory. Although this boundary value approach 
is not the usual method of transmission-line analysis for engineering pur­
poses, it is nevertheless useful. In particular, this approach is valuable 
for transmission lines driven by distributed sources and for the analysis 
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of transmission-line radiation and susceptibility. It also provides a one­
dimensional example of an electromagnetic waveguide, the analysis of which 
is fruitfully investigated using the spectral theory of operators and, in many 
cases, Sturm-Liouville theory. The chapter concludes with a brief treat­
ment of multiconductor transmission lines. 

Source-driven waveguiding problems for planar media are discussed in 
Chapter 8. A general formulation is provided for two-dimensional, multilay­
ered planar waveguides, and specific examples of parallel-plate, impedance­
plane, and grounded dielectric structures are described in detail. For these 
examples the natural waveguide modes of the structure are examined, ap­
propriate Green's functions are derived, and completeness relations and the 
associated spectral field expansions are detailed. Next, some applications 
to scattering from dielectric cylinders and conducting strips embedded in 
a planarly layered medium are described. Three-dimensional sources in 
planar media are then considered, and dyadic Green's functions for multi­
layered media are developed via Hertzian potentials. 

In Chapter 9 cylindrical waveguiding problems are discussed. We start 
with some general material on dyadic Green's functions and then formu­
late integral equations for various scattering problems within a cylindrical 
waveguide environment. Explicit representations for dyadic Green's func­
tions are provided in the form of partial eigenfunction expansions for the 
special case of a rectangular waveguide, although the method of analy­
sis is general. Then, more complicated waveguide scattering problems are 
considered, followed by derivation of the associated Green's dyadics. 

Electromagnetic cavities are considered in Chapter 10. Spectral proper­
ties of the governing differential operators are discussed, along with vector 
wavefunctions and spectral expansions. Integral equation techniques are 
presented, and the reduction of the vector spectral problem to a scalar 
problem using vector potentials is included. 

In most of the application chapters the function space L2 is used. Often 
the same problem can be cast in Holder or Sobolev spaces, although the 
subsequent analysis is more complicated. It should also be noted that in 
several of the chapters integral equations are formed. Since a variety of 
excellent books address the numerical solution of integral equations that 
arise in electromagnetics (see, e.g., [1] and [2]), here we include only a few 
representative solutions for integral equations that may be solved exactly. 
These invariably correspond to canonical geometries, such as infinite flat 
strips and circular cross-section cylinders. 



6 
Poisson's and Laplace's 
Boundary Value 
Problems: 
Potential Theory 

In this chapter we study the interaction of electrostatic potentials with 
material media. A typical problem would be to determine the electro­
static field or potential in the vicinity of a conductor or dielectric in the 
presence of sources. These types of problems are very important for sev­
eral reasons. First, many important electrical quantities, such as capaci­
tance and resistance, can be determined using the methods developed in 
this chapter. Also, electrostatic principles are directly utilized in a vari­
ety of important technologies, such as photocopying, electrostatic cleaning 
and purification, and electrostatic protection. Furthermore, slowly varying 
electrodynamic fields can often be approximated as being electrostatic or 
quasi-static, greatly simplifying analysis methods. 

The chapter begins with a general formulation of problems involving 
the electrostatic scalar potential. Next, operator and spectral properties 
of the negative Laplacian are considered. Then, solution techniques for 
self-adjoint problems are discussed, followed by techniques to treat nonself­
adjoint problems. The chapter concludes with a discussion of integral equa­
tion techniques for potentials. 
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368 6. Poisson's and Laplace's Boundary Value Problems 

6.1 Problem Formulation 

We will concentrate on solving boundary value problems for the electro­
static scalar potential l in an m-dimensional open region n (m :2: 2) contain­
ing isotro0c real-valued permittivity, with an (m-1) dimensional boundary 
f, where n = n u f. 

Under time-static conditions (8/ at ---7 0), electric and magnetic fields 
become decoupled and Maxwell's equations (1.1) can be written as 

for electric fields and 

\7 . D(r) = Pe(r), 

\7 x E(r) = -Jm(r), 

\7·Jm(r)=O 

\7 . B(r) = Pm(r), 

\7 x H(r) = Je(r), 

\7 . Je(r) = 0 

(6.1) 

(6.2) 

for magnetic fields, although usually we set Pm = 0, J m = O. In the absence 
of magnetic sources the static electric field is caused by static electric charge 
via Gauss' law, and Faraday's law \7 x E(r) = 0 expresses the conservative 
nature of the electrostatic field. For magnetostatics, the static magnetic 
field is caused by steady electric current, and \7 ·B(r) = 0 expresses the lack 
of magnetic charge. The solution of the equation containing the source term 
most directly determines the field, although potentials are often utilized as 
an intermediate step. 

Poisson's and Laplace's Equations 

Following the method outlined in Section 1.3.2, we note that \7 x E(r) = 0 
implies 

E(r) = -\7¢(r), 

where ¢(r) is the electrostatic scalar potential. Substituting into Gauss's 
law leads to 

-\7. E(r)\7¢(r) = Pe(r), (6.3) 

which is known as Poisson's equation. If permittivity is constant within n, 
which is assumed here, we have 

(6.4) 

1 Recall that scalar potentials are also useful for the analysis of static magnetic fields, 
steady currents, and quasi-static fields, as well as in dynamic problems. 
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Figure 6.1: Geometry of the interior problem: bounded region n c Rm 
containing charge density Pe in nc c:: n, and characterized by permittivity 
c, bounded by surface r. 

Note that Pe is defined in n, not n. If the charge density (Je is absent, then 
the governing differential equation is 

-\7. c(r)\7¢(r) = 0, (6.5) 

which IS known as Laplace's equation, and for constant permittivity we 
have 

(6.6) 

We consider two problems, the interior pTOblem (Figure 6.1) and the 
exterior pTOblem (Figure 6.2). For the interior problem we have a bounded 
region n of material characterized by c, surrounded by a sufficiently smooth 
boundary2 r, with n an outward normal unit vector. Charge density Pe 

may exist in some domain nc c:: n, and on the boundary the potential or 
its normal component will be assumed to be a known, continuous function. 
We are interested in the potential ¢ interior to n, or on r, and the media 
characteristics outside n arc immateriaL:> 

For the exterior problem we have an infinite region n of material char­
acterized by c, with sufficiently smooth finite boundary r, where n is an 
outward normal unit vector. Charge density Pe, if present, must exist in 

2We do not require ~l to be simply connected. For example, in two dimensions 0 
could be the annular domain between two concentric circles, as long as both circles form 
the boundary r. 

3The media characteristics outside 0 are immaterial in the sense of the boundary 
value problem we will consider. Physically, the region exterior to n may influence the 
boundary values of eb or deb/an. which need to be specified in this formulation. Later in 
this chapter an integral equation formulation for a two-region problem will be discussed, 
where boundary values arc 1lnknowns to be determined and which are strongly influenced 
by the surrounding media. 
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Figure 6.2: Geometry of the exterior problem: unbounded region D con­
taining charge density Pe in Dc C R m '" and characterized by permittivity E. 

some finite domain Dc C D, and on the boundary the potential or its normal 
component will be assumed to be a known, continuous function. We are 
interested in the potential ¢ interior 1;0 D or on r, and the media charac­
teristics exterior to D (e.g., in Figure 6.2 depicted as the region surrounded 
by r into which n is directed) are immaterial. 

Boundary and Fitness Conditions 

We need to specify boundary conditions for the governing differential equa­
tions (6.4) and (6.6) to have unique solutions. For the internal problem it 
turns out that either specification of the potential 

¢(r)lrEr = TJl E C(r) 

on the boundary (Dirichlet boundary condition), the normal derivative of 
potential 

!¢(r)1 ==r/2 EC(r) 
un rEr 

on the boundary (Neumann boundary condition), or a mixture of Dirichlet 
conditions on some part of the boundary and Neumann conditions on the 
remainder ofthe boundary is sufficient to yield a unique solution[3, p. 42].4 
In general, we write the boundary condition as 

(6.7) 

4For the interior Neumann problem the solution is determined to within an arbitrary 
constant. In this case uniqueness refers to the fact that the solution is obtained in the 
form ¢(r) + C, where C is arbitrary. Obviously, in any case the electric field associated 
with ¢ will be unique. 
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with ct1.2 E C, Tf E C(f), which is similar to the boundary condition con­
sidered for the one-dimensional Sturm-Liouville problem in Section 5.3. If 
Tf = 0, we call the boundary condition homogeneous; otherwise the bound­
ary condition is said to be inhomogeneous. 

For the exterior problem n is an unbounded region. In order to obtain 
a unique solution to the Poisson or Laplace problem, we need to specify 
the behavior of rb at infinity.5 The appropriate fitness condition to impose 
that leads to a unique solution of the exterior Dirichlet problem in m­
dimensional space (m 2:: 2) is 

i.e., rm - 2 Irbl must be bounded as r ----+ 00, where r is the m-dimensional 
radial distance from the origin. For the exterior Neumann problem in 
m 2:: 3 dimensions the same condition must be enforced, and the solution 
is in fact unique [4, pp. 270-272]. In two dimensions the solution to the 
exterior Neumann problem is unique up to an arbitrary constant. 

Since Pe is a bounded source having support in the bounded domain nc , 

where perhaps nc = n for the interior problem, outside nc the potential ¢ 
must satisfy Laplace's equation. A function with continuous second deriva­
tives that satisfies Laplace's equation is called a harmonic function. For 
the exterior problem we impose the extra condition that I¢I :<:: CI/rm - 2 as 
r ----+ 00 in order to classify ¢ as harmonic. 

In the following we will also need to know the behavior of o¢ / on as 
r ----+ 00. It can be shown that as r ----+ 00 first partial derivatives of a 
harmonic function ¢ are bounded by the inequality6 [4, pp. 269-270] 

- <--I 
o¢ I C2 
on - r m - 1 

which can even be tightened for m = 2 to be lo¢/ ani :<:: C2/r2. Therefore, 
for the exterior problem we impose the condition r m - 2 I¢I :<:: C1 , and the 
condition on boundedness of the derivative follows. A potential ¢ satisfying 
the conditions r m - 2 1¢1 :<:: C1 and r m - 1 lo¢/onl :<:: C2 , with C1•2 < 00, is 
called regular at infinity (sec [5, p. 217] for the case m = 3). 

When considering boundary conditions it should be kept in mind that 
everywhere on a conductor (,6 must be constant (i.e., in this case f is an 
equipotential surface) and that o¢( r) / on on the boundary is proportional 
to boundary charge by (1.5). Therefore, Dirichlet conditions amount to 
specifying the potential on the boundary, and Neumann conditions amount 

5To see why this is necessary, consider a spherical surface r having unity radius and 
the boundary condition ¢Ir = l. Both ¢ = liT and ¢ = 1 satisfy Laplace's equation 
in S1 and the given boundary condition on r yet have very different behavior at infinity, 
with only one of the solutions being physically realistic. 

6The corresponding formula for the ath generalized derivative is ID"¢I < 
Ccx/,rn-2+G. 
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to specifying the charge on the boundary. Note that arbitrary specification 
of both 8¢(r)/8n and ¢(r) everywhere on the boundary overspecifies the 
problem and does not lead to a solution of Poisson's equation. 7 

Apart from the uniqueness of a solution, the fact that a solution exists 
at all is obviously of importance. Assuming a sufficiently smooth bound­
ary and boundary condition, the existence of a solution to the interior and 
exterior Dirichlet and Neumann problems can be shown under fairly gen­
eral circumstances (see, e.g., [6, pp. 216-222]). Existence of the interior 
Neumann problem is subject to the significant constraint [4, p. 258] 

(6.8) 

where we again use the outward normal. This constraint can be determined 
by inserting the pair {¢, I} into Green's first theorem and utilizing Poisson's 
equation, or by integrating Poisson's equation over [2 and applying the 
divergence theorem. Therefore, for the interior Neumann problem 8¢/8n 
cannot be arbitrarily specified, but must be consistent with (6.8).8 For the 
Dirichlet problem ¢ may be arbitrarily specified on the boundary subject to 
adequate continuity (in a mathematical sense, of course; physical conditions 
dictate the actual imposed boundary value for ¢). 

Various problems associated with Poisson's, and especially Laplace's, 
equation are considered in detail in many texts on classical electromagnet­
ics, e.g., [3, Chs. 2, 3]. Here we consider a small subset of such problems 
emphasizing an operator-theoretic approach. 

6.2 Operator Properties of the Negative 
Laplacian 

In this section we investigate the operator properties of the negative Lapla­
cian, L = -\72 : L2 ([2) --+ L2 ([2), as appropriate for consideration of 
Poisson's or Laplace's equation. For generality we consider the governing 
differential equation to be 

(6.9) 

with .\ E C, perhaps .\ = 0, and f specified, subject to the boundary 
condition 

B(¢) = (O;l¢(r) + 0;2 8:~)) IrEr = 7)(r). (6.10) 

7The one-dimensional analog of such an overspecified problem would be the differen­
tial equation -d2 y/dz2 = f on [a,b], with y(a),y(b), y'(a),y'(b) given. 

8Note that in one-dimension Neumann conditions present similar problems. For 
example, considering -d2 y/dx2 = f on [a,b] with y'(a) and y'(b) specified, upon inte-

grating we obtain the constraint y'(b) - y'(a) = - J: f(x) dx. 
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For the exterior problem we also require I¢I <::: C /rm - 2 as r -+ 00. Typ­
ical conditions on the forcing function would be to assume that f is at 
least piecewise continuous in the region of interest, although later we will 
sometimes require the stronger condition of Holder continuity. 

The associated eigenvalue (spectral) problem is 

(6.11) 

where An and ~6n are unspecified spectral parameters, eigenvalues and eigen­
functions, respectively, subject to the homogeneous boundary condition 

( 6.12) 

The eigenvalue problem is considered in this section for the interior prob­
lem, since generally for the exterior problem eigenfunctions do not exist, 
although improper eigenfunctions and eigenvalues may exist. In Tn dimen­
sions the subscript notation t.vpically indicates an Tn-tuple of (perhaps 
related) parameters (e.g., for Tn = 3, ¢n represents ¢nkp). 

The Green·s function problem is 

(- \7 2 - A) g(r, r') = 5(r - r') ( 6.13) 

with A E C specified, perhaps A = 0, subject to the boundary condition 

() ( ( ') 8g(r, r')) I B 9 = cqg r, r + 0:2 8 = 0 
n rEi 

( 6.14) 

valid for both the interior and exterior problems, where for the exterior 
problem in addition to (6.14) we require that the Green's function be 
bounded by Igl <::: C/r m - 2 as r -+ 00. Note that in (6.10), (6.12), and 
(6.14), 0:1 = 1, 0:2 = 0 yields the Dirichlet problem and 0:1 = 0, 0:2 = 1 
results in the Neumann problem. In the following we will consider either 
the Dirichlet or the Neumann problem, but not the case where both 0:1 

and 0:2 are simultaneously nonzero. 
For the interior Dirichlet problem the domain of L, D L , is that subset of 

L2(0) containing functions q) continuous in D and twice differentiable with 
continuous second derivatives9 in 0 that satisfy the boundary condition 
B(¢), i.e., 

For the interior Neumann problem we require ¢(r) E C 2 (0) n C 1 (D). 
For the exterior Dirichlet problem where charge is contained in a finite 

gIn many cases a solution may be obtained in the more restrictive set c 2 (0), rather 
than in the indicated intersection. Note that if pe is contained in a bounded domain 
Oe ~ 0, then <p will be C 2 everywhere in 0 except on the boundary of Oe (_\7 2 q, = Pelf: 

inside Oc and -\72 cp = 0 outside Or), in which case q, E C 2 (0\[\:) n C(rl). 
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region Oc, we require ¢(r) E C 2 (0) except on rand r c, and belonging to 
C(n), where we also add the appropriate fitness condition at infinity. 

A word of caution regarding the Neumann problem is in order. The 
Green's function subject to (6.14) with O!l = 0, 0!2 = 1 (Neumann Green's 
function) does not generally exist due to the constraint (6.8), as is discussed 
in more detail later. Other difficulties are also associated with the Neu­
mann problem, such as the existence of a zero eigenvalue of the Laplacian 
operator. Mathematically, the Dirichlet problem is easier to handle and is 
often the one physically dictated, and so here we are primarily interested 
in the Dirichlet problem, although the Neumann problem is discussed in 
parallel where convenient. 

Self-Adjointness of the Laplacian Operator 

Obviously L is an unbounded, real operator. Using the L2 (0) inner prod-
uct 

(¢,7jJ) = L ¢.(r)7jJ(r) dO, 

which induces the norm 

II¢II = (¢, ¢)1/2 = L 1¢(r)12 dO, (6.15) 

we easily see that L is self-adjoint under the same restrictions on O!, T/ in 
(6.10) as were necessary in Section 5.1, i.e., O! E Rand T/ = o. To see this 
we use Green's second theorem in m dimensions, leading to 

(L¢,7jJ) = - L 7jJ(r)V2¢(r) dV = - L ¢v 27jJ dO + i (¢ ~~ -7jJ~!) dr 

(6.16) 

= (¢,L7jJ) + J(¢,7jJ), 

where J represents the boundary integral (conjunct). We first notice that 
the operator is formally self-adjoint, as described in Section 3.4.2. To 
see when the operator is self-adjoint we need to choose adjoint boundary 
conditions on 7jJ, denoted as B* (7jJ), to make the boundary integral vanish. 
Following the procedure detailed in Section 3.3.4, to determine the correct 
adjoint boundary conditions we apply homogeneous boundary conditions 
B(¢) = 0 in the boundary integral term (regardless of the value of T/) 
and choose homogeneous boundary conditions on 7jJ such that the resulting 
boundary integral vanishes. It is easy to see that it is sufficient to choose 
the conjugate adjoint boundary conditions as 
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in which case J(¢,1/;) = O. Conjugating the above conditions leads to 

B*(1/;) = ol1/;(r) + 02 o1/;(r) I = O. 
on rEr 

If 7] = 0 and 01,2 E R, then B(lj;) = B*(1/;) and with this choice DL* = D L , 

so that the operator L is self-adjoint. If either 7] i= 0 or 01,2 E C, or both, 
then the operator L is not self-adjoint. Since often 01,2 E R but 7](r) i= 0, 
the typical Dirichlet (01 = 1,02 = 0, 7] i= 0) and Neumann (01 = 0, 02 = 1, 
7] i= 0) problems are not self-adjoint, although homogeneous boundary 
conditions together with Pc i= 0 yield self-adjoint problems of considerable 
practical interest. 

The preceding pertains to the interior problem. For the exterior prob­
lem we can add a boundary r = located at r = 00. Assuming ¢ and 1/; are 
regular at infinity, then ¢o'lj)/on,1/;o¢/on rv C/r2m - 3 ; noting dr rv rm - 1 

shows that the boundary integral over r CXJ vanishes. We are left with the 
boundary integral over the finite boundary r, leading to the same con­
straints for self-adjointness as found for the interior problem. 

Definiteness of the Laplacian Operator 

Considering the material in Chapters 3 and 4, it is useful to characterize 
the definiteness of the Laplacian operator. From Green's first theorem we 
have 

(¢, L¢) = - r ¢(r)V2 ¢(r) dn = - 1 ¢V¢· dS + r V¢· V¢dn. (6.17) 
.fn Jr.fn 

For the special case of homogeneous Dirichlet conditions, the boundary 
integral vanishes such that 

(6.18) 

and we find for those cases that L is a strictly positive operator. If n is 
bounded, then L is in fact positive definite [4, pp. 294· 295]. For homoge­
neous Neumann conditions the surface integral also vanishes; however, in 
this case ¢ = C i= 0 can occur such that (¢, L¢) = 0, and so the operator 
L subject to homogeneous Neumann conditions is merely nonnegative. 

In summary, the unbounded, real operator L = - V 2 is self-adjoint and 
strictly positive subject to homogeneous Dirichlet conditions with a1,2 E R, 
is self-adjoint and nonnegative subject to homogeneous Neumann condi­
tions with Ct1,2 E R, and is otherwise generally nonself-adjoint. For the 

interior problem the operator acts on functions ¢ E C2 (n) n C(O) (or 

smoother) for the Dirichlet case, and ¢ E C 2 (n) n C 1 (O) for the Neumann 
case, and for the exterior problem ¢ must also be regular at infinity. 
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It is important to note that in the case of nonhomogeneous boundary 
conditions B( ¢) = fj, one can still work with a self-adjoint Poisson problem. 
For example, to solve 

B(¢) = fj, 

we may decompose the potential as ¢ = ¢P + ¢h, where ¢P satisfies 

_\l2¢p = Pe, 

and ¢h satisfies 

c 
B(¢P) = 0, 

- \l2¢h = 0, 

B(¢h) ='7. 

(6.19) 

(6.20) 

Therefore, it is enough to consider Poisson problems with homogeneous 
conditions B( ¢) = 0, which result in self-adjoint positive or nonnegative op­
erators, and Laplace's equation with nonhomogeneous conditions B( ¢) = T]. 

The solution of Laplace's equation for ¢h may frequently be obtained using 
separation of variables, as described in Section 5.4, or integral techniques. 

It is also useful to keep in mind that for the interior problem in a 
simply-connected region, Laplace's equation with homogeneous Dirichlet 
conditions admits only the trivial solution ¢ = 0. Furthermore, for the 
Dirichlet condition ¢Ir = ¢o, where Cllo is a constant, then ¢ = ¢o every­
where in the interior region. 10 

6.3 Spectral Properties of the Negative 
Laplacian 

We next consider the eigenvalue problem 

-\l2¢n == An¢n 

10This can be easily shown from Green's first theorem. Indeed, 

l [4>\724> + \74>. \74>] dO = i 4>\74>. dr, 

1 [0 + 1\74>12] dO = 4>0 i ~4> dr 
o ron 

= 4>0 ·0, 

where fao o4>/ondr =0 by (6.8) and 0 is simply connected. Therefore, \7rp (r) = 0 for 

rEO, and so 4> = C, but since 4>lr = 4>0 and 4> is continuous, 4> (r) = C = 4>0 inside 
O. In particular, for homogeneous Dirichlet conditions, 4> = 4>0 = O. For homogeneous 
Neumann conditions, o4>/on = 0, we again get 4> equal to a constant in 0, 4> = C, 
although C is not necessarily zero. 
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on a bounded domain Q, subject to homogeneous Dirichlet conditions of 
the form (G.7) with a1.2 E R, such that L = -\72 : L2 (Q) -+ L2 (Q) 
with D L described previously is sdf-adjoint and strictly positive. Since 
L is self-adjoint, by Theorem 4.2.5 we have An E R, where existence of 
the eigenvalues is discussed below. Furthermore, eigenfunctions rPn of L 
corresponding to different eigenvalues are orthogonal, and so we'll assume 
(rPn, rPm) = 6mn · Since L is strictly positive, by Theorem 4.19 we have 
A,,>O.11 

With the above established, a statement analogous to Theorem 5.1 for 
the one-dimensional Sturm-Liouville operator can be formed. Because 0 is 
not an eigenvalue of L, Lu = 0 has only the trivial solution u = 0. 12 Then, 
by Theorem 3.24, L is one-to-one and has an inverse defined on its range. 
As expected, the inverse operator will involve an integration over a Green's 
function kernel. 

Theorem 6.1. Let L be the negative Laplacian operato". (L = - \72 ) acting 
on a bounded open region n subject to homogeneous Dirichlet conditions. 

Then there exists a real-valued function 9 (r, r') = 9 (r', r) for r, r' E Q such 
that 

(L -11') (Q) = 1 g(r, r')v(r') dQ' = (g, v) 
n 

for all v E R L . 

The proof is omitted here, although properties of the Green's function 
such as existence, uniqueness, symmetry, and positivity are examined in [7, 
pp. 130-135]. In this reference it is also established that L -1 is a compact 
operator 13 on L2(Q) and is, in fact, Hilbert-Schmidt. Therefore, 

• by Theorem 4.41 there exist real eigenvalues In and corresponding 
eigenvectors Un of L- 1 (i.e., L-1un = InUn) such that {un} forms a 
basis in L2(Q); 

• by Theorem 4.11 {un} are also the eigenvectors of L (i.e., 'Un = cPn), 
with corresponding eigenvalues An = l/ ,n . Because An > 0, then 
In> 0; 

llThis is also easily shown directly. I\Iultiplying (6.11) by cPn and integrating over S1 
we get 

An IlcPn 112 = - /. ¢n \J2¢ndS1 = /. \JcPn . \J¢ndS1 = j l\JcPnl2 dS1 > 0 
. n . n n 

using Green's first theorem. Because cPn # 0, then IlcPn 112 > 0 and An > O. 
12Note that Lu = 0 often has nontrivial solutions for nonhomogeneous boundary 

conditions. 
13It is easy to see compactness by considering the form of the Green's function. For 

example, in three dimensions g(r,r') = 1/(47r Ir - r'l) + gh(r,r'), where \J2 gh = O. 
Therefore, 9 represents a weakly singular kernel that generates a weakly singular integral 
operator on a bounded region n. Then, by an example in Section 3.6.2, L -1 is compact 
onL2(S1). 
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• by Theorem 4.40 (Hilbert-Schmidt), limn--->CXJ In = 0 and limn--->CXJ An 
= 00. 

From completeness, for every ¢ E L2(D) we have 

CXJ 
¢ = L «p, ¢n) ¢71 

71=1 

in the norm sense, where ¢n E C2 (D)nC(O). In addition, for every ¢ E DL 
we have CXJ 

L¢ = LAn (¢, ¢n) ¢71' 
71=1 

where L~=l A; 1 (¢, ¢n) 12 < 00. 

For the eigenvalue problem L¢n = A71¢n on a bounded domain D subject 
to homogeneous Neumann conditions (where L is self-adjoint and nonneg­
ative) we have An E R, orthogonality of the eigenfunctions associated with 
different eigenvalues, and An 2:: O. Thus, the above comments on the spec­
tral properties of the operator similarly apply for the Neumann problem, 
although the possibility of An = 0 complicates the analysis. This was also 
the case for the Sturm-Liouville problem considered in Chapter 5, where 
An = 0 could not, in general, be ruled out. 

Taken alone, the domain of L -1 could be simply piecewise continu­
ous functions P of bounded support, yielding a convergent weakly singular 
integral representation of a function, which, for the exterior problem, is reg­
ular at infinity. However, for its identification as the inverse to the negative 
Laplacian operator L on its specified domain, we should take the domain 
of L -1 to be functions p at least Holder continuous at all points in D, more 
strongly, with the same a (i.e., p E Ho,a(O)), such that the associated 
potential ¢ = L -1 Pe possesses continuous second partial derivatives in D 
that satisfy Poisson's equation (i.e., ¢ = L-1 pe E C2 (D) n C(O)). 

6.4 Solution Techniques for Self-Adjoint 
Problems 

Green's Functions Methods 

We consider the solution of 

(_\72 _ A)¢ (r) = Pe(r) , 
E 

(-\72 - A)g (r, r') = 6 (r - r') , 

subject to B(¢) = B(g) = 0, with B given by (6.7) where 001,2 E R. Sub­
stituting these equations into Green's second theorem leads to the solution 
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(see Section 1.3.4) 

"'() l' j' Pe(r') ( '\) dn ' ',U r = _1m --g r,r ,/\ H. 

o-.() D-Do C 
(6.21) 

If the charge density has support in Dc C D, then the volume integral 
extends only over Dc, yet (6.21) is valid anywhere in D, both inside and 
outside Dc. 

Properties of the volume integral (6.21) were discussed in Section 1.3.4. 
To summarize, consider the source density Pe to exist over a bounded region 
Dc C D . 

• For r tt Dc the volume integral represents a proper convergent integral 
over fixed limits, which can be differentiated arbitrarily often (¢ E 

c=(D\fL)), with derivatives brought under the integral sign. In this 
region exterior to the charge density the potential is harmonic. For 
the exterior problem, since Pe is a bounded density, ¢ is regular at 
infinity [5, p. 144] . 

• For r E Dc the improper volume integral associated with the prin­
cipal Green's function is uniformly convergent to a continuous func­
tion ¢( r), and differentiable with first derivatives allowed to be taken 
under the integral sign, resulting in a function everywhere continu­
ous, i.e., ¢(r) E C1(D). If the charge density is Holder continuous 

(Pe E HO,n (Dc)), second partial derivatives of the volume integral 
generally exist as well and are continuous interior to Dc but not on 
its boundary. These second derivatives satisfy Poisson's equation. 

Because for rED (6.21) provides a function at least C1(D) that may 
be differentiated under the integral sign, in obtaining the electric field as 
E = - V ¢ the gradient operator may be passed inside the integral, resulting 
m 

E(r)=- lim l Pe(r')Vg(r,r', A) dD'. 
0-.0 D-no c 

(6.22) 

For the electrostatic problems considered here the Green's function sat­
isfies (6.13) with A = O. i.e. (dropping the A designation), 

2' , V g(r, r ) = -b(r - r ) ( 6.23) 

subject to boundary condition B(g) = O. The Green's function can be 
obtained using spectral methods as an eigenfunction expansion, which is 
discussed later in this section, or in some other form, perhaps using scat­
tering superposition or image theory. 
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Green's Function via Scattering Superposition 

To obtain the Green's function for (6.21) using scattering superposition, 
we write (repeating from (1.45) and (1.46)) 

g(r, r') = gP(r, r') + gh(r, r'), 

where gP is the principal Green's function, satisfying 

and gh is the scattered Green's function, satisfying 

(6.24) 

such that together 9 = gP + gh satisfies the boundary condition B(g) = O. 
In three dimensions (in fact, for m :::: 3) we have 

P ( ') _ 1 
9 r, r -'A I 'I' '±7r r - r 

(6.25) 

and for the two-dimensional case (m ,= 2) 

gP(r, r') = -~~ In(lr - r'l). (6.26) 

In any event, one must be able to determine 9 obeying B(g) = O. 
Solution techniques for when such a Green's function cannot be found are 
discussed in Section 6.6. 

Example 6.1. 

Consider Figure 6.3, which depicts a charge density having support in a 
bounded domain Oc in the vicinity of an infinite grounded half-plane r. To 
determine the potential for z :::: 0 we need to solve Poisson's equation (6.4) 
subject to homogeneous Dirichlet conditions, 

_V2¢:= Pe, 
c 

¢Iz=o := O. 

The Dirichlet Green's function is 

d( ') 1 h( ') 9 r,r = -4-1---'1 + 9 r,r 7rr-r 

( 6.27) 

(6.28) 

with gh chosen so that gd(r, r') IrEr = O. With r' = XXi + yy' + ZZI, from 

image theory it is clear that we should choose gh(r,r') = -1/(47r Ir - r;i), 
where r; = XXi + yy' - ZZ'. Therefore, 

d( I 1 1 
9 r, r ) = I 'I I 'I' 47r r - r 47r r - r i 

(6.29) 
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Figure 6.3: Charge density having support in a bounded domain Oc c Rm 
in the vicinity of a grounded half-plane. 

which also is regular at infinity for the half-space z > O. Substituting into 
(6.21), the solution is 

. 1 Pe(r') [1 1], cP(r) = Inn -- , - ,dO. 
0--->0 l1 c -l1o C 41f Ir - r I 41f Ir - ril (6.30) 

Eigenfunction Expansion Solutions 

Continuing with the self-adjoint problem, the solution of 

(L - A) cP = f 

subject to B( cP) = 0 by eigenfunction expansion proceeds as follows. The 
eigenfunctions are chosen such that B( cPn) = O. With cP = L::1 (cP, cPn) cPn 
and LcP = L~=l An (cP, cPn) cP17' we have 

oc oc 

n=l 17=1 

Taking the inner product of both sides with cPm and exploiting orthonor­
mality (cPn, cPm) = bnm lead to (cP, cPm) = (l/(Am - A)) (j, cPm), resulting 
III 

(6.31) 
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rt)=O y=b 't 

<j)=0 
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(x,y) = (0,0) <j)=0 x=a 

Figure 6.4: Charge density in a grounded rectangular region. 

This is a generalized m-dimensional Fourier expansion solution with respect 
to the eigenfunctions of L, the negative Laplacian, and is analogous to the 
one-dimensional result (5.27) (recall that the summation in (6.31) is m­
dimensional, representing an m-tuple of integers). Of course, the expansion 
does not exist if A = An, unless (j, ¢n) = 0 as discussed in Sections 3.11 
and 4.5. In electrostatics we are interested in Poisson's equation (A = 0), 
such that the potential is given as 

(6.32) 

A similar form for the Green's function is also available. If we take the 
Green's function to be defined as 

(L - A) g(r, r',.\) = t5(r - r') 

with B(g) = 0, then formally substituting t5(r - r') for f in (6.31) leads to 

(6.33) 

which is the multidimensional bilinear series form for g, analogous to (5.28). 
From (4.63) we also have the completeness relation 

Example 6.2. 

~ 1 g(r, r', A) ciA = -t5(r - r'). 
21fZ Ie 

Consider the interior Dirichlet problem in two dimensions, 

_V2¢ = Pe, 
E 

¢(r)lrEr = 0, 

(6.34) 
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with Pe given, where the boundary r is the closed rectangular path formed 
by 0 :S x :S a and 0 :S Y :S b as shown in Figure 6.4. Eigenfunctions are 
defined by -\l2rPn = A."rPn subject to rPn(r)lrEr = O. The eigenfunction 
problem is therefore 

a2 cp1/ a2 (Pn 
-~ - ,) 2 = ArPn(X, y) 

vX vy 
(6.35) 

solvable by separation of variables, which converts (6.35) into two simple 
Sturm-Liouville problems. Proceeding, we replace the single-index nota­
tion rPn by the double-indexed CPnm and assume 

Substituting into (6.35) yields 

1 a2x" 1 a2 Ym 
--X -a·. 2 -V--a2 -Anm=O. 

1/.r Lm Y 

With the identification of - 1" d~~n = k;,.x subject to Xn(O) = Xn(a) = 0, 

and _yI dd2Y~n = k;n y subject to Ym(O) = Ym(b) = 0, and noting the 
fll.Y '1 

separation equation k;LX + k;',.y = Am ," we have 

II n7f 
Xn(:r) =. - sin -x, 

a a 

(2 rn7f 
Ym(Y) = V b sin -b-Y' 

where kn .x = n7f / a and km .y = rn7f /b, such that eigenvalues are found to 
be 

Anm = (na7f
) 2 + C~7f) 2 

n, rn = 1,2,3 ..... Therefore, the orthonormal eigenfunctions are 

(4 117f . rn7f 
rPnm(x, y) = V ciJ sin ~x sm -b-Y' 

which form a basis for L2(Sl), where Sl = {x, Y : x E (0, a), Y E (0, b)}. Note 
that this product form is consistent with Theorem 2.16 and that, in this 
case, rPnm E C= (n). The eigenfunction expansion solution to the given 
problem is, from (6.32), 

An alternative view is to consider the Green's function from (6.33), 

4 DC ex; sin me X sin rrm Y sin n1r x' sin mK Y' 
g(r, r', A) = _ ~ ~ a b a b, 

ab f::i ,f::1 (naK) 2 + C"1K) 2 - A 
(6.37) 
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with the solution for the potential given by (6.21). Furthermore, from 
(6.34) we have 

5(r - r') = -1 1 g(r, r',)..) d)" 
27rZ Ie 
00 00 {£ 

= L L - sin n7r x 
ab a 

n=l m=l 

Partial Eigenfunction Expansion 

m7r {£ n7r,. m7r , 
sin -y - sin -x sm -b-Y . 

b ab a 

Note that the eigenfunction expansion in m dimensions typically results in 
an m-fold summation. This purely spectral form can often be reduced to 
a lower-dimension summation using the concept of a partial eigenfunction 
expansion, which consists of separating the m-dimensional eigenvalue prob­
lem into m one-dimensional Sturm-Liouville eigenvalue problems (other 
variations are also possible). All, or at least some, of the resulting Sturm­
Liouville problems generates a complete set of functions in the correspond­
ing space. The m-dimensional unknown is then expanded in one of these 
complete sets of one-dimensional eigenfunctions, with expansion coefficients 
depending on the remaining (m - 1) spatial coordinates and the m primed 
coordinates. This generates an (m - 1) dimensional nonhomogeneous dif­
ferential equation for the expansion coefficients. If this differential equa­
tion for the coefficients can be solved in closed form, then the result is 
a one-dimensional (rather than an m-dimensional) summation for the m­
dimensional solution. If the (m - 1) dimensional differential equation for 
the coefficients cannot be solved in closed form, usually the process can 
be repeated. Since this procedure is fairly common, an example will not 
be included here, although the technique is used later (see, e.g., Chap­
ter 8). Numerous other examples can be found in the literature, e.g. [7, 
pp. 154-164], [8]. 

6.5 Integral Methods and Separation of 
Variables Solutions for Nonself-Adjoint 
Problems 

We now consider some generally nonself-adjoint problems, in particular 
those arising from nonhomogeneous Dirichlet or Neumann conditions. As 
stated earlier, we generally don't need to consider the Poisson problem 
with nonhomogeneous conditions, since this can be decomposed into a self­
adjoint Poisson problem with homogeneous boundary conditions (6.19), 
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with a solution of the form (6.21), and a Laplace problem with nonho­
mogeneous conditions (6.20). Having considered the self-adjoint Poisson 
problem, we now consider the nonself-adjoint Laplace problem 

_V2¢ = O. 

B((~) = T), 
(6.38) 

where we will assume TI E R. 

Integral Methods for Nonself-Adjoint Laplace Problems 

The two principal methods commonly applied to the Laplace problem are 
the Green's function technique and separation of variables. Starting with 
the fonner, since L¢ = 0 and Lg = 6, substitution into Green's second 
theorem leads to 

¢(r') = - i [cp(r)V g(r, r') - g(r, r')V¢(r)]· dr (6.39) 

for r' E rl. Since V¢(r) . n = o¢(r)jon = -n· E(r), the second term in 
the boundary integral is related to the normal component of electric field 
on the boundary (normal derivative of potential), which is associated with 
boundary charge, whereas the first term simply relates to the potential on 
the boundary. 

Note that in (6.~~9) we enforce B(¢) = 7), but we have not yet speci­
fied any boundary conditions on g. Furthermore, (6.39) satisfies Laplace's 
equation for any g a solution of (6.23) and represents a valid integral repre­
sentation (assuming sufficient differentiability) for ¢. However, for (6.39) to 
provide an explicit solution of the given boundary value problem, one needs 
to choose g accordingly. It is clear that for Dirichlet boundary conditions 

we need to choose g = gd (r, r') such that 

gd(r,r')lrEr = O. 

The integral relation (6.39) then becomes 

¢(r') = - i Tld(r)V gd(r, r') . dr. 
I' 

For Neumann conditions 

OdJ .. (r) I - () ~ -Tin r 
n rEI' 

(6.40) 

it would seem that we need to choose q = gn(r, r') such that ogn(r.r') I -an rEI' -

0; however, this is generally not consistent with the existence constraint 
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(6.8). Applying (6.8) to \72gn (r, r') = -c5(r - r') provides fr agn jan df = 
1, so that, rather than agn~r,rl) I = 0, we can require (not uniquely) 

n rEr 

1 

5' 

which is known as a Neumann Green's junction, where 5 = fr df. With 
the Neumann Green's function, (6.39) becomes 

¢(r') = - i ¢(r)\7 g(r, r') . dr + i gn(r, r')7]n(r) df 

= -~ i ¢(r) df + i gn(r, r')7]n(r) df. 

(6.41) 

Although the above is still not an explicit expression for the potential, if 
5 = fr df ---+ 00, then, assuming Jr (p(r) df < 00, the first term vanishes 
and we obtain 

¢(r') = i gn(r, r')7]n(r) df. 

Note that for both the external and internal problems the left side of (6.39) 
is zero for r' ~ D. 

By superposition, the solution ofthe Poisson problem -\72¢(r) = PelE 
subject to B(¢) = 7] is obtained by adding (6.21) and (6.39), consistent with 
(1.52). If one does not so decompose the Poisson problem as described, then 
(1.52) provides the desired form, where 9 is any solution of (6.23). This 
provides an explicit solution to Poisson's problem if g is chosen to have the 
appropriate boundary behavior. 

Example 6.3. 

Consider Figure 6.5, which depicts a charge density having support in a 
bounded domain Dc in the vicinity of a half-plane. On the half-plane the 
potential is 7](x, y). To determine the potential for z ~ ° we need to solve 
Poisson's equation (6.4) subject to nonhomogeneous Dirichlet conditions, 

_\72¢ = Pc, 
E 

¢Iz=o = 7] (x, y) . 

From Example 6.1, the solution of 

IS 

_\72¢ = Pe, 
E 

¢Iz=o = ° 

(6.42) 

(6.43) 
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<!>(r) 

z 

T](x, y) 

Figure 6.5: Charge density having support in a bounded domain Dc c Rm 
in the vicinity of a half-plane having potential T)(x, y). 

where the Dirichlet Green's function is (6.29) 

d( ') 1 1 
9 r,r = 41Tlr-r'l 41Tlr-r;1 

with r' = xx' + yy' + zz' and r; = xx' + yy' - zz'. Therefore, by superpo­
sition the solution of (6.42) is, from (6.39) and noting that 

1 z' d( ') I 8gdl V' 9 r, r . n z=o = - 8z z=O 2 3/2 ' 
1T [(x - x')2 + (y - y')2 + z'2] 

Pe(r') d(r r') dD' 
c 9 , 

+ ~ foc f= 77(X',y') dc.ld' 
2 3/2 .X; y. 

1T. -Xl. -00 [(x - x')2 + (y -y')2 + z2] 

( 6.44) 

For the special case of a constant potential T)(x, y) = ¢o (perhaps ¢o = 0 
as in Example 6.1, representing a grounded conductor), we have 

( 6.45) 

using J~oc J~= [(x - x')2 + (y - y')2 + z2]-3/2 dx dy = 21T / z. 

Note also that for the half-plane problem, S = J~oc J~= df ---t 00. 

Assuming J~= J~= T)(x, y) dx dy < 00, we can also solve the Neumann 

problem where o~(r) I = 7)(r) is specified, with the Neumann Green's 
n rEI' 

function oq"(r.r') I = o. It can be easily found that 
an rEI' 

n( ') 1 1 
9 r, r = 4 I 'I + 4 I 'I 1T r - r 1T r - r i 
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(x,y) = (0,0) <I> := 0 x=a 

Figure 6.6: Rectangular region carrying potential T) on one side. 

with the solution 

which provides an explicit expression for ¢. 

Separation of Variables for Nonself-Adjoint Laplace Problems 

The second method of attacking Laplace's equation is via separation of vari­
ables. For the case of nonhomogeneous boundary conditions this method 
depends on the principle of superposition. 14 The method is most easily 
illustrated by a simple example. 

Example 6.4. 

Consider the interior Dirichlet problem in two dimensions depicted in Fig­
ure 6.6, 

(6.4 7) 

where the boundary r is the closed rectangular path formed by 0 ::::; x ::::; a 
and 0 ::::; y ::::; b. The boundary conditions are 

¢(O, y) = ¢(a, y) = 0, 

¢(x,O) = 0, 

¢(x, b) = T)(x), 

0::::; y::::; b, 

0::::; x::::; a, 
0::::; x::::; a, 

where T)(x) is a given, real-valued piecewise-continuous function. 

(6.48) 

The solution of Laplace's equation (6.47) is separated as ¢(x, y) 
X(x)Y(y), leading to 

1 8 2 X 1 82y 
- X 8x2 -};: 8y2 = O. 

14Fourier series-type expansions can also be used, but are more cumbersome. 
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With the identification of -:k- ~2x~ = k; subject to X(O) = X(a) = 0, we 
have 

n7r 
X(x) = X,,(:r) = An sin -x, 

a 

where kx = kn.x = n7r / a. 

From _.ld2 y = k2 subJ'ect to Y(O) y dy2 y 0, and noting the separation 

equation k; + k~ = 0, we obtain 

zn7r n7r 
Y(y) = Yn(Y) = Bn sin -y = iBn sinh-y 

a a 

such that the solution is, so far, 

rm n7r 
¢ = Cn sin -xsinh -yo 

a a 

We have yet to impose the boundary condition ¢( x , b) =I]( x) for ° ::; 
x ::; a. In fact, we cannot satisfy this condition with a single term of the 
form sin( n7rX / a) sinh( n7ry / a), and so, noting that a sum of homogeneous 
solutions is also a homogeneous solution, we form 

DC 

"" n7r n7r ¢(:r, y) = ~ Cn sin -x sinh-y 
a a 

71=1 

and enforce the remaining boundary condition. Proceeding, we have 

"" n7r n7r ¢(x,b) = ~Cnsin-xsinh-b=T)(x), 
a a 

n 

which, when multiplied by sin(m7rx/a) and integrated over (0, a), leads to 
_ 2 foa 1)(x) sin nan X dx . 

Cn - a sinh ¥b . The final result IS then 

_~~foaT)(x)sinna7rxdx. n7r n7r 
¢(X,y) - ~ . h n7rb sm x sinh-yo 

a sm - a a 
n=1 a 

Because of the exponential increase of the hyperbolic sine function for mod­
erately large arguments, the series converges rapidly as long as y is not too 
close to b. 

It is easy to see that the three null boundary conditions in (6.48) are 
identically satisfied due to the vanishing of the eigenfunctions at the bound­
ary and that the boundary condition at y = b is satisfied in the norm sense. 
Indeed, 

lim 11¢(x, y) - 7) (x)11 = 11¢(x, b) - T) (x)11 
y--+b 
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by continuity of the norm, Section 2.Ei. Furthermore, 

00 

= - La;' + 11r7112 , 
n=l 

where 

j!j.a n7r 
an == - ry(x) sin -x dx. 

a 0 a 

By Parseval's equality (2.16), 

00 

L lan l2 = Ilryl12 
n=l 

and therefore 

lim 11¢(x, y) - ry (x) II =, - Ilryl12 + Ilryl12 = o. 
y->b 

(6.49) 

The success of any method for solving Laplace's equation depends on 
several factors. For the integral method, one must be able to determine an 
appropriate Dirichlet or Neumann Green's function, of course preferably 
in closed form. Various methods may be applied, including eigenfunction 
expansion, scattering superposition, and image theory. These methods will 
prove to be difficult for all but the simplest boundaries (canonical shapes 
like parallelepipeds and spheres, etc.) and will be impossible for many 
realistic geometries. 

For the separation-of-variables method, one must have a surface ad­
hering to a separable coordinate system. For three-dimensional problems 
11 separable coordinate systems are identified in [9, p. 515], although of 
course many problems concerning quite simple geometries do not lead to 
separation of the Laplacian. For instance, the interior problem for both a 
parallelepiped and a spherical geometry is amenable to separation of vari­
ables, as is the exterior problem for a spherical structure, yet the exterior 
problem for the parallelepiped is not. 
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What can be done if the Dirichlet or Neumann's Green's function can­
not be obtained in closed form, or if the problem is not separable? Several 
options exist. In the integral method one can formulate an integral equa­
tion, the solution of which leads to the harmonic term g" [7, pp. 146-147]. 
However, unless the integral equation can be solved analytically the com­
putation of the potential must be obtained via a two-step numerical pro­
cedure. One can also chose a simple Green's function that satisfies (6.23), 
usually the free-space Green's function, and treat (6.39) or a similar inte­
gral relation as an integral equation to be solved, usually numerically, for 
the unknown cP. This will be described in some detail below. 

As an alternative, Laplace's or Poisson's equation can be solved di­
rectly using numerical differential equation methods, e.g., finite-difference 
techniques, although this topic is not discussed here. 

6.6 Integral Equation Techniques 
for Potential Theory 

One method to address the above-mentioned difficulties, when, for instance, 
an appropriate Green's function cannot be reasonably obtained, is via the 
formulation of integral equations. Although the resulting equations may 
need to be solved numerically, usually this can be accomplished using well­
established techniques. Depending on the formulation, the associated in­
tegral equations can also be used to establish existence proofs and to as­
certain solution properties. Moreover, integral equation formulations are 
often necessary for multiregion and scattering problems, especially those 
corresponding to complicated geometries. Here will we consider both the 
boundary value problem and the scattering problem, since they both can 
be analyzed using the same integral relations. Although not discussed here, 
the eigenvalue problem - \J 2 cPn = AncPn can obviously be cast as an integral 
equation as well. 

Consider the geometry depicted in Figure 6.7. The interior region !:ll, 

bounded by smooth boundary r, is characterized by constant permittivity 
Cl with source-charge density Pl. The region !:l2 is bounded by r + roo and 
characterized by constant permittivity C2, with source-charge density P2. 
The potential is governed by 

for r E !:li, i = 1,2. The potential can be shown to satisfy the boundary 
conditions 

(6.50) 
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n r 

Figure 6.7: Two-region electrostatic problem. Charge PI inside region 0 1 

characterized by Cl and bounded by f, and charge P2 inside region O2 

characterized by C2 and bounded by r u f oc. 

where Ps is a surface-charge density and a/an is the derivative normal to 
the boundary. Boundary conditions (6.50) can be obtained from (1.5) or 
by direct methods. 

Green's functions are defined as 

-V2g1,2(r,r') = o(r - r') 

for r E 0 1 ,2. Inserting {<P1,gl} into Green's second theorem (see (1.52)) 
and noting that n points outward from 0 1 , we have 

}=limj gl(r,r,)P1(r)dO (6.51) 
0-->0 S/, -S/8 C1 

-i {<P1(r)V'gl(r,r') - gl(r,r')V'<P1(r)}· dr. 

Repeating for region 2, 

<P2 (r') 
o } = lim r g2(r, r') P2(r) dO (6.52) 

6--;O}S/2-S/8 C2 

+ i {<P2 (r)'\7 g2 (r, r') - g2 (r, r') V' <P2 (r)} . dr, 

where the positive sign in front on the boundary integral is due to n pointing 
inward to O2 , and the boundary integral over f 00 has vanished assuming 
<P2 and g2 are regular at infinity. 

So far, integral relations (6.51) and (6.52) are not valid for r' on f. 
Because r ranges over f, if r' is some fixed point on f, then the prin-
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cipal part of the Green's function becomes singular, leading to an im­
proper integral. It can be shown that Jr g(r, r')V'<,&(r) . dr is continu­
ous as r' --7 r~ E f and exists as a convergent improper integral (for 
instance, in three dimensions gP = 0 (1/ R) and df = 0 (R2)). The term 
.fr <,&(r)V'g(r, r') . dr = .f~, <,&(r)og(r, r')/on df, however, is discontinuous as 
r' approaches the boundary, such that 

lim 1 <'&(r)Og(r,r') df = =t=<,&(r~) + 1 <'&(r)og(r,r~) dr, 
r' -H~ .K on 2 Jr on 

lim 1 ¢(r)og(r,r') df=±<,&(r~) + 1 <'&(r)Og(r,r~) df, 
r' -+r~ fr' on' 2 Jr on' 

(6.53) 

where the upper sign is for the case of the limit being taken from the 
region into which n does not point, and the lower sign is for the case of 
the limit being taken from the region into which n points. This topic 
is considered in detail in many references; see, e.g., [7, Sec. 6.4] and [2, 
pp. 128-138]. Note that the continuity of .frg(r,r')V'<,&(r) . dr and the 
discontinuity of Jr ¢(r)V'g(r, r') . dr as r' --7 r~ are obtained for any g that 
satisfies (6.23). This is because, from scattering superposition, we see that 
gP is the dominant term in g = gP + gh near the source-point singularity, 
and so it is enough to consider V' gP, the behavior of which leads to the 
above-described properties. If the boundary f is not sufficiently smooth, 
then the term ¢(r~) /2 needs to he modified. The appropriate expressions 
can be found in [2, pp. 222-228]. 

It is worthwhile to briefly describe the properties of the integral 

concentrating on the three-dimensional case. If ¢ E C(r), which is as­
sumed everywhere in this section, then the improper integral f(r~) is uni­
formly Wilder continuous on r (in fact, f(r~) E H O•1/ 3 (f)) and convergent 
[5, pp. 167,300-301]. Recall from Section l.3.4 that for a two-dimensional 
improper surface integral of the form considered here, a sufficient condi­
tion for convergence, assuming <,& well behaved, is that the denominator is 
O(R7l), 0 < TI. < 2. The convergence of the surface integral15 

is obtained in this case even with the term R2 in the denominator since as 
r --7 r~ we have cos (r - r~, n) --70; therefore, the kernel is actually weakly 
singular [10, pp. 118-120], 

Icos (r - r~, n)1 < C 
R2(r, r~) - R(m-l-a) 

15COS(X, y) is the cos of the angle between the vectors x and y. 
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in m-dimensional space for some constant C and ex > O. For the special 
case of r s and r~ lying on a planar surface r, cos (r s - r~, n) = 0, and so 
in this case the source-point singularity is eliminated. 

With the appropriate limiting procedure, (6.51) and (6.52) become16 

r' = r~ E r 
r' E [22 

and 

r' E [22 

r' = r~ E r 
r' E [21 

Note that we have not imposed any boundary conditions on gl,2. As­
suming that a Dirichlet or Neumann Green's function is difficult to obtain, 
it is particularly convenient to take gl = g2 = gP, the principal Green's 
function corresponding to an unbounded region. Adding (6.54) and (6.55), 
and noting for the left sides that limr'~r~ ¢l(r') = ¢s(r:) = limr'~r~ ¢2(r') 
from (6.50), where ¢s is the potential on the boundary, yield 

r' E [21 

r' = r~ E r 
r' E [22 

For convenience we denote 

16The terms Jan gP(r, r~)\7<,1>(r) . dr and j>~n <,I>(r)\7gP(r, r~) . dr are known as the 
single-layer and double-layer potential, respectively. 
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fori = L 2: therefore, 

r' E n] 
r' = r~ E f 

r' E n2 

cP](rl)} 
( I) (1)( ') (2)( ') cP, s r = CPinc r + cPine r 

cP2(r') 
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+ i gP(r, r') [oi~r) - °i~r)] df. (6.56) 

Note also that cPine could be an externally imposed potential associated 
with an externally imposed electric field Eine (r') = - V' cPine(r'). 

Boundary Value Problems Involving Conductors 

At this point we need to be more specific, and so we will consider two 
distinct classes of problems of interest in electrostatics. The first is where 
the boundary f is a perfect conductor (an equipotential surface), held at 
a known potential cPs = cPo. It is then natural to work with the boundary 
integral equation (6.56) for r' = r:, E f. We consider two cases. 

Region 1 Source-free (PI = 0 =} cP;~l = 0) 

In this case cPI = cPo in nl (we are assuming in this part that nl is simply 

connected). and therefore UtI I = 0 from continuity. The desired integral 
(n [' 

equation from (6.56) is, upon interchanging primed and unprimed coordi-
nates, 

, (2)() J P( l)ocP2(rl)df' 60 - (Pine rs = - Jr 9 r s , rani ( 6.57) 

The problem of a conductor held at a given potential and immersed in 

an incident potential (cPil~l # 0), and that of a conductor held at a given 

potential in a source-free space (cP:~l = 0), can be treated by (6.57). In 

either case, if cPo -cP:~l (r~) is nonzero, then (6.57) is a nonhomogeneous first­
kind integral equation with compact kernel. Once ocP2! on is obtained from 
(6.57), the surface-charge density ps(rs) can be determined via ps(rs) = 

-E2ocP2/on, with the total charge residing on f found as Q = fr ps(r) df 
and the potential in n2 found from inserting OcP2/on in (6.56). Capacitance 
may be determined from 

c = Q = ~ r ps(r) df. 
CPo cPo Jr 

Note also that for an open surface f held at a constant potential cPo, as 
depicted in Figure 6.8. (6.57) becomes 

, I ( ) -1£'( ') Ps (r') dr' CPo - <Pine rs - 9 rs,r -- , 
r E 

( 6.58) 
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<Pine 

Figure 6.8: Open surface r held at potential cPo immersed in a homogeneous 
medium characterized by E, where cPinc represents an incident potential. 

<pine 

2w 

Figure 6.9: Perfectly conducting strip having width 2w held at potential 
cPo in the presence of an incident potential cPine' 

where we have used Ps = -E8cP/8n. 
Although in general (6.57) and (6.E>8) must be solved numerically, for 

some special cases exact analytical solutions can be found. For instance, 
if r is a spherical or circular cylindrical surface, (6.57) can be solved using 
spherical harmonics (5.163) or Bessel functions, respectively. As another 
special case we have the following example. 

Example 6.5. 

Consider a thin, perfectly conducting strip of width 2w held at potential 
cPo, as depicted in Figure 6.9. The strip is infinite in the z-coordinate, and 
therefore (6.58) becomes, using (6.26), 

cPo - cPinc(X) = - JW In Ix - xii Ps (x') dX'. 
-w 27rE 

(6.59) 

The solution of (6.59) follows from considering the eigenfunctions of 
integral operators with logarithmic kernels, as detailed in Section 4.3.4. 
We assume that the charge density obeys the well-known edge condition 17 

p (x) 
Ps(x) = c=' 

vw2 -- x 2 
(6.60) 

17Note that if we do not assume this form for the charge density, we simply expand 
the unknown in terms of weighted Chebyshev polynomials. 
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In this case, from (4.32) we have18 

2m: ex) En 
P (x) = ---;- L An (cPinc (x) - cPo, Tn (x/w)) Tn (x/W) , 

n=O 

where AO = -7rln(2/w) for n = 0 and An = -7r/n for n i- o. 
As a special case, if cPinc = 0, then, upon noting that 

jw _Tn:::=;(~x/=w~) iexd _ .nJ (C ) , e x - 7rZ n C, W , 
-w vw2 - x 2 

the charge density p in (6.60) is found to be 

~ -cPoE 
P (x) = 2E L T 7rin I n (0) Tn (x/w) 

n=O 

2EcPo 
In(2/w) 
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(6.61) 

(6.62) 

(6.63) 

since only the n = 0 term is nonzero for J n (0), and To (x / w) = 1. There­
fore, the charge density on a strip in free space held at potential cPo is 

2EcPO 
Ps (x) = In(2/w)vw2 _ x2 ' 

and the total charge is found to be 

j w 27rEcPO 
Q = -w Ps (x) dx = In(2/w)' 

A related problem is considered in Section 8.2.2. 
Note that if w = 2 the above results don't hold. This is due to the 

eigenvalue AO = -7r In(2/w) = 0, leading to the presence of a nontrivial 
homogeneous solution of (6.59). In this case, by the discussion in Sections 
4.5 and 3.11, a (nonunique) solution exists if (cPinc (x) - cPo) ..1 NAl where 
A is the integral operator 

Af(x) = t) lnjx-x'j f(x') dx' . 
.J -w vw2 - x'2 

In this case the eigenfunction is a constant (To = 1), and so we require 
(cPinc (x) - cPo) to be perpendicular to unity if a solution is to exist, i.e., 

1b (cPinc (x) - cPo) (1) dx = O. 
a vw2 - x2 

18The correct inner product is 

j ") d 
(f,g) = -w f(x)g(x) ~. 
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Therefore, if ¢inc = 0, and w = 2, since J~1J)(1/vw2 - x2) dx = Jr, no 
solution exists using this formulation. 

One can also solve (6.59) using the general (Carleman's) formula for 
the solution of 

lb In Ix - x'i Y (~c') dx' = f (x) , (6.64) 

which is, for b - a f. 4 (i.e., in this case w f. 2), [11, p. 217],19 

1 {l b J(x' - a) (b - x')!' (x') , 
Y (x) = dx 

Jr2J(X - a)(b - x) a x' - x 

1 lb f(x') d'} 
+ In(~(b-a)) a J(.r'-a)(b-x') x . 

If b - a = 4, then for (6.64) to be solvable we must have 

l b dx 
f(x) ~ Vb=X = 0, 

a yx-a b-x 

in which case the solution is 

y (x) = \i , dx + C 1 {l b /(x' - a) (b - x')f' (x') , } 
Jr2 J (x - a)( b - x) a X - X 

with C an arbitrary constant. 

Mathematical details concerning integral equations with logarithmic 
kernels in Holder spaces are extensively discussed in [12]. 

Region 1 Containing Sources (¢f~.; f. 0) 

In this case ¢1 is not constant in r2 1 . The solution can be obtained via the 
first- kind integral equation 

" _ (,,(l)(r') + ,,(2)(r')) =igP(r r') [o¢l(r) _ o¢2(r)] df 
'1-'0 'l-'mc s 'l-'mc s 's,:) ,:) , 

I' un un 
(6.65) 

where, once o¢l(r s )/on - o¢2(rs )/on is determined, insertion into (6.56) 
leads to the potential in both regions. 

Note that in either case Q must be conserved in the sense that for a 
conductor immersed in an incident field, the total charge on the conductor 
before being placed in the incident field must be the same as the total 
charge on the conductor after being placed in the incident field; the charge 
density only becomes rearranged by the action of the incident field. 

19The formula in [11, p. 217] contains a misprint and erroneously contains a factor of 
7r in the second term. 
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One can aliSo work directly with (6.54) or (6.55), generating boundary 
integral equationiS of the form 

¢o = ",(1).( ') _ frO (c/J ogP(r,r~) _ P( ,)o¢l(.r)) df 
2 'i-'mc r, . 0 ~ 9 r, rs ~ , 

r un un 

¢o _ (2), i (! ogP(r,r~) P ,O¢2(r)) - - ¢illl·(rJ + qJo [) - 9 (r, rJ-~-- df. 
2 .r" n un 

(6.66) 

The first can be solved for o¢I/ [)n, and the second for o¢2/ on. The prin­
cipal difficulty with the form (6.66) is that the first term in the boundary 
integral is more iSingular than the term in (6.56) and leadiS to a more com­
plicated integral equation compared to (6.57) or (6.65) (of course, if the 
conductor is grounded, ¢o = 0, and this problem is eliminated). For this 
reason the combined equation (6.56), leading to (6.57) or (6.65), is often 
preferred. 

One can also derive corresponding integral equations of the second kind 
for thiiS class of problem. For instance, assume the surface is a perfect con­

ductor with (Ps = ¢o given and ¢~l~l = 0, such that ¢l = ¢o. Then, taking 
limr' -->r~ o¢dr') / on' in (6.56), properly accounting for the discontinuity 
via (6.53), and noting that [)¢l(r')/on' = 0, we obtain 

( 6.67) 

One obtains the same result by taking limr'-+r~ o¢2(r')/on' in (6.56). 

With the identification Ps = -102 ()a¢21 then we see that (6.67) is really an 
n r 

integral equation for the ::mrface-charge density, 

1 ') 1 i ()ogP(r,r~) 0 (2)( ') -2 ps(rs + - Ps r 0' df = --;:;-;¢inc rs . 
102 102. r n un 

( 6.68) 

The integral equation (6.68) is of the second kind with a weakly singular 
kernel, compact in L2 (f), so that the Fredholm alternative applies. We 
can rewrite (6.68) as an operator equation2o 

where 
r ') i ()ogP(r,r~) 

(Kps) (rs = r Ps ron' df 

is a weakly singular compact integral operator, A = 2, and where 2102 
multiplying the right side of (6.68) forms Ifs. 

20 Because K is an integral operator, it is standard to use the form where A multiplies 
K, rather than associate A with I. 
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The integral equation (6.68) has a nontrivial homogeneous solution,21 
i.e., ).. = 2 is an eigenvalue of K, and therefore (6.68) has either no solution 
or a nonunique solution. In this case, from the discussion in Section 4.5 
it follows that a (nonunique) solution exists if the right side of (6.68) is 
orthogonal to unity. The solution can be made unique [5, pp. 309-315] by 
specifying Q = Ir ps(r) df or by forcing the solution of (6.68) to satisfy 
(6.56) for r' = r~, i.e., 

( 6.69) 

Problems Involving Multi-Dielec1tric Regions 

The second type of problem is where r represents an interface between two 
dielectric regions. In this case we multiply (6.54) by C} and (6.55) by C2, 
and add the resulting equations, yielding 

r' E n1 

r' = r~ E f 
r' E n2 

where the boundary integral term involving gP [clo¢I/on - c2o¢2/on] van­
ishes because of the condition (6.50) (Ps = 0), and we have also used 
¢lir = ¢2ir = ¢s' The appropriate boundary integral equation is then 

( ,)(Cl+ C2) ( )1 ()ogl'(r,r~) _ (1)(,) (2)(, 
¢s rs 2 + Cl - C2 Jr ¢s r -a:;;-- df - cl¢inc rs +c2¢inc rs)' 

(6.71) 
This is a second-kind integral equation with a weakly singular kernel, com­
pact in L2 (f), so that the Fredholm alternative applies. If we denote 

and 

21 It can be seen that Ps being constant provides a homogeneous solution, since 

~+~ J ~--1-dr=~+~(-21T)=O 
2C2 41TC2!r an' R(r, r~) 2C2 41TE2 ' 

where the factor (-21T) comes from the formula in Appendix A.5 for the derivative 

aa I -R( 1 ') and the solid-angle formula (1.51), with the solid angle 41T becoming 21T for n r,rs 
points on the surface. 
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we can write the above as 

(AI( + I) cj; = Tis· 

It is shown in [5, p. 310] that for this integral equation, eigenvalues A are 
such that IAI 2: l. Since (cl - c2) /(21'1 (cl + c2)) < 1, we see that the 
homogeneous form of (6.71) has only the trivial solution, and therefore 
(6.71) has a unique solution. The boundary potential , once determined 
and inserted into (6.70), leads to the potential in both regions. 

It is worthwhile to reiterate that integral equation methods are primar­
ily utilized when the complexity of the problem is such that the appropriate 
Green's function cannot be determined, or other direct methods are not 
applicable. Some mathematical details concerning the integral equations 
considered in this section, along with iterative solution techniques, can be 
found in [13]. 



7 
Transmission-Line 
Analysis 

Transmission lines are used to transfer electrical signals (information) or 
electrical power from one point to another in an electrical system. Trans­
mission lines take a wide variety of forms, from simple wire pairs and cables 
to more complicated integrated structures for high-frequency applications. 
Several common transmission lines are shown in Figure 7.1. 

The chapter begins with a discussion of general transmission-line anal­
ysis, both from the standpoint of impedance methods and from the theory 
of Sturm-Liouville operators. Arbitrarily terminated transmission lines 
are treated using Green's function techniques, and the spectral analysis 
of transmission-line operators is briefly discussed. Then, transmission-line 
resonators and unbounded transmission lines are treated using regular and 
singular Sturm Liouville theory, respectively. The chapter concludes with 
a discussion of general multiconductor transmission lines. 

(a) (b) (e) 

Figure 7.1: Several types of two-conductor TEM transmission lines: (a) 
parallel wires. (b) coaxial cable, (c) parallel-plate waveguide. 
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~ VS(z,t) 

F=T================== 
+ 

V(Z,t) 

Figure 7.2: Two-conductor TEM transmission line with distributed sources 
Vs (z, t) and Is (z, t). 

7.1 General Analysis 

To illustrate the analysis of transmission lines and transmission-line res­
onators, consider the two-conductor l TEM transmission line depicted in 
Figure 7.2, where Vs and Is represent distributed sources. The lumped­
element model for a small segment of the line is shown in Figure 7.3. The 
circuit elements are 

• R: series resistance per unit length for both conductors, ohmslm 

• L: series inductance per unit length for both conductors, Him 

• G: shunt conductance per unit length, Sim 

• C: shunt capacitance per unit length, F 1m 
• is: shunt current source per unit length, Aim 

• Vs: series voltage source per unit length, V 1m 

The distributed sources may represent, for instance, distributed cur­
rents and voltages induced on the transmission line by an external source 
(see, e.g., [14, pp. 429-436]). If desired, a localized source can be mod­
eled by Vs = voo(z - z'), and similarly for is. With the exception of the 
distributed sources, the engineering analysis of this lumped-element circuit 
model is found in many books, [15, Ch. 2], [16, Ch. 3], and so here we will 
focus on considering the problem from the standpoint of Sturm-Liouville 
theory. We will assume R, L, G, C E R. 

Applying Kirchhoff's voltage law and current law to the circuit of Fig­
ure 7.3 yields, respectively, 

v(z, t) + vs(z, t)D.z - R D.z i(z, t) 

oi(z, t) 
- L D.z ---at - v(z + D.z, t) = 0 

lCenerally the term "conductor" is used in transmission-line analysis, and, in fact, 
the lines are usually conductive. However, other transmission systems, including those 
only involving dielectrics (e.g., optical fibers), can be modeled using these techniques. 
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i( z, t) VS(Z,t) ~Z 

+ 

v( z,t) '. [s(z,t) & 

Figure 7.3: Lumped-element model for a small segment of a two-conductor 
transmission line with distributed sources. 

and 

i(z, t) + is(z, t)6z - G 6z v(z + 6z, t) 

C A 8v(z + 6z, t) .( A )_ 
- uZ 8t - z z + uZ, t - O. 

Dividing these two equations by 6z and taking the limit as 6z -> 0 lead 
to 

8v(z, t) . 8i(z, t) 
8z = -Rz(z, t) - L~ + v8 (z, t), 

8i(z, t) _ -G,( ) _ C 8v (z, t) . ( ) 
8z - t Z, t 8t + Zs z, t , 

(7.1) 

and, upon assuming time-harmonic conditions or Fourier transformation, 

dv(z) . .. 
d;;- = -Rz(z) - zwL z(z) + vs(z), 

di(z) 
~ = -G v(z) - iwC v(z) +i,,(z), 

(7.2) 

where w E R. These two coupled first-order differential equations can be 
easily decoupled by forming second-order differential equations 

(7.3) 

where ,2 = (R + iwL)(G + iwC) , 

and, = a+i;3 E C is called the propagation constant (11m). The real and 
imaginary parts of the propagation constant are known as the attenuation 
constant (a) and the phase constant (;3), respectively. The equations (7.3) 
are nonhomogeneous Helmholtz equations or wave equations and are scalar, 
one-dimensional versions (for v and i) of (1. 25). 
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One can easily see that either equation can be cast m terms of the 
Sturm-Liouville operator (5.4), 

(L - ..\) Uv,i = Iv,i 

with L == -d2/dz2,..\ = _,/2, Uv = v, and Ui = i. 

Impedance Methods 

(7.4) 

From (7.4) the analysis may proceed in several directions. Usually in mi­
crowave analysis one considers the homogeneous equations 

(L - ..\) Uv,i = ° 
corresponding to the absence of any distributed source. General solutions2 

are found as (replacing Uv,i with V, i) 

v(z) = vt e-iV);z + va ehlXz = vt e-'''(Z + va e+'z, 

i(z) = it e-iV);z + ia eiyl);z = it e-'z + ia e+'z, 
(7.5) 

where,/ = i,j)., with Im,j)., < 0, which represent voltage and current waves. 
The term e-'z is a forward (+z-traveling) wave, while the term e+'z is 
a backward (-z-traveling) wave, subject to the e+iwt time dependence, 
Exploiting (7.2) leads to the relationship between voltage and current as 

where 

1 
i(z) = Zo [vte--,Z-vae+'Z] , 

R+iwL 
Zo==--­

'/ 

is called the characteristic impedance (ohms) of the transmission line. 
Properties of the voltage and current waves can be ascertained from 

a consideration of ,/, which in turn depends on the parameters R, G, C, L 
and frequency w. Terminated transmission lines, depicted schematically in 
Figure 7.4, can be analyzed by introducing the concept of a load reflection 
coefficient 

leading to 

f L = va = Z L - Zo 
- vt ZL +Zo' 

v(z) = vt [e-'Z + fLe+'Z] , 

+ 
i(z) = ~ [e-'YZ - fLe+'Z]. 

Zo 

(7.6) 

2In waveguide analysis one would consider these solutions as natural waveguide modes 
(see Chapter 8). In the usual transmission line analysis we only consider one mode, the 
so-called transmission-line mode, which corresponds to a transverse electromagnetic 
mode on an actual three-dimensional transmission line or waveguide_ 
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Vs(z) 

z =-L z=O 

Figure 7.4: Source-driven transmission line terminated by load 
impedance Z L. 

Using this type of analysis one can determine engineering quantities of 
interest, such as input impedance, 

v(z = -I) ZL + Zo tanh ,I 
Zin == i(z = -I) = Zo Zo + ZL tanh ,I 

and input reflection coefficient, 

If a generator is connected to the line as depicted in Figure 7.4, then vt can 
be determined from the voltage divider rule as v(z = -l) = VgZin/(Zin + 
Zg) = vt [ell + r Le-Il ], leading to 

v+ = V Zin 1 
o 9 Zin + Zg [ell + rLe-II]' 

Using this expression the amount of power delivered to the line, 

Fin = ~ Re {v( -l)"l( -I)} , 

and the power delivered to the load, 

FL = ~ Re {v(O)"l(O)} , 

can be determined. For details see, e.g., [15, Ch. 2]. 
If we consider the set of parameters {R, G, L, C, w}, which are, in turn, 

related to the physical structure of the transmission line, then we can study, 
for instance, the transmission-line voltage v(z) as a function of these param­
eters. Thus, (7.3) are not usually solved as boundary value problems per 
se, but, in fact, very general solutions for typical problems of engineering 
interest are obtained using the impedance concept. 

Sturm-Liouville Analysis 

If the transmission line exists over the finite interval [a, b], and boundary 
conditions Ba and Bb of the form (5.2) are provided at the endpoints a 
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Vs(z) 

Za 

<e------L 

Figure 7.5: Transmission line with distributed sources terminated by 
impedances Za, Zb· 

and b, 
Ba(Uv,i) = CXluv,i(a) + CX2u~,i(a) = 0, 

Bb(uv,i) = /3luv,i(b) + /32u~,i(b) = 0, 
(7.7) 

then we can treat (7.3) as a Sturm-Liouville boundary value problem 

(L - A) Uv,i = !v,i 

d2 

L == - dz2 ' A = -,,? 
DL == {u : u' a.c., u" E L2 (a, b), Ba (u) = Bb (u) = o} 

From (7.2) note that if vs(z) = is(z) = 0 for some particular point 
z, then U~,i(Z) is proportional to Ui,v (z). If the endpoint at z = a is 
terminated in a short (open) circuit, then for Uv we have CX2 = 0 (CXI = 0) 
and for Ui we have CXI = 0 (CX2 = 0). Similar comments apply for the 
endpoint z = b, and these cases will be discussed in the next section. If the 
endpoints are terminated with general impedances Za, Zb such as shown 
in Figure 7.5, and if the distributed sources do not exist at the endpoints, 
then 

CX2 ( )/ ' Za - - = U v a U v (a) = R . L 
CXI +zw 

assuming u~(a) -I- 0 (i.e., i(a) -I- 0). Similarly, at z = b we have 

/32 ( )/ '( . Zb - -/3 = U v b U v b) = - R . . 
I . + zwL 

Note the sign difference between the conditions at endpoints a and b; 
this is due to the sign convention chosen in Figure 7.2, which is used to 
obtain the governing differential equations. The case for Ui leads to 

where Ya = Z;;l, with a similar equation at z = b. 
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For arbitrary terminating impedances, n1,2, r·h.2 E C in (7.7), and the 
Sturm-Liouville problem is not self-adjoint3 (see the discussion surrounding 
(5.11) and in Section 5.3). In this case (7.3) can be solved using the Green's 
function technique described in Section 5.3. 

The problem of arbitrary terminating impedances is discussed in detail 
in [17, pp. 210 215], where the evaluation of the Green's function is simpli­
fied using a lletwork approach. Following a similar method, let the Green's 
functions g1'.i' where v, i. represent voltage and current, respectively, satisfy 

( ~ dd;2 ~ A) gv.i(Z, Zl, A) = 5(z ~ Zl) (7.8) 

subject to (5.17), 

d9V.i(z"ZI,A)j ~ ",.i '(,1,\)_ dz ria gv., a, Z ,/\ - 0, 
z=a 

d9V.i(Z",ZI.A)j ~,v,i ,'(b, 1 \)_ i tlb gu.! ,Z, /\ - 0, 
( ~ 

N z=b 

I Z=Z'+E 

g".i(Z, Z ,A)lz=z'-E = 0, 

(7.9) 

I z=z' +E 

d9V,i(Z,Z,A)j +1=0, 
d~ 

'" Z=Z'-E 

where rl~,b == ±Ya.b (R + iwL) and 71~,b == ±Za,b (G + iwe) , with the pos­
itive sign for endpoint a and the negative sign for endpoint b, and where 
Za,b are the terminating impedances, with Ya.b = Z;;~. The solution of 
(7.8) is obtained as 

A ('; [cos v0:z + X~·i sin v0:z] , Z < ZI, 

(7.10) 

Z > ZI. 

where the form of (7.10) is motivated by (7.6), with X~,i chosen to satisfy 
the first two boundary conditions in (7.9). This leads to 

, (/'("b') + v0: tan v0:a(b) 
XL',! = ± ----:a~--,__--_=_-_ 

o(b) v0: ~ rl~(~) tan v0:a(b) , 

where the positive sign is for X~'·i and the negative sign is for X~·i. The 

tangent indicates tan v0:a for X~·i and tan v0:b for X~"i. The final two 

3Some special cases exist in which the terminated transmission line is amenable to the 
self-adjoint SturrnLiouville theory. For instance, a loss less line (R = G = 0) terminated 
by purely reactive elements Za.b = ·iXa .1n X a •b E R. results in 0'1,2. (31.2 E R. 
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conditions in (7.9) lead to the determination of Av,i and Bv,i, resulting in 
the solution 

, ) 1 
gv,i(Z,Z ,>. = (. .) v0: x~,t + x~,t 

(7.11) 

{
[cos v0:z' - X~' i sin v0:z'] [cos v0:z + X~' i sin v0:z] , 

[cos v0:z - X~,i sin v0:z ] [cos v0:z' + X~,i sin v0:z'] , 

z < z', 

z > z'. 

With the Green's function established, the solution of (7.4) is given by 
(5.101), 

Uv,i(Z') = lb iv,i(Z)gv,i(Z', Z, >.) dz (7.12) 

[ .(' \)dUV,i _ .( )dgV,i(Z',Z,>,)] IZ=b + gv t Z ,Z, /\ d UV, Z d . 
, Z' Z z=a 

Since the boundary conditions at Z = a, bon U are the same as those on g, 
the conjunct vanishes, leading to 

(7.13) 

Example 7.1. 

Consider a coaxial transmission line excited by a series voltage source 

where Zo is the position of the source. For a coaxial line [15, p. 62], 

c = 27rc 
In!.:!l. ' 

Ti 

where j.l and c are the parameters of the dielectric filling in the line, assumed 
real-valued, and TO and Ti are the radii of the outer and inner conductors, 
respectively. Consider the simple example of a lossless line (R = G = 0) 
with a = 0, b = 1 m, j.l = j.lo, c = 2co, TO = 3 mm, and Ti = 1 mm. This 
results in Zo = vi L / C = 46.6 ohms. The solution for the voltage induced 
on the line is 

() 11 '(' ) ( , )' dgv(z, Zo, >.) I Uv Z = VoO Z - Zo gv z, Z ,>. d;:; = -Vo dz' 
o z'=ZQ 

(7.14) 

( -Vo ) (cosh,z+iXbsinh,z) (isinh,zo +XacoshrzO) 
Xb+Xa 
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for Z > zo, where we have made the substitution J:\ = -'i, and used the 
distributional identity [18, p. 17] 

/ d5 (z - zo) , f) = _ df ( z) I 
\ dz dz Zo 

With Vo = 1 mV and Zo = 0.5 m, the induced voltage at the load, uv(b), 
and the power dissipated by the load, Pb = (1/2) Re{uv(b)u;(b)}, are 
given in Tables 7.1 and 7.2, where we use ui(b) = uv(b)/Zb to compute the 
current. In Table 7.1 we have Za = 50 ohms and Zb = 20 ohms, whereas in 
Table 7.2 we have Za = Zo = Z" = 46.6 ohms (matched conditions). Note 
that in Table 7.1 the power dissipated at the load increases with increasing 
frequency for a fixed Vo. 

Table 7.1 

f (MHz) uv(b) (uv) Pb (nW) 

0.01 -285.72 + 0.0367i 2.04 
1 -285.70 + 3.667i 2.04 

100 -29.70 + 305.38i 2.35 
10000 346.98 + 42.47'i 3.02 

Table 7.2 

f (MH",) uv(b) (uv) Pb (nW) 

0.01 -500.00 + 0.074h 2.69 
1 -499.95 + 7.41i 2.69 

100 -45.70 + 497.08i 2.69 
10000 485.06 - 120. 72i 2.69 

The solution (7.14) can account for the frequency-dependent losses due 
to Rand G, and for the possible frequency dependence of Vo. 

The spectral analysis for the arbitrarily terminated line is difficult and 
won't be included here, although a brief discussion of the eigenvalue prob­
lem is in order. The discrete (proper) eigenfunctions are determined from 

(7.15) 

subject to 

" - T/~.iu~,i(a) = 0, dU'T~·i(Z) I 
dz z=a. 

(7.16) 

du~,i(z) I - v,i V,i(b) = 0 
d T/b Un 1 

Z z=u 
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where TJ~:~ are generally complex-valued. A solution of (7.15) is 

(7.17) 

which satisfies the boundary condition at endpoint a. Enforcement of 
the second boundary condition leads to a transcendental equation for the 
proper eigenvalues, 

/\ ~ [T)~,i + ~ tan ~a 1 - T)~,i [~ - T)~,i tan ~a 1 
tan V Anb = [ . ]. [ . ] . 

~ ~ - T)~" tan ,f\na + T)~" T)~" + ~ tan ~a 

(7.18) 
Depending on the values of Za and Zb the spectrum may be purely dis­

crete, may be purely continuous, or may contain a combination of discrete 
and continuous elements. For instance, if Za and Zb are reactive (i.e., Za,b 
are imaginary), the problem is self-adjoint and the spectrum is discrete. If 
Za = Zb = Zo, the spectrum is purely continuous, and for general termi­
nating impedances the spectrum will contain a continuous and a discrete 
part. The validity of these statements is clear from the analysis of several 
special cases in the following sections; in particular see Section 8.1.6 for 
the detailed analysis of an impedance plane structure where, in essence, 
Za is arbitrary and Zb = Zo, leading to both a discrete and a continuous 
spectrum. 

In the general case, the spectral analysis leading to an eigenfunction 
(proper or improper) representation of the Green's function and eigen­
function solution to (7.4) is considerably more difficult than the Green's 
function analysis described above. The eigenfunction approach using the 
completeness relation (5.108) with (7.11) as the Green's function is also 
somewhat difficult (although the analysis is similar to that detailed in Sec­
tion 8.1.6 and can be preformed accordingly), and so we will not pursue the 
spectral problem further. As mentioned above, for certain line terminations 
these difficulties will not be encountered. 

In the following sections we apply the self-adjoint Sturm-Liouville the­
ory to the analysis of short- and open-circuited transmission lines, leading 
to the regular Sturm-Liouville problem and to the concept of resonance, 
and to unbounded lines, leading to the singular problem. 

7.2 Transmission-Line Resonators 

An important transmission-line problem amenable to analysis as a regular 
Sturm-Liouville problem is the forced transmission-line resonator. Con­
sider the Sturm-Liouville equation (7.:3) written as 

( - dd;2 +,2) Uv,i(Z) = fv,i(Z), (7.19) 
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where 

. . dv8 (z) 
fv = (R + 1,wL) ZS(Z) - --, 

dz 

fi = (G + iwC) vs(z) _ di~;Z). 
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The Sturm Liouville operator (5.4) is simply L = _d2 I dz 2 , and so we have 

(L - A) Uv,i = fv,i, 

where A = _,2. 
Assume the transmission line with distributed sources exists over a finite 

region [0, b], with the boundary conditions Uv,i(O) = uv,i(b) = O. For Uv this 
physically corresponds to short-circuit boundary conditions, whereas for Ui 
this physically corresponds to an open-circuited transmission line. The 
physical situation is depicted in Figure 7.5 with Za = 0 for short-circuit 
conditions and Za = 00 for open-circuit conditions, ex = a, b. 

We may solve (7.19) in a number of ways, as described in Example 
5.2. One form of the solution is (5.14), which, when specifically applied to 
(7.19), yields (see (5.22)) 

Uv,i(Z) = 1b fv,i(Z')gv,;(z, z', ,) dz' (7.20) 

for z E [0, b] and Uv,i(Z) E L2 (0, b), where, repeating from (5.21), 

( , ) sinh ,(b - z» sinh ,Z< 
9 Z Z "I -v,, , " - ,sinh,b (7.21) 

using the direct method or, equivalently, (5.26) using scattering superposi­
tion. The above Green's function can also be obtained as a special case of 
(7.11) with Za = Zb = a = O. 

The solution does not exist if sinh ,b = 0, such that ,b = inK. This 
condition represents a resonance of the structure, denoted as ,rb = inK. 
Resonances can also be obtained by solving 

( XV.; + XV'i) = 0 b a , 

i.e., at the poles of the Green's function (7.11). If R, G -I 0, then, will 
be complex-valued such that a resonance will not occur for real frequen­
cies w. Physically, this is because energy loss on the line prevents perfect 
constructive and destructive interference between waves traveling in differ­
ent directions on the line, such that a true resonance cannot "build up." 
If R = G = 0 then, = i;3 = iwv'LC, and the resonance condition is 
Pr = nK lb. For fixed Land C this leads to the concept of a resonance 
frequency, 
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For time-harmonic loss less problems, the solution does not exist at the 
real resonant frequency. The physical meaning of this is the following. 
Time-harmonic problems do not literally correspond to physical reality, 
since there must be a time when sources are turned on. A careful anal­
ysis of the temporal problem shows that, in the loss less case, a solution 
exists that tends toward infinitely large amplitudes as time increases. This 
"blowing-up" of the solution using a more realistic temporal model corre­
sponds to nonexistence of the solution for the less-realistic yet far simpler 
time-harmonic model. Actually, the loss less model is not physically realis­
tic itself, and the temporal solution for the lossy case shows that near the 
resonance frequency4 the solution can become quite large (for small loss) as 
time progresses, yet the solution remains finite. The large yet finite time­
harmonic solution for the lossy case then models this phenomena. Thus 
we see that time-harmonic and lossless conditions are, taken together, too 
simplistic for situations where the driving frequency is equal to a resonance 
frequency of the line. 

As an alternative to the solution (7.20), the eigenfunction expansion 
method described in Section 5.1.3 leading to (5.28) and (5.27) may be 
used. Eigenfunctions of the operator L = _d2 / dz 2 are found from 

subject to u~,i(O) = u~,i(b) = O. The eigenfunctions are easily seen to be 

u~"i = A sin(ml"z/b) , with associated eigenvalues An = (mr/b)2. Note that 
the eigenvalues are exactly the negative of the square of the resonance IT = 
imr /b; thus, in the loss less case the eigenvalues correspond to the square 
of the resonant phase constant (31'" When normalized5 the eigenfunctions 
become 

. 2 mr J-u~"(z) = b sin b Z ' 

The solution of (7.19) is then 

00 If Vi) 00 2 rb f () . n7r d .( ) _ L \ v,i, Un' v,i _ L b JO v,i Z sm T Z Z . nJr 
U v , Z - \ \ Un - 2 SIn Z, 

, /In - /I (n7r) + 2 b 
n=l n=l T I 

(7.22) 

where again the solution does not exist if I = IT corresponding to a res­
onance. Alternately, one may use (7.20) with the Green's function repre-

4Recall ,ra = inn will never occur for real frequencies, yet ,ra may be very close to 
inn for low-loss lines, making sinh 'Ta quite small. 

5The normalization with respect to the inner product is 

l b 
nn nn 

(un,un) = A2 sin-zsin -zdz = 1, 
o b b 

leading to A = .j2ib. 
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Vs(z) 

Figure 7.6: Semi-infinite transmission line with distributed sources, short­
circuited at one end. 

sented as an eigenfunction expansion (5.31), 

If we consider a lossless line (R = G = 0), then, = i(3 with (32 = w2 LO. 
All of the above equations hold under the substitution, = i(3, with the 
hyperbolic circular functions becoming ordinary circular functions using 
sinhiy = ·i sin y. Similar results can be obtained from boundary conditions 
of the sort {u'(O) = 0, u'(b) = O}, {u(O) = 0, u'(b) = O}, and {u'(O) 
0, u(b) = O}. 

7.3 Semi-Infinite and Infinite Transmission 
Lines 

If one or both of the transmission-line boundaries recede to infinity, the reg­
ular Sturm-Liouville problem considered in Section 7.2 becomes a singular 
problem. The governing Sturm-Liouville equation 

(7.24) 

over [0,00), (-oc, 0], or (-00,00) is in the limit-point case at the singular 
endpoint(s). The semi-infinite interval [0,00) with Uv,i(O) = 0 is treated 
in detail in Section 5.2, with the principal results repeated below. For the 
geometry depicted in Figure 7.6 the solution of (7.24) is (5.50), 

Uvii(Z) = faoc iv,i(Z')gv,i(Z, z', ,) dz' (7.25) 

for z E [0, oc), where Uv,i(Z) E L2 (0, oc). The Green's function is (5.49), 
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which is again a special case of (7.11) with a = 0, Za(Ya) = 0, and ei­
ther b -+ 00 or Zb = Zo, leading to a purely continuous spectrum. The 
completeness relation is (5.60), 

21CX
) 8(z - z') = - sin kz' sin kz dk. 

7r 0 
(7.26) 

An alternative solution based on an expansion in the continuous spec­
trum A = _,,(2 E [0,(0) (of improper eigenfunctions) is (5.68), 

.( ) -~ 100 (iv,i, sin kz)) . k dk 
U v t Z - k2 2 sm z . 

, 7r 0 • +"( 
(7.27) 

Note that in the lossless case (a ,= 0) "(2 = _(32 such that k2 + "(2 = 
k 2 - (32, and since (32 E [0,(0) is part of the continuous spectrum the 
solution of (7.19) for (32 E [0, (0) does not exist unless (iv,i, sin(3z) = 0. 
Physically, one usually regards the loss less case as a limiting low-loss case, 
such that a -+ ° through positive values. This avoids the problem with the 
phase constant being part of the continuous spectrum. 

The case of an unbounded transmission line over (-00,00), i.e., 

( -::2 + "(2) Uv,i(Z) = J(z) (7.28) 

on (-00,00) with "( = a+i(3 and Rwy > 0, is treated in Example 5.11. In 
summary, the solution of the defining equation for the Green's function, 

( -:;2 + "(2) gv,i(Z, z', "() = 8(z - z') 

is (5.77), 

, 1 I 'I 9 ·(z z rv) = -e-' z-z 
V,t , 'I 2"( , (7.29) 

which is a special case of (7.11) under matched conditions, Za = Zb = 

Zo = (R + iwL)h (or removing the terminating impedances to ±oo). 
Upon defining a branch for ,,(, application of (5.66) leads to 

1 rOO 
8(z - z') = -) eik (z-z')dk. 

27r_ oc 

The solution of (7.28) is found to be 

Uv,i(Z) = 1: Jv,l:')gv,i(Z, z', "() dz', 

(7.30) 

(7.31) 

for z E (-00, (0), where Uv,i(Z) E L2( -00, (0). In the continuous expansion 
form the solution is 

.( ) _ ~Joo (Jv,i,eikz )) ikzdk 
UV,t z - 27r -00 k2 + "(2 e , (7.32) 
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leading to the spectral form of the Green's function 

1 roc eikz e- ikz' 

gv,i(Z,Z',i) = 27fLoo k2 +i2 dk. 

7.4 Multiconductor 'fransmission Lines 
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(7.33) 

The analysis of the previous sections concerned a two-conductor trans­
mission line. In this section we briefly describe methods for analyzing 
transmission-line systems involving more than two conductors. The gen­
eral theory is developed in a variety of references; see, e.g., [14], [19]. 

We assume the multiconductor system has N + 1 conductors, with the 
N + 1st conductor being the reference conductor. All conductors are parallel 
and uniform along the z-axis. By a generalization of the analysis presented 
in Section 7.1, each constant circuit element R, L, G, and C becomes a 
real-valued N x N matrix of constants, denoted as R, G, L, C (we will omit 
the bracket notation [RJ, etc., used in Chapter 4). 

The transmission-line equations (7.1) become 

av(z, t) . m(z, t) 
az = -RI(Z, t) - L----at + vs(z, t), 

m(z, t) _ -G ( ) _ Cav(z, t) . ( . ) 
az - v z, t at + Is Z, t , 

(7.34) 

where v and i are N x 1 voltage and current vectors, such that the jth 
entry of v (i) is the voltage (current) on the jth conductor, and VS) is are 
N x 1 distributed voltage and current source vectors, respectively. Upon 
assuming time-harmonic conditions or Fourier transformation, 

where 

dv(z) 
~ = -Z i(z) + vs(z), 

di(z) 
-- = - Yv(z) + is(z), 

dz 

Z = (R + iwL) , 

Y = (G + iwC) , 

(7.35) 

(7.36) 

with w E R. These two coupled first-order differential matrix equations 
can be easily decoupled by forming second-order differential equations 

d2v(z) _ ZYv(z) = -Zi.(z) + dvs(z) 
~2 s ~' 

d2i(z). dis(z) 
-- - YZI(Z) = -Yv"(z) +--dz2 S dz' 

(7.37) 

where ZY and YZ are N x N matrices. Each matrix equation in (7.37) 
represents a system of coupled Sturm-Liouville equations. The general 
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case of distributed-source driven lines is considered in [20] and [14] and 
references therein, and here we will concentrate on the solutions of the 
homogeneous forms 

d2v(z) 
----;{i2 - ZYv(z) = 0, 

d2i(2Z) _ YZi(z) = O. 
dz 

(7.38) 

Determining the solutions of (7.38) is considerably simplified if one can 
diagonalize the matrices ZY or YZ. Toward this goal we introduce an in­
vertible, complex-valued N x N transformation matrix Ti that relates the 
current matrix i and the modal current matrix im as 

Substituting (7.39) into the second of (7.38) we have 

If YZ is diagonalizable, then Ti is such that 

Ti1YZTi = l 

(7.39) 

with ,2 being a diagonal matrix (,2 = diag [,Jj]), and we have the diagonal 
(uncoupled) matrix system 

(7.40) 

with the solutions 
(7.41 ) 

In (7.41), , is the square root of the matrix ,2, such that the entries 
of the diagonal matrix, are the square roots of the entries of the diagonal 
matrix ,2 (i.e., , = R = diag [rjj]) , and i% are N x 1 matrices. Fur­
thermore, since, is diagonal, then by (4.45) the exponential of the matrix 
" e-rz , is a diagonal matrix with its entries being the values e-rjJz . The 
solution for the current i is obtained as 

(7.42) 

An analogous procedure can be developed for the voltage matrix. Writ-
ing 

(7.43) 

and substituting (7.43) into the second of (7.38), we have 

d2vm (z) -1 
dz 2 - Tv ZYTvvm(z) = o. 
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If Tv is such that 
T;;-lZYTv = ".?, 

then we have the diagonal matrix system 

with the solutions 

d2vm (z) 2 
----,,'----'-- -, Vm(Z) = 0 

dz 2 

The voltage vector is obtained as 

,( ) - T [-,Z + + ,z -] \ Z - v e Vm e Vm . 

419 

(7.44) 

(7.45) 

From physical reasoning we assume the same propagation constant matrix 
, for both current and voltage waves, and therefore 

From (7.35) we have 

v(Z) = _y_10i(Z) 
OZ 

- y-1T.~ [ -,z·+ + ,Z'-] 
- 1 Y e 1m e 1m 

- (y-1T' T- 1 ) T. [ -,z·+ + ,Z'-] - I' i 1 e 1m e 1m , 

which prompts the definition of the characteristic impedance matrix [14, 
p. 513] 

The amplitude vectors i% and v% can be determined by terminal conditions 
at the source and load ends of the line. In fact, once i~1 are determined, 
the current is given by (7.42) and the voltage by 

( ) - Z T· [-,z.+ ,z.-] v Z - Ole 1m + e 1m . 

In the above analysis we assumed that the matrices YZ and ZY were 
diagonalizable, in which case, for instance, from Section 4.3.1 Ti would have 
as its columns the eigenvectors ¢rn of YZ, and the entries of the diagonal 
matrix ,2 would be the associated eigenvalues, i.e., 

In this case, (7.40) has the form of a matrix eigenvalue equation for the 
differential matrix operator (d2 /dz 2 )INxN' where INxN is the N x N iden­
tity matrix, which explains why the current vector im is called the modal 
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(eigenmode) current. The square roots of the associated eigenvalues are 
the propagation constants of the line. Similar comments obviously apply 
to ZY and the voltage vector v rn . We also assume that ,2 is a nonnegative 
matrix, so that its square root is well defined. 

From Theorem 4.38, a complex matrix is diagonalizable if and only if 
it is normal, and a real-valued matrix is diagonalizable if and only if it 
is symmetric. It can be shown that the matrices Land C are symmetric 
[14], although their product is not necessarily so. Furthermore, from reci­
procity one may expect that Z and Yare symmetric (Z = ZT, Y = yT); 
however, this does not lead to the necessary condition for diagonalization. 
However, some special cases are of interest. For example, if the multicon­
duct or line is immersed in loss less space, then Z = iwL and Y = iwC, so 
that YZ = -w2CL. Furthermore, if the lossless space is homogeneous and 
characterized by jL, E, then [14] 

Therefore, for lossless homogeneous space, YZ = ZY = ,2 is a diagonal ma­
trix (Ti = Tv = INxN ) and 

(7.46) 

in agreement with the two-conductor loss less case, Zo = L( v'LC)-1. 



8 
Planarly Layered Media 
Problems 

In the previous chapter we considered the analysis of an important electro­
magnetic problem that results in a one-dimensional mathematical model, 
where the solution was discussed within the framework of Sturm-Liouville 
theory. It was shown that a generally terminated transmission line leads 
to a nonself-adjoint problem due to the boundary conditions imposed at 
the terminating impedances. For certain special terminations the problem 
is self-adjoint, regardless of the presence or absence of loss on the line. 

In this chapter we consider electromagnetic problems in planarly lay­
ered media that model physical structures of practical interest. For in­
stance, multi-layer printed circuit boards have printed conducting traces 
embedded in insulating layers, with one or more conducting ground planes. 
Similar geometries are found in integrated circuits and in a variety of other 
electronic applications. Layered-media geometries are also used to model 
earthen layers and other geophysical structures, including aquatic and iono­
spheric environments. 

The chapter begins with a treatment of two-dimensional problems. Af­
ter a general formulation, parallel-plate, impedance-plane, and grounded 
dielectric structures are considered in detail. Since the basic electromag­
netic analysis of these structures is well known, special emphasis is placed 
on the spectral properties of the governing differential operators and on the 
relationship between these spectral properties and physical electromagnetic 
phenomena. 

We consider both the source-driven and waveguiding problems. For 
the waveguiding problem we examine the natural waveguide modes of the 
structure, which, for the propagating modes, are interpreted as eigenfunc­
tions in the null space of the governing two-dimensional differential opera­
tor. For the source-driven problem Green's functions are derived, primarily 
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via the method of partial eigenfunction expansion. Completeness relations 
and associated spectral field expansions (spectral transform pairs) are also 
discussed. The spectral expansions lead directly to a purely spectral rep­
resentation of the Green's function, which, although usually not preferred 
for computational purposes, has a very simple form and can lead to other 
Green's function representations via complex-plane analysis. Then, the for­
mulation of integral equations for scattering from dielectric cylinders and 
conducting strips embedded in a layered medium is discussed. Cylinders 
and strips in free space are obtained as special cases, and some examples 
of integral equations that admit exact solutions are presented. 

Following the analysis of two-dimensional problems, the analysis of mul­
tilayered, three-dimensional planar structures is presented. Dyadic Green's 
functions are formulated in terms of Hertzian potentials, and special cases 
of interest are considered. The relationship between the three-dimensional 
Green's function components and the two-dimensional results previously 
obtained are discussed, and integral equations for three-dimensional ob­
jects embedded in a layered medium are developed. 

8.1 Two-Dimensional Problems 

8.1.1 General Analysis 

Fundamental Relations 

Consider the planar structure depicted in Figure 8.1, consisting of a pla­
narly inhomogeneous medium characterized by scalar quantities E(X) and 
p,(x), which may be complex as described in Section 1.1.4. As shown, the 
structure is bounded by impenetrable walls at x = -Xb, Xt and z = -Zz, Zr; 

any wall can be removed to infinity to implement an unbounded structure. 
Working in the frequency domain, generally as temporal Fourier trans­

forms with the w-dependence suppressed, Maxwell's equations (1.13) be­
come 

\7. E(x)E(r) = Pe(r), 

\7. p,(x)H(r) = Pm(r,w), 

\7 x E(r) = -iwp,(x)H(r) - Jm(r), 

\7 x H(r) = iWE(x)E(r) + Je(r), 

\7 . Je(m)(r) = -iwPe(m)(r), 

(8.1) 

where the source quantities Pe(m) and Je(m) represent impressed sources, 
depicted in the figure by the symbol f. For simplicity, we will assume that 
all sources are line sources independent of y. Because the structure is also 
independent of y, there will be no field variation in the y-direction, and the 
problem is essentially two-dimensional, e.g., E =aEa(x, z), 0: = X, y, z. 

Several aspects of this problem will be discussed: 
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x 

X=Xr · 
I · · 

E;(X).~; (x) .f 

I 

I z 

· · · 
Z = Zr 

Figure 8.1: Planar waveguiding geometry. Any of the impenetrable walls 
at x = -Xb, Xt and Z = -Zl, Zr can be removed to infinity to implement an 
unbounded structure. Material characteristics may be arbitrary functions 
of x, and source density is denoted by f. 

• fundamental interrelationships among field quantities, and the devel­
opment of appropriate Helmholtz equations; 

• spectral properties (eigenfunctions and eigenvalues) and source-free 
solutions (natural modes); 

• construction of Green's functions and field solutions; 

• construction of completeness relations and associated spectral expan­
sions. 

To see the interrelationship among the various field components, we 
write the two curl equations in (8.1) as six scalar equations, where in all 
terms we set 0(-) / oy = O. These equations can be grouped into two 
independent sets, 

(8.2) 

(8.3) 

(8.4) 

and 

(8.5) 

(8.6) 
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(8.7) 

The first group of equations describes modes transverse-electric to z 
(TEZ), having field components (Ey, Hx, Hz)' The second group of equa­
tions describes modes transverse-magnetic to z (TMZ), having field compo­
nents (Hy, Ex, Ez). Because the two groups of equations are not coupled, 
by an appropriate choice of sources TEz-modes (also known as H-modes) 
and TMz-modes (E-modes) may be excited individually, or a source may 
excite both mode types. The most general type of field that may exist on 
the structure can be decomposed into TEz and TM Z components. 

Helmholtz equations for the TEz-modes are formed by applying 8j8z 
to (8.2) and (8j8x)J1-1 to (8.3), where, upon substitution into (8.4) and 
defining k2 (x) == w2 J1(x)c:(x), we obtain 

Similar manipulations, or invoking duality (1.14), lead to 

(8.9) 

for the TMz-modes. 1 The solution of the inhomogeneous Helmholtz equa­
tions, subject to appropriate boundary conditions, leads to the respective 
y-component of fields. The two remaining field components are obtained 
from (8.2) and (8.3) for the TEz-modes, and from (8.5) and (8.6) for the 
TMz-modes. 

The Helmholtz equations can be written in generic form as (w = s-l) 

( 82 8 -1 8 2) 
- 8z2 + s 8x S 8x+k(x) A(x,z)=f(x,z), (8.10) 

where s = J1(x) and A = Ey for TEz-modes, and s = c:(x), A = Hy for 
TMz-modes, where f represents the source current density. In the source­
driven problem we assume k (x) is a given function, corresponding to a 
certain physical structure and frequency. 

Based on (8.10), defining n == {(x,z): x E (-Xb,Xt),Z E (-ZI,Zr)) and 
H == L;(n), we consider the general problem 

(L - A) A(x, z) = f (x, z), 

1 Note that both Helmholtz equations can be obtained from (1.23) under an appropri­
ate restriction of field components, i.e., Ey, Hx, Hz i' 0 for TEz-modes, with the other 
field components absent, and similarly with Hy, Ex, Ez i' 0 for the TMz-modes, where, 
in both cases, B (.) / By = 0 is enforced in the "V operator. 
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where 

_ ((}2 () -1 () 2 ) 
L=- (}Z2+ 8 (}x 8 (}x+k (x) , 

DL == {A: A,LA E H,B(A) = O}, 

and where B(A) are boundary conditions or fitness conditions to be dis­
cussed later. In particular, if a boundary in the ath coordinate is removed 
to infinity, then in that coordinate we require lima->oo A = O. This fitness 
condition, which is usually associated with material loss, ensures that the 
function is in the appropriate L2 space as described in Chapter 5. An 
alternative is to consider loss less media and impose a radiation condition, 
although in this case one does not generally work in an L2 space, and, in 
addition, the operator is inherently nonself-adjoint. 

In solving equations of the form (8.10) one usually seeks a Green's 
function that satisfies 

( - (::2 + 8 !: 8-1 !: + k2 (x)) - A) g(p, pi, A) = o5(X)J(x - x')J(z - z'), 

(8.11 ) 
leading to the solution of (8.10) as 

A(p) = l g(p, pi, 0) f(p')S-l(X') dfJ', (8.12) 

where p = x:r + zz.2 
There are many well known methods of solving an equation of the form 

(8.11) and its associated extension to three dimensions, especially for the 
case where 8 is a constant. In this section we will primarily be interested in 
solving (8.11) by reduction to coupled one-dimensional problems, making 
use of the one-dimensional Sturm Liouville theory developed in Chapter 5. 

Eigenfunctions of the Planar Structure 

Consideration of (8.10) leads to the eigenvalue equation Lu = AU, 

(8.13) 

The general form (8.13) encompasses both proper and improper eigenfunc­
tions, with the four possible cases being 

Lun.m(:r, z) = An,rnUn,m(x, z), 

Lun.v(:r, z, v) = An,vUn,v(x, z, v), 

LUv.m(.T, z, 1)) = Av,rnUv,m(x, z, 1)), 

Luv.//(x, Z, v, v) = Av,vuv,v(:r, z, v, v). 

(8.14) 

2The parameter A is included in (8.11) for generality, and because it facilitates spec­
tral analysis. 
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In the above equations n, m (v, v) represent discrete (continuous) in­
dices, in particular, 

• un.m(x, z) represents eigenfunctions proper (discrete) in both spatial 
coordinates, 

• un,v (x, z, v) represents eigenfunctions proper in x and improper (con­
tinuous) in z, 

• uv,m(x, z, v) represents eigenfunctions proper in z and improper in 
x, and 

• uv,v(x, z, v, v) represents eigenfunctions improper in both coordinates. 

It will be assumed that all eigenfunctions form a mutually orthonormal 
set (e.g., (uo:,{3, u"c,) = 6o:,,6{3,( for proper eigenfunctions). The presence 
or absence of the different eigenfunction types depends on the physical 
structure of the specific problem of interest. 

For nonself-adjoint problems, we also need to consider adjoint eigen­
functions satisfying L*u* = A*U*, 

( 02 _ a __ 1 a -k2 ( )) * ( ) \ * * ( ) 
- az2 + s ax S ax + x Uo:,{3 x, z = /lo:,{3Uo:,{3 x, z 

where A~,f3 = 3:o:,{3 and where {u, u*} satisfy a bi-orthogonality relation. 
For proper eigenfunctions we impose homogeneous Dirichlet or Neu­

mann conditions for bounded regions, whereas for unbounded regions we 
require the proper eigenfunctions to be in the appropriate L2 space. Im­
proper eigenfunctions will be simply bounded at infinity. 

Natural Modes of the Planar Structure 

In addition to the eigenvalue problem, a related problem of considerable 
interest is the concept of the natural modes of a structure. A natural mode 
is defined as a field configuration, including any constraints on parameter 
values, that exists in the absence of sources. The form of the natural-mode 
solution is dictated by the structure of the physical space in question, which, 
in turn, leads to the appropriate boundary conditions for the problem. The 
natural modes satisfy the homogeneous form L'ljJ = 0, 

( 02 a -1 a 2) 
- az2 + s ax S ax + k (x) 'ljJ(x, z) = o. (8.15) 

Typical boundary conditions are homogeneous Dirichlet or Neumann con­
ditions for bounded regions, and outgoing wave conditions for unbounded 
regions. 

While the natural-mode solutions of (8.15) would appear to be simply 
eigenfunctions in the null space of L (i.e., corresponding to AO:,{3 = 0), 
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which is, in fact, often the case, it will become clear that there are impor­
tant differences in the two concepts. The natural modes are perhaps the 
more physically meaningful quantities, representing the waveguide or cav­
ity modes of the structure. The eigenfunctions and eigenvalues are useful in 
spectral representations. with eigenfunctions in the null space of L being a 
subset of the natural modes, with their corresponding physical significance. 
In the following we denote eigenfunctions by u and natural modes by 7jJ. 

A two-dimensional resonator problem occurs when all of the conducting 
walls are present, as shown in Figure 8.1. \Ve'll see later that for reso­
nance problems all eigenfunctions in the null space of the operator L (i.e., 
corresponding to A(t.;J = 0) are natural modes (cavity resonances), and, 
conversely, that all natural modes are eigenfunctions in the null space of 
L. In this case frequency w is a free parameter via k 2 (x) = W 2 Jh (x) c (x), 
interpreted as a nonstandard eigenvalue (see (4.5)), which is determined 
such that the proper eigenvalue of the operator L is zero, i.e., Aa ,{3 (w) = O. 
In this way the natural cavity fields are known as eigenfields. and the non­
standard eigenvalues w such that Aa ,{3 (w) = 0 are the resonate frequencies 
of the cavity.;] Eigenfunctions that are not in the null space of L are not 
directly related to physical resonances, yet are important in spectral ex­
pansions. 

For waveguiding problems where some of the walls are removed to infin­
ity, we assume that k (.r) is given. It will be shown then that all eigenfunc­
tions in the null space of the operator L are natural modes, representing 
propagating waves: however. natural modes corresponding to evanescent 
waves are not eigenfunctions of L (they are not generally bounded on R) 
and are, interestingly. not directly implicated in a purely spectral theory, 
their physical significance notwithstanding. 

By invoking the necessary boundary conditions the natural-mode fields 
can be determined to within an arbitrary amplitude coefficient, which is de­
termined by solving the excitation problem (i.e., the inhomogeneous Helm­
holtz equation). The actual field caused by a source in a waveguide or 
cavity can then be represented as a sum (continuous or discrete) of natural 
modes, or, alternatively, in a two-dimensional spectral form in terms of 
eigenfunctions. 

The most common method for solving equations of the form (8.13) and 
(8.15) is separation-of-variables. For instance, we seek a solution to (8.13) 
as ua,/1(:r,z) = ux,n(:l')uz,s(z), which, when substituted into (8.13), leads 

3If the medium is homogeneolls, then k2 is a constant. Replacing k2 with An,1n leads 
to the ordinary cigenvalue equation 

z) = An,mUn,Tn(X, z) 

with the resonant (cavity) frequencies determined by Wn,m = (l/vfiiE)JAn,In' This 
is the usual method for horllogcneous cavities, although the procedure described in the 
text is more general in the seliSP that it can accommodate planar stratifications. 
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to two one-dimensional eigenvalue equations 

( -::2 -AZ) uz,j3(z) = 0, (8.16) 

( -8 d~ 8- 1 d~ - (k2(x) + Ax)) ux,a(x) = 0 (8.17) 

with the separation equation Az + Ax = Aa,j3. For (8.15) we write 'ljJ(x, z) = 
'ljJx(x)'ljJz(z) and obtain the above forms for 'ljJx and 'ljJz, where Az + Ax = O. 

We assume that the eigenfunctions associated with (8.16) and (8.17) 
satisfy the bi-orthogonality relations 

lu u*) - 6 \ Q,n, Cl'.,m a=:.z:,z - nm, 

(Ua,v(V),u~,p(p))a=J:,z = 6(v - p), 

lu u* (v)) =0 \ O:,n, a,va: a a=x,z ' 

(8.18) 

where the above inner products are the appropriate one-dimensional inner 
products, 

jX' 

(I,g)x = -J:b J(X)g(X)8- 1 (X) dx, 

(I, g) z = 1: J(z)g(z) dz. 

The differential operators in both above equations are seen to be of the 
Sturm-Liouville form (5.4), with w = p = 1, and q = 0 in (8.16), and 
w = p = 8-1, q = _k2 in (8.17). If the medium is lossy, 8, k E C and the 
condition W,p, q E R described in Section 5.1 is violated. Subsequently, 
completeness and other spectral relations obtained in Chapter 5 may not 
necessarily hold. Nevertheless, the presence of material loss does not lead 
to this problem if the medium is homogeneous with appropriate boundary 
conditions, as discussed in Chapter 7 and in Section 8.1.2. Moreover, by 
the discussion in Section 5.3.2, if the problem can be separated into equa­
tions of the Sturm-Liouville type, which are nonself-adjoint but satisfy the 
conditions of Theorem 5.3, then completeness of the eigenbasis is assured. 
Another method is to consider nonself-adjoint perturbations of self-adjoint 
operators, as briefly discussed on p. 435. 

Green's Functions by Partial Eigenfunction Expansion 

Consideration of (8.16) and (8.17) lead us to study the associated one­
dimensional Sturm-Liouville Green's function equations 

( -::2 -AZ) gz(z, Zl, Az) = o(z - Zl), (8.19) 

( -8 d~ 8- 1 d~ - (k2(x) + Ax)) gx(x, x', Ax) = 8(x)6(x - x'). (8.20) 
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While u(x, z) = ux(x)uz(z) represents the solution of (8.13), it is not true 
that the product of gx and gz provides g(x, z, x', z') which satisfies (8.11), 

( - (::2 + 3 :x 3-1 :x + k2 (X)) - A) g(p, p', A) = 3(x)5(x - x')5(z - z'). 

However, we can construct g by using one of the Green's functions, i.e., 
gx (or gz), and account for the remaining coordinate using eigenfunctions 
in z (or x) 4 . This partial eigenfunction expansion procedure does not lead 
to a purely spectral form, yet the dimensionality of the resulting sums 
(continuous and discrete) are reduced from those encountered in a two­
dimensional spectral representation, leading to a more practically useful 
expression. 

To construct the two-dimensional Green's function g(p, p', A), consider 
the partial eigenfunction expansion 

g(x,z,X',Z',A) = Lan(z,x',z',n)ux,n(x) + J a(z,x',z',v)ux,v(x,v)dv 
n v 

(8.21) 
with ux,n(x) and Ux,v (x, v) proper and improper eigenfunctions, respec­
tively, of the operator Lx == (-3 tx 3-1 d: - k2(x)), i.e., 

( d -1 d 2 ) -3-d S -d - k (x) Ux n(x) = Ax nUx.n(x), 
x x ' " 

( d -1 d 2) -3-d 3 -d - k (x) Ux v(x, v) = Ax v (v) Ux v(x, v) 
x x ' " 

(in a slight abuse of notation, we replace Ax with Ax,n or Ax,v, not to be 
confused with the two-dimensional eigenfunctions Ao:,(3)' In the continu­
ous case often Ax,v (v) = v2 , or a similar relation exists, with the exact 
representation depending on the problem. 

If we substitute (8.21) into (8.11) and take the inner product (', ')x of 
the resulting expression with u~,m(x'), then, upon using (8.16) and (8.17), 
we obtain 

Subsequent to the identification 

gz(z, z', - (Ax,n - A)) = am/U~,m(x') (8.22) 

in the above we obtain 

(::2 -(Ax,n - A)) gz(z, z', (Ax,n - A)) = -5(z - z'), 

4 Another method to construct the two-dimensional Green's function 9 from the two 
one-dimensional Green's functions is shown in [25, pp. 273-274], [17, pp. 285-287], and 
[38, pp. 72-87]. 
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the solution of which leads to the expansion coefficients am via (8.22). 
Similar manipulations with ux,v(x',v) lead to 

a(z, x', z', v) = gz(z, z', - (Ax,v (v) - A))U~,v(x', v) 

such that we obtain 

g(x, z, x', z', A) = L ux,n(x)u~,n(x')gz(z, z', - (Ax,n - A)) (8.23) 
n 

+ 1 Ux,v(X, v)u~,v(X', v)gz(Z, z', - (Ax,v (v) - A)) dv 

where gz satisfies (8.19). 
We can also construct an expansion like (8.21) but in the z-coordinate 

eigenfunctions with x-dependent coefficients, resulting in 

g(x, z, ;];', z', A) = L uz,n(z)u;,n(z')gx(x, x', - (Az,m - A)) 
n 

+ 1 Uz,v(Z, V)U;,v(Z', v)gx(x, x', - (AZY(V) - A)) dv. 

(8.24) 
Of course, if either the discrete or continuous spectral components are miss­
ing for a given problem, the appropriate sum or integral term in (8.23) and 
(8.24) is omitted. It must be emphasized that we assume the appropriate 
one-dimensional eigenfunctions form an orthonormal basis for the corre­
sponding L2 space in order for the expansion to be valid. This is discussed 
in more detail in Section 8.1.8. A two-dimensional spectral form is derived 
subsequent to the discussion of completeness relations below. 

Completeness Relations and Associated Spectral Expansions 

The completeness relation (5.92) is used to form 

(8.25) 

+ 1 Uz,v(Z, V)U:,v(Z', v) dv. 

If the associated one-dimensional boundary value problems are self-adjoint, 
then u* = u. For generality, the possible presence of both a discrete (ua,n) 
and a continuous (ua,v,,(O:,va)) spectrum is accommodated in (8.25) for 
both coordinate problems. The discrete eigenfunctions ua,n (if they exist) 
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of the differential operators satisfy (8.16) and (8.17) subject to prescribed 
boundary conditions. If the structure is unbounded in one or more direc­
tions, then a continuous spectrum will be present. The continuous spectral 
components, represented by improper eigenfunctions un .vn (a, v,,), also sat­
isfy the one-dimensional eigenvalue equations, though not the usual limiting 
or L2 inclusion condition in the a-coordinate at infinity. 

Rather than via (8.16) and (8.17), the spectrum, especially the contin­
uous spectrum, is often identified indirectly via the integrals in (8.25) as 
discussed in Section 5.2. The advantage of obtaining the spectrum from 
the integration of g" is that one automatically obtains the appropriate 
normalization, whereas if the spectral components are obtained from the 
eigenvalue equations they must be normalized accordingly. This normal­
ization, especially in the continuous case, can be difficult. The possible 
disadvantage of obtaining the spectrum from the integration of g" is that 
the form of go: may be quite complicated; see, e.g., Section 8.1.7. 

With the two-dimensional eigenfunctions given by the product of the 
one-dimensional eigenfunctions, forming the product l5(p - p') = l5(x -
x')I5(z - z') leads to the two-dimensional completeness relation [17, p. 285] 

s(x)l5(x-x')I5(z-z') = (_1)2 1, 1 gx(X,X',Ax)gz(Z,Z',Az)dAzdAx 
2m lex lez 

= L Lun.Tn (x, z) U~.rn (x', z') + L 1 U n.v (x, Z, v) U;,.v (x', z', v) dv 
n m n v 

+ L 1 Uv.Tn (x, Z, v) U:.,m (x', z', v) dv (8.26) 
Tn 1) 

+J r U v .v (x,z,v,v)u7,,v (x',z',v,v) dvdv 
'lJ iv 

which will be valid if the eigenfunctions form a basis for the space. We also 
have a completeness rclation of the type (4.63), 

~ 1 g(p,p',A)dA=-s(x)l5(p-p'), 
27r7 Ie (8.27) 

which will hold if the root system (including improper eigenfunctions) of 
the governing operator forms a basis for the space. However, one must be 
careful to provide a valid spectral form for the Green's function, especially 
in the case of a nonsclf-adjoint operator (e.g., it may happen that (8.27) is 
applicable, but that (8.23) and (8.24) may not provide a valid form for g). 

Spectral Expansions in L;:,(D) in Terms of Eigenfunctions 

To determine a modal expansion of an arbitrary function f (x, z) E L;v (n), 
we take the inner product of (8.26) with f(x, z), where we define the two-
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dimensional inner product by 

(I,g) == in f(x, z)g(X,X)S-l(x) dn. 

This leads to the expansion 

f(x,z) = LLan,mUn,m (x,z) + L 1 a~,n(V)Un,v (x,z,v) dv (8.28) 
n m n v 

+ L 1 a~,m(V)Um,v (x, z, v) dv 
m v 

+ 11 a(v,v)uv,v(X,Z,v,v) dvdv, 

where an,m = (j, u~,m)' a~,n(v) = (j, u~,v), a;,m(v) = (j, u~,v), and 
a( v, v) = (j, u;, v), assuming that the eigenfunctions form a basis for 
L; (n). ' 

The above expansion and associated coefficients form a transform pair 
for the space in question. For example, if the space is bounded by impene­
trable walls, the continuous spectrum will be absent, and (8.28) takes the 
form 

f(x,z) = LLan,mUn,m (x,z), 
n m 

i.e., a two-dimensional generalized Fourier series. If the geometry is un­
bounded in all directions, the discrete spectrum may be absent, in which 
case (8.28) will have the form of a two-dimensional generalized Fourier 
transform, 

f(x,z) = 11 a(v,v)uv,v(X,Z,v,v) dvdv. 

Of course, other combinations are also possible, as the examples to follow 
illustrate. 

The expansion (8.28) has two principal uses. First, recalling that usu­
ally a function can be represented in a given space by many equivalent 
representations, (8.28) is the representation in terms of the complete set of 
two-dimensional eigenfunctions. While these are not waveguide or cavity 
"modes" until coupled by the separation equation Ax + Az = 0 (i.e., for the 
eigenvalue )..0;,(3 = 0), it is still a useful representation for expanding a given 
source, allowing orthonormality to be utilized in solving for an unknown 
field response. The second principal use of the expansion is for the repre­
sentation of an unknown quantity in the form of (8.28), with coefficients to 
be determined by a mode-matching procedure. 
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Spectral Solution of the Helmholtz Equation and Spectral 
Green's Function 

433 

The expaIlDion (8.28) abo !cad8 to an eigenfunction expan8ion 801ution of 

(8.29) 

and to a purely spectral Green'8 function representation. A spectral solu­
tion for a one-dimensional problem involving both a discrete and a contin­
uous spectrum is detailed beginning on p. 326 (see also Section 4.5.2), and 
the procedure in the two-dimen8ional case i8 analogous. The expansion 
(8.28) leads to 

A(x, z) = L L (A, v;"m) U n.m (.r, z) + L 1 (A, u.;'.v) uny (x, z, v) dv 
'I In n v 

+ L 1 (A, u~),Tn) /lu.m (:r, z, v) dv 
UL 1) 

+ !·l(A'U~'V)UL"V(:I'.Z'V'V) dvdv. 
,U v 

Exploiting bi-orthonormality and following the general procedure for 
eigenfunction expan8ion8, we obtain the spectral solution of (8.29) as 

"" (J,u.;"m) "1 (J, U;,y) A(x, z) = ~ ~ A _ A Un,rn (:1', z) + ~ A _ A Un,v (x, z, v) dv 
n ITL n,rn n v n 1 v 

"l(J'U~).m) ( )d + ~.. uv,m :r,z,v :u 
" Au.m - A 

'Yn 

(8.30) 

j. j' (J, u:. y ) + lIVY (:r, z, v, v) elv dv. 
v v Av.v - A 

The eigenvalue 8ub8cript indicates a proper (discrete: n, m) or improper 
(continuou8; v, v) eigenvalue parameter as described subsequent to (8.14). 
Alternatively, following the procedure detailed in Section 5.1.3 we obtain 
from (8.30) the 8pectral form of the Green's function: 

;-* (. I I) 
I " " 11,,,,,, x, Z g(p, P ,A) = ~ ~ A _ A lIn,m (x, z) 

n,nl 
n 'In 

1 u;,.v (Xl, Zl, v) 
+ L 1Ln ,v (x, Z, v) dv 

n 1/ Any - A 
(8.31) 1 -u* (x'! ~I v,) 

"U,rH j ~ , 

+ L _ A U v .m (x, z, v) dv 
v HI A'v.Tn 

1 j. -* (I I ) 'U, V . I/ .r, z ,v, v 
+ 1Lvy (x, Z, v, v) dv dv. 

"l/ Au.JJ - A 
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Figure 8.2: Homogeneously filled parallel-plate waveguide structure 
bounded by perfectly conducting infinite plates at x = 0, a. 

We remark that the forms (8.30) and (8.31) assume the existence of 
a complete basis of ordinary eigenfunctions (no associated eigenfunctions 
exist). As in previous chapters, we are most directly interested in the case 
A = 0, although the variable-A case allows for spectral integrations utilized 
in completeness relations. 

The above formulations will be applied to several specific waveguiding 
and cavity geometries in the following sections. 

8.1.2 Homogeneously Filled Parallel-Plates 

Consider the homogeneously filled parallel-plate waveguide structure shown 
in Figure 8.2, consisting of a homogeneous, laterally unbounded region 
characterized by constants fL and c and bounded by perfectly conducting 
infinite plates at x = 0, a. The appropriate Helmholtz equation, from (8.8) 
and (8.9), is 

( 02 02 ) 
- OZ2+ox2+k2 A(x,z)=f(x,z) (8.32) 

with A = Ey for TEZ-modes and A = Hy for TMz-modes, and where the 
term f represents a component of source. For both types of modes we will 
enforce 

lim A(x, z) = 0, 
z--+±oo 

whereas the boundary condition for TEz-modes is 

B (A) = A(O, z) = A(a, z) = 0, (8.33) 

and for TMz-modes we have 

B (A) = oA(O, z) = oA(a, z) = ° 
ox ox . (8.34) 

Letting 0 == {(x, z) : x E [0, a], z E (-00, oon and H == L2 (0), we con-
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8ider in the following the operator L : L2 ([2) ----> L2 ([2) defined by 

( EP 82 ) 
L == ~ 8z2 + 8x2 + k2 

, (8.35) 

DL == {A: A, LA E H, B (A) = 0, lim A(x, z) = o} 
Z--t±,x 

with the inner product 

(j,g) = J:xl fa J(x,z)g(x,z)dxdz. -:xl () 
Spectral Properties and Eigenfunctions of the Parallel-Plate 
Structure 

We first consider the spectral properties of the differential operator for the 
parallel-plate 8tructure, i.e., solutions of 

(8.36) 

8ubject to the appropriate boundary conditions. We seek a solution as 
u(x, z) = ux(:r)uz(z), which, from (8.16) and (8.17), lead to 

(8.37) 

(8.38) 

subject to the separation equation5 Az,v + Ax,n ~ k 2 = An.v . The differential 
operators in both of the above equations are seen to be of the self-adjoint 
Sturm-Liouville form (5.4), which is extensively studied in Chapter 5. This 
is true even for a lossy medium. 6 Boundary conditions in the vertical 
direction, (8.33) and (8.34), are dictated by the conducting walls at x = 
0, a, whereas in the z-coordinate we look for solutions bounded at infinity. 

5Because k is constant, the natural form of the separation equation is Ax,n + Az,v -
k 2 = An.v. In this section we consider k 2 as part of the operator, to be consistent with 
the preceding general development. In this case the presence of k2 simply shifts the 
eigenvalues of the transverse Laplacian, which is the natural operator for the homoge­
neous medium case (see Theorem 4.4). 

6For TEz-modes one can also consider an inhomogeneous lossy medium (c (x), /Lo) 
between the plates, leading to 

( (J2 ) - -8 0 + k2 (x) ux,n = Ax.nUx,n. 
;1;" 

By an example in Kato [24, p. 297]' assuming that k 2 (x) is merely bounded on (0, a), we 
treat k2 (x) as a nonself-adjoint perturbation of the self-adjoint operator -82 /8x 2 with 
boundary conditions U (0) = U (a) = O. The eigenfunctions form a basis in L2 (0, a). 
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In the vertical direction the eigenvalue problem (8.38) leads to 

Ux,n(x) = Ax sin ~x + Bx cos ~x. 

Application ofthe boundary conditions for TEZ-modes (H-modes) provides 
Bx = 0 and JAx,na = mr (see Example 5.3), such that the normalized 
eigenfunctions and eigenvalues are 

H II. n7r Ux n(x) = - sm -x, , a a 

AH = (n7r)2 
x,n a 

In a similar manner, application of the boundary conditions for TMz-modes 
(E-modes) provides Ax = 0 and JAx,na = n7r (see Example 5.5), such that 
the normalized eigenfunctions and eigenvalues are 

E fin n7r Ux n(X) = - cos -x, , a a 

E H (n7r)2 Axn = Ax n = - , , , a 

where En is Neumann's number. This constitutes the spectral problem in 
the x-coordinate, where it is easily seen that the eigenfunctions form an 
eigenbasis in L2 (0, a). 

From the analysis in Example 5.11, we see that (8.37) leads to the 
improper eigenfunctions and eigenvalues 

( ) 1 iv z 
uz,v z, v = J21fe , 

Az(V)=V2 , VE(-OO,oo). 

The two-dimensional eigenfunctions are un,v(x,z) = Ux,n (x)uz,v (z,v), 
forming a basis in L2 (0). Specifically, for the H- and E-modes we have 

H ( ) 1. n7r iv z un v x, z, v = r;:;;:;; SIn -x e , , ya7r a 
(8.39) 

E ( ) &an n7r ivz U nv X,Z,V = --COS-X e , 
, 27ra a 

(8.40) 

2 (n7r)2 2 An,v = v + --;; - k , (8.41) 

where k is given and v is an infinite continuum. Orthonormality is ex­
pressed as 

for 0: = E,H. 
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Natural Waveguide Modes of the Parallel-Plate Structure 

The natural modes of the parallel-plate structure are solutions of 

( EP 82 ) 
- 8z2 + 8x2 + k2 1/J(x, z) = 0, 

leading to 
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(8.42) 

(8.43) 

(8.44) 

where Ax + Az - k2 = 0, and which are solved subject to the prescribed 
boundary conditions and an outgoing-wave condition. In this way the 
natural modes are obtained as 1/Jn (x, z) = 1/Jx (x) 1/Jz (z). 

As with the x-component eigenfunctions, (8.43) is solved as 

H II. n1f ~)x,n(x) = - sm -x, 
a a 

E ff:n n1f 1/Jx n(x) = ~ cos -x, 
. a a 

where A~n = A?!.n = (n1f / a)2. Considering the solution of (8.44), ifIm Az =J 
o from Theorem 5.2, we know there is exactly one solution in L2(0, (0), 
1/Jz(z) = Ae~i~Z, and one solution in L2 (-00,0), 1/Jz(z) = Bei~z, where 
we assume 1m A < O. We will take the solution as 

(z) = Ae'fi~z 

with the sign chosen according to the sign of z, and where A is an arbitrary 
constant. Since Az + Ax = k2, then Az = Az,n = k2 - (n1f / a)2 and the 
propagation constant in the z-direction is determined as 

We therefore have 

II n1f '. /p (n~)2 
1/J;;(x,z)=A -sin-xe'f'V'~a z, 

a a 

E( ) AVic;; n1f 'fiJk2~(n~)"z 1fJn x,z = ~cos-xe a 

a a 

(8.45) 

as the nth modal (natural mode) solution of (8.42).7 For n = 0, #f 
represents a TEJ\!F-mode since Ez = 0 from (8.6), leaving only H y , Ex =J O. 

7With k 2 = W2!1E E Rand k 2 > (mr / a) 2, the solution (8.45) is not in L2 (O±), where 
O± = {x. z : x E [0, a], Z E (0, ±oc n, but we can examine the limit of small material 
loss, a e,m ---+ o. 



438 8. Planarly Layered Media Problems 

The solution (8.45) represents traveling waves in the z-direction, with 
a standing-wave pattern in the x-direction. For simplicity assume the lim­
itingly loss less case. Then, if k2 > (mrja)2, the nth mode is purely propa­
gating in the ±z-direction with a phase factor e'fif3n z, where 

If k2 < (mr j a) 2, then the nth mode undergoes pure attenuation according 
to e'fOOnZ , where 

IXn(W) = J (na7ff -k 2 . 

In this range the mode is said to be evanescent. As frequency is lowered, 
the point at which the mode transitions from propagating to attenuating 
is called the cutoff frequency and is given by 

1 (n7f) 
We = y7If ---;; . 

For a parallel-plate waveguide ±wc represent branch points in the com­
plex frequency plane [22], which may impact the transient analysis of the 
parallel-plate problem. 

Comparison of Eigenfunctions and Natural Modes 

Comparing (8.39), (8.40), and (8.45), we see that the eigenfunctions can 
be interpreted as propagating modes (k2 > (n7fja)2) and can be cast in 
the form (8.45) by requiring that the improper eigenvalue An,v in (8.41) 
vanish, leading to 

This isolates one component of the continuum, associated with the prop­
agation constant of the mode. Every point in the continuum v can be so 
isolated by varying k. Note that the cutoff point k2 = (n7f j a)2 corresponds 
to v = O. As such, the propagating modes are eigenfunctions corresponding 
to null eigenvalues of the governing two-dimensional differential operator. 

For evanescent modes (k2 < (n7fja)2), no point v2 E [0,00) can re­
sult in the vanishing of the eigenvalue An,v' As shown above, in this 
case the natural-mode fields have the dependence e'fOOn Z, with IXn (w) = 
J (n7f j a)2 - k2. Because this term is not bounded on R, we do not regard 
evanescent modes as improper eigenfunctions of the governing operator, 
even though they satisfy (8.36) with An,v = O. Thus, we have the interest­
ing result that a purely spectral theory would not implicate the evanescent 
modes, although in physical terms they have considerable importance and 
significance. The evanescent modes can, however, be obtained from the 
spectral eigenfunctions by analytic continuation into the complex v-plane. 
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Green's Functions for the Parallel-Plate Structure 

The Green's function equation for the parallel-plate structure is (g(p, p') == 
g(p, p', A = 0)) 

~ (::2 + ::2 + k 2) g(p, p') = J(X ~ X')J(Z ~ Z'), (8.46) 

and the associated one-dimensional Green's function equations are 

(8.4 7) 

(8.48) 

For the singular (limit-point) Sturm Liouville problem (8.47) we impose 
the condition 

liI±n gz(z, z', Az) = O. 
z---> :xl 

As considered in Example 5.11, the solution is (5.78), 

g (z z' A ) = _l_e-iAlz-z' l. 
z , • z 2iyf5:; (8.49) 

For the regular Sturm-Liouville problem (8.48), which is the same as (5.19) 
considered previously, we impose the boundary conditions lj (0, x') = 

g;: (a, x') = 0 for the H-modes, and og;;(O, x')/ox = og;;(a, x')/ox = 0 
for the E-modes, leading to (see the derivation preceding (5.21) and also 
Section 5.1.3), 

= fi sin n7r X fi sin n7r x' 
H I "Va a Va a 

gx (x,x ,Ax) = ~ 2 
n=l (na1T ) ~ Ax 

sin~(a ~ x» sin~x< 

~sin~a 

gE(X.X'.A ) = ~ ~cos¥x ~cos¥x' 
x ' ,x ~ (n1T) 2 ~ 

with x<.> defined on p. 301. 

n=O a Ax 

~cos~(a~x» cos~x< 

,;y:; sin ,;y:; a 

(8.50) 

(8.51) 

The two-dimensional Green's functions for this problem are, from (8.23) 
and using (8.49) with Ax + Az = k 2 , 

H.E( ') _ '"' H.E( )~H.E( ') (~ I \ + k2) g p, P - ~ 1Lx.n X 1Lx.n X gz "-, Z , ~/\x,n 

It 
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I 00 1 . n Jr • nJr I 
gH(p,p) = L ~sm-x sm-x 

za a a 
n=l 

(8.52) 

00 

gE (p, pi) = '" ~ cos n Jr x cos nJr x' 
~ 2za a a 
n=O 

(8.53) 

Comparing with (8.45) we see that this form of the Green's function is an 
expansion over the natural waveguide modes, rather than a pure eigenfunc­
tion expansion. 

Because we require 9 -t 0 as Izl -t 00, we must have (perhaps small) 
material loss via k2 = w 2 ,.J£. Therefore, the condition limz-doo A(x, z) = 0 
in (8.35) is associated with nonvanishing material loss. In this case the 
operator L in (8.35) is not self-adjoint, or even symmetric (consistent with 
the eigenvalue (8.41) being complex-valued). However, this consequence 
is due to the definition of the operator L, where we included k 2 as part 
of L to be consistent with the general development for an inhomogeneous 
medium. If we had made the more natural definition (for the homogeneous 
medium case) 

( [j2 82 ) 
L == - 8z2 + 8x2 ' 

(8.54) 

DL == {A: A,LA E H,B(A) = 0, lim A(x,z) = o}, 
z---+±oo 

then we would have a self-adjoint operatorS even though k E C. In 
this case the eigenfunctions are given by (8.39)-(8.40), with eigenvalues 

An,v = v2 + (na7r )2, forming an eigenbasis for L2 (0). Thus, the natu­
ral formulation of the homogeneous-space problem is to consider (perhaps 
limitingly-small) material loss, and the self-adjoint operator (8.54). Be­
cause the homogeneous parallel-plate case with small dielectric loss leads 
to an inherently self-adjoint boundary value problem, the spectral expan­
sions developed in this section are justified. 

The above Green's function representation is in terms of natural modes 
guided in the z-direction, both propagating and evanescent, utilizing cross­
sectional eigenfunctions. Another form of the Green's functions is (8.24), 

8If one considers a perfectly lossless medium the condition limz~±oo A(x, z) = 0 is 
not reasonable, and a radiation condition must be formulated. In this case, regardless of 
the formal definition of L, a nonself-adjoint problem results which is not defined within 
an L2 space. 
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obtained by first expanding over the (continuous) z-dependent spectrum, 
leading to 

(8.55) 

(8.56) 

(8.57) 

with vx;;:- = ylk2 ~ Az = yip ~ v 2 . This form of the Green's function 
is an expansion over all possible plane waves traveling in the z-direction, 
modified by the vertical eigenfunctions. The equivalence of the Green's 
functions (8.52) and (8.56) can easily be checked via complex plane analysis, 
and similarly for the E-mode Green's functions. Both forms for gH.E are 
seen to be special cases of the general three-dimensional Green's function 
considered in Section 8.3.2. 

Completeness Relations and Associated Spectral Expansions 

The completeness relations (8.25) are obtained by integrating go. in the Ao.­
plane, as shown in Section 5.2, or directly from the discrete and continuous 
eigenfunctions, leading to 

H , 2 ~ . n 7T • n7T , 
6" (.r ~ x ) = - ~ sm -x sm -x , 

a a a 
n=l 

DC 

E( ') ~cn n7T n7T , 6" x ~ x = ~ - cos -x cos -x , 
a a a 

n=() 

6"(z ~ z') = ~ roc eiv (z-z') dv. 
27T .LDO 

Forming the product 6"(p ~ p') = b(x ~ x')6"(z ~ Zl) results in 

(8.58) 

(8.59) 

(8.60) 

oc lDO 1 n 7T n7T I . ( ') 
6"H (x ~ x')5(z ~ Zl) = L - sin -x sin -x etV z-z dv, 

n=l' -CXJ 7Ta a a 

bE(.r ~ x')b(z ~ Zl) = f: JDO. Cn cos n7T x cos n7T x' eiv(z-z')dv. 
n=O -:xc 27Ta a a 

(8.61) 
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From (8.28) we can determine a modal expansion of an arbitrary function 
f(x, z) E L2(O) in terms of the H-mode or E-mode eigenfunctions as 

00 100 

f(x, z) = L a~,n(V)U~v (x, z, v) dv, 
n=l -00 

(8.62) 

00 100 

f(x, z) = L a~,n(V) u~,v (x, z, v) dv, 
n=l -00 

(8.63) 

where a~,n(v) = U,u~-!). It can be seen that (8.62) is nothing more than 
a Fourier sine series/Fourier transform, whereas (8.63) utilizes the Fourier 
cosine series. 

Field Due to a Source in a Parallel-Plate Waveguide 

To obtain an expression for the field caused by a source in the parallel­
plate waveguide geometry, i.e., a solution of (8.32), we start from the two­
dimensional form9 of (1.52), 

A(P') = lim r g(p, P') f(p) dO- 1 (g(p, P')\l A(p) - A(p)\lg(p, p')).dr, 
6-0 In-n8 ~ 

where p = xx + zz. The cross-sectional line integral consists of a path 
along the plates at x = 0, a and a path at z = ±oo. Since we assume 
limz_±oo A, 9 = 0, the line integral term for those sections of the path 
vanishes. Along the plates at x = 0, a we have A(xp, z) = g(xp, z)lxp=o,a = 
° for the TEZ-modes and aA(x,z) = ag(x,z) I = ° for the TMZ_ 

, ax ax x=xp=O,a 
modes, resulting in no contribution from those sections. Therefore, the 
line integral vanishes and, interchanging spatial coordinates and noting 
that g(p, p') = g(p', p), we obtain the solution of (8.32) as 

A(p) = 10 g(p, p')j(p') dO', (8.64) 

in agreement with (8.12), where the limiting notation has been suppressed 
and 0 represents the area of the two-dimensional source. 

As an example, if the source consists of a single component Jey(x, z), 
then only TEz-modes are excited. In this case A = Ey and - f = iW/LJey , 
so that 

Ey(x,z) = -iw/L r gH(p,p') Jey(x',z') dO', In 
where gH is either (8.52) or (8.56). 

(8.65) 

9 Alternatively, one could have at the onset considered taking a spatial Fourier trans­
form in the y-coordinate of the y-invariant equations (8.1), resulting in a term 5(y) being 
associated with each field quantity. If one takes this view, the three-dimensional result 
(1.52) can be used directly. 
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Spectral Solution and Spectral Green's Function 

A two-dimensional spectral solution of (8.32), 
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(8.66) 

and a corresponding Green's function can also be obtained. For example, 
let un,v (x, z, v) represent either of the orthonormal improper eigenfunc­
tions (8.39) or (8.40), where Any is an improper eigenvalue 

Then, from (8.61) we have the expansion 

A(x,z) = f fOG (A,un,v)Un.v(x,z,v)dv. 
n=l' -':::XJ 

Following the usual procedure for eigenfunction expansions we obtain the 
solution of (8.32) in spectral form as a special case of (8.30), 

A(x. z) = ~ f= (1, Un.~) Un v(x, z, v) dv, 
~ v2 + (n7r) k2 ' 'n=l -:::xJ a-

(8.67) 

(for E-modes the lower summation limit is n 
H-modes we obtain the solution of (8.32) as 

0). For example, using 

1 DC f=Jc:K)=J~lf(x,z)sinna7rxe-iVzdxdz. mr . 
A(x,z) = - L -~---"----------i------sm-x ewzdv. 

an n=I' -= 1/2 + ('~7r)2 _ k2 a 

(8.68) 
As a comparison with (8.65), if the source consists of a single component 
Jey(X, z), then A = Ey and -f = iWJLJcy , so that 

Ey(x, z) 
00 = Joo fa J ( ) " n7r -ivzd'd 

= -iWJL ~ f" -00 .lo ey x, z sm -;;:X e x z . nn . 
= ~ -'-----.:::..::...----"'--------,;2-=------- sm -X eW Z dv. 

an n=] -00 v 2 + ("~7r) - k2 a 

(8.69) 

Complex plane analysis leads to the discrete form 

ex: 'fi / k2 _ ( n~ ) 2 Z 
-WJL nn e V a 

Ey(x, Z) = --L a;, sin-x -r=====-
a n=1 a Jk2 _ (na7r)2 

(8.70) 

for z .;;; 0 where a± = foc fa J (X Z) sin(nnx/a) e±iVk2 -(rl7r/a)2 zdx dz. 
-........ , 'fH. -ex.; JO PlJ ' 
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,-----------, x = a 

• f 

'-----______ --.-J X = 0 
z=o z=b 

(a) 

x=a 

x=o 
z=o 

• f 

... 

(b) 

Figure 8.3: (a) Two-dimensional resonator structure, (b) semi-infinite 
waveguide structure. 

Alternatively, we can consider the solution to be given by (8.64), with 
the Green's function 9 = gH,E given by 

00 /00 _ (' I ) I I un,v X , Z , v 
g(x,z,x ,z) = ~ 2 Un,v(x,z,v)dv 

~ -00 v2 + (na7l') - k2 
(8.71) 

which is a special case of (8.31) and which can be shown to lead to (8.52) 
or (8.53) by complex plane analysis. Note, however, that while the spectral 
form is an aid in understanding the relationship between spectral opera­
tor properties and properties of solutions, the purely spectral form of the 
Green's function is not computationally convenient compared to the form 
obtained via partial eigenfunction expansion (which may, however, be ob­
tained by complex plane analysis of the spectral form). 

8.1.3 Two-Dimensional Resonator 

For each of the structures depicted in Figure 8.3, the analysis is similar 
to that in the previous section. All of the x-dependent results remain 
the same, while the z-dependent Green's function (8.49) and completeness 
relation (8.60) differ due to the possible presence of a perfectly conducting 
wall(s ). 

Specifically, consider H-modes of the two-dimensional resonator de­
picted in Figure 8.3(a). With the boundary condition 

glj (0, Zl) = glj (b, Zl) = 0, 

(8.49) becomes (see Example 5.3) 

(8.72) 
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The two-dimensional Green's function satisfying (8.11) for this problem 
is 

gH (p, p') = L U:!.n (x)uIf71 (x')g;; (z, z', Azn) 
n 

. mr ,sin JAz.n(b - z» sin ~z< 
sm -x ----'----===------::==----

a J Az,n sin J Az.nb 

~ 2 WIT 
= 6 -sm-x 

a a 
n=l 

(8.73) 

where ~ = Vk2 - (mr/a)2. Poles of the Green's function given by 

sin~b=O 

lead to the two-dimensional resonance frequencies of the cavity, resulting 
m 

or 

The delta-function in the z-coordinate is seen to be 

:)0 

( ') 2 '"""' . rWIT . mJr , 6 z - z = b 6 sm -b- z sm -b- Z , 

Tn=l 

leading to the two-dimensional delta-function 

I - I 4 = = n Jr nJr I m Jr mJr I 
6 (x - x )0 (z - z ) = - L L sin -x sin -;r; sin -- z sin - z 

ab a a b b 
77=1 m=l 

and the associated spectral expansions. 
The spectral solution of (8.32) for this structure is modified from (8.67) 

as 

A( ) ~ ~ \!,u:{m) H ( ) 
x, z = 6 6 (n7r)2 + (m7r)2 k2un.m x, Z , 

71=1 m=l -;;: -b--

(8.74) 

where 
H 2 . nJr . mJr 

V'n.m (x, z) = r"L SIn -xsm-z 
vab a b 

are H-mode eigenfunctions of the operator - (::2 + ::2 + k 2 ), with eigen­

values identified as 

( nJr)2 (mJr)2 An,m = ---;; + -b- - k 2 . 
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The spectral form of the Green's function is obtained as 

00 00 -H (' ') 
H " _ ""'" ""'" un,m X ,z H 

9 (X'Z'X'Z)-66 2 2 unm(x,z). 
n=l m=l (na7r

) + ("~n - k2 ' 

(8.75) 

As discussed previously, frequencies w such that A (w) = 0 are the natural 
cavity resonance frequencies. Similar results are obtained for E-modes (see 
Example 5.5). 

8.1.4 Semi-Open Structure 

For the situation depicted in Figure 8.3(b), with gf (0, z') = 0 and a limit 
point at z = 00, (8.49) becomes (see Example 5.9) 

and 2100 o(z - z') = - sin vz' sin vz dv. 
7r 0 

With the above, modifications to (8.61)-(8.57) are straightforward, and 
similar results follow for the E-modes (see Example 5.7). 

The walls could also be impedance planes. If both walls in an opposing 
pair of walls are impedance planes, then the Green's function in that co­
ordinate becomes (7.11). Other combinations of impedance and perfectly 
conducting walls, and with certain walls removed to infinity, can be ana­
lyzed in a straightforward manner. 

8.1.5 Free Space 

We may also consider free space as a modification to the parallel-plate 
geometry. If both plates recede to infinity, we have 

9 (a a' A ) = _l_ e- iAla-a'l 
a , ,a 2i~ , 

1 100 
. ( ') o(a - a') = - eWa a-a dVa 

27r -00 

(8.76) 

for a = x, z and Aa = v';, where Va E (-00, (0) with Vx = V and Vz = 1/. 

The two-dimensional delta-function is 

o(X - x')o(z - z') = I: I: Ux,v(X, V)Ux,v(X', V)Uz,v(Z, I/)Uz,v(Z', 1/) dv dl/ 

1 100 100 
. ( ,). ( ') = --2 e"V x-x e"V z-z dv dl/. 

(27r) -00-00 

(8.77) 



8.1 Two-Dimensional Problems 447 

To determine a modal expansion of an arbitrary function f(x, z) E 

L2(D), where D = {(x, z) : x E (-oc, oc), z E (-00, oc)}, we take the inner 
product of the above expression with f(x, z), where we define the two­
dimensional inner product by 

(1, g) = r f(x, z)g(x, x) dD. JR2 
This leads to the expansion 

1 JOG JOG .. f(.7:,z) = - .. a(v,v)eWXeWZdvdv, 
2" -OG -00 

where 

which is easily recognized as simply a two-dimensional Fourier transform. 
The associated Green's function is, from (8.23) and (8.24), 

g(x. z, x', Zl) = ~ j'ex: eiv (x-x') _l_e- iAlz-z'ldv 
. 2" -:xc 2i,J>:; 

= ~ j'DO eiv (z-z') _l_e- iAlx-x'ldv 
2" -00 2iV>:;; 

(8.78) 

1 (2) 
= 4iHo (klp-p'l), 

with V 2 +Az = k2 in the first expression and Ax+V2 = k2 in the second form, 
both leading to the Hankel function with p - p' = x (x - x') + z (z - Zl), 
in agreement with (1.43) for two-dimensional free space. 

8.1.6 Impedance Plane Structure 

As an example of a vertically open structure, consider an infinite impedance 
plane bounding a semi-infinite half-space with material parameters Cl and 
J.ll, as shown in Figure 8.4. This structure is useful as a canonical prob­
lem, exhibiting the intricate spectral characteristics of more complicated 
vertically unbounded planar structures in as simple a manner as possible. 
It is also of practical interest, representing, for instance, the surface of an 
imperfectly conducting sheet, and as a simple model for a surface-wave 
antenna. This structure is extensively studied in [23, pp. 22-92]. 

An impedance plane is most generally characterized by a dyadic sur­
face impedance z.s' each component of which has units of ohms. On the 
impedance surface we must have 
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IX of 

~7~7'7~7T/7~7~7"7~7T/7~7~7~7~7r7J,7~7T77-7~7'7~7T77'7~7T77-7r-------~ 
Z s ohms 

Figure 8.4: Source f over an infinite plane characterized by surface 
impedance Zs' 

For the analysis of TEZ- and TMz-fields considered here, each of which has 
a single tangential electric- and magnetic field component, we simply use 
a scalar surface impedance 

that must equal the ratio of the tangential electric field to the tangential 
magnetic field. 

If we assume the surface is passive, then we have Rs 2:: 0, where, in 
addition, it is noted that the surface impedance is generally frequency­
dependent. If Zs = 0, then the plane implements a perfectly conducting 
electric ground plane, whereas if ljZs = 0, the plane implements a perfectly 
conducting magnetic ground plane. 

The appropriate Helmholtz equation from (8.8) and (8.9) is 

( Ej2 02 ) - oz2+0X2+k2 A(x,z)=f(x,z), (8.79) 

with A = Ey for TEz-modes and A = Hy for TMz-modes, where f rep­
resents the source density. For both types of modes we will enforce the 
fitness conditions 

lim A(x, z) = 0, 
z-->±oo 

lim A(x, z) = ° 
X---+CXl 

or that the field component belongs to the appropriate L2 space. The 

boundary condition for TlvF-modes is (~z) I = Zs, leading to 
y x=O 

oA(O,z) . 
ox = ZWEZs A(O, z), 

whereas the boundary condition for TEz-modes is (- ~~) Ix=o = Zs, lead-

ing to 
oA(O, z) = iwf.L A( ) 

ox Zs 0, z . 
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Both cases can be subsumed under the condition 

B (A) = oA(O, z) - A(O ) = 0 ox TJ ,z , (8.80) 

where TJ E C. 
For this problem we define 0 == {(x,z): x E [O,oo),z E (-oo,oo)} and 

H == L2 (0), and consider in the following the operator L : L2 (0) ---+ L2 (0) 
defined by 

( 02 02 ) 
L == - OZ2 + ox2 + k 2 , 

DL == {A: A, LA E H, B (A) = 0, lim A(x, z) = O}, 
x,lzl-too 

with the inner product 

(f,g) = 1:100 
J(x,z)g(x,z)dxdz. 

Subsequent to performing separation of variables, we will see that the 
z-dependent equations form a self-adjoint problem, but those in the x­
direction do not since TJ E C (see Chapter 7 and Section 5.3), from which 
it is clear that the adjoint boundary condition is 

oA*(O,z) =-A*(O ) ox TJ ,z . 

The special case TJ E R leads to a self-adjoint problem. 
This problem is considered in [25, pp. 230-233] and [8, pp. 128-132]' 

and we utilize the described approach in the following analysis. In the 
vertical direction this structure is analogous to a transmission line termi­
nated with an impedance Zs at one end and match terminated at the other 
end. The resulting Green's function gx is the same as (7.11) with a = 0, 
Za = Zs, and Zb = Zoo 

Spectral Properties and Eigenfunctions of the Impedance Plane 

We first consider the eigenfunctions of the structure, governed hy 

(8.81 ) 

subject to the appropriate boundary conditions. We seek a solution as 
ua ,/3(x, z) = ux(x)uz(z), leading to 

( -::2 -AZ) uAz) = 0, (8.82) 

( - d~2 - AX) ux(x) = 0, (8.83) 
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with the separation equation Az + Ax - k 2 = Aa ,{3. Separated boundary 
conditions are 

lim uz(z) = 0, lim ux(x) = 0, 
z~±oo x~oo 

oux(O) _ (0) 
ox - 7]Ux . 

The differential operators in both of these equations are seen to be of the 
Sturm-Liouville form (5.4). 

In the vertical direction the eigenvalue problem (8.83), taken as a spec­
tral problem with Ax unspecified, has both discrete (proper) and continuous 
(improper) eigenfunctions. 

Proper Eigenfunctions in the x-Coordinate 

The discrete eigenfunctions satisfy 

OUx(O) _ (0) 
ox - 7]Ux , U x EL2(0,00). 

Taking the solution of (8.83) as 

with 1m';>:; < 0, and applying the aforementioned two conditions lead to 
B = 0 and -iV>:;; = 7] (which can also be obtained from (7.18) under a = 0 
and b -+ 00, leading to A = i7]a), so that the lone discrete eigenfunction 
and eigenvalue are 

Ux,l(X) = Ae1)X, 

Ax = _7]2, 

where Re 7] < 0, as discussed later. Consideration of the adjoint problem 

( d2 _) 
- dx2 - Ax u~ (x) = 0 

leads to 
U~(x) = A*e-i~x + B*ei~x 

with 1m J>:: < O. Applying the aforementioned two conditions leads to 

B* = 0 and -iJ>:: = 'ii, so that the lone discrete adjoint eigenfunction 
and eigenvalue are 

U~,l(X) = A*eryX, 

A~ = Xx = 'ii, 
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consistent with Theorem 4.7. Eigenfunctions are normalized so that 

leading to 

(8.84) 

where it is noted that U~,l = Ux,l' 

Improper Eigenfunctions in the .1:-Coordinate 

The improper eigenfunctions are determined as 

Ux(x) = Asin~x+Bcos~x. 

Application of the boundary condition uUx(O)/ux = 7]1Lx(0) yields 

(8.85) 

where the adjoint improper eigenfunctions are easily seen to be 

It will be shown that these improper eigenfunctions, which represent the 
continuous spectrum, are taken over the continuous variable Ax E [0,(0), 
in which case ;;,.~; = A";. Recall that the improper eigenfunctions are not in 
L2 (0,00) in the x-coordinate yet are bounded at x =00. 

The improper eigenfunctions can be normalized as 

(U x , u~) = i'= uAx, v)u~(x,p) dx = 6(v - p), 
() 

where v 2 = Ax, leading to 

Using (5.60) and (5.72), 

21= - sinvxsinpxdx = 6(v - p), 
7f 0 

(8.86) 

2 l= - cosvxcospxdx = 6(v - p), 
7f . 0 

(8.87) 
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2100 2 v - sin vx cos px dx = - 2 2 
7f 0 7fV -p 

(8.88) 

2 v 2 £ leads to BB* = -; 1]2+v2 or V = p, so that 

U~v(x,v) = Ux,v(x, v) = f!.. v (cosvx+ '!1sinvx) , y;: vrF +v2 v 

represent the properly normalized improper eigenfunctions for the original 
and adjoint problems, v E [0, (0) (see also Example 5.13, which concerns 
the case of two identical impedance plates separated by unit distance). 

In the z-coordinate, from Example 5.11 we obtain the improper eigen­
functions and eigenvalues 

The resulting two-dimensional eigenfunctions and eigenvalues are then 

and 

Ul,v (x, z, v) = Ux,1 (x)uz,v (z, v) 

= i fi erlXeivz, V;: . 
Al,v = Ax + Az - k2 = _TJ2 + v2 - k2, 

Uv,v (x,z,v,v) = ux,v(x,v)uz,v (z,v) 

~ V v (cos vx + '!l sin vx) eivz , 
7f TJ2 + v 2 V 

Av,v = Ax + Az - k2 = v2 + v2 - k2. 

Adjoint eigenfunctions are found from ut.v = Ul,v and u~,v = uv.v' Bi-
orthonormality is expressed as . 

\ Ul,v, ui,p) = 6 (v - p), 

\uv,v, U;,q) = 6 (v - p) 6 (v - q). 

lOThis result follows simply from noting that 

100 1100 
sin vx cos px dx = - [sin (v + p) x + sin (v - p) xl dx 

0 2 0 

and that limL~oo JoL sin v:e dx = l/v. 
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Natural Waveguide Modes of the Impedance Plane 

The natural waveguide modes of the impedance plane structure satisfy 

(8.89) 

subject to the appropriate boundary conditions. We seek a solution as 
1/J (x, z) = (x) 1/) z (z), leading to 

( (P ) - dz 2 - AztPz(Z) = 0, (8.90) 

( - d~22 - A.T ) 1/Jx(x) = 0, (8.91) 

with the separation equation Az + Ax - k2 = 0, where for the z-dependent 
problem we enforce an outgoing-wave condition. The solution of (8.91) 
follows from that of (8.83). For (8.90), as with the parallel-plate waveguide, 
we take the solution as 

(z) = Ae'fiAz, 

where 1m ~ < 0, with the appropriate sign chosen according to .the sign 
of z, and where A is an arbitrary constant. Because Az + Ax = k2 , then 
the discrete propagation constant is determined as 

We therefore have for the lone (n = 1) discrete natural mode 

(8.92) 

and for the continuous (improper) natural mode 

tP(l:. z, v) = A PI v [cosvx +~) sinvx] e'f i y'k 2 -v2 z . V:;JT)2+V2 L 

for v 2 = A:r E [0,(0). 
The discrete mode (8.92) represents a wave bound to the surface by 

the exponential decay factor e'7X, where Re( T)) < 0, and propagating in the 
z-direction with the dispersion equation given as 

If ImTI = ° (Rs = 0), the wave propagates without attenuation at all fre­
quencies. Similarly to the parallel-plate waveguide, for T) =I- ° the dispersion 
relation indicates branch points in the complex frequency plane. For the 
case of T), p, and E independent of frequency, these branch points occur at 
Wb = ± 'iT)/.JiiS. 
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The improper modes have a physical meaning quite different from that 
of the discrete mode, with the term e'fhlkLv2 z representing two distinct 
types of behavior. For Ax = v2 E (0, k2 ), the term inside the radical is 
positive, such that we have oscillatory behavior (propagation) along the 
z-axis, again only purely so in the lossless limit. For v 2 E (k 2 , 00) we have 

e'fiV -(v2 -k2 )z = e'fV(vL k2 )z, exhibiting pure exponential decay along the 
z-axis. It can be considered that for v 2 E (0, k2 ) the improper eigenfunc­
tions represent propagating radiation modes (above cutoff) of the structure, 
whereas for v 2 E (k2 , 00) the improper eigenfunctions represent evanescent 
radiation modes (below cutoff). As was the case for the parallel-plate wave­
guide, only the propagating modes are eigenfunctions (in the null space) of 
the governing two-dimensional differential operator. 

Neither the propagating nor the evanescent radiation modes decay as 
x --+ 00, yet both remain bounded at infinity. This would seem to be at 
odds with our solution being in L2 (0,00) in the vertical direction. The 
resolution of this difficulty is the observation that a single radiation mode 
cannot be physically excited by an electromagnetic source; rather a real 
source can only excite a continuum of such modes (for instance, see the 
form of the Green's function (8.98)). The continuous summation (integra­
tion) over this continuum must vanish as x --+ 00, which indeed occurs as 
discussed later. This observation was first made in [23, p. 14] for the phys­
ical problem of open-boundary waveguides. This fact is also evident from 
the theory of Fourier transforms, where the exponential kernel eivx of the 
transform represents an improper eigenfunction of the operator _d2 / dx2 

with improper eigenvalue A = v 2 • 

Green's Functions for the Impedance Plane Structure 

Green's functions for the impedance plane structure satisfy 

-(::2 + ::2 + k2 ) g(p, p') = J(x - x')J(z - z'). 

The associated one-dimensional Green's function problems are 

( - dd:2 - AZ) gAz, z', Az) = 5(z - z'), 

( - d~2 - AX) gx(x, x', Ax) = 5(x - x'), 

(8.93) 

(8.94) 

(8.95) 

where gx,z are subject to the same conditions as ux,z' To obtain the 
Green's functions for this structure, we first consider the singular (limit­
point) Sturm-Liouville problem (8.94), where we impose the condition 
limz-dCXl gz(z, z', Az) = 0. As considered in Example 5.11, the solution 
is (5.78), 

9 (z z' A ) = _l_e-iA lz-z'l. 
z , 'z 2iV->:; (8.96) 
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For the singular (limit-point) Sturm-Liouville problem (8.95) we have 

( I \ ) ~ {AC.OS~x+Bsin~x, 9x x, x, Ax ~ . n- ' n-
Ce- 2YA"X + De2YAxX, 

x < x', 

x> x', 

where we take 1m ~ < 0. Applying the condition that 9x(X, x', Ax) E 

L2(0, 00) leads to D = 0, and the boundary condition a9x(0,x,Ax)/ax = 
TJ9x(0, x', Ax), yields B = (TJ/ ~)A, resulting in 

( " 
I ) ~ {A (cos~x+ J};sin~x), 

9x x, x, Ax ~ . n-
Ce- 2Y >'xx, 

Applying the continuity and jump conditions (5.17), 

I X=X'+E 
9x(J;, x, Ax)lx=x'-E = 0, 

( I ) IX=x' +1': d9x x ,:r,Ax ~ 
dx + 1 ~ 0, 

X=X'-E 

yields 

e-iAx' 
A = ---;=--

i~ +TJ' 
cos ~X' + _'7_ sin ~X' C = VAX A VAx 

i~+TJ 
such that the Green's function is 

x < x', 

x> x'. 

e-iAx> ( TJ ) 9x(X,X' ,Ax) = .~ cosAx< + ~sinAx< , 
~ Ax + TJ V Ax 

(8.97) 

which is a special case of (7.11). The adjoint Green's function is obtained 
as 9~(X, x', Ax) = 9x(X' , x, Ax) from (5.100), although it is not needed here. 

Note that (8.97) has a branch point in the Ax-plane at Ax = 0, resulting 
in a branch cut along the positive real axis, consistent with 1m ~ < 0. 
The Green'i:l function also has a i:limple pole singularity at Axp = ~TJ2. 
Because a first-order branch point exists, the Ax-plane is two-i:lheeted. As 
such, it remains to check that the pole is on the Riemann sheet of interest. 
It is easy to see that 1m ~ = Re TJ < 0, so that Re TJ < ° must occur 
for the pole to reside on the sheet of interest, upon which the completeness 
relation integration (discussed later) is performed. For TMz-modes, 

TJ = iWEZ" = iWE (Rs + iXs) , 

implying that the surface impedance must have Xs > ° (i.e., the surface 
must be inductive) for E-modes to propagate along and bound to the sur­
face, with a spatial dependence eiWERs e-WEXs x. For TEz-modes, 
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so that Xs < 0 must occur (i.e., the surface must be capacitive) for H-
. . ~Rsx ~xsx 

modes to propagate, where the spatIal dependence IS e Rs+Xs e Rs+X, 

In either case the wave decays exponentially away from the surface and for 
a constant frequency is more tightly bound to the surface as Xs increases 
in magnitude. 

The two-dimensional Green's function satisfying (8.11) for this problem 
is, from (8.23) and using (8.96), 

n 

+ 1 Ux,v(x, v)u~,v(x', v)gz(z, z', -Ax,v(V) + k2 ) dv 

= i ry e1)(x+x')e-iylk2+1)2IZ-Z'1 _ ~ 100 dv v2 

Jk2 + ry2 7r v=o ry2 + v2 

(8.98) 

. (cosvx+ "lsinvx) (cosvx' + "lsinvx') _l_ e- iAlz-z'l, 
v v A 

where A = Jk2 - A; = yip - v 2 for the continuous spectrum term. 
We see that this form of the Green's function involves the discrete mode 
as well as the propagating and evanescent radiation modes. 

If we first expand over the (continuous) z-dependent spectrum we have, 
from (8.24), (8.50), and (8.51), 

g(x, z, x', z') 

= 1 Uz,v(z, V)Uz,v(z', v)gx(x, x', -Az.v(V) + k 2 ) dv 

~ 100 e;;x> (cos j):;;x< + ~ sin j):;;x<) eiv(z-z')dv 
27r -00 Z Ax + ry v Ax 

(8.99) 

with ~ = ylk2 - v2 . Note that we have g(p,p') = g(p',p). A purely 
spectral form can also be obtained from (8.30). 

It is interesting to compare the two equivalent forms for the Green's 
function. The form (8.98) explicitly has the surface-wave term shown, 
which provides the dominant contribution to the Green's function for 
Re (ry (x + x')) sufficiently small. This term is in the form of a plane wave 
traveling along the z-axis, exponentially damped in the vertical direction. 
As Re (ry(x + x')) becomes large, the continuous spectral components, rep­
resenting a radiation field, dominate the response. The spectral integral 
can be evaluated asymptotically for (x, z)>>(x', z') to obtain a cylindrical 
wave form for the radiation (far) field [25, pp. 286-290]. Furthermore, it 
is straightforward to obtain the surface-wave term from (8.99) via complex 
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plane analysis, and the remaining integral term will be equivalent to the 
integral term in (8.98). This second form is also convenient for asymptotic 
analysis for large (z - z'). 

The earlier statement that the continuum of improper eigenfunctions 
excited by a source must vanish at x ---+ 00 is readily apparent from (8.98). 
Indeed, as .r ---+ 00 the integral term has the form 

ii 
lim 1 ur(x, V)Ux(X', v).f(v) dv 

x->oc 
" 
= }~r~ l!i [cos vx + g1 (v) sin vx] [cos vx' + g1 (v) sin vx'] g2( v) dv 

= }~113 (h1(v)cosvx+h2(v)sinvx) dv=O, 

where the last equality is valid since 

f!i lfi lim h1(v)cosvxdv = lim h1 (v)sinvxdv = 0 
X----'X) x---+oo 

." Q 

by the Riemann-Lebesgue lemma [26, p. 278]. According to the statement 
of the lemma we must have h1,2 E L1(0:, (3), which is easily verified. An­
other method of proof [23, p. 26] is via the asymptotic evaluation of the 
continuous spectrum integral, resulting in a closed-form expression for the 
radiation field as a cylindrical wave. 

The behavior of the individual radiation modes is given a physical in­
terpretation as follows. The normalized improper eigenfunctions (8.85) can 
be written as 

1 
ux.u(x, v) = tn= 

V 21f 
--- e +---e . v .. - iTI (iVX v + iTJ -i1!X) 
1,+iTJ v-iTJ 

(8.100) 

The first term represents a plane wave incident from x = 00, while the 
second term represents the reflection of this incident plane wave, with re­
flection coefficient r = (v + iTJ) / (v - iTJ). In fact, this viewpoint can be 
utilized as the basis of a normalization procedure [25, pp. 245-248], al­
though this will not be detailed here. We simply remark that the improper 
spectral components are physically related to plane waves, which individ­
ually do not vanish at infinity. The superposition of such waves forms a 
cylindrical wave that docs have the proper asymptotic behavior. 

Completeness Relations and Associated Spectral Expansions 

The completeness relation (8.25) is obtained by integrating the one-dimen­
sional Green's function in the appropriate A-plane, as shown in Chapter 5 
(see Examples 5.8 and 5.11), or directly from the appropriately normalized 
discrete and continuous eigenfunctions. 
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Ai 

C inf 

Cl 

Figure 8.5: Complex plane analysis for evaluation of (8.102). Branch point 
at A = 0 (denoted by".") is shown with an associated branch cut along 
the positive real axis. Location of pole, shown in second quadrant, will 
depend on the impedance parameter and may occur in the first quadrant. 
Circle Cinf has infinite radius. 

From (8.96), the spectral representation of the delta-function in the 
z-coordinate is (5.81), 

100 1 100
. f 

8(z - z') = -00 Uz,v(z, V)Uz,v(z', v) dv = 271" -00 eW (z-z )dv. (8.101) 

To determine the spectral representation of the delta-function in the 
x-coordinate, consider the integration path in Figure 8.5, leading to 

(8.102) 

where Res{gx (x, x', Axp)} is the residue at the pole 

Because 7)r < 0 due to 1m ~ < 0, and 7)i ;::: 0 because Rs ;::: 0, we see that 
Im(Axp) ;::: O. If 7); > 7); (IXsl > Rs ), the pole will reside in the second 
quadrant of the Ax-plane, and if 7); < 7); (IXsl < R s ), the pole will lie in 
the first quadrant of the Ax-plane. The residue is easily evaluated as 

= 27)e1](x+x'l. 



8.1 Two-Dimensional Problems 459 

From (5.66) we have 

(8.103) 

The contribution from Cc vanishes as E ----t 0, and the contributions from 
C l and C2 are obtained as in Section 5.2 (see (5.59)). As E ----t 0 on C l , 

Ax = rei47r -, leading to ~ = yre i27r - = yr; on C2 , Ax = rei27r+ such 

that ~ = yrei7r+ = -yr. where l' = IAxl. Therefore, for .7: > x', 

1 10 e-iyrx ( T/ ) 
lim Dx(:r;, :1;', A,,) dA" = .yr cos yrx' + r;; sin yrx' dr 
c~o C, +(72 . = I r + T/ V r 

+ r= e;x. (cos /Tx' + ~ sin /Tx') dr Jo -I r + TI V r 

= r= (cos /Tx' + r~ sin /T:l :') [ e;r -.~yrx 1 dr 
Jo VT -I r+T/ 't r+rl 

= 2i 1= (cos /Tx' + Jr sin /Tx') (cos /Tx + Jr sin /Tx) r ~2 dr. 

Letting v = yr and dv = dr/(2yr), we obtain 

(8.104) 

= 4i roc (cos vx + 7] sin vx) (cos vx' + 7] sin vx') 2 v 2 
2 dv, Jo V V V + T/ 

which, when combined with (8.102)-(8.104), leads to 

(8.105) 

21°C ( T/ ) ( T/ ) v 2 + - cos VX + - sin vx cos vx' + - sin vx' 2 2 dv. 
7r ° V v T/ +v 

The same result is obtained for x < x'. If Re T/ > 0, then the discrete 
term in (8.105) is omitted, since the pole is not captured by the spectral 
integration. 

Comparing the last expression with (5.108), one sees that the proper 
and improper eigenfunctions and those of the adjoint problem, obtained 
from the spectral integration of the Green's function, are in agreement 
with (8.84) and (8.85). 



460 8. Planarly Layered Media Problems 

Forming the product J(p - p') = J(x - x')J(z - z') results in 

J(x - x')J(z - z') 

= L 1 Ux,n(X)u~,n(X')uz,v(Z, V)Uz,v(Z', v) dv 
n v 

+ 11 Ux,v(X, v)u~,v(X', v)uz,v(Z, V)Uz,v(z', v) dvdv (8.106) 

= _ '!le'T](x+x') Joo dveiv(z-z') + ~ roo dvJOO dveiv(z-z') 
1T -00 1T Jo -00 

( 7].) ( ,7]. ') v 2 
. cos vx + - sm vx cos vx + - sm vx 2 2 . 

V V 7] +v 

From (8.28) we can determine a modal expansion of an arbitrary function 
f(x,z) E L2(0), where 0 = {(x,z): x E [0,(0), z E (-oo,oo)}, as 

f(x,z) = i: a~l(v)ux,1(x)uz,v(z,v)dv 

where 

+ rooJoo a(v,v)ux,v(x,v)uz,v(z,v)dvdv Jo -00 

1100 }'oo + - a( v, v)eiv z V (cos vx + -v7] sin vx) dv dv, 
1T 0 -00 VTJ 2 + v 2 

a~l(v) = U,u~,n(x)uz,v(z,v)) 
a(v,v) = U,u~,v(x,v)uz,v(z,v)). 

Note that the various spectral expansions are justified by Theorem 5.3 
if we consider this structure as having a perfectly conducting top cover at 
x = a, and letting a ---> 00. 

Field Caused by a Source in an Impedance-Plane Waveguide 

To obtain an expression for the field caused by a source in the impedance­
plane waveguide geometry, we start with the two-dimensional form of (1.52), 

A(P') = lim r g(p,p') f(p) dO- 1 (g(p,P')\7A(p) - A(p)\7g(p,p'))·dr. 
6~OJn-n8 h· 

(8.107) 
The cross-sectional line integral consists of a path along the impedance 
boundary at x = 0, a path at z = ±oo, and a path at x = 00. Since 
we assume limz~±oo A, 9 = 0 and limx~oo A, 9 = 0, the line-integral term 
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for those sections of the path vanishes. Along the impedance plane at 
x = ° we have oA(O,z)/ox = 7]A(O,z), and the same for g, so that there 
is no contribution from this section of the line integral. Therefore, the line 
integral vanishes and, noting that g(p, p') = g(p', p), 

A(p) = L g(p,P') f(P') dO', (8.108) 

in agreement with (8.12), where the limiting notation has been suppressed 
and 0 represents the area of the two-dimensional source f. As with the 
parallel-plate example, a purely spectral form of the solution can also be 
obtained. 

We conclude this section with two specific cases. 

Imperfectly Conducting Plane 

A common occurrence is the impedance-plane's being a good, yet imperfect, 
conductor, having electrical conductivity (J' < 00. It can be shown that 
[16, p. 200] 

(Wf 
Zs = (1 + i) V ~' 

and the analysis for general 7] described above can be used to obtain field 
behavior in this case. 

Perfectly Conducting Plane 

If the impedance plane is a perfect conductor, Zs 
conditions reduce to 

(7] = 0) for TMZ-modes and 

_07_1(,---0_, z---'--) = ° 
ox 

11(O,Z) = ° 

0. The boundary 

(7] = (0) for TEZ-modes. Either way the discrete term in (8.98) vanishes 
(for 7] ----+ 00 recall Re7] < 0). This is in agreement with the fact that 
a perfect electrical conductor cannot support a surface wave. For 7] = ° 
the Green's function (8.97) reduces to (5.71), the spectral delta-function 
representation (8.105) reduces to (5.72), and, rather than (8.106), we have 

, 1 IXl jXl , . ( ') 5(x - );')5(z - z) = Jr2 cosvxcosvx eW z-z dvdv 
.0 -Xl 

for the T:NF -modes; the corresponding formula for the TEz - modes (7] ----+ (0) 
involves sine terms replacing the cosine terms. The modal expansion for 
TMz-modes becomes simply a combination of a Fourier exponential and 
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cosine transform. The two-dimensional Green's function for the E-modes 
IS 

g E(X Z x' z') = ~ 100 cosvxcosvx,_l-e-iAlz-z'ldv ",. ~ 
ZK v YA z 

1 /00 e-iAx> . I 

= - cos f5:: x eW(z-z) dv 
2 . ~ VAx < , 

K -00 ZYAx 

(8.109) 

with y)."; = Vk2 - v 2 and V>:; = Vk2 - v2, with a corresponding form 
for the H-modes. 

8.1. 7 Grounded Dielectric Layer 

Consider the grounded dielectric-layer structure shown in Figure 8.6, con­
sisting of two homogeneous regions characterized by constants JLl and 101 
for -a < x < 0, and JL2 and 102 for x > 0, with an infinite, perfectly con­
ducting plate located at x = -a. The appropriate Helmholtz equation is, 
from (8.8) and (8.9), 

( a2 a -1 a 2) ( 
- az2 + S ax S ax+k(x) A(x,z)=jx,z), (8.110) 

where S = JL(x) and A = Ey for TEz-modes, and S = E(X), A = Hy for 
TMz-modes, with f a component relating to the source density. For both 
types of modes we impose limiting conditions 

lim A(x, z) = 0, 
z-+±= 

lim A(x, z) = O. 
;];---+00 

In addition, we have A( -a, z) = 0 for TEZ-modes and aA~~,z) Ix=-a = 0 for 

TMz-modes. These conditions, along with the requirement that A, LA E 

L2 (0), where 0 == {(.T, z) : x E [-a, (0), z E (-00, oo)}, form the domain 
of L : L2 (0) ----+ L2 (0) , 

( a2 a -1 a 2 ) 
L == - - + s-s - + k (x) 

az2 ax ax 

with the inner product 

(j,g) = 1:1: j(x,z)g(x,z)dxdz. 
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x 

E 1, ~2 of 

//////////////7//////77//77 x =-Q 

Figure 8.6: Grounded dielectric-layer structure. Source f resides in the 
region x > O. 

Spectral Properties and Eigenfunctions of the Grounded 
Dielectric Layer 

We first consider the spectral properties of the operator for the grounded 
dielectric-layer waveguide, with eigenfunctions satisfying 

(8.111) 

subject to the appropriate boundary conditions. We seek a solution as 
Ua,{1(x, z) =ux,n(X)Uz./3(Z), which, from (8.15), leads to 

( - dd;2 - AZ) uz ,{1 = 0, (8.112) 

( d -1 d (2 )) 
-8 d:r8 dx - k (x) + Ax Ux,a = 0, (8.113) 

where k 2 (x) = W 2 f1(:r:)c(x), with the separation equation Az + Ax = Aa.!,. 
The differential operators in both of the above equations are seen to be 
of the Sturm-Liouville form (5.4), with W = P = 1 and q = 0 in (8.112), 
and w = p = 8- 1 , q = -k2 in (8.113). In the horizontal direction (8.112) 
presents no new difficulties, as this problem was examined in several pre­
ceding sections and in Section 5.2. Orthonormal improper eigenfunctions 
and corresponding eigenvalues are found to be 

( ) 1 ivz 
u z ,// Z, V = /21re , 

Az(v)=v2 , VE(-OO,OO), 

forming a basis in L2( -00, cx::). However, in the vertical coordinate we are 
confronted with two problems, both associated with the violation of the 
regular Sturm-Liouville conditions, described in the beginning of Chapter 
5, that W,p, and q in (5.4) should be real-valued and continuous. 

First, as noted in the general development, if the medium is lossy 
(consistent with the fitness condition limx~oo A(x, z) = 0) the condition 
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W, p, q E R is violated for the x-coordinate problem, such that the problem 
is not self-adjoint. However, Theorem 5.3 can be applied to this structure 
if we assume that a top plate exists over the structure, and then the plate 
is removed to infinity. Therefore, we assume some material loss, however 
small, and the eigenfunctions will form a basis for the space L2(0) except 
possibly at a set of parameters where modal degeneracies exist (see the dis­
cussion in Section 8.1.8). The most serious consequence of this fact is that 
associated eigenfunctions (rank> 1) will be implicated at certain combina­
tions of parameters, thereby affecting modal expansions. In the following 
we consider the limitingly low-loss case, and we assume /-llCl ~ /-l2C2 in 
order to draw conclusions concerning the modal eigenvalue equation; other 
conditions are easily analyzed. 

The second difficulty is that in the vertical coordinate the eigenvalue 
problem (8.113) encompasses a stratified inhomogeneous medium. Note 
that in Chapter 5 we require p, p', q, and w to be continuous. Because s 
(s = /-l or s = c) is discontinuous in the problem considered here, it would 
seem to violate the stated conditions for the applicability of the Sturm­
Liouville theory developed in Chapter 5. 

The procedure is to relax the conditions concerning continuity of w, p, 
and q, yet require Lu to be at least piecewise continuous [25, pp. 174-177]. 
If this is the case, then we find that s-l(d/dx)ux and U x must be continuous 
at x = 0. 11 These two conditions are called discontinuity conditions and 
allow the application of Sturm-Liouville theory to problems with discon­
tinuous media. Assuming the source terms in (8.2)-(8.7) vanish at, or are 
continuous across, the boundary at x = 0, then for TEz-modes this implies 
Ey = U x and Hz = -(1/(iw/-l))(8ux /8x) are continuous, and for TMz­
modes this implies Hy = U x and E z = (1/(iwc))(8ux /8x) are continuous, 
consistent with (1.5). 

One method to solve (8.113) is to divide the interval -a :S x < 00 into 
sections wherein the material parameters are constant. We therefore write 
(8.113) as 

( - d~2 - (ki + Ax)) u;(x) = 0, 

( - d~2 - (k~ + Ax) ) u; (x) = 0 

(8.114) 

for regions 1 and 2, respectively, with region 1 defined as -a :S x :S 0 and 
region 2 as 0 :S x < 00. We then solve the above equations in each region, 
apply the boundary condition at x = -a, tangential field continuity at 

llTo see this, consider Ux to be discontinuous across the boundary. One easily sees 
that Lux would contain the derivative of a delta-function, which is not allowed. Hence, 
U x must be continuous. Similarly, if s-1 (d/ dx lux is discontinuous, application of the 
operator d/dx as in (8.113) would generate a delta-function discontinuity in Lux, and 
so s-1(d/dx)ux must be continuous. 
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x = 0, and the limiting condition at x = 00. Since the problem is similar 
to one considered in Section 8.1.6, it is not surprising that in the vertical 
coordinate we encounter both a discrete and a continuous spectrum. We 
consider the TEz-modes first. 

Proper TE z Eigenfunctions in the x-Coordinate 

For the discrete spectrum we solve (8.114) as 

U;; (:1:) = A sin [ v0l (J: + a)] + B cos [ v0l (x + a)], 

n;Cr) = Ce- ivFi2J + DeivFi2 I' , 

(8.115) 

where the superscript indicates the region, and Ij = k; + Ax for the jth 
region, j = 1. 2. The above form is chosen because it facilitates evaluation 
of the unknown coefficients. Assuming 1m vIr2 < ° with the condition 
n~ (x) E L2 (0,00) leads to D = 0. The boundary condition at the perfectly 
conducting plate, n~(:x: = -a) = 0, results in B = 0. Enforcing Ey- and 
H z - field continuity at x = 0, 

n;(x) - n;(x)lr=o = 0, 

~ dn~.(x) _ ~ dn~(x) I = 0, 
111 d:r l12 dJ: .r=O 

respectively, leads to C = A sin v0l a and 

./11 vIr2 cot v01a = -1---. 
/12 yfYl 

The TE Z proper eigenmocles are then 

- a < x < 0, 

x> 0, 

(8.116) 

(8.117) 

(8.118) 

where each term is evaluated at the eigenvalue AJ , = Ax.n through Ij = 
k;+Ax,n, with Ax.n a discrete solution to the TEz-mode dispersion eqnation 
(8.116). Such solutions must generally be found numerically, although a 
well known graphical procedure [16, pp. 712-716] can be utilized to obtain 
information concerning the roots of (8.116). Below we take an approach 
suggested in [17, p. 292] for a similar problem. 

Since (8.113) is self-adjoint in the limitingly low-loss case, Ax,n must 
be real-valued; together with k; E R, this leads us to see that we have 
either ~(j > ° or I) < 0. For both 11.2 real and positive, (8.116) has no 
solution. Therefore, at least OIle of 11 or 12, or both, must be negative, 
such that either -kr < A:1'.n < -k§, leading to /2 < ° and /1 > 0, or 
Ax.n < -ki, leading to 11, 12 < ° (recalllli 1"1 > /121"2). The latter condition 
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is impossible because, with Im"fY2 < 0, the left and right sides of (8.116) 
are real but with differing signs, such that (8.116) would have no solution. 
Therefore, if (8.116) is to have solutions, we must have /'2 < ° and /'1 > 0, 
so that 

-ki < Ax.n < -k~. 

With "fY2 = -iJ -Ax,n - k§ = -ia, where a > 0, (8.118) becomes 
Cne-ax , which displays the proper asymptotic behavior at x = 00. 

With these observations we can normalize the discrete modes as (ux,n, 
ux,n) = 1, where orthogonality follows from self-adjointness of the operator. 
Therefore, for the TEz-modes the normalization is 

C~ [fa (Sin[~(x+a)])2 ~dx+ roo (e- iv'r2x) 2 ~dxl = 1, 
-a smv01a JL1 io JL2 

leading to 

C2 = ____ 2-'---JL_2 __ _ 
n /12 a + ('12 -"/1 

/11 sin 2 V'Yl a "/1 v'r2 
(8.119) 

Improper TEZ Eigenfunctions in the x-Coordinate 

For the improper (continuous) transverse eigenfunctions we solve (8.113) 
as 

U~(x, Ax) = A sin[ifh (x + a)] + B cos[ifh (x + a)], 

u;(x, Ax) = C sin y02x + D cos y02x, 
(8.120) 

where the form for u~ (x) is motivated by the fact that we don't require the 
improper eigenfunctions to belong to L2 (0,00). The boundary condition at 
the perfectly conducting plate, u,;,(x = -a) = 0, leads to B = 0. Enforcing 
Ey- and Hz-field continuity at x = ° leads to A = C(JLd JL2)("fY2/ v01) 
(l/cosv01a) and D = C(JLdJL2)("fY2/v01)(tanv01a). A rearrangement 
of constants leads to the TEz improper eigenmodes as 

1 ( ) _ sin[v01 (x + a)] 
Ux x, Ax - Ev. , 

smv01a 

u;(x, Ax) = Ev [cos y02x + a
H 

sin ~x] , 
"fY2 

-a < x < 0, 

(8.121) 

x> 0, 

where 
a H = JL2 v0l cot v0l a. 

JL1 

In the above, /'j = kJ + Ax with the spectral parameter Ax continuous 
rather than discrete. We will see later that as a continuous parameter, 
Ax E (-k§,oo), leading to /'1,22: 0. Therefore, u,;,,2(x,Ax) are real-valued 



8.1 Two-Dimensional Problems 467 

such that the improper modes can be accordingly normalized. The nor­
malization is usually given as 

where v = fi = jk§ + A2 and p = 0 = J k§ + >-x for different values 

Ax, >-x (the appropriate eigenfunction is used for J~a (.) dx). Using (8.86)­
(8.88), we obtain 

[ ( 
H 2)] -1/2 

Ev = ~ :2 1 + (~) (8.122) 

Proper TMz Eigenfunctions in the x-Coordinate 

For the TJ\;fZ-modes, similar considerations result in the proper eigenmodes 
as 

1 cos[yfh (x + a)] 
U x n(x) = Cn M!:' 

. cos Vila 
~a < x < 0, 

(8.123) 

,u2 (x) = C e- iyFi2:r: x,n" n j , 
x: > 0, 

where each term is evaluated at Ax = Ax,n through Ij = k; + Ax.n , and 
where Ax,n is a discrete solution to the TJ\;F dispersion equation 

.101 fi tanv01a = l--~, 
10 2 yfh 

(8.124) 

As with the TEz-modes, we find that if (8.124) is to have solutions we must 
have 12 < 0 and 11 > 0, so that 

leading to fi = ~iJ ~A2"n ~ k§ = ~ia, where a > 0, and the proper 
asymptotic behavior at x = 00. For the TJ\;F discrete modes the normal­
ization \UX,T/' u,r,,,) = 1 leads to 

Improper TM z Eigenfunctions in the x-Coordinate 

The TJ\;F improper transverse eigenfunctions are found to be 

~a < x < 0, 

x> 0, 

(8.125) 

(8,126) 
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where 
E C2 

a = -v01tanv01a 
Cl 

and Ij = kJ + Ax, with the spectral continuous parameter Ax E (- k~, (0). 
As with the TEz-modes, (8.126) can be normalized as 

(Ux, 'fix) = I: Ux(X, v)ux(x,p)c(x)-ldx = 8(v - p). 

Using (8.86)-(8.88), we obtain 

[ ( E 2)]-1/2 
Ev = ~ c12 1 + (~) 

Summary of Two-Dimensional Eigenfunctions 

It is easy to see from the above that 

1 ( ) _ en (~~~) [yfYl (x + a)] ivz 
Un v X, Z, V - V2ir (.) e, , 21f sm;;:y: a 

-a < x < 0, 
cos V 11 

2 en' = . u (x Z V) = __ e-'VT2XeWZ 
n,v "V2ir ' x> 0, 

(8.127) 

(8.128) 

are eigenfunctions of L for the (~~) cases, proper in the x-coordinate 

and improper in z, where Ij = kJ + Ax,n, and where Ax,n are solutions of 
the corresponding dispersion equation (8.116) or (8.124), with en given by 
(8.119) or (8.125). The corresponding eigenvalues are 

v E (-00,00). 

Orthonormality is expressed as 

Moreover, 

1 ( ) _ Ev (~~:) [yfYl(x+a)] ivz 
U v v x, z, v, V - ~ (.) e, 

, V 21f ~~: yfYl a 
-a < x < 0, 

E [ aH,E ] 2 v . ivz uvv(x,z,v,v)= ~ cosVx±--slnvx e , 
, V 21f V ° < x, 

(8.129) 

are eigenfunctions of L for the (~~) modes, improper in both coordinates, 

where Ev is given by (8.122) or (8.127), v = ViZ, and Ij = kJ + Ax, 
and where Ax E (-k~, (0) is a continuous variable (v E [0,(0)) and V E 
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(-00, (0). The corresponding eigenvalues are Av,,, = Ax + Az = Ax + 1/2; 
however, because v = yFfi, we have Ax = v 2 - k§ such that 

2 2 2 Av,v = v + 1/ - k2' vE[O,OO),I/E(-oo,oo). 

Orthonormality is expressed as 

\Uv ,,,, Up,q) = (j (v - p) 6 (1/ - q). 

Natural Waveguide Modes of the Grounded Dielectric Layer 

The natural modes of the grounded dielectric-layer structure satisfy 

( 82 8 8 ) - ~ + 8-,:)8- 1 ""i) + k2 (x) 1jJ(x, z) = ° 
uZ ux ux 

(8.130) 

subject to the appropriate boundary conditions. We seek a solution as 
1jJ(x, z) = (x)t/Jz(z), which, from (8.15), leads to 

( - dd:2 - AZ) 1jJz = 0, (8.131) 

( d _\ d (2 )) -8-d 8 - - k (x) + Ax 1jJx = 0, 
:r (Ly; 

(8.132) 

where k2 (x) = W 2 J1.(x)c(x), with the separation equation Az + Ax = 0. In 
the x-coordinate the solution is the same as the solution of (8,113), and 
in the z-coordinate we follow the method described for the parallel-plate 
structure and obtain 

(z) = Ae'fi~z, 

where 1m ~ < ° and A is arbitrary. Because Az + Ax = 0, we have for the 
discrete modes VAZ,T/ = V-Ax,n; recall that -kr < Ax.n < -k§; then the 

term e'fiV -Ar.n Z represents purely oscillatory behavior along the z-axis, 
although we take Ax.n to have a very small imaginary part due to slight 
material loss (consistent with 1m ~ < 0) so that the function exhibits 
the proper decay at z = ±x. We then have 

"/,1 (x. z) = A. C (~~~) [vIYl (x + a)] e'fiV->'x,n Z 
'l-'n . n (sm) r;v:a ' 

cos V /1 

-a < x < 0, 

1jJ~(x, z) = A· Cne-i,f12Te'fiV->'x,nz, x> 0, 

(8.133) 

for the proper discrete (i~[) modes, where Ij = kJ + Ax,n, -kr < Ax,n < 
-k~, and Azn = -Ax.n, with Ax,n a solution of the corresponding dispersion 
equation (8.116) or (8.124), and where Cn is given by (8.119) or (8.125). 
Because of the attenuation in the vertical direction, these modes are bound 
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to and propagate along the dielectric surface and are known as surface 
waves. 

The improper modes are 

o/,I(X A)=A.E (~~~)[.vFil(x+a)]e'fiJ-Axz 
\f/x , x v (8m) r:;;: a ' 

cos v,I 

o/,2(x A ) = A· E cosvx ± -- sin vx e'f2J-Axz [ 
aH,E ]. 

'f'x , x v , 
V 

-a < x < 0, 

0< x, 

(8.134) 

for the (:J~) modes, where I] = k; + Ax and Az = - Ax, with Ax E 

(-k§, (0) a continuous variable and v = vfr2. 
The term e'fiJ-AxZ encompasses two distinct types of modes. For Ax E 

(-k§,O) we have e'fiy'f>:Jz, which represents oscillatory behavior along the 
z-axis (again only purely so in the lossless limit). For Ax E (0, (0) we have 
e'fiJ-AxZ = e'f~z, exhibiting pure exponential decay along the z-axis. 
It can be considered that for Ax E (-k§, 0) the improper modes represent 
propagating radiation modes of the structure, whereas for Ax E (0, (0) 
the improper modes represent evanescent radiation modes of the structure. 
For a single spectral component, neither the propagating nor evanescent 
radiation modes decay as x ---t 00, yet both remain bounded at infinity, 
as was the case for the impedance plane waveguide. Note also that the 
discrete modes (8.133) and the propagating radiation modes ((8.134) with 
Ax E (-k~, 0)) are eigenfunctions in the null space of the two-dimensional 
operator L. The evanescent radiation modes are homogeneous solutions of 
L, yet are not improper eigenfunctions of L since they are not bounded 
onR. 

Leaky Modes 

For the discrete modes we found -kr < Ax,n < -k§, with Ax,n a solution of 

(8.116) or (8.124). These equations also admit complex solutions :\:x that 
are not eigenvalues of (8.113) yet nevertheless have physical significance. 
It can be shown graphically using the procedure in [16, pp. 712-716] that 
for very large, real-valued frequency W the eigenvalue Ax,n tends toward 
-kr, and that as frequency is lowered Ax,n tends toward -k~. At some 
sufficiently low frequency we have Ax,n = -k§, such that 12 = O. This 
frequency, known as the cutoff frequency, is given by 

n1f 
We = -a-yrC;=I=J1,=1=-=C;=2J1,=2 

for TMz-modes, with n replaced by n+ 1/2 for TEz-modes, n = 0, 1,2, .... 
As frequency is further lowered, jhe eigenvalue equations fail to have real 
solutions, yet complex solutions Ax,n exist that represent the analytic con­
tinuation of the real eigenvalues Ax,n below their cutoff frequency. This is 
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associated with Ax.n passing through the branch point at Ax = -k~ in the 
complex A-plane as described later, such that the analytic continuation of 
Ax.n below cutoff resides on the improper Riemann sheet Im(~) > 0. 
Inserting this condition into (8.133) yields the behavior 

such that the discrete mode is exponentially increasing in the vertical di­
rection. We will call (8.133) with );x.n a leaky mode, representing the ana­
lytical continuation of the proper discrete mode below its cutoff frequency. 
The nonphysical behavior of this mode can represent, in some limited spa­
tial region, the physical wave associated with the radiation field. This is 
discussed in [17, pp. 538-5431 for a point-source excitation. Some details 

of the behavior of Ax.n (and Ax.n) in the complex w-plane are provided in 
[22] and [27], including the identification of w-plane branch points of the 
dispersion function. 

Green's Functions for the Grounded Dielectric-Layer Waveguide 

The Green's function for the grounded dielectric layer satisfies 

( []2 a 1 a 2() I) I I az2 + s ax s- ax + k x) 9(P, P = -s(x)<5(x - x )<5(z - z). (8.135) 

The associated one-dimensional Green's function equations are, from (5.13), 

( d2 ) ( I I -dz2-Az 9z Z,Z,Az)=<5(z-z), (8.136) 

( d _ 1 d (2 ) ) I <5 (x - Xl) 
-s dx s dx - k (:x:) + Ax 9x(X, x ,Ax) = w(x) (8.137) 

= s(x)<5(x - Xl), 

subject to the appropriate boundary conditions. For the singular (limit­
point) Sturm-Liouville problem (8.136) we impose the condition 

lim 9z(Z, Zl) = 0. 
Z---+ ± 'X' 

As considered in (5.11), the solution is (5.78) 

9 (z Zl. A ) = _l_e-iffz lz - z 'l. 
z , . z 2iJ)::; (8.138) 

We divide the vertical problem into two regions, -a s:: x s:: ° and x ;:::: 0, 
such that (8.136) becomes 

( - d22 _ Ii) gXJ(.T, Xl, Ij) = {o, 
dx . s(x )<5(x - Xl), 

j = 1, 

j = 2, 
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where '/j = kj + Ax since the source12 is in region 2. The resulting equations 
can be solved by the direct method (see Section 5.1.1 and (5.17)). We write 
the solution of (d2jdx2 + ,/j)gxj(x,x','/j) = 0 as 

gx 1 (x, X' ,'/d = A 1 sin vIrl (x + a) + B1 cos vIrl (x + a) , -a < x < 0, 

gx2(X, x', '/2) = A2eiy02x + B 2e-iy02x , 0 < x < x', 

gx3(X,X' ,'/2) = A3eiy02x + B3e-iy02x , x' < x, 
(8.139) 

where gx2 and gx3 are both in region 2, below and above the source, re­
spectively. The boundary conditions are 

dgx3 (x, x', '/2) I 
dx x=x' 

for TEz-modes, and 

dgx3 (x, x', '/2) I 

dx x=x' 

gx1 (-a, x', '/d = 0, 

gx2(0, x', '/2) = gx1(0,x' ,'/d, 
(8.140) 

(8.141) 

~ dgx2 (x, x', '/2) I = ~ dgx1 (x,x' ,'/d I 
/12 dx x=Q /11 dx x=Q ' 

gx2 (x' , x', '/2) = gx3 (x', x', '/2), 

dgx2 (x, x', '/2) I 1 

dx x=x' /1- 1(X') ' 

gx3(X, x', '/2) E L2(X' , (0), 

dgx1 (x, x', '/d I = 0 
dx x=-a ' 

(8.142) 

(8.143) 

(8.144) 

(8.145) 

(8.146) 

gx2(0,X' ,'/2) = gx1(0,x' ,'/d, (8.147) 

~ dgx2 (x, x', '/2) I = ~ dgx1 (x,X', '/dI 
C2 dx x=Q C1 dx x=Q ' 

gx2(X' , x', '/2) = gx3(X' , x', '/2), 

dgx2 (X, x' , '/2) I 1 

dx x=x' c-1(X')' 

gx3(X, x', '/2) E L2(X' , (0), 

(8.148) 

(8.149) 

(8.150) 

(8.151) 

for TMz-modes. The boundary conditions arise by noting that, in addition 
to (5.17), for the TEz-modes the Green's function represents the tangential 
electric field E y , and its derivative is proportional Hz through (8.3). The 
condition (8.140) is due to the vanishing of the tangential electric field at 
the perfectly conducting plate. The conditions (8.141) and (8.142) arise 
from the continuity of tangential electric and magnetic fields at x = O. The 

12The problem can be analyzed for a source in region 1 in a similar manner. 



8.1 Two-Dimensional Problems 473 

remaining three conditions corne from (5.17). Similar comments apply to 
(8.146)-(8.151), where the Green's function represents the magnetic field 
Hy . 

Application of the boundary conditions lead to 

and Bl = A3 = 0 for the TEz-modes, where 

H . tt2 V"Yl Z = 1- l--- cot V"Yla, 
ttl v'r2 

H . tt2 V"Yl N = 1 + l--- cot v'!la. 
ILl v'r2 

The final Green's function is, combining g2 and g:l into a single expression, 

-a < x < 0, 
(8.152) 

0< x. 

Note that ZH = 0 provides the same equation as (8.116), such that the 
poles of the Green's function correspond to discrete modes (eigenvalues). 

For the Tl\Y-modes we obtain 
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and Al = A3 = 0, where 

E .102 yfYl 
Z = 1 + l--- tan yfYla, 

10 1 yFi2 
E .102 yfYl 

N = l-l--- tan yfYla, 
10 1 yFi2 

and ZE = 0 is the same as (8.124), leading to 

-a < x < 0, 
(8.153) 

0< x. 

The two-dimensional Green's function can be obtained from (8.23) or 
(8.24). From (8.23) we obtain 

N 

g(x, z, x', z') = ~ ux,n(x)ux,n(x') 2ike-iV-Ax,nlz-z/l (8.154) 

+ 100 
U x v(X, V)Ux v(X', v) 1 e-ivk~-v2Iz-z/ldv 

, , 2' /k 2 2 o ly 2 - V 

with the proper and improper eigenfunctions appropriately chosen from 
(8.117), (8.121), (8,123), and (8.126), N is the number of proper modes 
above cutoff, v = yFi2, and in all cases 1m';>:; < O. 

If the medium has nontrivial loss, we need to replace ux,n with u~,n' 
the adjoint eigenfunctions. The resulting modal expansions will fail at 
points of modal degeneracy where associated eigenfunctions (rank> 1) 
occur. One can see from the form of the eigenfunctions that at a modal 
degeneracy (where two or more roots of the same dispersion equation coin­
cide) among TE modes, or among TM modes, the ordinary eigenfunctions 
become equaP3 As discussed in [27] for TMn- and TMn +2-modes, this 
can occur for certain values of material 10ss.14 At such points the modal 
expansions need to be augmented with associated eigenfunctions. This is 
discussed in more detail in Section 8.1.8. 

13In the lossless case this cannot occur. 
14If H(w, El, E2, a, Ax,n) = ° represents either of the dispersion equations (8.116) or 

(8,124), then at a modal degeneracy of rank 2, 

8 
8Ax H(w, El, E2, a, Ax,n) = 0, 

indicating a second-order root of H at frequency w. 
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The form of the Green's function (8.24) is more readily utilized for the 
grounded dielectric waveguide, leading to 

H,E( "") _ r" (_);- (' ) H.E( , \ ( )) d g X,Z,X ,Z - Ju U z.u -",1/ U z.v Z ,1/ gx X,X ,-AZ 1/ 1/, (8.155) 

gH(x,z,:r',z') = 2~ I: dl/eiv(z-z') 

-a < x < 0, 

0< x, 

-a < x < 0, 

0< x. 

Because Az = 1/2 , we have Ij = kJ - 1/2 in the above expressions. The first 
terms for x > 0 can be analytically evaluated to obtain a Hankel function 
(see (8.78)). Dyadic Green's functions for grounded dielectric layers are 
considered in Section 8.3. 

In comparing the two forms of the Green's function we see that (8.154) 
is a modal representation, which is physically significant, yet it can be 
burdensome to compute because the eigenvalues Ax,n must be determined 
numerically before the summation term can be evaluated. A convenient 
aspect of this form, though, is that sufficiently close to the dielectric surface 
the surface-wave term should dominate the response. Often only one or a 
few discrete modes are above cutoff; in this case once the corresponding 
eigenvalues A;r.n are determined, the associated terms in the summation 
in (8.154) provide a simple approximation to the total field. On the other 
hand, (8.155) does not require knowledge of the various discrete Ax,n-values, 
although the integral, which is clearly interpreted as an inverse Fourier 
transform integral,15 is of the Sommerfeld form and can be difficult to 
evaluate. However, this representation is usually the preferred form and 
is amenable to asymptotic analysis. Moreover, this form is clearly valid in 
the event of a lossy medium. In this case poles of the Green's function may 
be of the order m > 1, corresponding to eigenvalues of multiplicity m. A 

15In all of the z-invariant waveguide examples investigated here (parallel-plate, 
impedance-boundary, and dielectric-slab), the two-dimensional Green's function, plane-

wave spectral form (1/27l') r."oo· dv eiv (Z-2') {-} could also have been obtained by taking 

a Fourier transform of the governing two-dimensional wave equation and then solving 
the resulting :r-dependent problem. Although this is the usual method of analysis, here 
we have purposely avoided direct Fourier methods and instead concentrate on the inter­
pretation as a continuous summation of improper eigenfunctions. 
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two-dimensional spectral form for the Green's function is provided at the 
end of this section. 

Field Caused by a Source in a Grounded Dielectric Waveguide 

The solution of (8.110), 

( 82 8 -1 8 2 ) ( () - 8z2 + s 8x s 8x+k (x) Ax,z)=jx,z, (8.156) 

is, from (8.12), 

A(x,z) = [gH,E(x,z,x',z') j(x',z')S-l(x') dS'. (8.157) 

For example, if the source consists of a single component Jey(x, z), then 
only TEz-modes are excited, A = Ey and - j = iWjLJcy , so that 

(8.158) 

Completeness Relations and Associated Spectral Expansions 

The completeness relation in the horizontal direction is 

One method to form the completeness relation in the x-coordinate and 
to identify the discrete (proper) and continuous (improper) eigenfunctions 
is via integration of the Green's function as in (5.92), 

J(x - x') -1 i ' 
(') = -2. g(x,x ,Ax)dAx 

Wx x 7rZ ex 

= L ux,n(x)ux,n(x') + J ux,v(x, v)ux,v(x', v) dv, 
n v 

(8.159) 

where v = fii. and wx(x) = S(X)-l. 
For example, consider the Green's function (8.139), which involves the 

terms fii. and yI1i. It is straightforward to see that the Green's function 
is even in the term yI1i, so that the branch point at Ax = -kr due to yI1i 
is removable and not of further interest. However, the Green's function is 
not even in ~, and therefore ~ induces a branch point at Ax = -k§. 
The condition 1m v->:; < 0 defines a branch cut in the complex Ax-plane 
along the real axis [-k§, (0), which will lead to the continuous spectral 
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Cinf 

Figure 8.7: Complex plane analysis for evaluation of (8.160) showing the 
branch point at Ax = - k~ (denoted by".") and the associated branch cut 
along the real Ax-axis. Poles are denoted by "x" (three shown), and the 
branch point at Ax = -kr is removable. 

integral in (8.159) and to the continuous spectrum as Ax E [-k~, (0). The 
Green's function (8.139) also has pole singularities where Zf,H = 0, which, 
as previously mentioned, correspond to the discrete eigenvalues Ax,n from 
(8.116) and (8.124), with -ki < Ax;,n < -k~. 

Following the method detailed in Section 8.1.6 we consider the integra­
tion path in Figure 8.7, leading to 

where Res{gx(x, x', Ax.n)} is the residue at the nth pole, Ax,n' From (5.92) 
we also have 

J ( ') . c5(x - .1;') 
.. gJ: x, X ,Ax dAx = - 27rZ ()' 

c= Wx x 
(8.161) 

and, as in previous analyses, the contribution from 0 0 vanishes as c ---+ O. 
The contributions from 0 1 and O2 are obtained as in Section 5.2 (see 
(5.59)). As c ---+ 0 on 0 1 , Ax = re i47r -, and on O2 , Ax = rei27r+, leading to 
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lim 1 gx(x, x', Ax) dAx 
0---+0 C, +C2 

k2 00 

= 1- 2 gx(x, x', Ax)I'\x=reib- dAx + J gx(x, x', Ax)l.\x=rei2"+ dAx 
00 -~ 

= 1:2 (gx(x, x', Ax)I'\x=rei2,,+ - gx(x, x', Ax)l.\x=rei4"- ) dAx 
2 

= 2ilm 1:2 (gx(X,X',Ax)I'\x=rei2,,+) dAx, 
2 

where the last equality is valid since Ax = rei47f - is complex conjugate to 
\ i27f+ d ( I ') -( I \ ). . 1 1 Ax = re ,an gx x, x, Ax = gx x, x, Ax , agam, assummg a oss ess 
medium. With v = /12, from (8.160) we therefore have16 

J(x - x') 2 100 
{ I 2 2} '" {( I )} () = --1m vgx(x, x ,v - k2 ) dv- L.,.,Res gx x,x ,Ax,n . 

Wx x 7r 0 n 

Comparing with (8.159) we see that the integral will provide the properly 
normalized improper eigenfunctions ux(x,v), consistent with (8.121) and 
(8.122), or (8.126) and (8.127). The negative of the residue terms will 
provide the properly normalized discrete eigenfunctions ux , n (x), consistent 
with (8.117) and (8.119), or (8.123) and (8.125). The evaluation for both 
the discrete and continuous terms is straightforward. 

To determine a spectral expansion (spectral transform pair) for an ar­
bitrary function f(x, z) E L~(n), where n = {(x, z) : x E (-a, 00), z E 

(-00, oon, let un,v(x, z, v) be the eigenfunctions (8.128) and uv,v (x, z, v, v) 
be the eigenfunctions (8.129). The relevant eigenvalue equations are 

( EP a -1 a 2 ()) ( ) - az2 +sax s ax +k x Un,v x,z,v = An,vUn,v(x,z,v), 

( 02 a -1 a 2 ) 
- az2 + s ax S ax + k (x) uv,v (x, z, v, v) = Av,vUv,v (x, z, v, v) , 

where 

v E (-00, 00) , 

with Ax,n a solution of (8.116) or (8.124) as appropriate, and where 

\ 2 2 k2 Av,v=V +V - 2, v E (0,00), v E (-00,00). 

16Note that because Ax E R, the substitution Ax = ,2 and subsequent integration 
over, will convert the integral into the familiar integration along the hyperbolic branch 
cuts in the ,-plane. 
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From (8.28) we have 

N J= f(x, z) = L a~.n(v)un,v (x, z, v) dv 
n=l -00 

+ r=J= a(v,v)uv,v(x,z,v,v) dvdv, Jo -00 

where a~,n(v) = (j,un,v) and a(v,v) = (j,uv,v), with 

(j,g) = .l:.l: f(x,z)g(X,Z)S-l(X)dxdz. 

Spectral Solution and Spectral Green's Function 

From the spectral expansion we have 

A(x,z) N J= .~ -00 (A, Un,v) un,v (x, Z, v) dv 

l =Joo + (A, uv.v) Uv,v (x, z, v, v) dv dv. 
o -00 

Following the usual eigenfunction expansion procedure, and using a two­
dimensional version of the orthogonality relations (8.18), we obtain the 
solution of (8.110) in spectral form as 

A( ) ~ J= (j, Un,v) ( ) d 
x, z = ~ _= A:r,n + v2 un,v x, Z, V v 

(8.162) 

100 Joo (j, [Lv v) + 2 2' k2uV,v(x,z,v,v) dvdv, 
o -00 v + v - 2 

which is a special case of (8.30). Alternatively, we can consider the solution 
to be given by (8.157), with the Green's function obtained as a special case 
of (8.31), 

N fOO - (' I ) I I 1Ln ,v X ,z , v 
g(X,Z,X ,Z) = L A v2 un,v(x,z,v)dv 

n=l' -= x,n + (8.163) 

100 Joo - (' I ) U v .v X ,z ,v,V + 2 2 k2 Uv,v (x, z, v, v) dv dv, 
o -oc V + V - 2 

which can be shown to be equivalent to (8.154) using complex plane anal­
ysis. 

As mentioned previously, (8.162) and (8.163) are purely spectral forms 
and most directly utilize the eigenfunctions of the governing operator, 
whereas (8.154) and (8.155) arise from partial eigenfunction expansions 
and are more computationally convenient. 
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8.1.8 Comments on General Multilayered Media 
Problems, Completeness, and Associated 
Eigenfunctions 

In Section 8.1.1 we assumed a planar multilayered medium, as depicted in 
Figure 8.1, and in subsequent sections several special cases were considered. 
Here we provide some brief comments concerning the validity of spectral 
methods for the class of structures shown in Figure 8.1. 

If the medium is lossless and the four perfectly conducting bounding 
walls depicted in the figure are present, the governing differential operator 
L : L2 (D) ----t L2 (D), 

( 82 8 -1 8 2()) L 0= - - + 3-3 - + k x , 
8z2 8x 8x (8.164) 

DL 0= {A: A,LA E L2 (D) ,B(A) = O}, 

subject to physically appropriate boundary conditions B (A) is self-adjoint 
with compact inverseY By Theorem 4.41 and the discussion in Section 
4.3.3, the discrete eigenfunctions form a basis for L2 (D), where D corre­
sponds to the geometry of the structure. 

If the medium is lossy and homogeneous, then we consider the operator 
L : L2 (D) ----t L2 (D) 

( 82 82 ) 
L 0= - 8z2 + 8x2 ' (8.165) 

DL == {A: A,LA E L2 (D) ,B(A) = O}, 

and draw the same conclusions. However, if the medium is lossy and in­
homogeneous, then we must consider the operator (8.164), which in this 
case is not self-adjoint because k E C. By Theorem 5.3, expansions utiliz­
ing eigenfunctions and adjoint eigenfunctions will be valid at all points in 
parameter space (frequency, permittivity, etc.) except at the set of parame­
ters where eigenvalues have multiplicity greater than 1, as discussed below. 
It may also be possible to establish completeness of the eigenfunctions by 
other methods; see, e.g., the footnote on p. 435. 

Now for generality assume that the medium is inhomogeneous, and 
consider the special case where the two horizontal walls are retained and 
the two vertical sidewalls (z-coordinate) are removed to infinity, where we 
impose the condition that functions should vanish at infinity. IS Physi­
cally, this corresponds to enforcing outgoing wave behavior in the pres­
ence of (perhaps small) material loss, and in this case the governing 

17For example, B(A) = 0 may indicate that A = 0 or aA / an = 0 at the bounding 
walls. 

18 Alternatively, we can consider the medium to be loss less and consider a set of func­
tions obeying an outgoing radiation condition in the z-coordinatc. In this case one 
can define a formally self-adjoint (symmetric) operator outside an L2 space, although 
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operator is 

L =- - - + s-s-l- + k 2(x) , ( fP a a ) 
OZ2 o:r ax 

DL =- {A: A,LA E L2 (0) ,BX=Xb,Xt (A) = 0, z~Too A(x,z) = o}. 
The operator is nonself-adjoint because k is complex-valued. 19 

By Theorem 5.3, expansions utilizing eigenfunctions and adjoint eigen­
functions will be valid at all points in parameter space except where eigen­
values have multiplicity greater than 1. Even in the event of modal de­
generacies, the eigenfunctions may still form a basis for H = L2 (0) (bi­
orthonormal with the set of adjoint eigenfunctions), however at these points 
Theorem 5.3 is not applicable. In this case, if the ordinary eigenfunctions 
are linearly independent (corresponding to different physical field configu­
rations), then the ordinary eigenfunctions will form a complete set in the 
appropriate L2 space. 20 Physically, this is a trivial degeneracy since the 
modes do not couple, which is associated with the linear independence of 
the eigenfunctions (although small structural perturbations may result in 
modal coupling). 

Nontrivial modal degeneracies may occur that relate to a degeneracy in 
the eigenvalue (propagation constant) and field configuration that is associ­
ated with mode coupling. In this case eigenvalues of higher multiplicity may 
not have corresponding linearly independent ordinary eigenfunctions, and 
associated (rank> 1) eigenfunctions may be implicated. This is analogous 
to the consideration of the Jordan canonical form discussed in Chapter 4. 
In this case the operator cannot be diagonalized, which is reflected in the 
fact that an eigenbasis of ordinary eigenfunctions does not exist. The as­
sociated eigenfunctions correspond to poles of the characteristic Green's 
function having order m, m> 1, as shown in Example 5.14. 

In this case, characteristic propagation behavior zm-1 e-i-yz may be ob­
tained, arising from the residue formula for an mth-order pole, (5.115). 
Some general discussion of the role of associated eigenfunctions in electro­
magnetic waveguiding problems can be found in [45]. 

the ODerator will not be self-adjoint due to the imposition of the radiation condition 
(the adjoint operator acts on functions obeying an incoming radiation condition, and so 
DL=FDL*). 

19However, if the medium is homogeneous we can consider (8.165) and work with 
a self-adjoint operator, which is exactly the case considered in Section 8.1.2 (see the 
discussion on p. 440) 

20This is analogous to an n X n matrix having n linearly independent eigenvectors 
(thUS forming an eigenbasis), even if some eigenvalues have multiplicity greater than 
unity, as described in Section 4.::1.1. 



482 8. Planarly Layered Media Problems 

'(E' 
1 x 

I 

I E(x,z) 'llos I ~ E; 
E,,112 '--

z.. 
E, ,11, ~ 

777///77777777/77777/////// x =-Q 

Figure 8.8: Scattering from an inhomogeneous dielectric cylinder on a 
grounded dielectric layer. 

8.2 Two-Dimensional Scattering Problems 
in Planar Media 

In this section we consider scattering from two-dimensional objects em­
bedded in a planar medium using the Green's functions developed in the 
previous sections. While no physical structure is actually two-dimensional, 
this serves as a model of cylindrical objects with cross-sections that are 
y-invariant over sufficiently long distances. For simplicity, TEz scattering 
will be considered. 

8.2.1 TE Scattering from Inhomogeneous Dielectric 
Cylinders in Layered Media 

Figure 8.8 depicts scattering from an inhomogeneous cylinder residing on 
top of a grounded dielectric layer. In electronics applications, the cylinder 
could represent, for instance, an integrated dielectric waveguide. Alterna­
tively, as a geophysical application, the cylinder could model plastic piping 
in a layered-earth model, where the bottom region has sufficiently large 
conductivity. 

Most importantly, the presence or absence of various material layers, 
or the ground plane, is incidental to the scattering formulation. If a differ­
ent "background environment" for the cylinder is required, the scattering 
formulation and resulting integral equations remain valid, only the Green's 
functions need to be changed. While the derivation of the Green's function 
becomes more cumbersome as the number of layers increases, the methods 
of the previous sections are applicable and no new mathematical difficul­
ties are encountered. For example, the problem depicted in Figure 8.9 of a 
plastic pipe embedded in a layer of sand over a rock-bottomed stream bed 
is easily analyzed by deriving a Green's function for a four-layer (three­
interface) dielectric medium. This Green's function can be obtained in a 
straightforward manner using the methods of Section 8.1. 7. Furthermore, 
the three-dimensional dyadic Green's function for this environment is for­
mulated in Section 8.3, from which the two-dimensional Green's functions 
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Sand (E, ' /-LO) 

Figure 8.9: Scattering from an inhomogeneous dielectric cylinder embedded 
in the sand layer of a stream bed. 

may be easily obtained. 
To analyze the problem shown in Figure 8.8, we use the volume equiva­

lence principle and the domain integral equations derived in Section 1.4.1. 
We assume the excitation is y-invariant, Ei = yE~ (x, z), such that only 
TEz-fields are excited. For instance, the excitation could be an above-cutoff 
surface-wave mode of the background structure, 

where -k~ < Ax,n < -k§, with Ax,n a solution of the TEz dispersion 
equation (8.116). Alternatively, the excitation may be an incident plane 
wave 

g (x z) = e-ik-p Y , , 

where k = kk2' with k giving the direction of propagation and p = xx + zz. 
As the problem is two-dimensional, the volume integral in the domain 

integral equation (1.109) is reduced to a surface integral, 

E (p) - is Ge,ea(P, pi) . E(p') dS' = Ei (p). (8.166) 

The Green's function is, from (1.108), 

Ge,ea(P, pi) == iwG~e(P' pi) [c (pi) - c2] , 

where G~e is the dyadic Green's function that directly relates fields and 
currents, i.e., from (1.88) G~e is such that the relationship between fields 
and currents in the layered medium is 

(8.167) 
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Because in this TEZ case J e = yJy and E = yEy , (8.167) becomes simply 

Ey (p) = is gyy (p, p') Jy (p') dS', 

where gyy = y.G~e . y. From (8.158) we have the relationship between Ey 
and Jy as 

(8.168) 

and therefore the desired Green's function that directly relates Ey and Jy 
is 

gyy (p, p') = _iwgH (p, p') , 

where gH is any of the TEz Green's functions (8.154), (8.155), or (8.163). 
The domain integral equation (8.166) becomes 

where 

Ey (p) - r G~:ea (p, p')Ey (p') dS' = E~ (p) , is 

G~~a (p, p') == w2 gH (p, p') [10 (p') - E2J . 
The integral equation to be solved is therefore 

Ey (p) - w2 is gH (p, p') [10 (p') - f2J Ey(p') dS' = E~ (p) 

for pES. 

(8.169) 

In (8.169), gH is the Green's function accounting for the background 
environment, i.e., the grounded planar layer. Any of the forms (8.154), 
(8.155), or (8.163) are applicable, although (8.155) is perhaps the easiest 
for computation. Therefore, from (8.155) for x ~ 0 we have 

gH (p, p') = fLo Joo eill (Z_Z') _._1_ [e-iy'r2lx-xl l + RH e-iy'r2(X+Xll] dv, 
21T -00 2zyFY2 

(8.170) 
where 

RH (v) == N H = yFY2 + iv'rl cot v'rla 
ZH yFY2 - iv'rl cot v'rla 

(8.171) 

with rj = k; - v2 . If desired, from (8.78) the Green's function can be 
written in scattering superposition form as 

gH (p, p') = fLo Hci 2 ) (k Ip _ P'I)+ fLo Joo eill (z-z') _. 1_RH e-iy'r2(x+x'ldv. 
4z 21T -00 2zyFY2 

(8.172) 
The advantage of the scattering superposition form (8.172) is that the 

second term accounts for the layered medium, while the first term is the 
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Figure 8.10: Scattering from a dielectric cylinder in free space. 

response maintained by a source in free space. Therefore, for scattering 
from an inhomogeneous dielectric cylinder in free space, as depicted in 
Figure 8.10, the desired integral equation is 

for pES. With mild restrictions on the surface S and permittivity 10, the 
integral operator in (8.173) is compact in L2 (S), making (8.173) a second­
kind Fredholm integral equation. The existence of a solution is governed 
by the Fredholm alternative, Theorem 3.44, and by Theorem 3.49 one can 
obtain a norm-convergent method-of-moments solution that converges to 
the exact solution. 21 

As described above, if the dielectric cylinder is located in a different 
planar environment, the appropriate Green's function is substituted for 
(8.170), or, equivalently, the second term in (8.172) would be modified 
accordingly. For example, if the cylinder is located in a parallel-plate 
waveguide as considered in Section 8.1.2, then for gH we can use (8.52) 
or (8.56).22 Using the form (8.56), we have 

H ( ') /-Lo Joe sin vx;;:-(a - x» sin VX;;:-x< iv (Z_z') d /-Log p. P = - e v 
. 271" _= vx;;:- sin VX;;:-a 

(8.174) 

with vx;;:- = vk 2 - v 2 , leading to the integral equation 

Ey (p) _ W2/-LO r Joo {eiV (Z_Z') sin vx;;:- ~ a - x» sin VX;;:-x< (8.175) 
271" J S - CXJ vx;;:- sm vx;;:-a 

[10 (p') - c2J Ey (p')} dv dS' = E~ (p) 

for all pES. 

21If the second term in (8.172) can be shown to generate a square-integrable kernel, 
then a compact operator results and the same comments apply to (8.169). 

22Note that in this case gH needs to be multiplied by a factor of /.to due to the source­
field relationship (8.65) instead of (8.168). 
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Figure 8.11: Scattering from a perfectly conducting thin strip (microstrip 
line) on a grounded dielectric layer. 

Numerical results for scattering from dielectric cylinders in planar layers 
are available in the literature; see, e.g., [28]-[31]. TMz scattering can be 
analyzed in a similar manner, although the formulation is more complicated 
and will be omitted here; see, for example, [1, Sec. 2.6]. 

8.2.2 TE Scattering from Thin Conducting Strips 
in Layered Media 

As another example, consider a y-invariant excitation Ei = yE~ (x, z) in­
cident on a perfectly conducting, infinitely thin strip on a grounded dielec­
tric layer (microstrip transmission line), as shown in Figure 8.11. With the 
source-field relationship 

Ey (p) = -iw is gH (p, p') Jy (p') dS', (8.176) 

where gH is any of the TEz Green's functions (8.154), (8.155), or (8.163), 
the electric field integral equation (1.115) becomes 

iw I: gH (z, z') Ix=x'=a Jy(z') dz' = E~ (0, z) (8.177) 

for z E (-w, w). Because the integral equation is enforced at x = x' = 0, 
the Green's function is simply 

gH (z,z') = /-La 100 
eiLl(Z-Z') [1 + RH (v)] dv 

211' -00 2iJk§ - v 2 
(8.178) 

with RH given by (8.171), so that the integral equation to be solved is 

1w 100 e iLl (z-z') 2 
'J 2 2 [l+RH(v)]Jy(z')dvdz'=~E~(O,z) (8.179) 

-w -00 2z k2 - v ZW/-La 

for z E (-w, w). Alternatively, one can use the Green's function written in 
scattering superposition form, 

100 iLl (z-z') 
gH (z,z') = /-L~ Hci2)(k Iz _ z'l) + /-La e RH (v) dv. (8.180) 

4z 211' -00 2iJk§ - v2 
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Figure 8.12: Perfectly conducting strip in a homogeneous medium, in the 
presence of an incident field Ei. 

As before, for a strip embedded in a different layered-medium envi­
ronment, the integral equation (8.177) holds, with the Green's function 
appropriately modified. For instance, for a strip in a homogeneous space 
characterized by fL and E, the appropriate integral equation is 

Jw H~2)(k Iz - z'I)J7j(z') dz' = ~E~ (0, z), 
-w . WfL 

ZE(-W,W). (8.181) 

The above electric field integral equation is a first-kind integral equation 
with compact kernel in L2 ( -W, w). For the electrically narrow-strip (kw « 
1) problem the solution is discussed in [34] and in Example 8.l. 

For arbitrary strips in a layered medium, the solution is detailed in 
[32] and references therein. The rigorous solution procedure detailed in 
this reference is related to the method of analytic regularization [33] and 
is based on (i) efficient treatment of the second term in (8.180), and (ii) 

utilization of Neumann's expansion for H~2), 

(8.182) 

where I is Euler's constant (r '::::' 0.5772). 

Example 8.1. 

We revisit the problem of a thin strip in free space considered in Example 
6.5 for the electrostatic potential. As depicted in Figure 8.12, the strip has 
width 2w and is excited by an incident T EZ source Ei. We assume that 
the strip is narrow, kw « 1, such that we approximate the Hankel function 
from (8.182) (or more directly from the small-argument limit of the Bessel 
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functions Jo and Yo on p. 345) as 

Hci 2 ) (k Iz - z/I) ~ 1 _ i~ [In (k Iz ; z/I) + I] 
= 1 - i ~ (I + In (~) ) - i ~ In (I z - z/ I) , 

where 1=0.5772. The integral equation (8.181) becomes 

_i WJL JW In (Iz - z/I) Jy(z/) dz' + cJw Jy(z/) dz' = E~ (0, z) (8.183) 
27r -w -w 

for z E (-w, w), where C = -( iWJL) / (27r){ i7r /2 + I + In (k/2)}. The solu­
tion [34] Jy E L2 (-w, w) is obtained by substituting the expansion 

1 00 fin 
Jy (z) = L an -Tn (z/w) Jw 2 - z2 7r 

n=O 

into (8.183). Exploiting orthonormality (4.31), the spectral property (4.30), 
and relation (6.62), we find that 

10 
(8.184) 

n#O, (8.185) 

where 

Jw 1· 
In = Tn (z/w) E~ (0, z) dz. 

-w Jw 2 - Z2 

As a special case, if the incident wave is a plane wave 

Ei (0 z) = E eikz sin Oi 
Y' 0 , 

where ei is the incidence angle measured relative to the x-axis, then, from 
(6.62), 

Jw E eikz sin Oi 
10= ; dZ=7rEoJo (kwsinei ), 

-w w 2 - z2 

I = JW Tn (z/w) E eikzsinOi dz = 7rE inJ (kwsine.) 
n .1 2 2 0 0 n " 

-w VW - z 

E 'n 1 (kWSinei)n 
~ 7r OZ , 2 ' n. 
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Figure 8.13: Normalized current on a perfectly conducting strip in free 
space due to an incident plane wave having amplitude Eo. The angle 
between the strip normal and the direction of the incident field is B. 

leading to the strip current 

4Eoi (JO (kwsinBi) 

kWTJV1 - (z/w)2 2 (T + 'Y + ln (k4W)) 

+ ~ -nf1Jn (kwsinBi) Tn (z/W)) ' 

where TJ = vi Ito/co. 
lt is easy to see that the summation is rapidly convergent, since with 

kw« 1, 
. (kwsinBit 

I n (kwsmBi) rv , 

n. 

Furthermore, for normal incidence (Bi = 0) the summation term does 
not contribute to the current. The real part of the normalized current, 
Re (TJJy/ 4Eo) , versus z/w is shown in Figure 8.13 for kw = 0.5. 

8.3 Three-Dimensional Planar Problems 

In the previous sections we considered several planar structures invariant 
along the y-axis. We also took the source terms to be y-invariant, leading 
to a two-dimensional problem. In this section we consider planar structures 
with arbitrary sources, resulting in a three-dimensional problem. 
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Figure 8.14: Multilayered planar medium with a source J e in one of the 
layers. 

8.3.1 General Analysis 

Consider the planar structure depicted in Figure 8.14, consisting of a pla­
narly inhomogeneous medium characterized by piecewise constant permit­
tivity c and constant permeability /-lo and excited by an electric current 
source J e . As shown, the structure is vertically unbounded, although the 
limit cl,5 --) -ioo can be used to implement a perfect electrical conductor 
in either outer region. The structure is assumed laterally infinite. 

While there are many different methods for determining dyadic Green's 
functions for layered media (see, e.g., [35], [36]), here we will use Hertzian 
potential functions [37]. The relationship between fields and Hertzian po­
tentials in each region is given by [38] 

E (r) = (k2 + \7\7.) IT (r), 

H (r) = iWc\7 x IT (r), 

where k 2 = w2 /-lac. The (electric) Hertzian potential IT (r) satisfies 

(8.186) 

(8.187) 

where J e is an electric-type current density having compact support in the 
jth region. In this section we will assume that the fields, sources, and 
potentials exist in the function space L2 ([2)3. 

Obviously, comparing with the magnetic vector potential discussed in 
Section 1.3.2, the relationship between potentials in the time domain is 

A ( ) _ [JJr (r,t) 
r, t - c/-l at 
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or simply 

A(r,w) = iWEJ-L7r(r) 

in the frequency domain. While in the time domain the Hertzian poten­
tial is well behaved compared to the magnetic vector potential (derivatives 
tending to make functions less smooth), in the frequency domain they ex­
hibit similar behavior. Therefore, the fundamental theory and development 
of Hertzian potentials in the frequency domain closely follows the methods 
detailed in Section 1.3.2 and is not repeated here. 23 

From the form of (8.187) it would seem that a current aJa would main­
tain only a potential a7ra , such that (8.187) could be solved using the scalar 
methods developed in the previous sections. This is true for a homogeneous 
medium; however, for a layered medium the boundary conditions associ­
ated with the Hertzian potential cannot be sufficiently decoupled [37]. It 
turns out that a vertical component of current results in a vertical po­
tential, although horizontal currents maintain both horizontal and vertical 
potentials. The resulting relationship between currents and potentials is 

7r (r) = j' G;r (r, r') . J e (r') dO', 
n ZWCj 

where G7r is not, in general, diagonal. 
Although a purely spectral representation of G7r (r, r') as an eigenfunc­

tion expansion is possible, representing a three-dimensional, vector gen­
eralization of the formulation in Section 8.1, it is easier to determine the 
Green's dyadic using other methods. As we will see, the resulting Green's 
dyadic components have the form of the partial eigenfunction expansions 
(8.23) and (8.24), generalized to three dimensions. The scalar theory de­
veloped in the previous sections is useful as an aid in interpreting the 
three-dimensional results. 

To determine the Hertzian-potential Green's dyadic, the potential is 
decomposed via scattering superposition into a primary potential 7rP and 
a scattered potential 7r S • We then have 

7r (r) = 7rP (r) + tr s (r) 

= j' {G~ (r,r') + G~ (r,r')}. J~ (r') dO', 
n ~~ 

where the two potentials satisfy 

V27rp (r) + k27rp (r) = _ ~e (r), 
J ZWCj 

V 27rs (r) + k 2 7r s (r) = O. 

23Magnetic Hertzian potentials arc also useful and are developed in a manner similar 
to the electric vector potential F considered in Section 1.3.2. 
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The decomposition G7r (r, r') = G~ (r, r') + G~ (r, r') allows for the 
separation of the source-point singularity associated with G~ from the rest 
of the Green's dyadic. Furthermore, if IIGsl1 « IIGPII, then the planar 
layering outside the jth region has a small influence on the electromag­
netic response of an object embedded in the jth region, and perturbation 
methods may be applicable [39]. 

Using the methods of Section 1.3, the primary potential is obtained as 

where 

n:P (r) = r G~ (r, r') . J~ (r') dO,' , 
in ZWfj 

e- ikjR 
GP (r r') = I GP = I ---7r' - 7r - 4n: R 

with R = Ir - r'l. As described in Chapter 3, the operator A : L2 (0,)3 ---) 
L2 (0,)3 defined by 

(Ax)(r) == L G~ (r, r') . x(r') dO,' 

is a weakly singular integral operator, compact for r restricted to a finite 
region 0, C R 3. Differentiability properties of this operator are discussed 
in Section 1.3. 

In order to facilitate evaluation of the scattered potential, we make use 
of the equality [35, p. 64] 

(8.188) 

where Pj = JV - k;, kj = Wy'J-lOfj for j = 1,2, ... ,5, A = yky + zkz, 

A2 = k 2 + k 2 and d2 A = dk dk Because y z' y z' 

it can be seen that (8.188) has the form of an expansion over lateral eigen­
functions, as in (8.24), although it is more generally considered as an in­
verse spatial Fourier transform of the one-dimensional Green's function 

e-Pj Ix-x'i /(2pj). For convergence of the integral (8.188), and to ensure the 
proper field behavior at infinity, we require Re {Pj} > 0, which determines 
branch cuts in the complex A-plane. 

By enforcing the Hertzian-potential boundary conditions24 on the total 
potential n: = n:P + n:s , one obtains the scattered potential n: S • Although 

24These are derived from the electric- and magnetic field boundary conditions and are 
given in [37]. 
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the details are omitted here, the resulting Hertzian-potential Green's dyadic 
has the form [37] 

G7r (r, r/) =G~ (r, r/) + G~ (r, r/) 

-GP ( ') ~~Gs ( ') (~~ a ~ a ) GS ( ') - -7r r, r + xx n r, r + xy ay + xz a z c r, r 

+ (yy+iZ) G: (r, r/) , 
(8.189) 

where 

-ikR 1 1 00 1 00 iA.(r-r') 
GP (r r/) = I _e_J

_ = 1-- e-Pj!x-x'! e d2 A 
-7r' - 4 R - (2 )2 2 . ' 7r 7r -00 -00 PJ 

and the scalar components of the scattered dyadic are 

G! (r, r) } _ 1 1 00 100 { Rt (x, x> A) } eiA.(r-r') 2 
Gn (r,r) - --2 Rn (x,x ,A) ( ) d A. 
GS (r r/) (27r) -00 -00 R (x x' A) 2pj A 

C , C , , 

(8.190) 
The coefficients Ra are determined by the specific structure of the lay­

ered medium. In fact, the form (8.189) with (8.190) is valid for any planarly 
layered medium, for any observation point r, and source point r' in the jth 
region. For the five-layer structure shown in Figure 8.12, and for the case 
where both the source point and observation point are in region 3, the 
coefficients are given in Appendix D along with several special cases. 

In addition to the condition Re{pj} > 0 in (8.188), the coefficients Ra 
in (8.190) involve the parameters Pj, j = 1,2, ... ,5. As described in [35, 
Ch. 2], the coefficients Ra are even in all Pj except those for the outermost 
regions, i.e., j = 1,5, which physically relates to the branch cuts being asso­
ciated with radiation into the unbounded outer regions. Therefore, (8.188) 
implicates branch points associated with the source region via Pj (these are 
removable unless j = 1,5), and (8.190) implicates branch points associated 
with the outermost regions via PI,5' The coefficients Ra also have pole 
singularities via the denominator terms in (D.1), which are associated with 
surface-wave propagation as described in Section 8.1.7. 

Green's functions for a planar medium in lower dimensions may be 
easily obtained from the above spectral form. Let a component of Green's 
function be g3d (r, r/), such that 

g 3d (r r/) - _1_100 1 00 
g (k k x x') eiky(y-y')eikz(z-z')dk dk , - ( )2 Y' z, , Y z· 

27r -00-00 

Then, 

2d ( ') 1 100 (k k ') ikz(z-z')dk g p,p = - g y, z,X,X e z, 
27r -00 

gld (z, Zl) = g (ky, kz, x, x'), 
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where in two dimensions ky is assumed constant, and ky = ° for structures 
and sources invariant along y. Similarly, in one dimension both ky and kz 
are constant, and (ky, kz) = (0,0) indicates no variation along the planar 
layers, such as occurs for a uniform plane wave normally incident upon the 
layered medium. 

Sommerfeld's Representation 

Components of the scattered Green's dyadic (8.190) are interpreted as a 
continuum of plane waves. This form naturally occurs in solving layered­
media boundary value problems using Fourier transforms. Alternative 
forms in terms of cylindrical waves are possible [35, Ch. 2] and provide 
further insight into the nature of waves in a planarly layered medium. 

In order to obtain a cylindrical wave expansion, we transform both the 
spatial and spectral coordinates into polar form, 

y - y' = pcose, 

ky = A cos cp, 

z - z' = p sin e, 
kz=Asincp. 

Then, with eiA.(r-r') = eiApCOS(¢-e) and noting that the coefficients R, 
only depend on {ky, kz} via A2 = k~ + k;, (8.190) becomes 

Gf (r, r') 
G~ (r, r') 
G~ (r, r') 

Because [40] 

we have 

Gf (r, r') 
G~ (r, r') 
G~ (r, r') 

} _ ~ 100 { Rt (x, x> A) } Jo (Ap) 
-2 Rn(X,X,A) . (\)Ad,\, 

7r 0 R (x x' A) 2pJ A 
C , , 

where p = J(y - y,)2 + (z - Z,)2. From (8.188) we also have 

(8.191) 

(8.192) 

This form is interpreted as a continuous summation of cylindrical waves 
in the p-direction, multiplied by a weighted plane wave in the vertical 
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direction. Another form, which is particularly useful for complex plane 
analysis, is obtained by noting [40] 

Jo (a) = ~ [H~l) (a) + H~2) (a)] , 

H62 ) (-a) = -H61 ) (a), 

resulting in the form 

and 

Gf (r, r')} 1 foo { 
GS (r r') = -n , 2 
G~ (r, r') 7r -(X) 

R t (x, x', A) 
Rn (x, x', A) 
Rc (x, x', A) 

GP(rr')=I_e_J_=I_ e-pjIX-X'1 0 P AdA. 
-ik R 1 foo H(2) (A ) 

-7r' - 47rR - 27r -:xl 4pj (A) 

(8.193) 

(8.194) 

In the Hankel function form, the inversion path must be below the logarith­

mic branch point associated with H62 ) , such that the above integrals are 

actually J~:-~jaa (.) AdA + Jo~!~: (.) A dA for a a small, positive constant. 
Using any of the possible forms for G7r (r, r') the fields are given by 

(8.186), 

E (r) = (k2 + '9'9.) r G7r (r, r') . J~ (r') dO', 
in ZWCj 

H (r) = iwc'9 x r G7r (r, r') . J e (r') dO', 
in ZWCj 

(8.195) 

where in the expression for H the operator '9 x may be brought under the 
integral symbol; that is also the case for the divergence operator in the 
expression for E. Alternatively, field/source relations in the form of (1.88) 
may be obtained that incorporate the depolarizing dyadic, 

where 

E (r) = r G~e (r, r') . J e (r') dO', 
in 

H (r) = 10 G me (r, r') . J e (r') dO', 

(8.196) 

1\ ,_ {. C ('9'9) '} xx8(r-r') Gee(r,r)=P.V. -ZWJ.Lo- I+-k2 ·G7r (r,r) -. , 
o zW0 

G me (r, r') ::::: ~ '9 x G7r (r, r') . 
Cj 

(8.197) 
This form of the Green's dyadic easily allows one to utilize the integral 
equations developed in Section 1.4 for scattering and resonance problems 
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Figure 8.15: Rectangular dielectric resonator on a grounded dielectric layer 
with top and bottom perfectly conducting plates. 

in layered media. For example, if an inhomogeneous dielectric region n is 
immersed in layer j, the second-kind integral equation (1.110), 

E (r) - 10 Ge,eq(r, r') . E(r') dn' = Ei (r), r En, (8.198) 

can be used to find the field E in n caused by an excitation E i , where 

Ge,ea(r, r') == iwG~e(r, r'). [s;: (r') - S;:j]. 

Note, however, that the integral operator in (8.198) is not compact due to 
the strong singularity of the electric dyadic Green's function. 

This formulation can also be used to determine the resonance charac­
teristics of dielectric resonators immersed in a planar medium, as the next 
example illustrates. 

Example 8.2. 

Consider a dielectric resonator having the shape of a parallelepiped im­
mersed in a microwave integrated circuit environment, as depicted in Fig­
ure 8.15. Similar structures are used in filtering and coupling applications. 
In seeking the natural resonances of the structure, we consider the spectral 
problem 

(8.199) 

and seek the value of the nonstandard eigenvalue Wn such that An (Wn ) = 0 
(see Section 4.1), corresponding to the homogeneous solution of (8.198). 
In (8.199), T is a vector of material and geometrical parameters associ­
ated with the Green's function, Wn is the desired complex-valued resonant 
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Table 8.l: Computed real part of the fundamental resonant frequency Wo 
(in GHz) for the dielectric resonator depicted in Figure 8.15. Permittivity 
values are relative to co, and all dimensions are in mm. 

Case Cd/CO cs/co c3/cO a=b d s 9 Wo 

1 34.19 9.6 1.0 14.98 7.48 0.7 0.72 26.45 
2 34.21 9.6 1.0 13.99 6.95 0.7 1.25 27.49 
3 34.02 9.6 1.0 11.99 5.98 0.7 2.215 30.68 
4 36.13 9.6 1.0 6.03 4.21 0.7 10.10 49.22 
5 36.20 1.0 1.0 4.06 5.15 2.93 2.93 61.84 
6 36.20 1.0 1.0 8.00 2.14 4.43 4.43 46.48 

frequency, and the operator A (wn , T) is 

for En E L2 (n) 3 , where n is the volume of the resonator. The nonstandard 
eigenvalues Wn are obtained from the necessary condition25 

det [(I - A (wn , T))] = o. (8.200) 

Since the Green's dyadic is pseudo-symmetric from reciprocity (see the 
footnote on p. 162), then, by the discussion in Section 4.2.11, (8.200) is a 
stationary form that leads to second-order errors in Wn due to first-order 
errors in approximating En. A discussion of the numerical solution, along 
with various numerical results for several related geometries, can be found 
in [41]. Table 8.1 lists some representative results for the structure depicted 
in Figure 8.15. 

In the above example the existence of the complex w-plane resonances 
(exterior resonances) was not established theoretically. To do this it is 
much simpler to consider a homogeneous resonator. Then, second-kind 
surface integral equations involving compact operators may be derived [44, 
pp. 385-387]. Furthermore, if the resonator is immersed in a homogeneous 
lossless space, the resulting operators will be analytic operator-valued func­
tions in the finite w-plane, and Theorem 4.34 is applicable. For homoge­
neous resonators immersed in a layered medium having infinite extent, the 
resulting operators will not be analytic in W because of w-plane branch­
point singularities associated with the background surface waves (e.g., see 
the discussion on pp. 438 and 471). 

25Determinants of operators on infinite-dimensional spaces are discussed extensively 
in [42]. While one can proceed in this direction, here the function det is merely symbolic 
and indicates that one take the determinant of the matrix generated by a numerical 
discretization of the homogeneous form of (8.199). 
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Figure 8.16: Microstrip patch on a grounded dielectric layer, excited by 
incident field E i , Hi. 

For a perfectly conducting surface S immersed in layer j, and oriented 
parallel to the planar layers (such as a microstrip patch), the electric field 
integral equation (1.115), 

II X Is G~e(r, r') . J:(r') dS' = -ll X Ei (r) , rES, (8.201) 

is applicable, where J~ is the unknown surface current caused by the ex­
citation Ei. In this case of planar currents, the depolarizing dyadic is not 
needed. 

Example 8.3. 

Consider a microstrip patch located on the surface of a grounded dielectric 
layer, depicted in Figure 8.16. For this structure we have 

and, noting that II = x and x = x' = 0, we obtain the coupled system of 
first- kind integral equations 

JWY JWz 
~WY ~wz [Gyy(r, r')Jy (y', z') + Gyz(r, r')Jz (y', z')] dz'dy' = - E~ (y, z) , 

JWY JWz 
~WY ~wz [Gzy(r, r')Jy (y', z') + Gzz(r, r')Jz (y', z')] dz'dy' = -E~ (y, z), 

~hich are enforced for all y, z E [-Wy, wy] x [-wz, wz]' where Go:(3 = a·G~e· 
(3. In this case 
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for 0: = y, z, where R t and Rc are given as (D.4) in Appendix D. Upon in­
terchanging the order of integrations, the final system of integral equations 
becomes 

i: iJfyy(ky, kz)Jy(ky, kz)+ fyz(k y, kz)Jz(ky, k z )] dky dkz = -E~(y, z), 

i: iJfzy(ky, kz)Jy(ky, kz)+ fzz(ky, kz)Jz(ky, k z )] dky dkz = -E~(y, z), 

for all y, z E [-WY' wy] X [-WZl w z ], where 

Convergence properties of the integrals depend, in part, on the transform­
domain current Jy,z (ky, kz ). 

The system of equations has been numerically solved in a number of 
references (e.g., [43]). For a narrow patch with W z « Wy we may assume 
J~(r) r::'. y Jy (y, z) and obtain the single integral equation 

In the next section we consider a homogeneous parallel-plate structure, 
which was considered for the two-dimensional case in Section 8.1.2. 

8.3.2 Parallel-Plate Structure 

Consider the homogeneously filled parallel-plate structure depicted in Fig­
ure 8.2 with material parameters E,110, where in this section we consider 
a general three-dimensional source J c . As provided in Appendix D, the 
Hertzian potential is given as 

7r(r) = /' G~(r,r'). J~(r') dD', Jo " ZWE 

where 

G" (r, r') = G~ (r, r') + xxG~ (r, r') + (yy + zz) G: (r, r') 

= xx [G~ (r, r') + G~ (r, r')] + (yy + zz) [G~ (r, r') + Gf (r, r')] 
(8.202) 

with the coefficients in the equivalent forms (8.190), (8.191), or (8.193) 
given by (D.2). 
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It is sometimes convenient to combine the primary Green's dyadic with 
the scattered Green's dyadic to yield, using the spectral form for c~ and 
(D.2), 

G7r (r, r/) = xxc~ (r, r/) + (yy + zz) clj (r, r/) , (8.203) 

where 

clj (r, r/) 
== C~ (r, r/) + C: (r, r/) 

= _1_ /00 /00 cosh [p (x - x/ =t= a)] - cosh [p (x + x/ - a)] eiA.(r-r') d2 ,X 

(2'if) 2 -00 -00 sinhpa 2p (,X) 

= ~ /00 /00 sinhpx< sinh [p.(a - x»] eiA.(r-r')d2,X, (8.204) 
(2'if) -00 -00 psmhpa 

C~ (r, r/) 

== C~ (r, r/) + C~ (r, r/) 

1 /00 /00 cosh [p (x - x/ =t= a)] + cosh [p (x + x/ - a)] eiA.(r-r') 2 
=-- d,X 

(2'if) 2 -00 -00 sinhpa 2p (,X) 

_ 1 /00 /00 h cosh[p(a-x»] iA.(r-r')d2\ 
- ----2 cos px< . e A 

(2'if) -00 -00 psmhpa 
(8.205) 

for x ;;:: x/ in (8.204) and (8.205), where p = v'V - k 2 and ,X2 = k~ + k;. 
It is clear from the form of (8.203) that vertical currents excite vertical po­
tentials, whereas horizontal currents excite parallel, horizontal potentials. 

Note that 

CH,E (r r/) = ~ /00 gH,E (x Z x/ z/)I k eiky(y-y')dk 
7T '2 ' , , v-+ z Y' 

'if -00 Vk2-v2-->v'k2_k~-k; 

(8.206) 
where gH,E are the two-dimensional parallel-plate Green's functions de­
veloped in Section 8.1.2, given by (8.56) and (8.57), respectively. The 
substitution v -+ kz merely indicates renaming a variable to be consistent 

with the notation used in this section, whereas v'k2 - v2 -+ Jk2 - k~ - k; 

accounts for the spatial variation encountered in the three-dimensional case 
considered here. 

The Green's components (8.204) and (8.205) may be converted to a 
discrete summation form by utilizing the Hankel function representation 
(8.193). Indeed, starting from 

H 1/00 sinh[p(a-x»] (2) C 7r (r, r/) = -- sinhpx< . H ('xp)A d,X, 
2'if -00 2psmhpa 0 

C E ( /) = ~ /00 h cosh [p (a - x»] H(2) (\ ) \ d \ 7r r, r 2 cos px< 2 . h 0 AP A A, 
'if -00 psm pa 
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note that the integrands are meromorphic in the lower-half complex A­
plane, with pole singularities at 

Therefore, poles occur at Pn = ±imr / a, n = 0, 1,2, ... , such that 

(8.207) 

Closing the integration contour with a semicircle of infinite radius in the 
lower-half A-plane and invoking Cauchy's theorem (see Section 5.2), we 
obtain the Green's components as a sum of residues, 

H ,_ 1 ~ . (n7r ) . (n7r c ') (2) G7r (r, r ) - -. ~ sm -x sm -:c Ho (AnP) , 
2w a a 

n=1 

E ,_ 1 ~. (n7r) (n7r ') (2) G7r (r, r ) - -.-~ cn co::; -x cos -x HO (AnP). 
4za a a 

n=O 

(8.208) 

The various forms of the Green's components represent partial eigen­
function expansions. The integral forms (8.204) and (8.205) represent 
an expansion over the improper eigenfunctions in {y, z}, multiplied by a 
Green's function for the vertical coordinate, as in (8.24). The discrete 
summation form (8.208) represents an expansion over the proper eigen­
functions in the vertical coordinate, multiplied by a Green's function for 
the radial direction, analogous to (8.23). Using a procedure similar to 
(8.206), and noting the integral definition of the Hankel function (8.78), 
the Green's components (8.208) can also be obtained by an integration of 
the two-dimensional Green's functions gH,E (8.52) and (8.53). 



9 
Cylindrical Waveguide 
Problems 

In this chapter we consider various problems associated with scattering 
within a cylindrical waveguide environment. We first discuss some general 
concepts relating to magnetic potential and electric Green's dyadics of the 
first and second kinds. Then, a variety of integral equations are formulated 
for waveguide scattering problems, including the problem of an infinite 
waveguide containing perfectly conducting obstacles, an infinite waveguide 
with apertures that couple energy to the region outside the waveguide, 
semi-infinite waveguides coupled through apertures in a common ground 
plane, and semi-infinite waveguides containing perfectly conducting obsta­
cles and coupled through apertures in a common ground plane. In these 
sections the background waveguide (i.e., the waveguide with all apertures 
and obstacles removed) contains a homogeneous medium, and all formula­
tions utilize the corresponding dyadic Green's function for the background 
waveguide. These Green's dyadics are developed via a scalar partial eigen­
function expansion method, and explicit forms are provided for the special 
case of rectangular waveguides. 

Next, integral equations are developed for the analysis of waveguide­
based electric- (patch, strip) and magnetic- (slot, aperture) type antennas 
for spatial power combining, and a general approach to construct the corre­
sponding electric Green's dyadics of the third kind is demonstrated for the 
background waveguide containing a layered medium. The generalized scat­
tering matrix is discussed for interacting strip and slot layers in a layered 
waveguide and for an aperture-coupled patch array in an N-port waveguide 
transition. 

Finally, the method of integral representations for overlapping regions 
is demonstrated for the analysis of a shielded microstrip line, again using a 
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rectangular waveguide as an example. It is shown that the method results 
in Fredholm-type integral equations of the second kind with a compact 
operator in the sequence space 11. 

9.1 Scattering Problems for Waveguides 
Filled with a Homogeneous Medium 

In this section we discuss electric- and magnetic field integral equation 
formulations for scattering problems inside a cylindrical waveguide filled 
with a homogeneous medium. Various geometries are considered, followed 
by the derivation of the associated Green's functions for the background 
waveguide. We begin with some general material on dyadic Green's func­
tions. 

9.1.1 Green's Dyadics-General Concepts 
and Definitions 

Consider Maxwell's equations (1.13) for a region filled with a linear, iso­
tropic, homogeneous medium. As discussed in Section 1.3.1, the system of 
Maxwell's curl equations can be decoupled, resulting in two independent 
vector wave equations for the electric and magnetic fields generated by an 
impressed electric current Jimp(r). Repeating from (1.24), we have 

\7 x \7 x E(r) - k 2E(r) = -iwJ-lJimp(r), 

\7 x \7 x H(r) - k2 H(r) = \7 X Jimp(r), 

(9.1) 

(9.2) 

where k = wJEii, C = COCr, and J-l = J-loJ-lr, with Cr and J-lr the rela­
tive dielectric permittivity and magnetic permeability, respectively, of the 
medium. Also of interest is the magnetic vector potential A(r), considered 
in Section 1.3.2 and defined via the relationship H(r) = 1.\7 x A(r), which 

I" 
satisfies the vector Helmholtz equation (1.30), 

(9.3) 

Corresponding to E, H, and A we introduce dyadic Green's functions 
that have physical meaning analogous to the corresponding fields main­
tained by a unit point source, but elevated to dyadic level. Corresponding 
to the electric field associated with an electric source we have the electric 
Green's dyadic G e (r, r'); for the magnetic field caused by an electric source 
we have the magnetic Green's dyadic G m (r, r') and corresponding to the 
magnetic vector potential we have the magnetic potential Green's dyadic 
G A (r,r').l 

1 Because we consider only electric-type driving current sources, we abandon the 
double-subscript notation followed in Chapter 1. 
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Analogous to (9.1)-(9.3), the Green's dyadics satisfy the dyadic wave 
equations 

V' x V' x Ge(r, r') - k2 G e (r, r') = I5(r - r'), (9.4) 

V' x V' x Grn(r, r') - k2 G m (r, r') = V'5(r - r') x.x, (9.5) 

V'2G A (r, r') + k2G A (r, r') = - I5(r - r'). (9.6) 

Note that G e and G m are related as 

G e (r, r') = :2 (V' x G m (r, r') - I5(r - r')) , 

Gm(r,r') = V' x Ge(r,r'), 

which are analogou:s to the equations for electric and magnetic fields 

E(r) = -~ (V' x H(r) - J (r)) , 
WE lmp 

I 
H(r) = -V' x E(r). 

WJL 

Also, G A i:s related to G e and G m as 

Ge(r,r')= (1+ :2V'V') ·GA(r,r'), 

Gm(r,r') = V' X G A (r,r'), 

where we note the analogous relations from Section 1.3.2, 

E(r) = -iw (I + :2 V'V') . A(r), 

1 
H(r) = - V' x A(r). 

JL 

Next, we define boundary conditions that separate the Green's dyadics 
into two classes. Assume that on a boundary Se(m) we have homogeneous 
Dirichlet conditions 

n x E(r)ls, = 0, 

n· H(r)lse = 0, 

n x H(r)ls= = 0, 

n·E(r)l sm =0, 

where n is the unit normal vector on S. The above boundary conditions 
physically relate to Se being a perfect electrical conductor and Sm being 
a perfect magnetic conductor (see (1.5)). Using Maxwell's curl equations 
we can also write the equations containing nx as homogeneous Neumann 
conditions, 

n x 'V x H(r)lse = 0, n x V' x E(r)lsm = O. 
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Analogous to the above, we introduce boundary conditions for the elec­
tric and magnetic Green's dyadics, 

n x G~l) (r, r') = Q, 

n x \7 x G~)(r, r') = Q, 

n· G(2)(r r') = 0 
-ffi' , 

n x G~) (r, r') = Q, 

n x \7 x G~2) (r, r') = Q, 

n· G(2)(r r') = 0 -e' , 

(9.7) 

(9.8) 

(9.9) 

where the superscript corresponds to the Green's dyadic of the first or 
second kind [36]. The first-kind Green's dyadic satisfies a homogeneous 
Dirichlet condition, whereas the second-kind dyadic satisfies a homoge­
neous Neumann condition. The electric, magnetic, and magnetic potential 
Green's dyadics of the first and second kinds are related as 

G(1,2)(r r') = (I + ~\7\7) . G(1,2) (r r') 
-e' - k 2 -A , (9.10) 

= ~ (\7 x G (2,1) (r r') - IO(r - r')) k 2 -m' - , 

G~,2)(r,r') = \7 x G~2,1)(r,r') = \7 x G~,l) (r,r'). (9.11) 

For the magnetic potential Green's dyadic we have the boundary con­
ditions2 

n x G(1)(r r') = 0 -A' -, 

\7. G(l)(r r') = 0 
-A' , 

n x \7 x G~)(r, r') = Q, 

n· (1+ :2\7\7) .G~)(r,r')=O, 

(9.12) 

2Note that n x G~)(r,r') = Q and V'. G~)(r,r') = 0 on a perfectly conducting 
boundary are equivalent to the boundary condition 

which corresponds to a homogeneous Dirichlet condition for 

G (l) (') G(l) ( ') -e r, r : n x -e r, r = Q. 

Noting that V' . E(r) = 0 on the boundary (assuming that there is no source chargc­
density on the boundary) results in V' . A(r) = 0, 

1 
V' . E(r) = -iwV' . A(r) +-. -V'. (V'V' . A(r)) = -iwV' . A(r) = 0; 

2WEf.L 

hence, V'. A(r) = 0, which is analogous to V'. G~)(r,r') = O. Also note that V'. 

G~)(r,r') #0 on the boundary. 
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and 

n x \7 x G~)(r,r') = Q, 

n x \7 x \7 x G~\r,r') = Q, 

n· \7 x G~)(r,r') = o. 

(9.13) 

These two sets of boundary conditions are obtained using the boundary 
conditions (9.7)-(9.9) for electric and magnetic Green's dyadics of the first 
and second kindd; and relations (9.10) and (9.11), respectively. In fact, 
the set (9.12) corresponds to the boundary conditions for electric Green's 
dyadics and the set (9.13) to those obtained for magnetic Green's dyadics. 

Symmetry properties of Green's functions for a reciprocal medium are 
understood in the sense of interchanging the position of the source point 
r' and the observation point r. This becomes useful in formulating integral 
representations for fields and potentials in terms of Green's dyadics and 
impressed or induced sources. Here we summarize results for the symmetry 
of electric, magnetic, and potential Green's dyadics [36],[46], 

G~1,2)(r,r') = [G~1.2)(r"r)r, 

G~,2)(r,r') = [G~·1)(r"r)r, 

G (1,2) ( ') _ G(1,2) (' ) 
-A r, r - -A r ,r , 

\7 x G~1,2)(r,r') = [\7' x G~2'1)(r"r)r, 

\7 x G~,2)(r,r') = [\7' x G~,2)(r"r)r, 

\7 x G~,2) (r,r') = [\7' x G~,l) (r',r)r 

Having stated preliminary concepts associated with dyadic Green's func­
tions, we next develop integral equations for scattering in a cylindrical 
waveguide environment. In the following section we consider waveguides 
filled with a homogeneous medium, and in Section 9.3 we consider wave­
guides filled with a planarly inhomogeneous medium. 

9.1.2 Infinite Waveguide Containing Metal Obstacles 

Consider an infinite waveguide consisting of a volume V enclosed by a per­
fectly conducting surface SM and filled with a linear homogeneous medium 
having material parameters c and fL. Furthermore, assume that the wave­
guide contains arbitrarily shaped, perfectly conducting objects having sur­
faces S~" as depicted in Figure 9.1 for the special case of a rectangular 
waveguide. An impressed electric current Jimp(r), r EVlmp C V, generates 
an incident electric and magnetic field, and scattered fields are generated 
by the electric surface current induced on the perfectly conducting met­
allization S~n (the Green's dyadics to be introduced will account for the 
waveguide surface S M ). 

The electric field is determined as the solution of the vector wave equa­
tion 

rEV, (9.14) 
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Figure 9.1: Infinite waveguide filled with a homogeneous medium and con­
taining arbitrarily shaped, perfectly conducting objects. 

subject to the boundary condition 

n x E(r)ls = 0, (9.15) 

where S = SM U (Ui'=l S:n) and n is the unit normal vector, outward to SM 
and inward to S:n. 3 As z ---+ ±oo we require the fitness condition that the 
field vanishes (limiting absorption principle [47]), which is associated with 
small material loss, and also guarantees that there is no incoming wave 
from infinity in the scattered field. Assuming the field dependence eiwt - rz 

in the positive z-direction, where 'Y = a + if3 is the propagation constant, 
we require that Reb} 2' 0 and 1mb} 2' o. 

Note that the operator L : L2(V)3 ---+ L2(V)3 defined as 

LE == \7 x \7 x E(r) , (9.16) 

DL == {E : E(r), \7 x \7 x E(r) E L2(V)3, n x E(r)ls = 0, lim E = o} 
z---+±oo 

is self-adjoint, such that (9.14) and (9.15) constitute a self-adjoint boundary 
value problem. Then, by the discussion in Section 4.3.3, we can expand 
any E E L2(V)3 in terms of the complete set of waveguide eigenfunctions 
(see also Section 10.2).4 

In order to solve (9.14) and (9.15) we introduce the dyadic wave equa­
tion 

r, r' E V, (9.17) 

3In addition to (9.15) we also have a boundary condition for the normal component 
of the electric field on a perfectly conducting boundary, V'. E(r)ls = 0 (assuming that 
there is no source-charge density on the boundary S). This condition, in conjunction 
with (9.15), results in oEnlon = 0 (excluding the edge points). 

4 As discussed in Section 8.1.8, if the waveguide is lossy and filled with an inhomoge­
neous medium, than one considers 

LE == V' x V' x E(r) - k2 (r) E(r) 

which is nonself-adjoint because k is complex-valued. Nontrivial modal degeneracies 
may exists at which points the resulting eigenfunction expansions may not be valid. 
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subject to the boundary condition of the first kind on the waveguide surface 

(9.18) 

and a fitness condition (limiting absorption) at infinity. Note that the 
Green's function will account for the waveguide walls SM but not the scat­
terers S;:". 

The vector-dyadic Green's second theorem (see Appendix A.4) applied 
to E(r) and G~l)(r,r'), with the boundary conditions (9.15) and (9.18), 
results in the integral representation5 

E(r') = - iwj.L 1 Jimp(r)· G~1) (r, r') dV 
Vimp 

+ t 1 [niXV x E(r)]· G~l) (r,r') dS 
i=l 5;,} 

(9.19) 

with the unit normal vector ni pointing outward on S;:". Defining induced 
scatterer currents 

7 
Ji(r) == n x H(r) = -ni xV x E (r) 

I Wj.L 

for rES;:", interchanging r' and r, and using the identity 

J(r') . G~1) (r', r) = [G~l) (r', r)]T . J(r') = G~l) (r, r') . J(r'), (9.20) 

we obtain the total electric field at rEV caused by a known impressed 
current JilrlP(r') and induced currents Ji(r') as6 

E(r) = - iwj.L r Gil) (r, r') . Jimp(r') dV' JVimp 

- iWfJ· t 1. G~l) (r, r') . Ji(r') dS'. 
i=l S:" 

(9.21) 

5Indeed, multiplying (9.14) by G~l) (r, r') from the right (dot product), and (9.17) 
by E(r) from the left (dot product), and subtracting the left and right sides we obtain 

IV" x V" x E(r)]. G~l) (r, r') - E(r)· IV" x V"xG~l) (r,r')] 

= -iwfLJimp(r)· G~l) (r, r') - E(r)8(r - r'). 

Applying the vector-dyadic Green's second theorem results in 

E(r') =-iW,ll Jirnp(r)· G~l) (r,r') dV 
"~mp 

-Is n· [E(r) x V"x G~l) (r,r') + V" x E(r) x G~l) (r,r')] dS. 

Imposing boundary conditions (9.1G) and (9.18) reduces the surface integral to 

L~=l ISi In/xV" x E(r)]. G~l) (r,r')dS. 

6Note that in the source region (r E Vimp) the volume integral must be evaluated 
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In order to determine the unknown induced scatterer currents we impose 
the boundary condition for tangential components of the total electric field 
on the metal surfaces Sf;" 

IIp X E(r)lsp = 0 
rn 

for p = 1, ... , n, resulting in a coupled system of n integral equations of 
the first kind for the induced electric currents J i (r'), 

IIp X t 1 G~l) (r, r') . Ji(r') dS' = - IIp X 1 G~l) (r, r') . Jimp(r') dV' 
i=l S:n \limp 

(9.22) 
for r E Sf;,. Once the induced currents are found, (9.21) provides the total 
electric field in the waveguide, and the magnetic field can be found from 
E using Faraday's law. If Sm denotes a closed surface, (9.22) may exhibit 
problems associated with interior resonances, as described in Section 1.4.2. 

Alternatively, the magnetic field can be determined directly from the 
currents induced on the scatterer. The magnetic field is such that 

'V x 'V x H(r) - k2H(r) = 'V X Jimp(r), 

II x 'VxH(r) = 0 ll' H(r) =0, 

rEV, 

rES, 
(9.23) 

and the analogous problem for the electric Green's dyadic of the second 
kind, which accounts for the background waveguide, is 

r,r' E V, 

II X 'V x G~2)(r,r') = Q, ll' G(2)(r r') = 0 -e' , 
(9.24) 

subject to the fitness condition (limiting absorption) at infinity. 
From (9.23), (9.24), and the vector-dyadic Green's second theorem we 

obtain the total magnetic field caused by impressed and induced electric 
currents as 

H(r') = 1 ['V X Jimp(r)] . G~2) (r, r') dV 
\limp 

+ t 1 Ji(r)· ['VxG~2) (r, r')] dS. 
i=l S;:" 

using a limiting procedure (see Section 1.3.5), resulting in 

E(r) = - iwJ.L lim r G~l) (r, r') . Jimp(r') dV' _ 1. (r) .. Jimp(r) 
8-0 }Vimp-Va 'l,W£ 

- iwJ.L t 1i G~l) (r,r') . Ji(r')dS', 
i=l Sm 

where 1.(r) is the depolarizing dyadic (1.79). 

(9.25) 



9.1 Problems for Waveguides Filled with a Homogeneous Medium 511 

By interchanging r' and r and using the identities 

[V" x J(r')]· G~2) (r', r) = [G~2) (r', r)]T . [V" x J(r')] 

= G~2) (r, r') . [V" x J(r')], 

J(r') . [V" x G~2) (r', r)] = [V" x G~2) (r', r)]T . J(r') 

= [V' x G~l) (r, r')] . J(r'), 

we obtain 

H(r) = 1 G~2) (r, r') . [V" X Jimp(r')] dV' 
Vimp 

+ t 1. [V' x G~) (r, r')] . Ji(r') dS', 
i=l s;n 

(9.26) 

(9.27) 

(9.28) 

where V'x G~l) (r, r') = V' x G~) (r, r') by (9.11). Once the induced cur­
rents are found (perhaps by solving (9.22)), then (9.28) provides the total 
magnetic field within the waveguide. Moreover, if the obstacle surfaces 
are closed, a third alternative is to form a magnetic field integral equation 
using (9.28), as described in Section 1.4.2. We provide explicit expressions 

for the Green's dyadics G~) and G~1,2) in Section 9.2. 
When the metal scatterers contain edges, 7 we have to restrict the solu­

tion by enforcing a finite energy condition on the total field in the vicinity 
of the edge, 

J!rr;o ie (IE(r)12 + :2 IV' x E(r)12) dV = 0, (9.29) 

which guarantees that there is no source in Ve. The condition (9.29) defines 
a subspace of L2(V)3 as the Sobolev space WHV)3 C L2(V)3 and, in 
particular, as the Hilbert space H(curl, V) defined as (see Section 2.1.2) 

H(curl, V) == {E: E(r), V' x E(r) E L2 (V)3} 

with n x E(r)ls E Hl/2(S) [48]. In addition, in a source-free region we 
also have 

H(div, V) == {E: E(r) E L2(V)3, V'. E(r) E L2(V)} , 

and the solution is sought in the subspace H( div, curl, V) = H( curl, V) n 
H(div, V). In general, these conditions mostly concern scattered fields cal­
culated away from the source region. The incident and scattered electric 
fields have square-integrable curls and divergences with the boundary val­
ues of their tangential components defined within the space H 1/ 2(S:n) c 
L2(S:n). 

7In the vicinity of an edge the boundary value of the normal derivative of the normal 
component of the electric (magnetic) field, BEn/Bn (BHn/Bn), is defined within the 
Sobolev space H- 1 / 2 (S), and boundary values of the normal components En (Hn) are 
defined within the space Hl/2(S) (see Appendix E). 
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x 

Figure 9.2: Infinite waveguide filled with a homogeneous medium and hav­
ing arbitrarily shaped apertures located on the waveguide surface. 

9.1.3 Infinite Waveguide with Apertures 

Consider an infinite cylindrical waveguide characterized by material param­
eters E and f-L and having arbitrarily shaped apertures (slots) S~ located 
on the waveguide surface S M, as depicted in Figure 9.2 for the special 
case of a rectangular waveguide. An impressed electric current Jimp(r), 
r E Vimp C V, generates an impressed electric and magnetic field. In this 
section we obtain integral representations for the total electric and mag­
netic field inside the waveguide as the superposition of incident and scat­
tered fields caused by impressed and induced currents, respectively. 

The magnetic field is such that 

V' x V' x H(r) - k2 H(r) = V' X Jimp(r), 

n x V' x H(r) = 0, n· H(r) = 0, 
(9.30) 

and so we formulate the boundary value problem for the electric Green's 
dyadic of the second kind as 

r, r' E V, 

n x V' x G~2)(r,r') = Q, n· G~2)(r,r') = 0, rES, 
(9.31) 

where S = SM U (Ui=lS~), subject to the fitness condition (limiting ab­
sorption) at infinity. The vector-dyadic Green's second theorem applied to 
(9.30) and (9.31) provides the total magnetic field inside the waveguide, 

H(r') = 1 [V' X Jimp(r)] . G~2) (r, r') dV 
\!imp 

-t 1 [ni xV' x H(r)] . G~2) (r, r') dS. 
i=l s~ 
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By interchanging r' and r and using (9.26) we obtain 

H(r) = l G~2) (r, r') . [\7' X Jimp(r')] dV' 
Vimp 

+iWE t 1. G~2) (r, r') . Ki(r') dS' (9.32) 
i=l s~ 

where we have introduced magnetic currents on the apertures, 

z 
Ki(r) == -n xE(r) = -ni x\7 x H(r) 

" WE 

for r E S~. 

The unknown aperture currents may be determined by enforcing con­
tinuity of the tangential components of magnetic field across the aperture. 
On the waveguide side of the aperture we have Hwg(r), given by (9.32), 
and letting Ho(r) be the magnetic field in the region outside the waveguide, 
we have 

for p = 1, ... ,n. Determining a representation for the magnetic field Ho(r) 
in terms of the aperture currents is difficult but can be done for some 
canonical geometries, although the details are omitted here. 

Once the aperture currents are determined, (9.32) provides the total 
magnetic field inside the waveguide, and the electric field may be deter­
mined from Ampere's law. Alternatively, the electric field inside the wave­
guide may be determined directly from the aperture currents. The electric 
field satisfies the vector wave equation 

rEV, (9.33) 

and the boundary condition on the waveguide surfaces S M 

n x E(r)lsM = 0, (9.34) 

where n is an outward unit normal vector to the surface SM. The Green's 
function problem is formulated as 

r, r' E V, (9.35) 

G (l)( ') - 0 n x -c r, r -_, rES, (9.36) 

where S = S M U (U~'=l S~) . Therefore, the Green's dyadic corresponds to 
an infinite waveguide filled with a homogeneous medium. 

8Note that the electric field is unknown on the apertures S~. 
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The vector-dyadic Green's second theorem applied to E and G~l), with 
boundary conditions (9.34) and (9.36), results in the integral representation 
for the electric field 

E(r') = -iwJ.L r Jimp(r) . G~l) (r, r') dV 
J~mp 

+ t 1. Ki(r) . [\7xG~1) (r, r')] dB 
i=l s~ 

where Ki(r) == -nixE(r) on the aperture. By interchanging r' and rand 
using (9.11) and the identity 

[ni x E(r')] . [\7' xG~l) (r', r)] = [\7' x G~1) (r', r)]T . [ni x E(r')] 

= [\7 x G~2) (r, r')]. [ni x E(r')] 

we obtain9 

E(r) = -iwJ.L r G~1) (r, r') . Jimp(r') dV' 
J~mp 

(9.37) 

+ t 1. [\7 x G~) (r, r')]. Ki(r') dB'. (9.42) 
i=l s~ 

In Section 9.2 we provide explicit representations for the Green's dyadics 
G(1,2) and G(2). 
-e -A 

9Equation (9.42), written in terms of the electric field, has been applied in the method 
of overlapping regions [46], [53J~[55], where rand r' are geometrically separated, which 
allows for the interchange of curl and integral operators, 

E(r) = -jwJ.L 1 Gil) (r, r') . Jimp(r') dV' 
\limp 

-t\7X 1i G~) (r,r')' [ni X E(r')] dS'. 
i=l Sa 

(9.38) 

The surface integral is weakly singular, and it has been shown in the analysis of mi­
crostrip lines [55J that this leads to a matrix equation of the second kind with a compact 
operator in the sequence space 11 (see Section 9.5). The magnetic potential Green's 

dyadic of the second kind, G~) (r, r'), used in the representation of the scattered elec­
tric field, is obtained as the solution of 

\72G(2) (r r') +k2 G(2) (r r') = -Ic5(r-r') -A' -A' - , 

n X \7 X G(2) (r r') = 0 -A' -, 

( 1 ) (2) ( ,)_ n· ! + k 2 \7\7 . GAr, r - 0, 

r,r' E V, 

rES, 

rES. 

(9.39) 

(9.40) 

(9.41) 
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Figure 9.3: Semi-infinite waveguides coupled through apertures in a com­
mon ground plane. 

9.1.4 Semi-Infinite Waveguides Coupled through 
Apertures in a Common Ground Plane 

Consider an infinite cylindrical waveguide filled with a homogeneous medi­
um and containing a ground plane perpendicular to the waveguiding axis 
having arbitrarily shaped apertures, as depicted in Figure 9.3 for the spe­
cial case of a rectangular waveguide. The ground plane S9 separates the 
waveguide of volume V into two semi-infinite waveguides, VI and V2 , cou­
pled together by field penetration through the apertures S~. An impressed 
electric current in region 1, Jimp(r) where r EVimp C VI, generates an im­
pressed electric and magnetic field. 10 The total electric and magnetic field 
caused by impressed and induced currents can be written in an integral 
form using the previously obtained representations (9.42) and (9.32), 

Et(r) = -611 iWJ-ll G~i) (r, r') . Jimp(r') dV' 
Vimp 

- (_ 1)1 t Ii [\7 x G~l (r, r')]· Ki(r') dS', 
i= 1 Sa 

H1(r) = 611 hmp G~;) (r, r') . [\7' X Jimp(r') ] dV' 

- (_l)liwc: t 1 G~~) (r, r') . Ki(r') dS', 
i=1 s~ 

(9.43) 

(9.44) 

l = 1, 2, where 611 = 1 for l = 1 and 0 for l =I- 1. The Green's dyadics for 

semi-infinite rectangular waveguides, G~~) (r, r'), G~i) (r, r'), and G~i (r, r') 
satisfy dyadic differential equations (9.31), (9.35), and (9.39), respectively, 
and boundary conditions (9.31), (9.36) , and (9.40), (9.41) for r E SM US9 U 

(Ui=1 S~). 

10 A similar formulation can also be obtained for an impressed electric current located 
in region V2. 
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Figure 9.4: Semi-infinite waveguides containing perfectly conducting ob­
jects and coupled through apertures in a common ground plane. 

A coupled system of n first-kind integral equations is obtained by enforc­
ing the continuity condition for the tangential components of the magnetic 
field across the apertures sg, 

for p = 1, ... ,n, resulting in the coupled set of n first-kind integral equa­
tions 

iWE np x :t 1 CG~~) (r, r') + G~;) (r, r')) . KiCr') dB' 
i=l s~ 

= -npx 1 G~i) (r,r')· [\7' X Jimp(r')]dV', 
\limp 

r ES~. (9.45) 

9.1.5 Semi-Infinite Waveguides with Metal Obstacles 
Coupled through Apertures in a Common 
Ground Plane 

In this section we consider the composite example of perfectly conducting 
obstacles in region VI of semi-infinite waveguides coupled through apertures 
in a common ground plane, as depicted in Figure 9.4 for the special case of a 
rectangular waveguide. The incident electric and magnetic fields caused by 
the impressed electric current Jimp(r), r EVimp C VI, will simultaneously 
induce electric currents on the surface of the conducting scatterers Bin and 
magnetic currents on the apertures S~. In this case, we obtain scattered 
electric and magnetic fields caused by both induced electric and magnetic 
currents. The total electric and magnetic fields in region VI can be written 
in integral form as a superposition of incident and scattered electric and 
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magnetic fields, respectively. By (9.21), (9.28), (9.43), and (9.44) we obtain 

N 

- iwp, L 1 G~i) (r, r') . Jq(r') dS' 
q=l S"~l 

(9.46) 

+ t 1, [V' x G~{ (r, r')]· Ki(r') dS' 
;=1 Sa 

Hl(r) = 1 G~~) (r,r')· [V" X Jimp(r')]dV' 
Vlnlp 

N 

+ ~ .Is;" [V' x G~l (r, r')]. Jq(r') dS' (9.4 7) 

Iv! r 
+iWE L Ie,. G~~) (r, r') . Ki(r') dS'. 

I=l s~ 

The representation for E2 (r) and H2 (r) is the same as that obtained in the 
previous example (see (9.43) and (9.44) for l = 2). The presence of metal 
obstacles in VI does not affect the formulation for the Green's dyadics 
introduced in (9.46) and (9.47), which have been discussed above. 

We can formulate a coupled set of integral equations by enforcing the 
boundary condition for tangential components of electric field on the ob­
stacles S~L' and continuity of the tangential components of magnetic field 
across the apertures Sf,. From (9.46) and 

for r = 1 ..... N, we obtain 

N r 
iwp,nr x LIe, G~i) (r, r') . Jq(r') dS' 

q=l s~ 

M 

-nr x L 1. [V' x G~l (r, r')]. Ki(r') dS' 
i=l s~ 

r E S~" (9.48) 

and from (9.44), (9.47), and 
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we obtain 

M 

+ iWfllpX L 1 (G~;) (r, r') + G~;) (r, r')) . Ki(r') dS' 
i=l s~ 

r ES~. (9.49) 

The integral equations represent a coupled system of N + M integral 
equations with respect to the unknown induced electric currents Jq(r') and 
magnetic currents Ki(r'). 

9.2 Green's Dyadics for Waveguides Filled 
with a Homogeneous Medium 

In the previous section we developed integral equation formulations that 
utilize various dyadic Green's functions. In this section we obtain explicit 
representations for these Green's functions for the special case of a rect­
angular waveguide. We consider arbitrarily oriented, three-dimensional 
sources. 

A traditional and general way to construct Green's functions for closed­
boundary, guided-wave structures, semi-infinite waveguides, and cavities is 
to use the Hansen vector wave functions M, N, and L (see Section 10.2) in 
a double-series expansion [82], [36]. Electric and magnetic dyadic Green's 
functions for uniform infinite and semi-infinite rectangular waveguides were 
obtained in [38], [36], and [49], and for a rectangular cavity in [38], [36], 
[49], and [50]. Also, dyadic Green's functions for a magnetic current in a 
rectangular waveguide were obtained in the form of a Fourier integral in the 
direction along the waveguiding axis, and a Fourier series in the transverse 
direction in [51]. 

An alternative representation of the Green's function for cylindrical 
waveguides and cavities is a partial eigenfunction expansion involving the 
complete system of eigenfunctions of the transverse Laplacian operator 
and a one-dimensional characteristic Green's function [17]. The properties 
of completeness and orthogonality of the transverse eigenfunctions allow 
for the formulation of a Sturm~Liouville problem for the characteristic 
Green's function in the waveguiding coordinate. This method has been 
applied in [52] for the derivation of the magnetic potential dyadic Green's 
function (diagonal tensor) for rectangular waveguides and cavities using 
scalar eigenfunctions of the Laplacian operator. Important developments 
in this approach have been reported in Russian and Ukrainian literature, 
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b 

£,)1 

x a 

Figure 9.5: Infinite rectangular waveguide filled with a linear homogeneous 
medium with material parameters c and f..L. Transverse perfectly conducting 
plane is shown at z = l to obtain boundary conditions for the Green's 
function components for the case of semi-infinite waveguide and cavity. 

for example, in [46] for applications to three-dimensional waveguide dis­
continunities, in [53] and [54] for antenna problems, and in [55] and [56] for 
the electric-field analysis of shielded printed-circuit transmission lines. 

9.2.1 Magnetic Potential Green's Dyadics 

Here we will derive the magnetic potential Green's dyadics of the first 

and second kinds, G~,2) (r,r'), for an infinite and semi-infinite rectangular 
waveguide, and for a rectangular cavity. The geometry of a rectangular 
waveguide of volume V enclosed by a perfectly conducting surface Sand 
filled with a linear homogeneous medium with material parameters c and 
f..L is shown in Figure 9.5. It can be shown that the magnetic potential 
Green's dyadic for a rectangular waveguide is a diagonal tensor of rank 2, 
such that [50], [52] 

G A (r, r') = xxG Ax", (r, r') + yyG Ayy (r, r') + WiG Azz (r, r') . 

Magnetic Potential Green's Dyadic of the First Kind 

We seek the first-kind magnetic potential Green's dyadic G~) (r, r') as the 
solution of the dyadic Helmholtz equation 

r,r' E V, 

subject to the boundary condition of the first kind on the surface S, 

n x G~)(r, r') = Q, 

V'. G~)(r,r') = 0, 

rES, 

rES, 

(9.50) 

(9.51) 

where n is an outward unit normal vector on S. The dyadic equation (9.50) 

for a diagonal tensor G~) (r, r') is equivalent to three independent scalar 
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Helmholtz equationsll 

v = x,y,Z. (9.52) 

The boundary condition (9.51) can be written as 

(1) 
oCAxx = 0 (1) C(1) = 0 at x = 0, a, n=x: OX ' C Ayy = 0, Azz 

(1) 
oC(1) 

d 1) =0 (9.53) n=y: CAxx = 0, ~=O at y = 0, b, oy , Azz 

(1) 
(1 ) (1) oCAzz = 0 at z = l, n=z: CAxx = 0, CAyy = 0, 

oz 

where for the infinite or semi-infinite waveguide in the z-direction the fitness 
condition at infinity (limiting absorption) is satisfied. 

Magnetic Potential Green's Dyadic of the Second Kind 

The magnetic potential Green's dyadic G~) (r, r') is obtained as the solu­
tion of the dyadic Helmholtz equation 

r,r' E V, (9.54) 

with boundary conditions of the second kind on the metal surface S, 

n x V x G~)(r,r') = Q, 

( 1 ) (2) ( , n· 1+ k 2 VV . GAr, r) = 0, 

rES, 

rES. 

(9.55) 

(9.56) 

The scalar form of the boundary condition can be obtained using either 
(9.55) or (9.56) as 

od2) (2) 
(2) ~=O oC Azz = 0 at x = O,a, n=x: CAxx = 0, 

ox ' OX 
od2) (2) 

(2) oCAzz = 0 (9.57) n=y: ~=O CAyy = 0, at y = 0, b, oy , oy 

od2) od2) 
C(2) = 0 n=z: ~=O ~=O at z = l. 

oz ' oz ' Azz 

11 Note that, in general, the dyadic equation (9.50) is equivalent to nine independent 
scalar Helmholtz equations [46], 

V,V=X,Y,Z, 

where (jvv = 1 for v = v and 0 for v i= v. However, for v i= v, G~2v (r, r') satisfy 
independent homogeneous equations and therefore do not represent Green's functions 
in the classical sense. 
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Partial Eigenfunction Expansion Form 

The Green's dyadic components G~~~ (r, r') , satisfying Helmholtz equa­
tions (9.52) and boundary conditions (9.53) and (9.57), can be expressed 
as a double-series expansion over the complete system of eigenfunctions of 
the transverse Laplacian operator in the waveguide cross-section (see, e.g., 
Section 8.l.1), 

\Xl = 
d 1,2) (r r') = '" '" --I,(1,2)v(x y)--I,(1,2)v(X' y')f(1,2)V(z z') 

Avv' L-t L-t tf-'mn 'If'rnn , mn , , 

m=O n=O 

where ¢~~~)V(x,y) form an orthonormal 

l a l b ", .. (1,2)V(x.y),,(1.,2)V(x y)dydx = 6 6 
'-Pmn I tf'ps' mp ns 

o 0 

and complete 

cx::' .::xJ 

L L c/J~~)V(x, y)¢~~)V(x', y') = 6(x - x')6(Y - y') 
m=On=O 

set of eigenfunctions of the transverse Laplacian operator 

The eigenfunctions are determined as the solution of 

subject to boundary conditions of the first kind, 

--I,(l)~: = 0 
If'rnn , 

dP)y = 0 Tnn j 

a¢~~Y = 0 
ay , 

and of the second kind, 

¢(2):D = 0 
mr/, , 

a¢~~l,; = 0 
ax ' 

ac/J(2)J; 
~=O c/J(2)y = 0 

ay , mn , 

--I,(l)z = 0 
<Pmn 

--I,(l)z = 0 
<Pmn 

a¢~l,: = 0 
ax 

a¢~~z = 0 
ay 

at x = O,a, 

at y = 0, b 

at x = O,a, 

at y = 0, b. 

(9.58) 

(9.59) 

(9.60) 

(9.61) 

(9.62) 

(9.63) 
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Solving the eigenvalue problem (9.61) and (9.62), we obtain 

~(l)X( ) _ Jcomcon (m1rX). (n1rY) 
'Pmn X, Y - ab cos a sm b ' 

~(l)Y( ) _ Jcomcon . (m1rX) (n1rY) 
'Pmn X, Y - ab sm a cos b ' (9.64) 

~(l)z( ) _ Jcomcon . (m1rX) . (n1rY) 
'Pmn X, Y - ab sm a sm b ' 

and for the eigenvalue problem (9.61) and (9.63), 

~(2)X( ) _ Jcomcon . (m1rX) (n1rY) 
'Pmn X, Y - ab sm a cos b ' 

~(2)Y( ) _ Jcomcon (m1rx). (n1rY) 
'Pmn X, Y - ab cos a sm b ' (9.65) 

~(2)Z( ) _ Jcomcon (m1rx) (n1rY) 
'Pmn X, Y - ab cos a cos b ' 

where COm, COn are Neumann indexes, such that coo = 1 and COm 2, 
m =1= 0, and where the eigenvalue in either case is 

~;'n = C:1rf + (n;) 2 

Because of the form (9.54), we identify ~'?nn = k 2 + I'~n' where I' is the 
propagation constant associated with the field dependence e±'"YmnZ in the 
positive (-) and negative (+) z-directions. 

The coefficients jS/,;,2) V (z, z') in (9.58) represent one-dimensional z-coor­
dinate characteristic Green's functions. From (9.52) and (9.58) we obtain a 

boundary value problem for the characteristic Green's function jS/,;,2)V(z, z'), 

(~ _ 2 ) j(1,2)V( ') __ 5:( _ ') 
OZ2 I'mn mn z, z - u Z z, (9.66) 

where I'mn = vi ~'?nn - k2 , subject to boundary conditions of the first and 
second kinds, respectively, 

j(l)X = 0 
mn , j(l)Y = 0 mn , 

ojS/,~z = 0 
OZ 

at z = l, (9.67) 

oj;;~X = 0 
8z ' 

dj;;~Y = 0 
dz ' 

j(2)z = 0 
mn at z = l. (9.68) 

The magnetic potential dyadic Green's function is completely specified 
by (9.58), using (9.64) and (9.65), subject to determination of the charac­
teristic Green's function jS/,;,2)v. 

We next provide the characteristic one-dimensional Green's functions 
jS/,;,2)V for several geometries of interest. 
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Infinite Waveguide 

For an infinite waveguide the characteristic Green's functions j;;,;,2)V (Z, Zl) 
are sought as the solution of the differential equation (9.66) on (-(X), +(0). 
The problem can be solved using a variety of methods as detailed in Chapter 
5, including direct and spectral expansion methods. 12 

A closed-form solution of (9.66) for an infinite waveguide can be ob­
tained as in Example 5.11, leading to the primary13 or principal Green's 
function 

r(1·2)v(Z. Zl) = j(1,2)(z. Zl) = _l_e-rmnIZ-z'l 
. mn, mn, 2rmn (9.69) 

} (9.70) 

Assuming an ciwt time dependence, we require Reb}, 1mb} > 0, where 
the "±" sign corresponds to waves propagating in the negative and positive 
z-directions. 

From (9.58) we obtain a double-series expansion for the magnetic poten­
tial Green's dyadics of the first and second kinds for an infinite rectangular 
waveguide as 

d 1,2) (r r') = ~ ~ .;,(1,2)v(x y).;,(1,2)v(X' y,)_l_e-rmnlz-z'l (9.71) 
Avv' ~ ~~mn '~mn , 2 ' 

m=On=O rmn 

where rmn = V"';'n - k2 and v = x, y, z. 

Semi-Infinite Waveguide 

For a waveguide that extends to infinity in the positive z-coordinate and is 
terminated with a perfectly conducting ground plane at z = 0, the charac­
teristic Green's functions js)';,2) v (z, Zl) are obtained as the solution of (9.66) 

12Spectral expansion methods would result in an integral expansion for the one­

dimensional characteristic Green's functions f~;,2)v (z, Zl), and, therefore, the three­

dimensional potential Green's dyadics G~~~ (r, r/) would be obtained as a triple ex­
pansion 

1 f= = = ,.I,(1,2)v( ),.I,(1,2)v( 1 ') iV(z-z') d1,2)(r.r/)=- ,\",,\",'Pmn x,Y'Pmn x,ye du. 
Avv' 271' ~ ~ u 2 + ",2 _. k2 

-IX) m,=O n=O mn 

This is a purely spectral form, although it is not practical from a computational point 
of view. 

13Note that the primary Green's function does not satisfy any boundary conditions 
(only the limiting absorption condition at infinity) and that it has the same representa­
tion for all components of the magnetic potential Green's dyadics of the first and second 
kinds. 
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with either (9.67) or (9.68) satisfied at z = 0, and the limiting absorption 
condition at z = +00. This problem was considered in Example 5.7, re­
sulting in (5.53) and (5.54), 

j (l)X(Z Zl) = j(l)Y(z Zl) = j (z Zl) mn' mn' - mn , 

z 2 Zl, } 
Z ::; Zl , 

j (l)z( ') = ( ') __ 1_ { e-"YmnZ :oshrmnz' , 
mn z,z -gmnz,z - -"Y z h rmn e mn cos rmnZ, 

z 2 Zl, 
Z ::; Zl 

(9.72) 

} (9.73) 

for the first-kind Green's functions, where for the second-kind functions we 
have 

j (2)x ( ') _ j(2)Y ( ') _ j(l)z ( ') _ ( ') mn Z,Z - mn Z,Z - mn Z,Z -gmn Z,Z , 

j (2)Z ( ') - j(l)x ( ') - f(l)y ( ') - f ( ') mn Z, Z - mn Z, Z - mn Z, Z - mn Z, Z . 
(9.74) 

Alternately, as described in Chapter 5, the method of scattering super­
position can be applied to obtain representations for f;,;;,2)v (z, Zl) in terms 
of the primary Green's function (9.69) and scattered Green's functions. 
The scattered parts of the Green's functions have the physical meaning of 
waves reflected from the ground plane and traveling along the waveguide 
(and decaying at infinity in the presence of small loss). This approach 

results in the alternative representations for f;';~v (z, Zl) as 

f~;,X(z, Zl) = f~;,Y(z, Zl) = fmn(z, Zl) 

= _l_e-"Ymnlz-zfl _ _ l_e-"Ymn(Z+Zf) (9.75) 
2rmn 2rmn ' 

ll)z(Z Zl) = g (z Zl) = _l_e-"Ymnlz-zfl + _l_e-"Ymn(Z+Zf) (9.76) 
mn' mn, 2rmn 2rmn ' 

with the expressions for f;;~V(z,z') given by (9.74). It can be seen that 
(9.75) and (9.76) are easily reduced to (9.72) and (9.73), respectively. 

From (9.58) we obtain a double-series expansion for the magnetic po­
tential Green's dyadics of the first and second kinds for a semi-infinite 
rectangular waveguide as (see also [46]) 

00 00 

C(1) ( ') - '" '" ~(l)X( )~(l)X( 1 ')f ( ') Axx r, r - 6 6 'Pmn X, Y 'Pmn X, Y mn z, z , 
m=On=O 

00 00 

d 1) ( ') - "'" "'" ~(l)y( )~(l)y( 1 ')f ( ') Ayy r,r - 6 6'Pmn X,Y 'Pmn X ,Y mn z,z , (9.77) 
m=On=O 

00 00 

c~lz (r, r') = L L ¢r,;,~Z(x, y)¢r,;,~Z(X', y')gmn(z, Zl) 
m=On=O 
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and 

ex;. cx::' 

G (2) ( ') _ '""' '""' A,(2)x (, ) ,,(2)x (") ( ') Axx r, r - ~ ~ <Pmn X, Y <Pmn X, Y gmn Z, Z , 

rn=O n=O 

OG OG 

G (2) ( ') _ '""' '""' '(2)y (, ) ,,(2)y (' ') ( ') Ayy r,r - ~ ~¢nm X,Y (flmn X ,Y gmn Z,Z , (9.78) 
m=On=(] 

oc oc 

G~lz (r, r') = L L ¢~?!Z(x. y)¢~~Z(x', y')fmn(z, z'), 
m=(]n=O 

where the eigenfunctions ¢~~,;;)v (x, y) for v = x, y, Z are given by (9.64) and 
(9.65), and the characteristic Green's functions fmn(z, z') and grnn(z, z') 
are given by (9.72) and (9.73), or (9.75) and (9.76). 

The termination of a rectangular waveguide by a perfectly conducting 
ground plane at Z = 0 is analogous to the case of a transmission line 
short-circuited at Z = 0, and in this case we may define G 2,2)sc (r, r') == 
G2,2) (r, r'). It can be shown that for an open-circuit termination at Z = 0 
we have 

G (1,2)oc ( ') _ G(2,1)sc ( ') 
-A r,r --A r,r. 

Rectangular Cavity 

For a rectangular waveguide terminated with perfectly conducting ground 
planes at Z = 0 and Z = I (rectangular cavity), the characteristic Green's 
functions f~~;)2)V (z, z') are obtained as the solution of (9.66) subject to 
(9.67) or (9.68) applied at z = 0, l. As shown in Example 5.2 we obtain 
the solution as 

fg~X(z, z') = fg~Y(z, z') == fmn(z, z') 

1 { sinh,rnn(l- z)sinh,mnz', 
= Imn sinh Imnl sinh Imn(l - z') sinh Irnn Z , 

z > z' } 
z -;; z,' , 

(9.79) 

fg~Z(z, z') == gmn(z, z') 

1 {COSh,rnn(l-z)COSh,mnz" 
= Inm sinh Imnl cosh Imn(l- z') cosh Imn Z , 

z 2" z', } 
z ::: z' . 

(9.80) 

The expressions for f::;~v (z, z') are then obtained from (9.74). 

We can also determine these Green's functions via scattering superpo-



526 9. Cylindrical Waveguide Problems 

sition, leading to 

f~~X(z,z') = f~~Y(z,z') = fmn(z,z') 

= _l_e-imnIZ-Z'I _ _ 1_ eiITw (z+z'-21) 
21mn 21mn (9.81 ) 

e-irnn1 
. h lsinh1mn(l-z)sinh1mn(l-Z'), 

1mn SIn 1mn 

j(l)Z(z z') = 9 (z z') = _l_e-irnnIZ-Z'1 + _1_eirnn (Z+Z'-21) 
mn' mn, 21mn 21mn 

e-irnn1 
+ . h lCosh1mn(l-z)cosh1mn(l-Z'). 

1mn sm 1mn 

(9.82) 

The component form of G~,2) (r, r') for the rectangular cavity is iden­
tical to that obtained for the semi-infinite rectangular waveguide, (9.77) 
and (9.78), with the characteristic Green's functions determined by (9.79) 
and (9.80), or (9.81) and (9.82). Dyadic Green's functions for cavities are 
also briefly considered in Section 10.2. 

The case of terminating a rectangular waveguide by perfectly conduct­
ing ground planes at z = 0, l corresponds to short-circuit terminations. For 
open-circuit terminations at z = 0, l we have 

G (I,2)oc ( ') _ G(2,I)sc ( ') 
-A r,r --A r,r. 

Of course, one can easily derive, using the same approach, characteristic 
Green's functions for a cavity short-circuited at z = 0 and open-circuited 
at z = l, or vice versa. 

9.2.2 Electric Green's Dyadics 

Electric and magnetic Green's dyadics G~I,2) (r, r') and G~,2) (r, r') for 
a waveguide or cavity filled with a homogeneous medium can be obtained 
from the magnetic potential Green's dyadics derived in the previous section 
via the relations 

G(l,2)(r r') = (I + ~\7\7) . G(I,2) (r r') -e' - k 2 -A ) , (9.83) 

G(1,2)(r r') = \7 x G(2,1) (r r'). 
-m' -A' (9.84) 

Alternatively, in this section we demonstrate a general procedure for 
deriving electric Green's dyadics of the first and second kinds directly from 
the dyadic wave equation (9.4), 

r, r' E V, (9.85) 
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subject to boundary conditions of the first and second kinds on the perfectly 
conducting surface S, 

n x Gil) (r, r') = Q, 

n x \7 x G~2) (r, r') = Q, 

rES, 

n· G(2)(r r') = 0 -e' , rES. 

(9.86) 

(9.87) 

The component form of the dyadic equation (9.85) represents nine 
second-order differential equations grouped into three subsystems of equa-
t · 'th t t th t C(1,2) C(1,2) d C(1,2) £ lOns WI respec 0 e cornponen s evx, evy, an evz or v = 

X, y, z.14 These components are expressed as double-series expansions over 
the complete system of eigenfunctions of the transverse Laplacian operator, 
leading to 

co CXJ 

C~~'~) (r, r') = L L ¢~;)V(x, y)¢~;)V(X', y')jg;,2)vv(z, z') (9.88) 
m=On=O 

for v,v = X,y,z, where ¢~~;)v'V(x,y) are the complete set of eigenfunc­

tions (9.64) and (9.65) in the waveguide cross-section and jg;,2)VV(z,z') 
are one-dimensional characteristic Green's functions. The properties of 
orthogonality (9.59) and completeness (9.60) of the eigenfunctions allow 
for the reduction of the three-dimensional boundary value problem (9.85), 
with (9.86) or (9.87), to a Sturm-Liouville problem for the one-dimensional 
characteristic Green's functions, 

(~ _ 2 ) j(1,2)pq( ') - _Cpq c5( _ ') OZ2 Imn mn z, z - "mn Z z, p, q = X, y, (9.89) 

( 02 _ "J2 ) j(1,2)pz(Z Zl) = _dl,2)PZ~c5(z - ZI) 
OZ2 Imn mn , "mn OZ ' p = X, y, (9.90) 

with boundary conditions of the first and second kinds at Z = l, 

j(l)xx = 0 jCl)xy = 0 jCl)yx = 0 
mn , mn , mn , 

j(l)Yy = 0 j(1)xz = 0 j(1)yz = 0 
mn ! rnn , mn , 

(9.91) 

oj~~XX 
=0, 

oj~~XY 
= 0, 

oj~~XZ 
= 0, 

oz oz oz 
oj~~YX 

= 0, 
oj~~YY 

= 0, 
oj~~yz 

=0, 
oz oz oz 

(9.92) 

(12) (12) (12) 
14 All of the components Gev'x , Gev'y , and Gev'z represent Green's functions even 

though six out of nine differential equations are homogeneous equations. Within each 

of three subsystems of three differential equations the components G~~';), G~~';), and 

G~~·;;n are coupled by the curl-curl operator. 
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where ~f:{n' ~~n are defined as 

k 2 _ (m7r)2 
eXX a 
<'mn - k 2 ' 

e(1)xz = (':7r) 
<,mn k 2 ' 

c(2)xz = _e(1)xz 
~mn ~mn' 

eXY = eYX = _ (~) (¥-) 
<'mn <'mn k 2 ' 

c{l)yz = (nb7r ) 
<'mn k2 ' 

c(2)yz = _c{l)yz 
~mn ~mn' 

k2 _ (n7r)2 
eYY _ b 
<'mn - k 2 

(9.93) 

The longitudinal components f;,;;,2)z\Z, z') for i = x, y, z are expressed in 
terms of the transverse components as 

j(l)zx(Z z') = _l_~ (m7r j(l)xx(z z') + n7r j(1)yX(z z')) 
mn' r;'n oz a mn' b mn , , 

j(1)zy(z z') = _l_~ (m7r j(l)xy(z z') + n7r j(1)yy(z z')) 
mn' r;'n oz a mn' b mn , , 

f;,;~ZZ(z,z') = + [8(Z - z') + ~ (m7r f;,;~XZ(z,z') + nb7r f;';~YZ(Z,z'))] , 
rmn uZ a 

(9.94) 

The electric Green's dyadics are completely specified by (9.88) subse­
quent to determination of the one-dimensional characteristic Green's func­
tions f;';.;,2)vv. We next provide these functions for several geometries of 
interest. 

Infinite Waveguide 

For an infinite rectangular waveguide the solution of Sturm-Liouville equa­
tions (9.89) and (9.90) for transverse components of characteristic Green's 
functions of the first and second kinds can be obtained as 

j(1,2)pq(Z z') = jPq (z z') = eq _l_e-imnlz-z'l 
mn , mn' mn2rmn ' 

p, q = x, y, (9.96) 

j (l)pz (z z') = _j(2)pz (z z') = jPZ (z z') 
mn' mn' mn' 

= -~~~;;Zsgn(z _ z')e-imniZ-z'i, 
(9.97) 

p = x,y, 
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where ~f,in and ~};,~;z are defined by (9.93) and sgn (z - Zl) = 1 for z > Zl 
and -1 for z < Z'. Using representations (9.94) and (9.95), we obtain 
expressions for the longitudinal components as 

j (l)zP(Z Zl) = _j(l)PZ(Z Zl) = _j(2)zp(Z Zl) 
mn' rnn ~ mn I 

- j(2)pz ( ') - fPz ( ') - mn Z, Z - -. m n Z, Z , 
(9.98) 

p = x,y, 

(9.99) 

Note that jT~~;,2)pq (Z,zl) for p, q = x, yare continuous at z = Zl with a 

discontinuous derivative and that components jg;,2)PZ (z, Zl), jg;,2)ZP(z, Zl), 

and jg;,2)zz(z, Zl) are discontinuous at z = Z'. Furthermore, components 
j:;;'~(z, Zl) and j~n(z, Zl) of the first and second kinds differ in sign. 

The double-series expansion (9.88) with the eigenfunctions defined by 
(9.64) and (9.65) and the characteristic Green's functions (9.96)~(9.99) 

provide a component form for the electric Green's dyadics of the first and 
second kinds for an infinite homogeneous rectangular waveguide. 

Semi-Infinite Waveguide 

For a waveguide that extends to infinity in the positive z-direction and is 
terminated with a ground plane at z = 0, the solution of the boundary value 
problems (9.89)~(9.92) with limiting absorption at infinity for the charac-

. t' G' L. f . j(1,2)pq( ') d j(1,2)pz( ') tens IC reen s unctIOns Tnn Z, Z an mn Z, Z ,p, q = x, y, can 
be obtained by the method of scattering superposition. In this represen­
tation the solution is expressed in terms of the primary, (9.96) and (9.97), 
and scattered parts, such that 

(9.100) 

(9.101 ) 

where the 7]-coefficients are the unknown amplitudes to be determined sub­
ject to the boundary conditions (9.91) and (9.92), respectively. This results 

in closed-form expressions for j~~;,2)pq(Z,z') and jg;,2)PZ(z,z'), 

(9.102) 
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f:;~pq(z, z') = ~:;;n 2'"Y~n (e-'"Ymn1z-z'l + e-'"Yrnn(z+z')) , 

f:;~PZ(z, z') = -~~~;rz (sgn(z - z')e-'"YmnIZ-z'l _ e-'"Ymn(z+z')) . 
(9.103) 

The longitudinal components f;;,;,2)Zi(Z, z') for i = x, y, z are obtained from 
(9.94) and (9.95), together with (9.102) and (9.103), leading to 

f;;,~ZP(z,z') = ~~~~;rz (sgn(z_z')e-'"Ymnlz-z'l_e-'"Ymn(z+z')), 

j (l)zZ( ') = (1 + '"Y;'n - 2'"YmnO(z - z')) _1_ -'"YmnIZ-Z'1 
mn Z, Z k2 2 e 

'"Ymn 
(9.104) 

+ (1 + '"Y~n) _l_e'"Ymn(Z+Z'), 
k 2'"Ymn 

f:;~ZP(z,z') = ~~~;rz (sgn(z-z')e-'"Ymnlz-z'l +e-'"Ymn(z+z')) , 

j (2)ZZ( ') = (1 + '"Y;'n - 2'"Ymno(z - z')) _l_e-'"YmnIZ-z'l 
mn z, Z k2 2 

'"Ymn 
(9.105) 

_ (1 + '"Y~n) _l_e'"Ymn(Z+Z'). 
k 2'"Ymn 

The component form of the electric Green's dyadics for a semi-infinite 
rectangular waveguide is determined as the double-series expansion (9.88) 
over the complete system of eigenfunctions (9.64) and (9.65), with one­
dimensional characteristic Green's functions obtained by expressions 
(9.102)-(9.105). 

Rectangular Cavity 

For a rectangular waveguide terminated by perfectly conducting ground 
planes at z = 0, l, we apply the method of scattering superposition to 
obtain the solution of the Sturm-Liouville boundary value problems (9.89)­

(9.92). The components f;;,;,2)pq(z,z') and f;;,;,2)pz(z,z') for p,q = X,Y are 
expressed in terms of the primary, (9.96) and (9.97), and scattered Green's 
functions as forward and backward traveling waves in the cavity region, 

j (1,2)pq(Z z') = Cpq _l_e-'"Ymn lz- Z'1 + '1P,2) (z')e-'"YmnZ 
mn , '"mn 2'"Ymn "pq (9.106) 

+ (~~,2) (z')e'"Ymn(Z-l) , 

fT~;,2)pZ(z, z') = _~~~~2)PZsgn(z _ z')e-'"YmnIZ-Z'1 (9.107) 

+ 1]~;,2) (z')e-'"YmnZ + (~;,2) (z')e'"Ymn(Z-l) , 

with the unknown 1]- and (-coefficients to be determined by satisfying the 
boundary conditions (9.91) and (9.92) at z = 0, l. The solutions for the 
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components j$),;,2)pq (z, Zl) and j$),;,2)PZ (z, Zl) are 

f(l)pq(z Zl) = eq (_l_e-r=nlz-z'l - _1_ er=n(Z+Z'-21) (9.108) 
mn' mn 2rmn 2rmn 

e-rrnnl 

. h lsinhrmn(l-z)sinhrmn(l-z')), 
rmn Sln rmn 

j$),~PZ(z,z') = -~~~~PZ(sgn(z _ zl)e-rmn 1_ er=n(z+z'-2l) 

2c-r=n l 

+ . sinhrmn(l-z)coshrmn(l-z')), 
smh rmnl 

j;;~pq(z, Zl) = e::n(_l_e-r=nlz-z'l + _1_ er=n(Z+Z'-2l) (9.109) 
2rmn 2rmn 

e-rmnl 

+ . h lcoshrmn(l-z)coshrmn(l-z')), 
rmn sm rmn 

f:;~PZ (z, z') = _~~~~z (sgn(z _ zl)e- rmn Iz-z' 1 + e-r=n(Z+Z' -21) 

2c-rmnl 
- . h l cosh rmn(l - z) sinh rmn(l- Zl)). 

sm rmn 

The longitudinal z-directed components are obtained from (9.94) and (9.95) 
in conjunction with (9.108) and (9.109), resulting in 

jS);~ZP(z, Zl) = ~~~~Z(sgn(z - z')e-rmnlz-z'l + er=n(z+z'-21) (9.110) 

2e-rmnl 
- . 1 coshrmn(l- z) sinhrmn(l- Zl)), 

sm lrmnl 

j (l)zz( ') = (1 + "Y~n - 2"Ymn6(z - Zl)) _1_ -r=nIZ-Z'1 mn z, Z k 2 e 
, 2rmn 

"V2 eTmn (z+z' -21) 
+ (1 + In~t)( ___ -

k 2rmn 
e-rmnl 

+ . h lcoshrmn(l-z)coshrmn(l-z')), 
rmn sm rmn 

j;;/,ZP(Z,Z') = ~~~~Z(sgn(z - z')e-rmnlz-z'l_ ermn (Z+z'-21) (9.111) 

2e-rmn1 
+ . 1 sinhrmn(l-z)cosh"Ymn(l-z')), 

sm lrmnl 

j (2)zZ( . ') = (1 + r~n - 2rmn6(z - Zl)) _1_ -r=nIZ-Z'1 
mn z, Z k2 2 e 

rmn 
"V2 ermn (z+z' -21) 

_ (1 + I~n)( ___ _ 
k 2rmn 

e-rmnl 
+ . coshrmn(l-z)coshrmn(l-z')). 

rmn smh rmnl 
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The double-series expansion (9.88) provides a component form for the 
electric Green's dyadics of the first and second kinds for a rectangular cav­
ity, with the eigenfunctions determined by (9.64) and (9.65), and the one­
dimensional characteristic Green's functions obtained as (9.108)-(9.111). 

9.3 Scattering Problems for Waveguides 
Filled with a Planarly Layered Medium 

In this section we present an integral equation formulation for the full­
wave analysis of arbitrarily shaped interacting electric (strip, patch) and 
magnetic (slot, aperture) transversely located discontinuities in a layered 
waveguide. The work described here was motivated by the need to develop 
a modeling environment for quasi-optical and spatial power combining cir­
cuits [57], [58]. Spatial power amplifiers are used to combine power from 
an array of solid-state devices at millimeter-wave frequencies, resulting in 
increased output power and power combining efficiencies. An array of an­
tennas that contain active devices (amplifiers) is excited with the same 
magnitude and phase (uniform field excitation), and power carried by the 
incident field is amplified and reradiated by the use of output antennas. 
This power is combined in space due to coherent conditions (the same mag­
nitude and phase) satisfied for each output antenna. Spatially distributed 
power combining systems generally consist of a number of transverse elec­
tric and magnetic layers (for example, a patch antenna array coupled to a 
slot antenna array) separated by waveguide sections. The idea of a gen­
eralized scattering matrix (GSM) is utilized for the simulation of large 
waveguide-based electromagnetic and quasi-optical systems [59], wherein 
a whole system is decomposed into individual modules (electric and mag­
netic layers). The GSM of each layer is obtained based on a full-wave 
integral equation formulation, and the overall system response is obtained 
by cascading GSMs of individual modules. The GSM is constructed for all 
propagating and evanescent TE- and TM-modes and provides an accurate 
account of the interactions between neighboring modules. 

9.3.1 Interacting Electric- and Magnetic-Type 
Discontinuities in a Layered-Medium Waveguide 

Consider a cylindrical waveguide that contains arbitrarily shaped metal 
surfaces Sm and slot apertures Sa, as shown for the special case of a rect­
angular waveguide in Figure 9.6, where the Sm are located on the interface 
Sd of adjacent dielectric layers with permittivities El and E2. The apertures 
Sa in the ground plane Sg separate two dielectrics with permittivities15 E2 

15Here we assume that the dielectric filling regions VI, V2, and V3 is nonmagnetic, 
with JLI = JL2 = JL3 = JLO· 
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Figure 9.6: Waveguide-based transition module of arbitrarily shaped inter­
acting electric- (patch, strip) and magnetic-type (slot, aperture) disconti­
nuities. 

and 103. The incident electric and magnetic fields in region VI are generated 
by an impressed electric current J imp(r), r EVimp C VI . 16 The scattered 
electric and magnetic fields in regions VI and V2 are generated by the elec­
tric currents induced on the metal surface Sm and by the magnetic currents 
induced on the surface of apertures Sa. The scattered electric and magnetic 
fields in region V3 are caused by induced magnetic currents on the surface 
Sa· 

In the formulation detailed here we obtain integral representations for 
the total electric and magnetic fields in regions VI, V2 , and V3 by imple­
menting boundary conditions for tangential components of the electric field 
on perfectly conducting surfaces Sm and enforcing the continuity of tan­
gential components of the magnetic field across apertures Sa, which results 
in a coupled system of integral equations. 

Our goal is to obtain a GSM for interacting electric- (strip, patch) 
and magnetic- (slot, aperture) type discontinuities located in a rectangular 
waveguide containing a layered medium, which, in general, allows for the 
propagation of higher-order modes. 

16The incident fields due to an impressed electric current in region V3 are similarly 
handled. 
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Figure 9.7: Two-layered, semi-infinite waveguide with a point source arbi­
trarily located in region VI used in the electric-field formulation. 

Electric-Field Integral Representation 

The electric-field vector at each interior point of regions VI and V2 is de­
termined as the solution of the vector wave equations 

\7 x \7 x El(r)- kiEl(r) = -iw/LoJimp(r), 

\7 x \7 x E2(r)- k~E2(r) = 0, 

(9.112) 

(9.113) 

subject to boundary conditions for tangential components of electric field 
on the waveguide surface 8M , on the metal surface 8m , and on the surface 
of the ground plane 8g (Figure 9.6), 

nxE l (r)ls1 =0, 

n X E2 (r)ls2 = 0, 

(9.114) 

(9.115) 

where 8 1 = 8 M U 8 m and 8 2 = 8 1 U 8g , with n an outward normal unit 
vector to the surface enclosing volumes VI and V2 . Furthermore, we impose 
continuity conditions across the dielectric interface 8d, 

z x El(r) lsd = Z x E2 (r)lsd , 

Z x \7 x E l (r)l sd = Z x \7 x E 2 (r)l sd , (9.116) 

where ki = koyE; for i = 1,2, with ko = 271'/ Ao, and the fitness condition 
(limiting absorption) at infinity. 

Analogous to (9.112)-(9.116), we formulate a boundary value problem 
for the electric Green's dyadic of the third kind [36] for a two-layered, semi­
infinite waveguide in the absence of a metal surface at z = 0 and apertures 
at z = T (Figure 9.7). Electric dyadic Green's functions in regions VI and 
V2 associated with a point source arbitrarily located in VI are obtained as 
the solution of the system of dyadic differential equations 

\7 x \7 x Gm (r, r') - kiG~~)1 (r, r') = I<5(r - r'), 

\7 x \7 x Gm (r, r') - k~G~~)1 (r, r') = Q, 

r, r' E VI, (9.117) 

r EV2 , r' E VI, 
(9.118) 
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subject to boundary conditions of the first kind on the waveguide surface 
SM and on the surface of the ground plane Se = Sg U Sa (Figure 9.7), 

n x G~~)l (r, r') = Q, 

n x Gm(r,r' ) = Q, 

(9.119) 

(9.120) 

and mixed continuity conditions for the electric Green's dyadics of the 
third kind (analogous to the field continuity conditions (9.116) expressed 
in terms of the electric field) across the dielectric interface SD = Sd U Sm, 

~ G(l) ( ') ~ G(l) ( ') Z X -ell r, r = Z X -e2I r, r , r E SD, 
(9.121) 

~ 'r7 G(l) ( ') ~ 'r7 G(I) ( ') Z x V X -ell r, r = Z X v X -e2I r, r , r E SD. 

The fitness condition (limiting absorption) at infinity for G~~)l (r, r') is ac­
counted for in a similar manner as for the scattered field. 

The vector-dyadic Green's second theorem applied to EI and G~~L 
with the boundary conditions (9.114) and (9.119), results in an integral 
representation for the electric field in region VI, 

E1(r' ) = 

- iW/-Lo J Jimp(r) . Gm (r, r') dV 
Vimp 

- r z· (EI(r) X [\7 X G~~)I(r,r')] + [\7 X EI(r)] X Gm(r,r' )) dS JS d 

-1 z x [\7 X El (r)] . G~~)l (r, r') dS. (9.122) 
Sm 

An integral representation for the electric field in region V2 is obtained as 
a result of the vector-dyadic Green's second theorem applied to the source­
free equations (9.113) and (9.118) with the boundary conditions (9.115) 
and (9.120), 

r z· (E2(r) x [\7 x G~~)l(r,r')] + [\7 x E2(r)] x G~~)I(r,r')) dS (9.123) JSd 

=- r zx[\7xE2 (r)].Gm(r,r' )dS 
}Snt 

It can be seen that the integrands of the surface integrals over the dielec­
tric interface Sd in (9.122) and (9.123) are coupled by means of continuity 
conditions (9.116) and (9.121). This allows us to represent the total electric 
field in region VI in terms of the incident field caused by an impressed elec­
tric current Jimp(r) and a scattered field caused by induced electric current 
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J(r), 

J(r) == _Z_z x V' x [E2(r) - EI (r)] = z x [H2(r) - HI (r)], 
wflo 

and an induced magnetic current K(r) == - z x E2(r) for r E Sa, such that 

EI (r') = - iWflo 1 Jimp(r) . Gm (r, r') dV (9.124) 
\/imp 

- iWflo 1 J(r)· Gm (r, r') dS + 1 K(r)· [V' x G~~~ (r, r')] dS. 
S'" Sa 

An electric-field integral equation is obtained by enforcing on tangen­
tial components of the total electric field the boundary condition on the 
perfectly conducting surface Sm at z = 0, 

resulting in 

- iWfloZ xl Jimp(r') . Gm (r', r) dV' (9.125) 
Vimp 

= iWfloz x r J(r')· G~i)1 (r', r) dS' - z x 1 K(r')· [V" x Gm (r', r)] dS', 
} 8 m Sa 

where r' has been interchanged with r. The electric Green's dyadics Gii)1 
and G~~~ (provided in Section 9.4) are obtained as the solution of the 
boundary value problem (9.117)-(9.121) for a semi-infinite two-layered 
waveguide terminated by a ground plane at z = T. Note that the in­
tegral equation (9.125) itself does not provide a complete formulation of 
the problem (we have two unknown currents, J(r') and K(r')). An addi­
tional integral equation for J(r') and K(r') is developed next by enforcing 
a continuity condition for tangential components of magnetic field across 
apertures Sa. This condition, in conjunction with (9.125), will result in 
a coupled system of integral equations in terms of induced electric and 
magnetic currents. 

Magnetic-Field Integral Representation 

The magnetic field vector satisfies a vector wave equation at each interior 
point of regions VI and V2 , 

V' x V' x HI(r) - kiHI(r) = V' X Jimp(r), 

V' X V' x H2(r) - k~H2(r) = 0, 

(9.126) 

(9.127) 
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Figure 9.8: Two-layered, semi-infinite waveguide with a point source arbi­
trarily located in region V2 used in the magnetic field formulation. 

subject to boundary conditions on the waveguide surface 8M , on the metal 
surface 8m , and on the surface of the ground plane 89 (Figure 9.6), 

nx\7xHl(r) = O, 

n x \7 x H2(r) = 0, 

n·H1(r)=0, 

n·H2(r)=0, 

and continuity conditions across the dielectric interface 8d , 

zxH1(r) =zxH2 (r), 

~z x \7 x H I(r) = ~z x \7 x H2(r) , 
Cl C2 

The fitness condition (limiting absorption) is assumed at infinity. 

(9.128) 

(9.129) 

(9.130) 

Next, we formulate a boundary value problem for the electric Green's 
dyadics with a point source arbitrarily positioned in region V2 (Figure 9.8) 
in order to obtain an integral representation for the magnetic field H2(r). 
We determine the electric Green 's dyadics of the third kind ,17 G~~~ (r,r') 
and G~;~ (r, r'), as the solution of a coupled set of dyadic differential equa­
tions 

n n G(2) ( ') k2 G(2) ( ') - ° v X v X - e12 r, r - l-e12 r , r -_, 

\7 x \7 x Gm(r, r') - k~Gm (r , r') = I<5(r - r'), 

r E VI, r' E V2 , (9.131) 

r , r' E V2 , (9.132) 

subject to boundary conditions of the second kind on the surface of the 
conducting shield 8 M and on the ground plane 8e (Figure 9.8), 

n x \7 x G~~~( r , r') = Q, 

n x \7 x Gi;h(r, r') = Q, 

n · G~ih(r, r') = 0, r E 8M , 

n· Gm(r,r' ) = 0, r E 8M U 8e , 

(9.133) 

(9.134) 

and mixed continuity conditions for the electric Green's dyadics of the third 
kind across the dielectric interface 8 D (analogous to the field continuity 

17The superscript indicates that in this case the electric Green's dyadics of the third 
kind represent the analog of the magnetic field. 
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conditions (9.130) expressed in terms of the magnetic field), 

~ G(2) ( ') ~ G(2) ( ') z X -e12 r, r = z X -e22 r, r , r E SD, 

1 ~ (2) ( ') 1 ~ G(2) ( ') -z x \7 x G eI2 r, r = -z x \7 x -e22 r, r , 
CI C2 

r E SD, 
(9.135) 

and the fitness condition (limiting absorption) at infinity. 
The vector-dyadic Green's second theorem applied to the magnetic 

fields and Green's dyadics governed by equations (9.126), (9.127), (9.131), 
and (9.132), with boundary and continuity conditions (9.128)-(9.130) and 
(9.133)-(9.135), results in the integral representation for the total magnetic 
field in region V2 as 

H2(r') = c21 [\7 X Jimp(r)]. Gi~b (r, r') dV 
CI v,=p 

+ C2 r J(r). [\7xGm (r, r ' )] dS 
CI Js= 

+ iwcoc21 K(r)· Gm(r, r') dS. 
Sa 

(9.136) 

Note that the volume integral represents part of the incident magnetic 
field transmitted from region VI through the dielectric interface at z = 0, 
and the surface integrals determine the scattered magnetic field caused by 
induced electric and magnetic currents. 

Following the above procedure, an integral representation for the scat­
tered magnetic field in region V3 caused by induced magnetic current K(r) 
is obtained as 

(9.137) 

where Gi;) (r, r') is the electric Green's dyadic of the second kind, obtained 
for a semi-infinite rectangular waveguide (region V3 ) in Section 9.2. 

The continuity condition for tangential components of the magnetic 
field across the surface of apertures Sa at z = T, 

z x (H~nc(r) + H;cat (r)) = z x H~cat (r), 

provides an integral equation for the unknown electric and magnetic cur­
rents, 

C2 Z x r [\7' X Jimp(r')] . G~~b (r', r) dV' 
CI Jv,=p 

(9.138) 

= - c2 z x r J(r' )· [\7' x Gm (r', r)] dS' 
CI Js= 

- iwcozx r K(r' ). [c2 G i;b(r' ,r) +c3G i;)(r l ,r)]dS' , JSa 
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where r' is interchanged with r. Together, (9.125) and (9.138) form a cou­
pled system of integral equations that may be solved for the unknown 

currents J and K. The electric Green's dyadics G~~b (r, r') and G~;b(r, r') 
are developed in Section 9.4. 

In the vicinity of an edge of the metal surfaces Sm and apertures Sa we 
enforce a finite energy condition on the total field 

. 1 ( 2 1 2) hm IHi(r)1 + k 2 IV' x Hi(r)1 dV = O. 
Vi --+0 Vi i 

(9.139) 

The condition (9.139) defines a subspace of L2(Vi)3 for the solution as the 
Sobolev space W~ (Vir3 c L2 (Vi)3, and, in particular, in a source free region 
we have the Hilbert space H(div, curl, Vi) with the boundary values defined 

in H 1/ 2 (Si), where Si = SiUSd. The incident and scattered magnetic fields 
have square-integrable curls and divergences, with the boundary values of 
their tangential components defined within the space Hl/2(Sa) C L2(Sa). 

Generalized Scattering Matrix for Waveguide-Based Antennas 

Here we outline a procedure for developing a generalized scattering matrix 
for waveguide-based electric- and magnetic-type antennas [60]. The goal 
is to obtain a matrix representation that relates magnitudes of incident 
and scattered modes, including propagating and evanescent TE- and TM­
modes. 

For this procedure it is useful to obtain a discrete form for the incident 
fields. The form introduced in (9.125) and (9.138) requires an explicit 
representation for the impressed electric current Jimp(r'), and here we use 
an alternative development in terms of a series eigenmode expansion that 
includes both propagating and evanescent TE- and TM-modes. 

The total incident electric field at z = 0 can be written as 

00 00 

E~nc(r) Iz=o = L L a;,;et~E(x, y)(l + R;,;) 
m=Om,in=O 

00 00 

+ L L a;,~e~;;M(x, y)(l + R;,~), (9.140) 
m=l n=l 

where the first term is the direct incident wave and the second term (con­
taining the reflection coefficient) is the wave reflected from the dielectric 
layer. 18 The coefficients a;"; and a;,,~ are the magnitudes of propagating 

18Note that RJ,r;:, and R;;,r;; represent total reflection coefficients for TE- and TM­
modes. These coefficients account for the total reflection at z = 0, which also includes 
the reflection from the ground plane at z = T. 
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and evanescent modes. The total incident magnetic field at z = T is 

00 00 

m=Om#n=O 
00 00 

+ '"' '"' 2a™h+TM(x y)TTMe-'Y~~T (9.141) 
~ ~ mn mn 'mn . 
m=l n=l 

The modal vectors emn(x, y) and hmn(x, y), normalized by the unity 
power condition 

(9.142) 

are obtained using a procedure described in [38], leading to the expressions 
for TE- and TM-modes. In (9.142), Sw is the waveguide cross-section, and 
the "±" sign corresponds to waves propagating in the positive (+) and 
negative (-) z-directions. These modal vectors are given by the following 
expressions. 

Here, Cam and Can are Neumann indexes, such that coo = 1 and Cam, Can = 
2, m, n 1= 0, and Zh = iWJLo/,g~ is the wave impedance for TE-modes. 

TM-modes: 

e;:mn = _Jcomcon (~) V'Ze cos (m7rX) sin (n7rY) , 
ab J (nb7r )2 + (':7r)2 a b 

+ Jcomcon (nb7r
) V'Ze . (m7rX) (n7rY) e = - --- sm -- cos --

ymn ab J (nn2 + (':7r)2 a b' 
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h+ -ymn --

where Ze = rf/;~/iWcOc2 is the wave impedance for TM-modes. 
For backward TE and T~1 waves (in the negative z-direction) defined 

by (9.143) and (9.144), respectively. we have 

The total reflection (Rmn) and transmission (Trnn) coefficients for the 
TE and TM incident modes at z = 0 are obtained in the absence of metal 
obstacles and aperture, but account for the dielectric layer and the ground 
plane. Note that in integral equations (9.125) and (9.138) the electric and 
magnetic currents induced on the metal obstacles and apertures, respec­
tively, are caused by the total incident electric and magnetic fields, which 
include the direct and reflected terms. 

Solving for the TE- and TM-rnode amplitudes by matching tangential 
components on the dielectric interface at z = 0, and satisfying boundary 
conditions on the ground plane at z = T, we obtain19 

RTE,Tlvl _ e-2/~~;,T 
RTE, Tlvl = _.=.12=---=:-=:-:-_----,:,.,....-

mn 1 RTE.Tl\! -2~ (2) T ' 
- 12 e'm" 

where 

(1) ~(2) 
RTE _ Irnn - fmn 

12 - (1) (2) , 
Irnn + I'mn 

(2) ~(1) 
Tl\! clrmn - c21mn R12 " = --,----.,--,--

~ ",,(2) + C' '>1(1) 
';:1 {THn --2lfnn 

with the propagation constant 

TTE,Tlvl 
TTE,Tlvl = __ --=-=1.=2=-:,---_-;-;:-:-_ 

mn 1 RTE,TM _2/(2) T ' 
- 12 e mn 

(9.145) 

(1) (2) 
TE 2 rmnrmn 

T12 = (1) (2) , 
rTnn + rmn (9.146) 

(2) (1) 
Tlvl 2 clrmnc2rmn 

T12 = (2) (1) 
cllmn + c2rmn 

(9.147) 

19The transverse components of electric and magnetic fields in regions VI and V2 are 
expressed as a superposition of forward and backward traveling with unknown magni­
tudes, to be determined subject to the boundary condition on the ground plane at z = T 

and the continuity condition across the dielectric interface at z = O. 
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for i = 1,2, where rL;'n = (m7r/a)2 + (n7r/b)2 with ki = (27r)/(>"oh/fi. 
The coupled system of integral equations (9.125) and (9.138), with Elne 

and Hhnc given by (9.140) and (9.141), are then given by 

zxE~nC(r)=iwtLozx 1 J(r').Giildr',r)dS', rESm 
Sm 

-zx 1 K(r').[V"xGi;ll(r',r)]dS', 
Sa 

(9.148) 

zxH~nC(r)=_C2zx ( J(r')'[V"xG~~b(r',r)]dS', 
Cl JSm 

r ESa 

(9.149) 

and can be discretized via a Galerkin-type projection technique, whereby 
the unknown induced currents are expanded in a set of known functions 
with unknown coefficients. This results in a matrix system for the unknown 
coefficients, 

Ax=j, (9.150) 

where A is the matrix of all self- and mutual interactions of electric- and 
magnetic field components caused by electric and magnetic currents, x is 
the vector of unknown current coefficients, and j represents the "tested" 
incident electric and magnetic fields expressed in terms of the magnitudes 

x=[k], j=[~]. (9.151) 

The vector j can be written as 

[ ~ ] = BCa, (9.152) 

where l i,,;rE, <I>~) ~e;M, <I>x) 0 0 

1 
B= 

eJE, <I>y) eJM, <I>y) 0 0 
0 0 (h;E, IlIx~ ~h;M, IlIx~ 
0 0 (hJE, Illy hJM, Illy 

r E+t" 0 

1 
E+RTM 

a = [ ~;~ ] . c= TTE 0 
0 TTM 

Here, (e, <I» and (h, Ill) represent the inner product of the vector compo­
nents with the testing functions <I> and Ill, corresponding to electric and 
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magnetic current expansions,2o RTE and RTM are the total reflection co­
efficients for incident modes defined by expressions (9.145) and (9.146), 
E is the identity matrix, and TTE and TTM are the total transmission 
coefficients for incident modes. 

where Tr;~ and Tr;~I are determined at z = 0 by (9.145) and (9.146). We 
can obtain the vector :r in terms of the magnitudes of the incident modes 
amn as the matrix product 

(9.153) 

Next, consider the representation for the scattered electric field (re­
flected at z = 0), which can be obtained either in integral form or as an 
eigenmode expansion. The integral form immediately follows from (9.124), 
resulting in 

E~cf(r) = - iWILo r J(r'). G~~~ (r',r) dS' 18m 

+ l" K(r'). [V' X Gi~)1(r',r)ldS' 
OG ex) 

(9.154 ) 

ex; ex; 

TERTE +TE( ) ~ ~ TMRTM +TM( ) amn m"emll x,y + ~~amn mnemn x,y. 
m=O my'n=O m=1 n=1 

The refiected part of the total incident field is included in (9.154). The 
eigenmode series expansion for the reflected electric field at z = 0 can be 
written in the form 

m=Omy'n=O m=1 n=1 

Equating (9.154) and (9.155) and using the unity power condition (9.142) 
allow us to express the magnitudes bmn of reflected TE- and TM-modes 

20In [60], overlapping piecewise-sinusoidal basis and testing functions have been used in 
the method-of-moments discretization for electric and magnetic currents. For canonical 
shapes (for example, rectangular patches or slots) we could expand currents in terms 
of entire-domain basis functions. for example, Chebyshev polynomials, which form a 
complete set and adequately model the current behavior in the vicinity of an edge. 
lVloreover, as described in Section 4.:3.4, Chebyshev polynomials are eigenfunctions of a 
singular logarithmic-type operator and may be useful in regularizing the singular part 
of the operator (when, possible), resulting in Fredholm equations of the second kind. 
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}=-iWfj0!sw!sno [J.G~~~X{ ~2f~}] . (-z)dS'dS 

+ !sw!sa [K. [\7' X Gml X { ~2f~ }] . (-z) dS' dS 

(9.156) 

The system of equations (9.156) can be written in the matrix form 

(9.157) 

where D is a 2 X 2 block matrix obtained as a result of integration over 
Sw, Sm and Sw, Sa in (9.156), and R is a diagonal matrix with elements R'!n~ 
and R'!n~ determined by (9.145) and (9.146). Substituting the vector of 
electric and magnetic current magnitudes determined as the matrix product 
(9.153) into the matrix equation (9.157), we obtain a matrix relationship 
for the magnitudes of reflected and incident modes, 

b = S11a, 

where 
8 11 = DA- 1 BO + R, (9.158) 

which represents the reflection coefficient part of the GSM for the whole 
structure. 

The transmission coefficient part of the GSM is obtained by relating 
magnitudes of incident and transmitted modes. The transmitted electric 
field caused by the magnetic current induced on the surface of apertures 
Sa at z = T is obtained in the integral form 

E~r(r) = - r K(r'). [\7' x G~;)(r',r)ldS', 
JSa 

(9.159) 

where G~;) is the electric Green's dyadic of the first kind developed in 
Section 9.2 for a semi-infinite waveguide terminated by a ground plane at 

21 Note that TE- and TM-modes are orthogonal, such that 

r [e;,;E(x, y) x h;,;M(x, y)] . (±z) dS = 0, 
Jsw 

r [e;,;M(x, y) x h;,;;E(x, y)] . (±Z) dS = 0. 
Jsw 
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Z = T. 22 The electric field transmitted into region V3 is also expressed as 
an eigenmode series expansion with magnitudes Cmn of transmitted TE­
and TM-modes, 

rx' CXJ CXJ oc 

E~r(r) = L L c;;,~e~,~E(x, y) + L L c;;,~;e~,~M(x, y). (9.160) 
m=O mjin=O m=l n=1 

The unity power condition (9.142) applied to (9.159) and (9.160) results in 
the expression for the magnitudes of transmitted modes in terms of induced 
magnetic currents, 

{ ~~~ } = - j', j' [K. [V' x G~~] x { ~*~ }] . z dS' dS. (9.161) 
m,n Sw Sa rnn 

Following a similar procedure to that developed for Sl1 we obtain a 
matrix relationship between magnitudes of transmitted and incident modes, 

c = S21a 

with 
(9.162) 

which is the transmission coefficient part of the GSM for the structure. 
Here, the matrix L is analogous to the matrix D in the matrix product 
(9.158). The S22 and S12 coefficients of the GSM are obtained similarly 
with the impressed electric current (incident fields) positioned in region V3 . 

It should be noted that the integral equation formulation in conjunc­
tion with the GS1\I method does not require the calculation of electric 
and magnetic currents. 23 Instead, those currents are used to relate mag­
nitudes of scattered (reflected and transmitted) modes to magnitudes of 
incident modes by means of matrix transformations. Numerical results for 
the scattering parameters of various waveguide-based strip-to-slot transi­

tion modules are presented in [60]. 
As an example, consider determining the S-parameters of an overmoded 

rectangular waveguide-based strip-to-slot transition module, as depicted in 
Figure 9.9. Numerical results generated using the formulation presented 
here are compared with those generated by the GSM cascading scheme [59] 
and the Agilent HFSS program. Figures 9.10 and 9.11 demonstrate disper­
sion characteristics (magnitUde and phase) for the transmission coefficient 
S21 for the dominant TElO-mode in the resonance frequency range (18.5-
20.3 GHz). It can be seen that for electrically large substrates (T = 2.5 
mm) the GSM technique discussed here and presented in [60], and the 
GSM modeling scheme proposed in [59], can both be used to generate an 
accurate solution for waveguide-based interacting discontinuities. 

22 Note that \7' x G ~~) (r' , r) =\7' x G ~l (r', r) , where G ~1 is the magnetic potential 
Green's dyadic of the first kind obtained as a diagonal dyadic for rectangular waveguides 
and cavities. 

2:l0f course, we can solve the matrix equation (9.153) for J and K if the magnitudes 
of the incident modes, aJ'~2 and aJ,~;, are known. 
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Figure 9.9: Rectangular waveguide-based strip-to-slot transition module: 
Strip is 0.6 mm x 5.4 mm, slot is 5.4 mm x 0.6 mm, a = 22.86 mm, 
b = 10.16 mm, T = 2.5 mm, Cl = l.0, C2 = 6.0, C3 = l.0. 

9.3.2 A Waveguide-Based Aperture-Coupled 
Patch Array 

In this section the previously presented technique is applied to the full-wave 
analysis of a waveguide-based aperture-coupled patch amplifier array. In 
[61] a perpendicularly fed patch array is proposed for quasi-optical power 
combining, and Figure 9.12 depicts a waveguide-based analog of the array 
with a hard-horn excitation. In this system, the incident field from the 
horn couples to an array of aperture-coupled patch antennas, where each 
antenna is coupled to a dielectric-filled waveguide through the antenna 
aperture. The dielectric-filled waveguide is connected to a microstrip cir­
cuit [62] that contains amplifier networks. The amplified signal is coupled 
back to an aperture-coupled patch antenna array and then collected by 
the receive horn. The amplifier networks are isolated from the receive and 
transmit antennas by the use of dielectric-filled waveguides and the specific 
antenna-feed configuration developed in [62]. This allows us to separate 
the circuit part of the problem from the part requiring electromagnetic 
analysis. Passive structures in the waveguide-based amplifier array can be 
modeled using different full-wave methods, and the overall response of the 
system is obtained by cascading responses of individual elements, including 
the amplifiers. 

In this section we present an integral equation formulation for the anal­
ysis of a waveguide-to-aperture-coupled patch array, resulting in the GSM 
of an N-port spatial divider (combiner) [63]. 

Consider the N-port waveguide-based aperture-coupled patch array 
transition shown in Figure 9.13. Rectangular patch antennas S;;, are lo­
cated on the interface Sd of two adjacent dielectric layers with permittiv­
ities Cl and C2, and rectangular slot apertures sg are located in a ground 
plane Sg connected to N - 1 single-mode waveguides (regions vaq) filled 
by the same dielectric material with permittivity C3. The incident electric 
and magnetic fields in the large waveguide (region Vd are generated by an 
impressed electric current Jimp(r) E Vimp C V1 .24 

24Note that similar formulations can be obtained for excitation of the transition from 
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Figure 9.10: Magnitude of the transmission coefficient S21 of the dominant 
mode T ElO against frequency for a strip-to-slot transition in an overmoded 
rectangular waveguide. Numerical results are compared with data obtained 
using a GSM cascading modeling scheme [59] and a 3D commercial FEM 
program (Agilent HFSS). 

We obtain a coupled system of integral equations with respect to the 
unknown induced electric and magnetic currents J p and Kq by enforcing 
boundary conditions on the tangential components of the electric field on 
the perfectly conductive surfaces S~ of the patch array at z = 0, and con­
tinuity conditions on the tangential components of the magnetic field on 
the magnetic (aperture) surfaces SZ of the slot array at z = T. The in­
tegral form of the electric-field boundary condition is obtained using the 
vector-dyadic Green's second theorem with appropriate boundary and con­
tinuity conditions for fields and Green's dyadics (a similar procedure is 
discussed in the previous example; see (9.148)), resulting in the integral 
equation 

N 

Z x E~IlC(r) =iwJLOz x L r Jp(r'). G~i~ (r', r) dS' 
p=2 is;;, 

N 

- Z x L 1 Kq(r'). [V" x Gm(r',r)] dS'. 
q=2 SZ 

(9.163) 

each of the single-mode waveguides Vaq , Positioning an impressed current in either of 
the waveguides does not affect the scattered field representation due to induced electric 
and magnetic currents. The consideration of the excitation at each particular waveguide 
(VI and vaq) becomes important when obtaining reflection and transmission parts of the 
GSl'vI associated with each port, 
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Figure 9.11: Phase of the transmission coefficient S21 against frequency for 
a strip-to-slot transition module. 

The electric Green's dyadics of the third kind, G~~)l and G~~L are 
obtained as the solution of the boundary value problem (9.117)~(9.121) for 
a semi-infinite, partially filled waveguide (regions VI and V2 ) terminated by 
a ground plane at z = T (see Section 9.4). The incident electric field, E~nc, 
is expressed as a series eigenmode expansion (9.140) for all propagating 
and evanescent TE- and TM-modes. The electric vector functions in this 
expansion satisfy the unity power condition (9.142). 

The continuity condition for tangential components of the magnetic 
field at z = T results in an integral equation for the unknown currents (a 
similar integral equation, (9.149), is obtained in the previous example of 
coupled electric- and magnetic-type discontinunities in a two-port wave­
guide transition), 

N 

zxH~nc(r)=_C2zx L r Jv(r').[\7'xG~~~(r',r)]dS' 
Cl V=2}S;;' 

N 

- iwcoz x ?; is;, Kq(r') . [c2Gm(r', r) + c3g~l(r', r)] dS'. (9.164) 

The electric Green's dyadics of the third kind, G~~~ and G~;~, have been 
obtained for a semi-infinite, partially filled waveguide with termination at 
Z = T as the solution of the boundary value problem (9.131)~(9.135) (see 
Section 9.4 for details). The electric Green's dyadics of the second kind, 
G~~), are obtained for the semi-infinite homogeneous waveguides (regions 
Vaq ) terminated by a ground plane at Z = T and are derived in Section 9.2.2. 
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Figure 9.12: ~Waveguide-based aperture-coupled patch amplifier array. 

The slot-to-waveguide interface is shown in Figure 9.14, where each slot 
is associated with the corresponding single-mode waveguide. The incident 
magnetic field, Hknc , represents that part of the total incident magnetic field 
transmitted into region V2 from region VI across the dielectric interface Sd. 
It is obtained as a series eigenmode expansion (9.141) for all propagating 
and evanescent TE- and TYI-modes with the magnetic vector functions and 
transmission coefficients defined in region V2 . 

The coupled system of integral equations (9.163) and (9.164) can be 
discretized via Galcrkin's technique, which results in a matrix equation of 
the first kind (9.150) with respect to the unknown coefficients in the current 
expansion. Inverting the matrix A, we obtain the solution of (9.150) for 
the magnitudes of electric and magnetic currents J and K, 

(9.165) 

where V and I are defined in the previous section. 

The GSM of the N-port waveguide transition relates magnitudes of inci­
dent and scattered (reflected and transmitted) propagating and evanescent 
modes at each port of the transition, and it includes all possible interac­
tions among modes and ports. Following the same procedure shown in the 
previous example for the magnitudes brrm of reflected TE- and TM-modes 
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Figure 9.13: N-port waveguide-based aperture-coupled patch array transi­
tion. 

in the waveguide VI at the interface z = 0, we obtain 

} = - iW/Lo t r r p [Jp . G~ii x { ~§~ }] . (-i) dS' dS 
p=2 }sw }s= 

+ ~fsw fs~ [Kq. [V"x Gml x { ~§: }] . (-i)dS' dS 

(9.166) 

Here "±" corresponds to waves propagating in the positive ( + ) and negative 
( -) z-directions, Sw is the cross-section of VI, h mn are magnetic vector 
functions normalized by the unity power condition (9.142) , Rmn are the 
total reflection coefficients of incident TE- and TM-modes (in the absence 
of patches and slots) (9.145) and (9.146), and amn are the magnitudes of 
the incident modes. 

The magnitudes cmnq of TE- and TM-modes transmitted into the wave­
guides Vaq with the excitation in region VI are expressed in terms of induced 
magnetic currents at the interface z = T, 

{ C;';L~~ } = -11 [K . [V" x G(lll x { h~~~ }] . idS' dS c+™ q -Aq h+TM , 
mnq S! S~ mnq 

(9.167) 
where S~I is the cross-section and hmnq are the magnetic vector functions 
associated with waveguides Vaq . The magnetic potential Green's dyadics of 
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Figure 9.14: Cross-section of a slot-to-waveguide interface at z = T (ground 
plane). Note that each slot in the ground plane is placed in front of the 
corresponding waveguide (regions Vaq ) , and it h&'3 the same height as the 
waveguide. 

the first kind, G ~~, are obtained for the semi-infinite waveguides vaq ter­
minated by a ground plane at z = T (see Section 9.2.1). The expressions 
(9.166) and (9.167), in conjunction with (9.165), represent a matrix form 
that relates the magnitudes amn of incident modes and the magnitudes 
bum and emn ,! of reflected and transmitted modes, respectively. This cor­
responds to the reflected and transmitted parts of the GSM of the N-port 
transition with the excitation from waveguide VI. 

Next, we obtain the reflected and transmitted parts of the GSM with 
the excitation at each of the waveguides Vaq . The integral representation 
for scattered fields, in conjunction with the eigenmode expansion, yields 
the expression for the magnitudes bmnq of modes reflected back in the qth 
waveguide Vaq and modes transmitted (coupled back) to N - 2 waveguides 
va'l, 

{ -TE} 
.\ (lInn ... '" - u qs -TlvI , 

a'ln718 

+TE e rnnq 

e+TlvI 
mnq 

(9.168) 

where 6'ls is the Kronecker delta, e mnq are the electric vector functions of 
the waveguides vaq, and amn8 are the magnitudes of incident TE- and TM­
modes in the 8th waveguide, s = 1, ... , N - 1. The electric Green's dyadics 
of the second kind, Gi~), are obtained for the semi-infinite waveguides vaq 

terminated by a ground plane at z = T (see Section 9.2.2). 
Finally, the magnitudes emn" of TE- and TM-modes transmitted into 

waveguide VI with the excitation in the qth waveguide vaq are obtained at 
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} x [Kq . Gml] . (-z)d8' d8, 

(9.169) 

where emn are the electric vector functions of waveguide V1 . The electric 

Green's dyadics of the third kind, G~~~ and G~;L are obtained for a semi­
infinite, partially filled waveguide (regions V1 and V2 with a point source 
positioned in region V1 ) satisfying boundary and continuity conditions for 
the magnetic field (similar Green's dyadics are considered in Section 9.4). 

In the case of excitation in the qth waveguide vaq, Galerkin's method 
allows for the representation of the magnitudes of induced electric and 
magnetic currents in the matrix form 

(9.170) 

This result, in conjunction with (9.168) and (9.169), leads to the GSM 
representation for reflected and transmitted modes for the case when the 
incident field is generated in the qth waveguide vaq, taking into account the 
coupling of all propagating and evanescent TE- and TM-modes from all 
ports of the transition. 

As an example, numerical results for the 8-parameters (magnitude and 
phase) of the dominant TElO-mode in the 2x3 aperture-coupled patch ar­
ray waveguide transition operating at X-band (similar to the N-port wave­
guide transition shown in Figure 9.13) are shown in Figures 9.15 and 9.16. 
The results are obtained for the following parameters: The patch antennas 
have 340 mil width and 320 mil height; the slots are of 250 mil width and 
15 mil height;25 and the substrate thickness is 31 mil with permittivity of 
2.2. The large waveguide (regions V1 and V2 ) has 1200 mil height and 1811 
mil width, and the small waveguides (regions Vaq ) have 450 mil width and 
15 mil height. Unit cells in the array are separated by a distance of 600 mil. 
In Figures 9.15 and 9.16, 811 is the reflection coefficient at the interface 
z = 0 in region V1 (with the excitation from Vd, and 8 22 and 8 33 are the 
reflection coefficients at z = T (ground plane) in regions V; and Va3 (with 
the excitation from V; and Va3 , respectively). 26 The transmission coeffi­
cients from VI into V; and Va3 are denoted as 8 21 and 831 , respectively. 
The sharp resonance obtained at approximately 10.9 GHz corresponds to 
the occurrence of a transverse resonance and is associated with the coupling 

250ne mil is 25.4 p,m. 
26 Other waveguides Vaq in the 2 X 3 array are symmetric to V; and V;. 
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Figure 9.15: Magnitude of the S-parameters against frequency for the 2 x 
3 aperture-coupled patch array in the seven-port rectangular waveguide 
transition. 

of a mode propagating along the waveguide to the surface wave TMo of a 
dielectric slab (substrate) propagating in the transverse direction (wave­
guide cross-section). This phenomenon is discussed in Section 9.4.1 in the 
analysis of Green's function components. 

9.4 Electric Green's Dyadics for Waveguides 
Filled with a Planarly Layered Medium 

The previous section presented integral equation formulations that utilize 
electric Green's dyadics of the third kind. In this section we derive these 
Green's functions for a semi-infinite, partially filled rectangular waveguide 
terminated by a perfectly conducting ground plane. 

Electric and magnetic Green's dyadics for an infinite waveguide with 
a transverse dielectric slab are presented in [64] for the full-wave analysis 
of antenna radiation in a layered rectangular waveguide. The method of 
mode expansion and scattering superposition is applied in [65] to construct 
electric Green's dyadics for a multilayered waveguide. A general method of 
constructing electric and magnetic Green's dyadics for a multilayered, semi­
infinite rectangular waveguide is discussed in [66], where the coefficients of 
the Green's functions are in double-series expansion form, obtained in terms 
of recurrent transmission matrices. 

In the approach described here, the electric Green's dyadics are ob­
tained as solutions of the electric- and magnetic-type boundary value prob-
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Figure 9.16: Phase of the S-parameters against frequency for the 2 x 
3 aperture-coupled patch array in the seven-port rectangular waveguide 
transition. 

lems (9.117)~(9.121) and (9.131)~(9.135), respectively. Components of the 
Green's dyadics are expressed in a double infinite series expansion over the 
complete system of orthonormal eigenfunctions of the transverse Lapla­
cian operator. The unknown coefficients in these expansions represent 
one-dimensional characteristic Green's functions in the waveguiding co­
ordinate. In this representation, transverse and longitudinal coordinates 
are functionally separated, which allows one to immediately reduce the 
three-dimensional problem to a one-dimensional Sturm~Liouville bound­
ary value problem for the unknown characteristic Green's functions. The 
technique presented is general and straightforward and is also applicable 
to multilayered waveguides with applications to transmission-line problems 
[55], [56]. 

9.4.1 Electric Green's Dyadics of the Third Kind 

Electric-Type Boundary Value Problem 

The electric Green's dyadics G~g (r, r') and Gm (r, r') utilized in (9.124) 
lead to the integral equation (9.125) for the induced currents on metal 
surfaces and slot apertures and to (9.163) in the example of an aperture­
coupled patch array in an N-port waveguide transition. To determine the 
Green's dyadics we formulate the boundary value problem (9.117)~(9.121) 
for a semi-infinite rectangular waveguide with a ground plane at z = T 

in the absence of metal surfaces and apertures, as depicted in Figure 9.7. 
The solution of the boundary value problem (9.117)~(9.121) yields nine 
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components of the electric Green's dyadics, which can be expressed as 

{ G~~rv } _ ~ ~ ~(l)V( )~(l)V(', ') { fgr~)vV(Z, z') } (9 71) 
G~;rv - r~):f:b 'Pmn X, Y 'Pmn x, Y f~~)vV (z, z') .1 

for //, v = x, Y, z, where ¢'~r~i~ (x, y) are the orthonormal eigenfunctions of 

the transverse Laplacian operator determined as (9.64), and fg~)vv (z, z'), 

fr~T:) vv (z, z') are one-dimensional characteristic Green's functions. 27 

Orthogonality (9.59) and completeness (9.60) of the eigenfunctions ¢}~~ 
in the double-series expansion (9.171) allow for the reduction of the system 
of dyadic differential equations (9.117) and (9.118) to a system of second­
order differential equations for the one-dimensional characteristic Green's 

. . f(ll)VU( ') f(21)vV( ') functIOns mn Z, z and mn Z, Z , 

(~ - "1(1)2) ]'(11)V1)(z Z') = _Cvv 6(Z - Z') 8z2 Imn mn' ~rnn , 

(~ _ (2)2) f(21)VV( ') - 0 8z2 Imn mn Z, Z -, //, V = x, y, 

(9.172) 

where 

(mK) (nK) 
C:ry _ Cyx _ a b 
~rnn - '-:,rnn - - k2 ' 

1 

and I~r:;;) is given by (9.147). 
The boundary condition (9.120) on the ground plane Se (Figure 9.7), 

written in terms of the Green's function components, is reduced to the 
boundary condition for the one-dimensional characteristic Green's func­
tions at z = T and z > z', 

f (21)V1) ( ') - 0 
'fYtn T, Z - . (9.173) 

The continuity conditions (9.121) on the dielectric interface at z = 0 and 
z > z' are obtained as 

fr~r~)vV(O. z') = f~:~)vV(O, z'), (9.174) 

~f(ll)Z1!(O ') - ~f(lI)vU(O z') = ~f(21)ZV(0 z') - ~f(21)VV(0 z') 
8// mn , Z 8z mn , 8// mn , 8z mn " 

and the z-directed Green's functions f~'~)zV and f~~)zV introduced in 
(9.174) can be expressed in terms of transverse components, 

f (i1)Z"(,, ') = _1_~ (rn7r f (i1)XV(z z') + n7r f (i1)YV(z z')) 
mn ~,z (i)2 8z a rrm , b mn , 

Imn 

(9.175) 

27Note that the Green's dyadics developed here are used in the integral equation for­
mulations for transverse planar metal conductors and slot apertures. Thus, z-directed 
current sources are not considered. which eliminates the need to consider Green's func-

. G(I)vz d r,(l)vz . I I' f 11 tlOn components ell an u e21 ' v = x, y, Z, III t Ie ana YSIS to 0 ow. 
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for i = 1,2. 
The solution of the system of differential equations (9.172) is obtained 

as a superposition of primary and scattered parts, 

(9.176) 

(9.177) 

In (9.176) the primary part is due to a point source positioned in region 
VI, and the scattered part is reflected from the interface z = 0, traveling in 
the negative z-direction. In (9.177) we have only the scattered part, which 
represents traveling backward and forward waves propagating in region V2 

(between the interface at z = 0 and the ground plane at z = T). The 
unknown 7]-coefficients to be determined are subject to the boundary and 
continuity conditions (9.173) and (9.174), respectively, and can be obtained 
in closed form. 

Finally, this procedure results in the representation of the one-dimen­
sional transverse characteristic Green's functions fs;,~)vv (z, z') in terms of 
the primary and scattered parts, 

j (ll)xx (z z') 
rnn , 

cxx _e_-_'m_(l---;~:-;lz_-_z_'1 ,(1) (z+z') ( ~:;,xn 1 (~)2Z:E) 
- s'mn (1) - e mn -2 (1) - ZTE + k2ZTEZTM ' 

2rmn rmn 0 1 0 e 

e-,;,;;,lz-z'l 
_ Cyy __ ---,---,-----_ ,(1) (z+z') 
- ~mn (1) - e rnn 

2rmn 

( 
Cyy 1 (n7r)2 ZTE ) 
s'mn b e 
-2 (1) - ZTE + k 2 ZTE ZTM ' 

rmn 0 1 0 e 

(9.178) 

and functions f;;;~)vV (z, z') are obtained in terms of scattered waves, 

( 
1 ( m7r)2 ZTE) ,~~z' . h (2) ( ) 

j (21)xx( ') = _ __ _ a e e sm rmn z - T 
mn Z,Z ZTE k2ZTEZTM . h (2) , 

o 1 0 e sln rmnT 

zTE ,(1)z" h (2) ( ) 
j (21)x y ( ') = j(21)YX( ') = _cxy e e ~n SIn rmn z - T 

mn Z, Z mn Z, Z s'rnn ZTE ZTM . (2) , 
o e smh rmnT 

e'~~Z' sinhr~~(z - T) 
. h (2) (9.179) 

sm rmnT 

( 
1 (n7r)2 ZTE ) (21)yy , _ b e 

frnn (z, Z ) - - ZTE - k2 ZTE ZTM 
o 1 0 e 
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The z-coordinate characteristic Green's functions fg~zx and fg~zy for 
i = 1,2 are determined by (9.175) with (9.178) and (9.179). 

Here, Z;TE, Z;E, and Z;TM are the characteristic functions of even and 
odd TE- and TM -modes, respectively, of a grounded dielectric slab of thick­
ness T bounded with electric walls at x = 0, a and y = 0, b (region V2 ), given 
as 

ZTE = ",(1) + ",(2) tanh ",(2) T 
e Irnn Imn Imn , 

Z TE ~ (1) (2) th (2) 
o ~ Imn + Imn co Imn T, (9.180) 

ZTM = c2 ",(1) + ",(2) tanh ",(2) T 
e c1 Imn Imn Imn , 

where the propagation constant ,g~ for i = 1,2 is given by (9.147) in 
terms of transverse wave numbers "'mn = .J(m7r/a)2 + (n7r/b)2. Zeros of 
the characteristic functions (9.180) represent resonance frequencies of TE 
and TM oscillations in the waveguide cross-section. Moreover, it can be 
seen that zeros of Z;E and ZJM for TE-odd and TM-even modes corre­
spond to poles of the characteristic Green's functions (9.178) and (9.179). 
The characteristic functions (9.180) for an infinite grounded dielectric slab 
of thickness T define even and odd TE and TM surface waves with the 
propagation constant "'mn, as discussed in Section 8.1.7. 

At a resonance frequency corresponding to the transverse wavenumber 
"'mn of the shielded grounded dielectric slab, the value of "'mn is equal to 
the value of the propagation constant of a surface wave associated with 
an infinite dielectric slab. This is related to coupling of waves propagat­

ing along the waveguide in the z-direction with propagation constants ,g~ 
to TE and TM surface waves propagating in an infinite grounded dielec­
tric slab (associated with resonance wavenumbers Kmn in the waveguide 
cross-section). This becomes important in the analysis of waveguide-based 
aperture-coupled patch amplifier arrays, where coupling to surface waves 
results in a loss of power and undesirable cross-talk between neighboring 
antennas. 

Magnetic-Type Boundary Value Problem 

The electric Green's dyadics of the third kind, G~;h (r, r') and G~;h (r, r'), 
appear in the magnetic field integral equation formulation (9.136), resulting 
in integral equations (9.138) and (9.164). The boundary value problem 
(9.131)-(9.135) is formulated for a semi-infinite rectangular waveguide with 
a ground plane at z = T (Figure 9.8) with a point source positioned in region 
V2 . The solution of the problem can be expressed in the form of a partial 
eigenfunction expansion, 

(12)vv ( ')} 9mn z, z ( ) 
(22)VV( ') 9.181 

9mn z, z 
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for v, v = x, y, z, where ¢~t (x, y) are the orthonormal eigenfunctions of 

the transverse Laplacian operator given by (9.65), and g~;)vv (z, z') and 

g~;)vv (z, z') are the one-dimensional characteristic Green's functions to be 
determined as the solution of a Sturm-Liouville problem. 28 

A system of second-order differential equations for the one-dimensional 
characteristic Green's functions g~;)vv (z, z') and g~;)vv (z, z') is obtained 
from (9.131) and (9.132) using properties of orthogonality (9.59) and com­

pleteness (9.60) of the eigenfunctions ¢~t (x, y), 

( EJ2 _ ,"\,(1)2) g(12)vv (z z') = 0 8z2 Imn mn , , v,v=x,y, 

( 82 _ ,"\,(2)2) g(22)VV(Z z') = _fVV 6(z - z') 8z2 Imn mn' "'-.,mn , 

(9.182) 

where 

The boundary conditions for the transverse characteristic Green's func­
tions at z = T and z > z' (see Figure 9.8) are obtained directly from (9.134) 
using the eigenfunction expansion (9.181), 

~g(22)VV(T z') = 0 8z mn , , (9.183) 

and the continuity conditions (9.135) are reduced to the continuity condi­
tions for the one-dimensional Green's functions determined on the dielectric 
interface at z = 0 and z < z', 

28 As in the electric-type boundary value problem, we will consider only those com­
ponents of Green's dyadics that are associated with transverse electric and magnetic 
currents (planar transverse metal conductors and slot apertures in waveguide-based an-

tenna problems). The longitudinal components ci;>;'z and ci;>;'z for v = x, y, z do not 
appear in the formulation for the magnetic field (9.136). 
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Th d · d 1 . . G . f . (12)zv d (22)zv. t e z- 1recte c mractenstlc reen's unctlOns gmn an gmn m ro-
duced in (9.184) are obtained in terms of tran:sverse Green's functions as 

(';2)zv( . ') ___ 1_~ (rrrrr (i2)xv( ') n7r (i2)YV( ')) gmn z. z - (i)2 8z a gmn Z, Z + b gmn Z, Z 
rmn 

(9.185) 

for i = 1. 2. 
The solution of the system of second-order differential equations (9.182) 

i:s given by a superposition of primary and scattered parts, 

g(1.2.)//V(Z z') = e-(12)(z')el;';~z 
unl '/.I'I.J , (9.186) 

(2) I 'I e-1mn z-z (2) 
(22)//v ( ') _ (//V . + e+(22) (z')e -Imn z gmn Z, Z - 'III:n (2) vv 

2rmn 
(9.187) 

(2) + e;;p2) (z')e'mn(Z-T). 

In (9.186) we have only backward traveling waves propagating in the 
negative z-direction in region V1 . In (9.187) the :solution is represented 
by the primary Green's function maintained by a point source positioned 
in region V2 , and the scattered part is made up of backward and forward 
traveling waves propagating in region V2 (between the interface at z = 0 and 
the ground plane at z = T). The unknown e-coefficients are determined 
subject to the boundary and continuity conditions (9.183) and (9.184), 
respectively. 

The one-dimensional transverse characteristic Green's functions g~;;)vv 
are obtained as 

(12)XX(7 7') _ __ _ a cos rmn z - T ( 
1 ( m7r)2 Z ) 'h (2) (' ) 

gmn ~. "' - Z;rl\1 k§ ZJE Z;rM ---c-os-h-r-;C~::-::!'--'T--- (9.188) 

Z I),;!,z'h (2) (' ) 
(12.)xy( . ') _ (12)y.T( ') _ (xy e co:s rmn z - T 

gmT! Z, Z - gmn Z, Z - mn ZTEZTM (2)' 
a e cosh rmnT 

(12)yy( ') _ __ _ b COS rmn Z - T ( 
1 ( n7r )2Z ) 'h (2) (' ) 

gmn Z, Z - ZTM k2 ZTE ZTlvI ------:-(2,-:")--'----------'--
P 2 a e cosh rmnT 

and transverse Green's functions g~;;)vv (z, z') are determined in terms of 
the primary and scattered parts, 

el~!'(Z+Z' -2T) 
g (22)xX(z. z') = (XX __ ~_ + (X:I: 

mn . .mn mn (2) 
2rmn 

+ (1 (!~)2 Z (~~Ie-';':!.T) 
ZJl\[ cosh r~r71, T k~ ZJE ZlM cosh r~l, T - r~r7:, 

cosh r'}r7I, (z - T) cosh r~~ (z' - T) 
X 

cosh r~:I)T 
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_,;,;~IZ_Zfl e,;,;~(z+zf-2T) 
g(22)xy(Z Z') = g(22)YX(Z Z') = cy _e_-----,--,-----_ + (~n (2) mn , mn , mn (2) 2 

2rmn rmn 

( 
Z e-';';~ T) 

+ (~n (2) - (2) 
ZJE Z;fM cosh rmn T rmn 

cosh r~~(z - T) cosh r~~(z' - T) 
x 

coshr~~T 
_,;,;~IZ_Zfl e'Y~;~(z+zf-2T) 

g(22)yy(z z') = (yy _e_-.,---.,-----_ + (;',fn (2) mn , mn (2) 
2rmn 2rmn 

( 
1 (¥-?Z (yy e-'Y;';~T) 

+ ZTM cosh ",(2) T k 2 ZTE ZTM cosh ",(2) T - mn",(2) 
e ,mn 2 0 e {mn ,mn 

cosh r~~(z - T) cosh r~~(z' - T) 
x (9.189) 

cosh r~~T 

(1) (/) (2) h (2) P 1 f h G 'f where Z = rmn + "2 "1 rmn cot rmnT. 0 es 0 t e reen s unctions 
g~;)vv (z, z') and g~;)vv (z, z') represent zeros of characteristic functions 
corresponding to the resonance frequencies of TE-odd and TM-even oscil­
lations in the waveguide cross-section. 

The z-directed characteristic Green's functions g~:2Jzx and g~:2JZy, i = 
1,2, can be obtained from (9.185) using the expressions for the transverse 
Green's functions (9.188) and (9.189). 

9.5 The Method of Overlapping Regions 

The method of overlapping regions introduced in [67] for the analysis of 
noncoordinate waveguide discontinuity problems is an alternative to mode­
matching techniques. In a mode-matching analysis, a geometrical domain 
is subdivided into regions with common boundaries, within which a general 
solution of the Helmholtz equation can be obtained by the method of sep­
aration of variables. Unknown fields are expanded in these solutions and 
matched across the boundary of neighboring regions, leading to a system 
of equations that yield the field magnitudes. 

There is a variety of noncoordinate problems (for example, junctions of 
cylindrical and rectangular waveguides) where a complex geometry can be 
divided into overlapping regions with a common subregion (called a Zwis­
chenmedium according to the terminology of [67]), for which eigenfunctions 
of the Laplacian operator are known. This method was proposed to avoid 
intermediate regions with noncoordinate boundaries in the mode-matching 
procedure. Various waveguide discontinuity problems, including junctions 
of circular and rectangular waveguides, junctions between canonical horns, 
and different types of waveguide bends, have been investigated using the 
idea of a Zwischen medium and presented in [68]. The problem of radia-
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tion from a flanged waveguide has been studied in [69] using a cylindrical 
Zwischenmedium common for a waveguide and a sector horn region. 

Furthermore, the method of overlapping regions has been utilized in [70] 
using integral representations for overlapping regions. In this formulation, 
a complex geometrical domain is divided into simple overlapping regions 
for which the solution of the Laplacian equation exists as the solution of 
a Green's function problem. Based on the continuity of fields in common 
subregions, the method results in a coupled set of Fredholm integral equa­
tions of the second kind, which is discretized using Galerkin-type projection 
techniques. The matrix equation obtained is of the second kind with a com­
pact operator in the sequence space }1. This guarantees the existence of a 
bounded inverse operator (see Theorem :3.40) and allows for the trunca­
tion of the infinite system of linear algebraic equations (see Section 3.11.2). 
The method has been applied to the analysis of waveguide discontinuity 
and antenna problems [46], [53], [54], [71], microstrip discontinuities [72], 
and for the study of natural waves in shielded printed-circuit transmission 
lines [55], [56]. 

Another variant is Schwarz's iterative method of overlapping regions 
[73], which has been applied to the analysis of triangular waveguides [74], 
scattering by a polygonal cylinder [75], and waveguide discontinuity prob­
lems [76], [77]. This method involves dividing the geometry of a structure 
into several simple overlapping subregions, wherein the wave equation can 
be solved by separation of variables, leading to an analytical solution for 
the Green's function. The method requires assumptions for the field com­
ponent determined on nonmetallic boundaries of overlapping subregions for 
the first iteration, but usually converges in a small number of iterations. 

9.5.1 Integral Equation Formulations for Overlapping 
Regions 

In this section we present a general integral equation formulation for over­
lapping regions in a complex geometrical domain [46]. 

Consider a complex domain having volume V enclosed by a perfectly 
conducting surface 5, as shown in Figure 9.17. Within V we introduce two 
overlapping regions, V1 and V2 , enclosed by surfaces 51 and 52, respectively, 

(1) 5(1) 5 5(2) 5(2) H 0(1) d 5(2) such that 51 = 5rn U a and 2 = m U a· ere Dm an mare 
metal surfaces that are part of the surface 5 = 5~) U5~~), and 5i1) and 5i2) 
represent coupling apertures (artificial surfaces) corresponding to regions 
V1 and V2 . An impressed electric current Jimp(r), r E \limp C V1 , generates 
an incident electric and magnetic field, and scattered fields are caused by 

secondary sources induced on the surface of apertures 5i1) and 52). We 
first obtain integral representations for fields in regions V1 and V2 and then 
couple the obtained system of equations resulting in Fredholm integral 
equations of the second kind. 
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Figure 9.17: Complex domain having volume V enclosed by a perfectly 
conducting surface S. Two overlapping subregions are introduced within V 
coupled through the apertures S~1) and S~2). 

Electric-Field Formulation 

A boundary value problem can be formulated for the electric field in regions 
Vi and V2 such that 

\7 x \7 x Ei(r) - k2Ei(r) = -biliwp,Jimp(r) , r E Vi, i = 1,2, (9.190) 

ni x Ei(r)ls~) = 0, (9.191) 

where bil = 1 for i = 1 and 0 for i = 2, ni is the outward unit normal 
vector on surface Si, and k = wJEii.29 In the vicinity of the conducting 
edge formed by contour r = Sl n S2 we restrict the solution by enforcing 
the finite energy condition 

(9.192) 

The electric Green's dyadics can be obtained for regions Vi and V2 as 
the solution of the dyadic wave equations 

r,r'EVi, (9.193) 

subject to the boundary condition of the first kind on the closed surface 
Si, 

(9.194) 

The vector-dyadic Green's second theorem applied to Ei and G~~), along 
with the boundary conditions (9.191) and (9.194) , results in the electric-

29If region V and, therefore, regions VI and/or V2 extend to infinity, then we also 
impose the limiting absorption condition. 
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field representation 

EI (r') = - iW/-i { Jimp(r)· G~i) (r, r') dV 
• ViU1P 

- / [lll X EJ (r)]· ["V'xG~i) (r, r')] dS, 
I<o\1 ) 

"")a 

E 2(r') = - j' [ll2 x E 2(r)]· ["V'xG~~) (r, r')] dS, 
(2) 

Sa 

563 

(9.195) 

(9.196) 

and, by interchanging r' and r and using the identities (9.20) and (9.37) 

for transposition of G~i) and "V'xG~i), we obtain 

El (r) = -iwl1 l G~i) (r, r') . Jimp(r') dV' 
. \limp 

-"V'x £ G~~) (r,r'). [lll X EI(r')] dS', 
(1 ) ~ 

. Sa 

E2(r) = -"V'X f(2) G~;) (r,r'). [ll2 X E 2(r')] dS'. 
.I Sa 

(9.197) 

(9.198) 

The curl and integral operators can be interchanged because r' and rare 
geometrically separated in this formulation. 3o 

As can be seen from Figure 9.17, sil) c V2 and S(~2) C VI, such that 

III X El(r)ls,~1) = III x E 2 (r)l s lll , 

ll2 x E 2(r)l s l2) = ll2 x EJ (r)lsl2) . 

This observation allows us to interchange El(r') with E 2 (r') in the in­

tegrand over Sill in (9.197) and interchange E 2 (r') with EI(r') in the 

integrand over si2 ) in (9.198), resulting in a coupled system of integral 

30If the regions VI and V2 represent rectangular waveguides or cavities, then 

\7xG~~) (r, r/) = \7xG~l (r, r/), where the magnetic potential Green's dyadics G~l 
of the second kind satisfy the boundary value problem 

r, r' E \Ii, 

G (2) ( ') nix\7x_Ai r,r =Q, rES), 

r ESj. 
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equations with respect to the field values on apertures Sill and si2 ) , 

El (r) = - iwp, r G~~) (r, r') . Jimp(r') dV' 
J~mp 

- V'x r G~;) (r, r') . [nl x E2(r')] dS', 
}si') 

E2(r) = - V'x r G~;) (r,r')· [n2 x El(r')] dS'. 
}si2 ) 

(9.199) 

(9.200) 

Note that in (9.200) r E V2 , and, therefore, this representation is also de­

fined for r E s2) C V2 . This allows us to substitute E2(r) given by (9.200) 

in the integral over sil) in (9.199), leading to 

El(r) = - iwp, hmp G~~) (r, r') . Jimp(r') dV' (9.201) 

- V'x r r G~;l (r,r'). [nlxV"x G~;l (r',r")] 
} si2 ) } Si'l 

. [n2 x El(r")] dS'dS". 

This is observed to be a Fredholm integral equation of the second kind 

(9.202) 

where 1.E (r, r") is the integral dyadic kernel defined as an integral product 
operator, 

1.E (r,r")=V'x r G~;)(r,r'). [nlxV"xG~;)(r',r")] dS', (9.203) 
} Si'l 

and Einc(r) is the incident electric field caused by J imp , 

(9.204) 

To prove that (9.202) is Fredholm integral equation of the second kind, 

we must show that the integral operator A: L2(Si2l )3 ---+ L2(Si2l )3 defined 
by 

r, r" E S~2l, (9.205) 

is compact (see Example 4, Section 3.6.2), where3l 1.E (r, r") E L2(Si2l x 
S~2))3X3 is bounded, assuming 

II1.E I12 = r r 1(1.E (r, r"))mnI 2 dS" dS < 00. 
) si2 ) } si2 ) 

31That is, each component of the (3 x 3)-tuple dyadic kernel1.E (r, r") determined 

by (9.203) belongs to L 2 (S2) x si2 )). 
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To prove that the integral operator A is compact in L2(Si2))3 we have 
to show that for each component of the operator A there is a sequence 
of finite-rank operators that converges in the L2-norm to the appropriate 
component. This is based on the approximation in the L2-norm of com­
ponents of the dyadic kernel 1.E by a sequence of continuous degenerate 
kernels. The proof of compactness of the integral operator A is usually done 
for a specific problem or for a class of problems that results in the same 
operator. For example, to prove that the matrix operator A is compact in 
12, it suffices to show that the condition 

L L laijl2 < CXJ 

i=1 j=1 

is satisfied (see Example 2, Section 3.6.2), which represents a sufficient 
condition for A to be compact in 12. 

The integral equation (9.202) can be discretized using a Galerkin-type 
projection technique, leading to a matrix equation of the second kind 

(1 - A)x = j, 

where 1 is the identity operator, A is the matrix operator corresponding to 
the infinite matrix [aij] (the matrix analog of the integral operator (9.205)), 
x is the vector of unknown coefficients in the field expansion, and j is the 
matrix analog of the incident field. 

Magnetic Field Formulation 

The magnetic field in regions VI and V2 satisfies 

\7 x \7 x Hi(r)- k2Hi(r) = 6il \7 X Jimp(r), rEV" i = 1,2, (9.206) 

ni x \7 x Hi(r) = 0, ni . Hi(r) = 0, r E S~), (9.207) 

with the fitness condition (limiting absorption) for infinite domains. Simi­
larly to the electric field, we enforce a finite energy condition in the vicinity 
of a conducting edge formed by contour r = S1 n S2 as 

1 ( 2 1 2) lim . I Hi (r ) I + --:2 I \7 X Hi (r) I dV = O. 
V;---+O V, k 

(9.208) 

The corresponding boundary value problem for the electric Green's 
dyadics of the second kind can be formulated as32 

\7 x \7 x G~;) (r, r') - k2G~~) (r, r') =! 6(r - r'), r, r' E \Ii, (9.209) 

ni x \7 x G~~) (r, r') = Q, r E Hi (9.210) 

ni' G~~)(r,r') = 0, r E Si' 

3 2 For rectangular waveguides and cavities the electric Green's dyadics of the second 
kind are given in Section 9.2.2. 
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The integral representations for the magnetic field are obtained using the 
vector-dyadic Green's second theorem applied to Hi(r) and G~~) (r, r') 
satisfying (9.206) and (9.209), with the boundary conditions (9.207) and 
(9.210), leading to 

HI (r') = imp ['9 X Jimp(r)] . G~~) (r, r') dV (9.211 ) 

- r [nI x'9 X HI(r)]· G~~) (r,r') dS, 
lsi") 

H 2(r') = -1(2) [n2 x'9 X H 2(r)]· G~;) (r,r') dS, 
Sa 

(9.212) 

and, by interchanging r' and r and using the identity (9.26) for transposi­

tion of G~7) (r, r') , we have 

HI (r) = imp G~~) (r, r') . ['9' X Jimp(r')] dV' 

- r G~~) (r, r') . [nI X '9' X HI(r')] dS', 1 s(1) 
a 

H2(r) = - r G~;) (r, r') . [n2 X '9' X H 2(r')] dS'. 1.,(2) 
Sa 

(9.213) 

(9.214) 

The continuity of the magnetic field across the apertures Sill and si2 ) 

results in a coupled system of integral equations 

HI (r) = 1 G~~) (r, r') . ['9' X Jimp(r')] dV' 
Vimp 

- r G~~) (r,r'). [nI X '9'xH2(r')] dS', 
lsi") 

H2(r) = - r G~;) (r,r')· [n2 X '9'xHI (r')] dS'. 
lsi2 ) 

(9.215) 

(9.216) 

Substituting (9.216) into (9.215), we obtain an integral equation for H l , 

(9.217) 

which is recognized as a Fredholm integral equation of the second kind, 
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where 1.H (r, r") is the integral dyadic kernel defined as the integral product 
operator 

1.H (r, r") == r G~;) (r. r') . [nl x \7' x G~;) (r', r")] dS' 
JS~l) 

(9.219) 

and Hine (r) is the incident magnetic field caused by J imp, 

Hine(r) = 1 G~;) (r, r') . [\7' X Jimp(r')] dV'. 
V1mp 

(9.220) 

Similarly to the electric field, we have to show that the integral operator 
A: L 2 (S2)r' --t L2(S~2))3 defined by 

(AHd(r) == r 1.H (r, r") . [n2 x \7" x Hl(r")] dS", 1,,(2) 
Sa 

r r" E S(2) , a , 

(9.221) 
where 1.H (r, r") E L2(S(~2) x S~2))3X3 is compact, such that each compo­
nent of (9.219) is a Fredholm kernel and each component of the operator 

A is compact in L2 (S~2)). The resulting matrix equation, obtained by dis­
cretization of the integral equation (9.218), is of the second kind, where it 
has to be shown that the matrix operator A is compact in an appropriate 
sequence space (see Section 3.7). 

In the next section we will demonstrate the application of the method 
to the analysis of natural modes in a shielded microstrip line. 

9.5.2 Shielded Microstrip Line 

To illustrate the method discussed above, a shielded microstrip line with 
a finite thickness conductor will be considered, as depicted in Figure 9.18. 
The structure is uniform in the z-coordinate, and it has symmetry with 
respect to the .II-coordinate. A perfectly conducting strip of finite thickness 
t (t = t2 - tt) is partially buried in the substrate material, which has 
thickness d and relative dielectric permittivity Cr. Electric and magnetic 
walls are placed in the plane of symmetry of the structure at x = 0, as 
shown in Figure 9.19, which lead to the characterization of odd and even 
natural waveguide modes, respectively. 

We consider the natural modes having symmetry about x = 0 (imposed 
by the electric wall) and apply the method of overlapping regions to the 
geometry shown in Figure 9.19. The problem can be formulated completely 
using representations only for the electric-field vector. Dependence of the 
electric field on ei(wtH,z) is assumed, where kz = in - (3 (Re{kz} ::; 0, 
1m {kz} ?:- 0) is the propagation constant in the z-direction. The structure 
is invariant along z, and therefore the problem can be formulated in the 
axial-Fourier transform domain (z <-----+ kz) using the Fourier transform 

(9.222) 
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Figure 9.18: Shielded microstrip line with a finite thickness strip conductor. 
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Figure 9.19: Symmetry of the structure shown in Figure 9.18 by the electric 
wall about x = 0, A discrete set of odd natural modes is investigated using 
the method of overlapping regions. 

The geometrical domain surrounding the metal strip in the cross-section 
can be divided into simple one-layer and two-layer rectangular subregions 
that overlap in the shaded areas, as shown in Figure 9.19. We identify each 
region with the corresponding electric field E(x, y, k z ), such that 

Region 1: { 1st layer, Et(x, y, kz): w ::; x ::; a, O<;y<;<1 } 
2nd layer, Er(x, y, kz): w ::; x ::; a, d::;y::;b ' 

Region 2: E2(x, y, kz): o ::; x ::; a, 0::; y ::; t l , 

Region 3: E3 (x, y, kz ): o ::; x ::; a, t2 ::; Y ::; b. 

The electric field inside each region is obtained in terms of field values 
at the apertures. The continuity of the electric field across the apertures 
of the corresponding regions, 

x x Ei(w, y, kz) = x x E2 (w, y, kz ), 
-2 -x X EI (w, y, kz) = x x E3(W, y, kz ), 

y x EUx, tl, kz) = Y x E2 (x, h, kz ), 

y x Ei(x, t2, kz) = y x E3(X, t2, kz ), 

0::; y ::; tl, 

t2 ::; Y ::; b, 

w ::; x ::; a, 

w ::; x ::; a, 

(9.223) 
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is used to couple the integral representations. Below we develop integral 
representations for one- and two-layer overlapping regions. 

One-Layer Region 

For the one-layer regions (regions 2 and ~), we c~n immediately write in­
tegral representations for electric fields E2 and E3 based on the general 
formulation developed in the previous section, (9.199) and (9.200), in the 
axial-Fourier transform domain (z +------+ kz ), 

E2 (x,y,kz) = - (V'xy +ikzz) X fa G~~ (x,y,x',y',kz) 
w 

(9.224) 

. [yxEi(x',y',kz )] I dx', 
y'=t, 

E3 (:r,y,kz) =(V'ry +ikzz) X f,a G~~ (x,y,x',y',kz) (9.225) 

. [yxEi(x',y',kz )] I dx', 
y'=t2 

~ (2) ~ (2) 
where V' xy = XO / o:r + yo / oy, and G A2 and G A3 are magnetic poten-
tial transform-domain Green's dyadics of the second kind for the two­
dimensional cavity regions 2 and 3, respectively, obtained using the Fourier 
transform 

G (2) ( "') _ 1 Joc G~ (2) ( " k ) ikz(z_z') dk 
-A x,y,Z,x ,y ,Z - 27f _:xl -A x,y,x ,y, z e z· 

(9.226) 
In Section 9.2 we developed magnetic potential Green's dyadics for a 

three-dimensional rectangular cavity with Green's function components ex­
pressed as a double-series (partial eigenfunction) expansion over the com­
plete system of eigenfunctions in the cavity cross-section and the char­
acteristic Green's functions along the cavity axis (z-coordinate). In the 
microstrip-line problem (for the one-layer regions 2 and 3) we use the same 
magnetic potential Green's dyadics, with the difference being that they are 
obtained in the Fourier transform domain. In this case, the components 
of the Green's dyadics are expressed as a single-series expansion over the 
eigenfunctions in the y-coordinate (normalized over the intervals [0, hl and 
[t2' bl for Green's dyadics in regions 2 and 3, respectively) and character­
istic Green's functions in the x-coordinate satisfying boundary conditions 
on the electric walls at .r = O. a. 

Two-Layer Region 

For the two-layer region (region 1) we use the methodology described in 
Section 9.3 for the analysis of interacting electric- and magnetic-type dis­
continuities in layered-media waveguides, with the electric Green's dyadics 
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of the third kind obtained for a two-layer, semi-infinite rectangular wave­
guide, as described in Section 9.4. Details concerning the boundary value 
problems for the electric field in a multilayered rectangular cavity region, 
the corresponding electric Green's dyadics, and integral representations for 
the method of overlapping regions are discussed in [55] and [56]. The elec­
tric fields Et and Ei in the first and second layers of region 1, respectively, 
are obtained in terms of the field values on the corresponding apertures 
(x = w, Y E [0, h] and x = W, Y E [t2' b]) and on the dielectric interface 
at y = d, x E [w, a]. Matching tangential components of electric fields 
and the corresponding electric Green's dyadics across the interface. we ob­
tain integral representations for Et and Ei in terms of integrals over the 
apertures, 

EUx, y, kz) = fo tl [x X E2 (x', y', kz)] (9.227) 

· [C\i'~y-ikzZ)XG~~)dx"y"x,Y'-kz)]lxI=w dy' 

+ lb [x X E3(X', y', k z )] 

t2 

· [C'V~y-ikzZ)XG~~)dx"y"x,y,-kz)]lxI=w dy', 

Ei(x,y,kz) = foiI [xx E2 (x', y', kz)] (9.228) 

· [(V'~y - ikzz) x G~~~ (x', y', x, y, -kz)] IX1=w dy' 

+lb [xXE3 (x',y',kz)] 
t2 

· [(V'~y - ikzz) x G~~~ (x', y', x, y, -kz)] IX1=w dy', 

where G~~; for i, j = 1,2 represent electric transform-domain Green's 
dyadics of the third kind, obtained for the two-dimensional two-layer rect-

- (1) 
angular cavity (region 1) [55], [56]. The components of G eij are expressed 
as a single-series expansion over the complete system of eigenfunctions in 
the x-coordinate (normalized over the interval [w, a]) and characteristic 
Green's functions in the y-coordinate satisfying boundary conditions on 
the electric walls at y = 0, b and continuity conditions across the dielectric 
interface at y = d. 
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System of Integral Equations of the Second Kind 

Following the method of overlapping regions, we substitute integral rep­
resentations for Ei and Ei. (9.227) and (9.228), into the representations 
for E2 and E:1, (9.224) and (9.225), respectively. This results in a c~upled 
system of integral equations of the second kind for the field values E2 and 
E3 on the apertures :1: =w, y E [0, tIl and x = W, Y E [t2' b]' 

(9.229) 

(9.230) 

where 1ij (i, j = 1, 2) represent integral dyadic kernels defined as product 
operators, 

II II . ~ 1" ~ (2) I I 1.idx,y,x.y,kz)=-(Vxy+]kzz)x G A2 (X,y,x,y,kz ) 
1V 

(9.231 ) 

. [(V~;y - jkzz) x G~~~ (x", y", x', y', -kz)r dX', 
y'=tl 

(9.232) 

For the system of the second kind, it has to be shown that each integral 
operator Alj : L2(0, t 1 )3 -+ L2(0, td 3 and A2j : L2(t2' b)3 -+ L2(t2' b)3, 
defined by 

(AE 2 )lj(W, y) == it! 1 1j (w, y, x", y", kz) 

. [x X E2 (x", y", k z)] I x" =w dy", 

(AE;lhj(w,y) == j'b 1 2j (w,y,x",y",kz) 
.Jt2 

(9.233) 

(9.234) 
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is bounded (each component of the dyadic kernels l.ij is of Fredholm type) 
and compact in the sense that each component of the integral operators 
A lj and A2j is compact in L2(0, h) and L2(t2' b), respectively. 

The system of coupled functional equations can be discretized using 
Galerkin's method, resulting in a system of coupled matrix equations of 
the second kind, 

(1 - A)X = 0, (9.235) 

where 1 is the identity matrix, A is the 2 x 2 block-matrix operator corre­
sponding to the infinite matrix [amnl (i.e., the matrix analog of the integral 
operators A lj and A2j ), and X is the vector of unknown coefficients in the 
series expansion for the field components. 

It can be shown that in the vicinity of an edge of the perfectly conduct­
ing strip of finite thickness (rectangular edge), the asymptotic behavior of 
the normal to the edge field components defines the asymptotics for the 
coefficients X, such that X = {xn} = O(n- 5/ 3 ), n -+ 00. This result de­
fines a sequence space for X : {xn} C 11 as discussed in the examples in 
Section 2.1.3. 

The asymptotic behavior of the matrix elements in the diagonal blocks 
of the matrix operator A can be shown to be [55]33 

m,n» 1, (9.236) 

where ~, 7] > 0 are real constants. It can be seen that (9.236) can be 
written as a product of two similar matrices, amn = 2::::1 bmscsn with the 
elements of each matrix dms == bms(cms ) defined as 

(9.237) 

To show that the matrix operator A (diagonal blocks) is compact with 
the matrix elements given by (9.236), we use conditions for continuity 

(9.238) 

and w-continuity 
CXJ 

lim sup L IdmslP = 0 
k~= k~s<CXJ m=1 

(9.239) 

of matrices [dmsl from 11 into IP , p 2' 1 (see Section 3.7.2, Theorem 3.20) 

33Note that the same asymptotics for matrix elements has been obtained in [72] in 
the analysis of microstrip junctions (T-junction, right-angled bend) using the method of 
overlapping regions in an approximation due to a planar dispersive waveguide model. 
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[78]. It can be shown [55] that estimates can be obtained for [dms ] as 

~ S Ir (SIr) 1 
~ 8 2 + (2m2 = 2( coth ( - 2s' 
rn=l 

(9.240) 

C > 0, (9.241) 

which proves the continuity of [dms ] : 11 ---> 11 and w-continuity of [dms ] : 

11 ---> I1+E. The w-continuity of [dms ] : 11 ---> 11+0 implies the complete 
continuity (compactness) of [dms] : 11 ---> 11+". The product of a continuous 
and a completely continuous operator results in a completely continuous 
operator. It can also be shown that nondiagonal matrix operators defined 
by the matrix clements 

m,n»I, 

m,n» 1, 

where v, 'U, (J > 0 are real constants, are completely continuous operators in 
11, and, therefore, the entire matrix operator A is a completely continuous 
mapping 11 ---> 11+0 . 

Based on this result we conclude that the system of coupled matrix 
equations of the second kind (9.235) generates a Fredholm second-kind op­
erator equation. By the discussion in Section 4.5.3 we may approximate the 
natural mode propagation constant as the root of the truncated eigenvalue 
equation. 

Numerical results of dispersion characteristics for the dominant, E z -

even-Hz-odd (symmetry by the magnetic wall), and Ez-oddHz-even (sym­
metry by the electric wall) cases are shown in Figures 9.20 and 9.21 for ridge 
and buried shielded microstrip lines [55]. The results are obtained for a di­
electric substrate thickness of d = l.27 mm, strip width 2w = l.27 mm, 
shield 2a x IJ = 12.7 x 12.7 mm, and Cr = 8.875. Dispersion characteris­
tics for the dominant and Ez-even-Hz-odd higher-order modes of a ridge 
microstrip line are presented in Figure 9.20. An increase in strip thickness 
causes large changes in the propagation constant behavior and in the cut­
off frequency values of higher-order modes. A redistribution of coupling 
regions (circled) occurs, and an increase in mode coupling is observed. An 
increase of strip thickness in a buried microstrip line leads to a loss of 
mode coupling. Dispersion characteristics and coupling regions for E z -

odd Hz-even higher-order modes are shown in Figure 9.2l. Mode-coupling 
regions in a variety of guided-wave structures have been investigated using 
concepts of critical and "ingular points from catastrophe and bifurcation 
theories [22], [27], [79]- [81]. 
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Figure 9.20: Dispersion characteristics for Ez-even- Hz-odd dominant and 
higher-order modes of ridge microstrip line: * h = l.2699 mm, t2 = 2.54 
mm; • h = l.2699 mm, t2 = 7.62 mm. 
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Figure 9.21: Dispersion characteristics for Ez-odd-Hz-even higher-order 
modes of buried microstrip line: • tl = 0.635 mm, t2 = l.271 mm; • 
h = 0.3175 mm, t2 = l.271 mm; * tl = 0.1 mm, t2 = l.271 mm; circles 
represent mode-coupling regions. 



10 
Electromagnetic Cavities 

Electromagnetic cavities are encountered in many applications, such as in 
forming shielding structures for high-speed/high-frequency electronic cir­
cuits, and as high quality factor resonators. Since the analysis of electro­
magnetic cavities is standard in many texts, the treatment here is somewhat 
brief and directed toward highlighting aspects of cavity analysis associated 
with the mathematical topics previously covered. 

An electromagnetic cavity is formed by a closed surface surrounding a 
material medium. Generally the cavity surface is made of a conducting 
material, which is usually modeled as a perfect conductor. The consider­
ation of imperfect conductivity, if necessary, is often accomplished via a 
perturbational approach as a secondary calculation. The cavity may, how­
ever, have one or morc apertures that allow for coupling to the external 
environment. 

The chapter begins with the identification of vector wave equations for 
fields inside a cavity, and associated eigenvalue problems. Next, spectral 
properties of the governing vector differential operators are detailed, and 
eigenfunction expansion solutions arc considered. Vector wave equations 
are briefly discussed, and an example is included for a spherical cavity. 
Integral equation techniques arc then considered, and the chapter concludes 
with a discussion of vector potentials for source-free cavities. 

10.1 Problem Formulation 

Consider a three-dimensional, simply connected volume D with sufficiently 
smooth boundary surface f. Inside D the medium is anisotropic and inho­
mogeneous, such that electric and magnetic fields satisfy the vector wave 
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equations (1.21) and (1.22), repeated below as 

V' x l:':(r)~l.V' x E(r) - w2~(r) . E(r) 

= -iwJe(r) - V' x /-L(r)~l . J (r), 
- m 

(10.1) 

V' x ~(r)~l. V' x H(r) - w2l:':(r). H(r) 

= -iwJm(r) + V' x ~(r)~l . Je(r). 

It is convenient to define the operators LE(H) : L2 ([2)3 --> L2 ([2)3 as 

LEX == V' x l:':(r)~l . V' x X - w2~(r) . x, 

DLE == {x: x, V' x l:':(r)~l . V' x x E L2 ([2)3 ,B (x) = o} , (10.2) 

and 

LHx == V' x dr)~l . V' x x - w2l:':(r). x, 

DLH == {x: x, V' x ~(r)~l . V' x x E L2 ([2)3 ,B (x) = o} , 
where either 

B (x) = n x xl r = 0 

or 
B (x) = n x V' x xl r = O. 

For the source-driven problem we assume frequency w is given, and the 
goal is to determine E and H maintained in [2 (and possibly external to [2 if 
coupling apertures are present) by the sources Je(m) =1= 0 inside the cavity. 
Often this is approached as a Green's function problem, and formally the 
solution is 

E (r) = Li/ ( -iwJe(r) - V' x l:':(r)~l . J m (r)) , 

H (r) = Lii (-iwJm(r) + V' x ~(r)~l . Je(r)), 

where LE~H) are obviously Green's operators as described in Section 3.9.3. 
A related problem of interest on its own, and because it affects the 

source-driven problem, is the determination of the natural cavity fields 
and natural cavity resonance frequencies, which is inherently a spectral 
problem. In this case one is interested in the eigenvalue problems 

LE (wn ) Xn = An (wn ) x n , 

LH (wn ) Xn = An (wn ) x n , 
(10.3) 

where the eigenfunctions Xn are subject to some appropriate vector bound­
ary conditions as described below. A common form of the problem is to 
consider w to be a free spectral parameter (a nonstandard eigenvalue), such 
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that the cavity resonances are determined as those values Wn that result in 
vanishing of the standard eigenvalue, i.e., 

Eigenfunctions corresponding to these eigenvalues are in the null space of 
LE(H) and represent the natural cavity modes of the structure. For the 
cavity problem each natural mode (see the discussion in Section 8.1.1) is 
an eigenfunction in the null space of L E(H), with the converse also true. 
Alternatively, one can consider the generalized eigenvalue problems 

\7 x f:.L:(r)~l . \7 x xn(r) = Anf:(r) . xn(r), 

\7 x f:(r)~l . \7 x xn(r) = Anf:.L:(r) . xn(r) 

with eigenvalues An = w;, where ~ and f:.L: provide weighting factors. 
In the special case of a homogeneous isotropic medium we have 

\7 x \7 x E(r) - k 2E(r) = -iwj.LJe(r) - \7 x Jm(r), 

\7 x \7 x H(r) - k2 H(r) = -iwcJm(r) + \7 x Je(r), 

where k2 = w2 fJ£ such that the relevant operators become 

LEX = LHx = \7 x \7 x X - k2x. 

(10.4) 

(10.5) 

(10.6) 

In this case one can discuss the eigenvalue problem (10.3), although it is 
more useful to consider the generalized eigenvalue problem 

Lx = \7 x \7 x Xn = Anj.LExn 

with An = w;. If the medium is lossless, it is also convenient to consider 
k2 as an eigenvalue, such that the relevant eigenvalue equation is 

(10.7) 

with An = k; = W;j.LE. In the following section we consider spectral prop­
erties of the operators L, L E, and L H . 

10.2 Operator Properties and Eigenfunction 
Methods 

Self-Adjointness 

We first consider the eigenvalue problems (10.3) and (10.7). As shown in 
Example 5, p. 151, the operator 

Lx == \7 x \7 x x, 

DL = {x: x(t), \7 x \7 x x(t) E L2 (0)3, n x x(t)lr = o} 
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is self-adjoint (L = L *). For the general case of an anisotropic inhomo­
geneous medium, LE(H) can be shown to be self-adjoint if !.!. and f. are 
Hermitian and n x x(t)lr = 0 or n x \7 x x(t)lr = o. 

To prove L E = (L E) * for the case of an isotropic inhomogeneous 
medium, we need to show that 

(x, \7xp,(r)-l\7 x y - w2c:(r)y) = (\7xp,(r)-l\7 x x - w2E(r)x, Y) 
(10.8) 

since it will be obvious that the domains are identical. Assuming W E R, 
we have 

(x, \7 x p,(r)-l\7 x y - w2 E(r)y) 

= l x·(\7 x p,(r)-l\7 x y - w2 E(r)y) dD (10.9) 

= l x· (\7 x ;U(r)-l\7 x Y - w2;s(r)y) dD. 

Using the vector identity \7. (A x B) = B· \7 x A - A· \7 x B leads to 
the right side of (10.9) becoming 

(10.10) 

where we have used the divergence theorem and the boundary condition 
n x x(t)lr = O. Using again the same vector identity as before, and the 
divergence theorem a second time, along with n x y(t)lr = 0, (10.10) 
becomes 

10 [(\7 x ;U(r)-l\7 x x) - w2;S(r)x] . y dD. 

The same result is obtained with the boundary condition nx \7 xx(t) Ir = o. 
If ;U-1 = p,-1 and ;S = E, we have the desired result, (10.8). Therefore, in 
the case of a lossless isotropic, inhomogeneous medium (as the natural 
reduction of the Hermitian requirement to scalars), LE is self-adjoint; the 
same conclusion is similarly reached for L H. The proof for an anisotropic 
medium is more involved and will be omitted here. 

For a homogeneous isotropic medium one simply uses the eigenfunctions 
of L = \7 x \7 x, where self-adjointness follows from the boundary condition 
n x x( t) I r = 0 or n x \7 x x( t) Ir = 0, regardless of the presence or absence 
of loss in the material. 1 

1 As seen in several previous instances, this is a general feature encountered in most 
electromagnetic problems governed by a second-order differential operator (e.g., 8/ 8x2 , 

V'2, V' X V' x, etc.) in a bounded region of space. If homogeneous boundary conditions 
are specified, then the governing differential operator will be self-adjoint if the interior 
medium is homogeneous, regardless of the presence or absence of loss. If the interior 
medium is inhomogeneous, then the governing operator will usually only be self-adjoint 
if the interior medium is Hermitian or lossless. 
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If LE is self-adjoint, then (10.3) constitutes a self-adjoint boundary 
value problem, and by a generalization of Theorem 4.46 the orthonormal 
eigenfunctions defined by 

LExn = (Vx~(r)-l . V x -w2~(r).) Xn = AnXn 

(or using L H or L) subject to appropriate boundary conditions (as dis­
cussed next) form a complete set in H = L2 ([2)3 and lead to the expansion 

n 

for any F E H. We also know that An E R, and 

(J (LE(H)) = (Jp (LE(H)) , 

(J (L) = (Jp (L). 

Also note that the summation in the eigenfunction expansion is three­
dimensional, such that n represents a triplet of integers. 

Boundary Conditions 

We need to impose appropriate boundary conditions to uniquely determine 
the eigenfunctions Xn of L E , L H , or L. Due to the vector nature of the 
problem, the boundary conditions n x xn(t)lr = 0 or n x V x xn(t)lr = 0 
are not generally sufficient2 to determine X n . An immediate generalization 
of the scalar homogeneous Dirichlet conditions to the vector case is 

xnlr = 0, 

1.e., 
n x xn(t)lr = 0, 

n·xnl r =0, 

which may be used to uniquely determine the eigenfunction X n . 

these are often not the most useful conditions in practice. 
Of more practical interest are the boundary conditions 

n x xnlr = 0, 

V· xnlr = 0, 

(10.11) 

However, 

(10.12) 

which lead to the short-circuit electric eigenfunctions, denoted as Xn = En. 
The condition n x En Ir = 0 is consistent with the boundary condition 

2Note that the specification of tangential boundary conditions is sufficient to uniquely 
determine vector fields satisfying Maxwell's equations (see Section 1.5). If vector 
eigenfunctions Xn are only required to satisfy the single vector eigenvalue equation 
[,x n = AXn (or using LE or L H ), three scalar boundary conditions need to be specified 
to uniquely determine the three scalar components of the eigenfuIlction. 
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obeyed by the electric field at a perfectly conducting cavity wall, and 
V' . EnlI' = 0 is physically motivated from Gauss' law if one assumes the 
absence of a source charge density on the boundary r. Although from 
a mathematical standpoint we could also choose the Dirichlet conditions 
(10.11), or some other appropriate conditions, for electric-field expansions 
the short-circuit conditions are generally preferred on physical and math­
ematical grounds, especially for perfectly conducting cavities. 3 

Yet another set of eigenfunctions can be obtained from the boundary 
conditions 

n x V' X Xn II' = 0, 

n·xnII'=O, 
(10.13) 

leading to the short-circuit magnetic eigenfunctions, denoted by Xn = Hn. 

These are particularly convenient for expanding the magnetic field, as these 
are the conditions that occur for the magnetic field on the surface of a 
perfectly conducting cavity. 

Any of the three described sets of conditions uniquely determines the 
complete set of vector eigenfunctions, orthogonal for distinct eigenvalues. 
Degenerate eigenfunctions (corresponding to the same eigenvalues) can be 
turned into an orthonormal set via the Gram-Schmidt procedure. Other 
boundary conditions can also be considered; for instance, those correspond­
ing to a perfect magnetic boundary. 

For an inhomogeneous medium, if the material dyadics are not Her­
mitian (loss less in the scalar case), then the governing operators are not 
self-adjoint, and eigenfunction methods may not be valid. However, it is 
reasonable to assume that for small material loss eigenfunction solution 
techniques would still lead to accurate results.4 A much more difficult 
problem is the actual determination of the eigenfunctions themselves. Due 
to the vector nature of the problem, this is extremely difficult or impos­
sible for all but the simplest separable geometries. Even in these cases 
the presence of inhomogeneous anisotropic media generally eliminates the 
possibility of determining the desired vector eigenfunctions in closed form. 

3Note that the Dirichlet eigenfunctions are such that their tangential and normal 
components vanish at the boundary. In cases where the electric field has non vanish­
ing tangential or normal components (e.g., the normal component of electric field at a 
perfectly conducting cavity wall), one has nonuniform convergence of those components 
of the resulting eigenfunction expansion for the electric field, which is one reason why 
the short-circuit eigenfunctions are generally preferred. Similar situations arise when­
ever a field component satisfies a boundary condition that differs from that satisfied by 
the corresponding eigenfunction component. One further consequence is that termwise 
differentiation of the series will not generally be possible. 

4This may be treated rigorously as a nonself-adjoint perturbation of a self-adjoint 
operator, which, for a suitably weak perturbation, may still lead to an eigenbasis. 
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Simple Cavities Filled with a Homogeneous Medium 

Even for cavities filled with a homogeneous isotropic medium, eigenfunc­
tions cannot generally be found in closed form, except simple separable 
geometries such as a parallelepiped, cylinder, or sphere. However, these 
shapes are important in practice. and, furthermore, for these problems loss 
associated with the medium filling the cavity is irrelevant to self-adjointness 
of the governing operator 

Lx = V x V x x. 

{ 2 3 } DL = x: x, V x V x x E L (f/) ,n x xiI' = ° 
(or with n x V x xiI' = 0). Therefore, for these geometries eigenfunction 
methods have been found to be quite useful in practice. We consider here 
the case of an isotropic homogeneous medium filling a cavity having a 
simple separable geometry, leading to the vector wave equations (10.5) and 
associated eigenvalue problem (10.7). 

Vector Wavefunctions 

The vector eigenfunctions x" of the operator L, also called vector wave­
junctions, can be separated into irrotational (lamellar) eigenfunctions L 
with 

V x L = 0, 

V·L:;fO 

and rotational (solenoidal) eigenfunctions F with 

V x F :;f 0, 

V· F = o. 

Because V x L = 0, the irrotational eigenfunctions must be in the null space 
of the curl curl operator. The solenoidal eigenfunctions F are often further 
divided into vector wavefunctions M and N. See [36] for a comprehensive 
analysis of vector wavefunctions. 

The usefulness of the vector wavefunctions is that they are obtained 
in terms of scalar wavefunctions that satisfy a simple scalar Helmholtz 
equation of the form 

(V2 + K;2) = 0 

for i = 1,2. :3. The solenoidal eigenfunctions F are obtained as [82] 

M=VX(Vh C), 

1 
N = - V x V X (~)2C) , 

K; 

(10.14) 
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where the vector c is known as the piloting vector. There is considerable 
flexibility in choosing c, although certain choices result in the desirable 
decomposition of M representing T M (T E) fields and N representing T E 
(T M) fields with respect to some preferred coordinate. 

The solenoidal eigenfunctions do not form a complete set in the space 
L2 (0)3 (they do, however, form a complete set in the space of solenoi­
dal vector fields, corresponding to source-free cavity fields), and one must 
consider the irrotational eigenfunctions L, which are obtained as 

(10.15) 

Often a scale factor is included in (10.15). 
It is easy to see that M, N, L as defined above satisfy (10.7), and, in 

fact, all such eigenfunctions of V' x V' x can be so obtained. Taken together, 
the solenoidal and irrotational eigenfunctions form a basis for L2 (0) 3 . 

Eigenfunction Expansions 

Let {xn } represent the complete, orthonormal set of eigenfunctions m 
L2 (0)3 of the operator V' x V'x, i.e., let Xn satisfy 

subject to one of the boundary condition sets (10.11), (10.12), or (10.13). 
The quantities E, J e , and V' x J m are written as expansions5 in X n , 

n 

n 

n 

where the summations are three-dimensional with n representing a triplet 
of integers. Exploiting orthonormality of the eigenfunctions leads to the 
solution of the vector wave equation (10.5) as 

(10.16) 

The expansion (10.16) can also be written as 

E (r) =-iw/L in Gee (r, r')·Je (r') dO'-in Gem (r, r')·Jm (r') dO' (10.17) 

51[ Xn are separated into vector wavefunctions M, N, and L, then the expansion of 
F E L2 ([1)3 has the form (10.22). 
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with the Green's function 

G .( . '. k.2 ) = '" xn (r) x,;- (r') 
-ee r. r, . ~ A _ k2 ' 

n 71 

(10.18) 

G (. ' k2 ) = '" X71 (r) \7 x x,;- (r') 
-em r, r.. ~ \ _ k 2 . 

An 
n 

(10.19) 

Of course, different convergence properties will be obtained from dif­
ferent eigenfunction expansions, corresponding to different sets of vector 
boundary conditions. As usual, poles of the Green's function correspond 
to resonances of the structure. 6 

Example: Spherical Cavity 

For illustrative purposes, the eigenfunctions that satisfy 

where Anm1' = W'~m1'fLc, subject to 

n x Enm1'lr = 0, 

\7 . Enm1'lr = 0 
(10.20) 

(short-circuit electric eigenfunctions) for a spherical cavity of radius a are 
listed below [83, pp. 306 -307]. The irrotational eigenfunctions are7 

ir QL {~{ cos m¢} 171 ( e) djn (kn1'r) 
Lnm1' =Enm1' = nm1' r sin m¢ Pn cos dr 

+ e~ { c.?smCfJ.' } dPr7' (cos e) '71 (kn r) 
l' sm 7nGb de J p 

~ rn {- sin m¢ } m ( e)' ( )} + qJ--. -e A. Pn cos In kn1'r , 
r Sill cos rn~/ 

where kn1' are roots of jn (kn1'a) = 0, with corresponding eigenvalues 

A71m1' = o. 
One can easily check that, although in general \7 . L # 0, the boundary 
condition \7. Llr = 0 is satisfied in accordance with the prescribed short­
circuit boundary conditions. The normalization factor Q~m1' is 

L {cm (2n+l)(n-m)!'_2 ( )}1/2 
Q71m1' = 2 k ( + )' 3 I n+1 kn1'a , 

7r n1' rn n.a 

6In [38] a method is described to convert the purely spectral, three-dimensional se­
ries representation into a two-dimensional modal form by extracting the source-point 
singularity (depolarizing dyadic) contribution. 

7The spherical Bessel functions fn and associated Legendre functions p;,n are defined 
in Section 5.4.2. 
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where Em is Neumann's number. 
The solenoidal eigenfunctions are divided into two groups, one corre­

sponding to the modes T Mr (E- modes), and the other to modes T Er 
(H-modes). For the E-modes we have 

sEN {~n (n + 1) { sin m¢} m ( e)' (k' ) 
N nmp =En'mp = Qnmp r k~pr cosm¢ Pn cos In npr 

+ e_1_ { sin m¢ } d (rjn (k~pr)) dP;[, (cos e) 
k~pr cos m¢ dr de 

+4> m. { c~sm¢} P;[' (cos e) d (rjn (k~pr))}, 
k~prsme -smm¢ dr 

where k~pa = xnp , with xnp the roots of d (r jn (r)) / dr = 0, and 

are the associated eigenvalues. The normalization factor is 

N _{ Em (2n+1)(n-m)! (1_ n (n+1))-1 1 }1/2 
Qnmp - 21fn (n + l)(n + m)!a3 k~pa j~ (k~pa) 

For the H-modes, 

_ soH _ M {~m { cosm¢}. ( ) Tn ( ) Mnmp -Enmp - Qnrnp e--;--e . A.. In knpr Pn cos e SIn - sIn m'f' 

_ -;, { sin m¢ } dPr7' (cos e). (kn r)} 
'f' cos m¢ de In p , 

where knp are roots of jn (knpa) = 0 and 

are the associated eigenvalues. The normalization factor is 

M {Em(2n+1)(n-m)! .-2 }1/2 
Qnmp = 21fn (n + 1) (n + m)!a3Jn+1 (knpa) 

In summary, the functions M, N, and L satisfy 

\7 x \7 x Lnmp = 0, 

\7 x \7 x N nmp = k~pNnmp, 

\7 x \7 x Mnmp = k~pMnmp, 

subject to the boundary conditions (10.20) at r = a, and form a complete 
set in L2 (0)3 where 0 is a sphere of radius a. 
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The solution of 

(10.21) 

via eigenfunction expansion follows from 

11 'm, p 

+ (E, Lnmp) Lnmp (r)} , (10.22) 

Je (r) = L L L {(J" Mnmp) Mnmp (r) + (Je, N nmp ) N nmp (r) 
n m p 

+ (J e , Lnmp) Lnmp (r)} . 

Substituting into (10.21), and invoking orthonormality, lead to 

(10.23) 

or the form 

(10.24) 

where 

G ( , k 2 ) = '" '" '" Mnmp (r) Mnmp (r') 
-ee r,r, ~~~ k2 _ k2 

n m p np 

N nmp (r) N nmp (r') Lnmp (r) Lnrnp (r') 
+ k,2 _ k2 - k2 (10.25) 

np 

From (4.63) we have the completeness relation 

IJ(r-r') = -1 J Gee(r,r', >.) d>' 
27f7 Ie (10.26) 

= L L L {Mnmp (r) Mnrnp (r') + N nmp (r) N nmp (r') 
n Tn p 

+ Lnmp (r) Lnmp (r')} , 

where the usual conjugate on the terms involving r' is not necessary since 
the eigenfunctions are real-valued, and therefore we may use a pseudo inner 
product. Dyadic Green's functions for rectangular cavities are extensively 
discussed in Section 9.2. 

The interested reader can consult [36], [38], and [83] for a thorough 
treatment of vector wavefunctions for rectangular, cylindrical, and spherical 
cavities. 
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10.3 Integral Equation Methods for Cavities 

For generally shaped cavities, and for cavities filled with an inhomogeneous 
isotropic loss less or anisotropic Hermitian medium, the above eigenfunc­
tion techniques continue to hold in theory. However, vector eigenfunctions 
will be extremely difficult to determine in closed form. In these instances 
it is preferable to utilize noneigenfunction techniques, usually numerical 
in nature, such as finite-element or finite-difference methods, or integral­
equation methods. Here we will briefly discuss the formulation of integral 
equations for generally shaped cavities, although we assume for simplicity 
that the cavity is filled with a homogeneous isotropic medium. The inte­
rior problem is of primary interest, although the cavity may have apertures 
that couple energy into the exterior region. 

Consider an arbitrarily shaped, three-dimensional simply connected vol­
ume n bounded by a sufficiently smooth surface r. The medium interior to 
n is characterized by homogeneous isotropic permittivity Cl and permeabil­
ity f.Ll, whereas the medium external to n is characterized by homogeneous 
isotropic permittivity C2 and permeability f.L2. The wavenumber in either 
region is k i = WVf.Lici for i = 1,2. Electromagnetic sources J e exist interior 
to n, and the unit normal points inward to n. 

Referring to the material in Section 1.3.5, we assume the electric field 
in region i satisfies the vector wave equation 

(10.27) 

for r in region i, where 6il is the Kronecker delta-function. Defining an 
electric dyadic Green's function by 

(10.28) 

where r is in region i and r' is arbitrary, and using the vector-dyadic Green's 
second theorem from the appendix, lead to the solution of (10.27) as 

{ r' E n El (r')} . r ' 
r' ~ n 0 = ~LWf.Ll Jo Je(r) . G l (r, r ) dn (10.29) 

+ i {(n x El(r))· V' x Gl(r,r') + (n x V' x El(r))· Gl(r,r')} dr 

and 

{ r' ~ n 
r' E n E2(r'~ } = ~ i {(n x E2(r)) . V' x G2(r, r') 

+ (n x V' x E2(r)) . G2(r, r')} dr. (10.30) 

For r' ~ n we assume that the Green's function satisfies a dyadic radiation 
condition or fitness condition. 
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In (10.29) the volume term includes the depolarizing dyadic as discussed 
in Section 1.3.5, although the limiting notation is suppressed for simplicity. 
For instance, in the case of the free-space dyadic Green's function we have 

,_ [ 'V'V]e-ikllr-rfl_1.(r')6"(r_r') 
G 1(r,r) - P.V. 1+ k2 I 'I k 2 ' 

'1 41f r - r 1 
(10.31 ) 

where P. V. indicates that the integral is to be interpreted in the principal­
value sense, i.e., as liIll6~O .J~l-no (-), and 1. is the depolarizing dyadic 
(1.79). The usual situation for cavities having a complex shape is to take 
G 1 = G 2 as the free-space dyadic Green's function, which will be assumed 
here; however, if other Green's functions can be found, then the surface 
integral terms in (10.29) and (10.30) may be simplified. 

For arbitrary bodies it is usually convenient to take the null equations 
in (10.29) and (10.30) as the desired set of integral equations. These are 
coupled via the boundary conditions 

n x E1(r)lr = n x E2(r)lr' 

n x Hdr)lr = n x H2(r)lr' 
(10.32) 

which can be solved for the unknown surface currents n x E and n x 'V x 
E = -iwfln x H. 

In general, these surface integral equations hold for D an arbitrary body, 
including the case where r is the interface between two differing dielectrics 
in the absence of any conductors. However, two special cases are of partic­
ular interest for the cavity problem; their descriptions follow. 

Perfectly Conducting Cavities without Apertures 

First, assume that the cavity surface r is a perfect conductor with no aper­
tures. Then we are interested in the case r' E D, and, since n x Ej(r)l r = 
0, (10.29) becomes 

E1 (r') = -iwfll L J,(r) . G 1 (r, r') dD + i (n x 'V x E1 (r)) . G 1 (r, r') dr, 

where we assume G 1 is the free-space dyadic Green's function (10.31). In 
particular, taking the cross-product with the unit normal vector nand 
evaluating the resulting equation for r' E r lead to 

O=- iWfl.l r (nxG1(r,r')).J e (r).dD .In 
+ i (n x G 1 (r,r')) . (n x 'V x El(r)) dr, (10.33) 

where we have used the symmetry property (1.85), 

[G (r, r') 1 T = G (r' , r). 
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We assume J e is known. With 

where J es is an unknown surface current, we have 

i (n x G 1 (r, r')) . J es (r) dr = - L (n x G 1 (r, r')) . Je(r) dO, (10.34) 

interpreted as a nonhomogeneous first-kind integral equation for the un­
known surface current caused by the known source J e . 

The natural resonances of the cavity are found by setting J e = 0, 
leading to the homogeneous form 

i (n x G1(r,r')). J~s (r) dr = 0, (10.35) 

which can be interpreted as a nonstandard eigenvalue problem for the reso­
nant frequency w. The resonant cavity mode current J~s maintains a non­
trivial resonant cavity eigenfield ET interior to 0 such that n x ET (r) I I' = 0, 
and the associated exterior field for r' tJ. 0 is null. 

Perfectly Conducting Cavities with Apertures 

Another special case of interest is when the surface r is a perfect conductor 
with an aperture. Let r = rna u r a, where rna is the perfectly conduct­
ing portion of the surface and r a is the aperture surface. In this case 
n x E(r)II'na = 0 and n x E(r)lra =F O. The integral equations become 

0= - iWf.Ll L Je(r) . G 1 (r, r') dO (10.36) 

+ j [(n x E1(r))· \7 x G1(r,r') + (n x \7 x E1(r))· G1(r,r')] dr 
Ira 

+ i (n x \7 x E1(r))· G1(r,r')dr 
rna 

for r' tJ. 0 and 

0= - i [(n x E2(r)) . \7 x G2(r, r') + (n x \7 x E2(r)) . G2(r, r')] dr 
I'a 

-i (n x \7 x E2(r)) . G 2 (r, r') dr (10.37) 
rna 

for r' E 0, where G 1,2 is the free-space dyadic Green's function for each 
medium. The integral equations (10.36) and (10.37) are coupled by the 
boundary conditions (10.32) and can be solved for the surface currents 
n x E 1,2 and n x \7 x E 1,2. It is also possible to formulate second-kind 
volume integral equations for the cavity problem, although this topic will 
be omitted here. 
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10.4 Cavity Resonances from Vector 
Potentials 

589 

It is often very important to determine the modal field patterns and modal 
resonance frequencies of a cavity. For instance, if a circuit is housed in 
a cavity for shielding purposes, knowledge of these modal parameters can 
be used to ensure that the circuit does not strongly interact with the cav­
ity and affect circuit function. Cavities are also used as resonant devices, 
where knowledge of modal frequencies and modal field patterns is obvi­
ously of paramount importance. For the analysis of complicated cavity 
geometries, the integral equation formulation, solved numerically, or some 
other numerical method is usually necessary. These techniques can be used 
either for the source-driven problem or for resonance problems. For cavi­
ties having a simple shape corresponding to a separable coordinate system, 
and filled with a relatively simple medium, vector eigenfunction techniques 
are often practical and useful. However, the analysis of resonance (i.e., 
nonsource-driven) problems for simple cavities filled with an isotropic ho­
mogeneous medium is particularly straightforward using a scalar approach 
[84], which is considered in this section. 

Assume that r2 forms a three-dimensional, simply connected cavity, 
where r is its perfectly conducting surface. The medium in the interior of 
the cavity is assumed to be homogeneous and isotropic. 

The simplest formulation is to introduce the source-free vector poten­
tials from (l.37), 

and construct the fields from (1. 38), 

1 
B = \7 x A - iw ILE F + -:- \7 \7 . F, 

2W 

1 
E = -iwA+ -. ~\7\7. A - \7 x F, 

lWILE 

(lO.38) 

(10.39) 

although in the spherical case we need to choose a slightly different formu­
lation as described later. Note that the electric and magnetic fields satisfy 
the source-free vector wave equation 

\7 x \7 x E(r) - k2 E(r) = 0, 

\7 x \7 x H(r) - k2H(r) = 0, 

and, because \7·E = 0 and \7·H = 0, using the vector identity \7 x \7 x A = 

\7\7 . A - \72 A leads to 

(10.40) 
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Therefore, comparing (10.38) and (10.40), it may seem that the method 
utilizing the intermediate step of the vector potentials is unduly compli­
cated, compared to solving directly for the fields. However, it is well known 
that the complete vector cavity fields may be generated by a single scalar 
component of vector potential, and so the potential method is usually pre­
ferred. 

Rectangular Coordinate Cavities 

Consider 0 c R 3 to represent the region interior to a parallelepiped with 
o ::; x ::; a, 0 ::; y ::; b, and 0 ::; z ::; c. The cavity modes can be 
decomposed [84] into E-modes (TMa) and H-modes (TEa), with a any 
coordinate variable x, y, or z. In this case E-modes are generated by 

F=O, 

and H-modes are generated by 

A=O, 

Because 

(10.38) becomes 
(10.41 ) 

for?jJ = Au or ?jJ = Fa. Mathematically, it makes no difference which coor­
dinate is chosen, although often the z-coordinate is preferred since the re­
sulting cavity modes have some similarities with the usual z-invariant rect­
angular waveguide modes. The homogeneous Helmholtz equation (10.41) 
can be thought of as an eigenvalue equation 

(10.42) 

with An = _k2 = -k;" n representing a triplet of integers. The appropriate 
boundary conditions on 1/Jn are determined from the electric field. Using z 
as the preferred coordinate, from (10.39) we have 

(10.43) 

with the boundary conditions n x E = ° on all six sides of the cavity. The 
eigenvalue problem (10.42) is recognized as being self-adjoint in L2 (0), 
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involving the negative operator 'V2 . Therefore, from Theorems 4.16 and 
4.19 we expect the eigenvalues to be real-valued, negative quantities. 

Using separation of variables, (10.42) is solved for E-modes as 

E . Tll/TrX . rmy plr Z 
Az = 1/Jmnp (r) = SIIl-- SIIl-- cos-­

abc 

with Tn, TI = 1,2,3, ... and p = 0, 1,2, ... , and for H-modes as 

i H TnlrX Tll'Iy. plrZ 
Fz = IjJmnp (r) = cos -- cos -- SIll-­

abc 

with rn, r! = 0,1, 2, ... , except Tn = n = 0, and p = 1,2,3, .... 
In either case eigenvalues are clearly 

E.H 2 [(Tnlr)2 (r!1r)2 (Plr)2] 
Anmp = -knmp = - ---;;- + b + ~ , 

leading to the cavity resonances 

It is obvious that modal degeneracies will occur among E- and H-modes 
and within E- and H-mode sets. Note that (10.43) can generate the sole­
noidal vector eigenfunctions M and N, but not the irrotational eigenfunc­
tions L. 

Cylindrical Coordinate Cavities 

Consider r1 C R:3 to represent the region interior to a finite-length cylinder 
having circular cross-section with 0 :::; P :::; a, 0 :::; ¢ :::; 21'1, and 0 :::; z :::; 
c. Although other decompositions are possible, cavity modes are most 
conveniently decomposed into E-modes (Tl'vF) and H-modes (TEZ). As in 
the rectangular coordinate case, E-modes are generated by 

F =0, 

and H-modes are generated by 

A=O, 

Because 

2 ~(2 Cp 2 DC¢) ~(2 C¢ 2 DCp ) ~ 2 
'V C=p 'V CP-pi- p2 Dcj; +cj; 'V C¢-pi+ p2 Dcj; +z'V Cz , 

(10.38) becomes 

(10.44) 
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for 1/J = Az or 1/J = Fz , again interpreted as an eigenvalue equation 

(10.45) 

with .An = _k2 = -k~. The appropriate boundary conditions on 1/Jn are 
determined from the electric field. From (10.39) we have 

E _ 1 fj2 Az 1 8Fz 
p - iWfJ£ 8p8z - P 8¢ , 

1 182 A z 8Fz 

Eq, = iWfJ£ p 8¢8z + 8p , (10.46) 

1 82 A 
Ez = -iwAz + _. _ __ z 

zWfJ£ 8z2 ' 

with the boundary conditions n x E = 0 on all three sides of the cavity. As 
with the rectangular coordinate scalar eigenvalue problem, the eigenvalue 
problem (10.45) is self-adjoint with real-valued, negative eigenvalues. 

Expressing (10.45) as 

2 1 8 ( 81/Jn) 1 821/Jn 82 1/Jn 
'V 1/Jn = p 8 p p 8 p + p2 8 ¢2 + 8 z2 =.An 1/Jn 

and using separation of variables (see Section 5.4.1), for E-modes we obtain 

E { sin n¢} q7r z 
Az = 1/Jnpq (r) = I n (knpp) cosn¢ cos -c-

with n, q = 0, 1,2, ... andp = 1,2,3, ... , where knp is such that I n (knpa) = 
O. Therefore, p indexes the various roots of I n (knpa) for a given n. Eigen­
values are found as 

leading to the cavity resonances 

1 

ViIE 
For H-modes we obtain 

H () { sin n¢ } . q7r Z Fz = 1/Jnpq (r) = I n k~pp rI, sm-
cos n 'l' c 

with n = 0,1,2, ... and p, q = 1,2,3, ... , and where k~p is such that 
J~ (k~pa) = O. The prime indicates differentiation with respect to the 
argument, i.e., J~ (cp) = 8Jn (cp) /8 (cp). Eigenvalues are 

H 2 [( /)2 (q7r)2] .Anmp = -knmp = - knp + ~ , 
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leading to the cavity resonances 

As in the rectangular coordinate case, (10.46) can generate the solenoi­
dal vector eigenfunctions M and N for a finite-length circular cylinder. 

Spherical Coordinate Cavities 

Consider nCR 3 to represent the region interior to a sphere with 0 :s: r :s: a, 
o :s: ¢ :s: 21f, and 0 :s: e :s: 1f. In this case spherical cavity modes are 
conveniently decomposed into E-modes (TMr) and H-modes (TEr), with 
E-modes generated by 

F =0, 

and H -modes by 

A=O, F =rFr . 

However, because (\72C)r i- \72CTl the analysis is not as straightforward as 
in the rectangular and cylindrical cases. In fact, it turns out that the Lorenz 
gauge ¢e = (i/(WJLE))\7 . A (¢m = (i/(wJL))\7 . F) is not convenient for this 
problem. Therefore, rather than (10.38), which is obtained from the Lorenz 
gauge, we consider the more general (1.29) and (1.34). With A = rAT 
(F =rFT ), and the choice cDc = (i/(WJLE))Dt;r (¢rn = (i/(wJL))o!:;.) [84, 

pp. 267-268], the e- and ¢-components of (1.29) and (1.34) are identically 
satisfied, and the r-components become 

(~ + _1_i!.- (Sinei!.-) + 1 [J2 + k2 ) ( AFrr ) = o. ar2 r2 sin (J ae ar r2 sin 2 e a¢2 
(10.47) 

It is easy to see that the above are the same as 

Therefore, with Ar = n//;; and Fr = ntH, and letting 1j; represent either 
'lj)E or 1j;H, we obtain 

(10.48) 

The Helmholtz equation (10.48) is recognized as an eigenvalue equation 
involving ¢ = 

(10.49) 
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with An = _k2 = -k'?,. The appropriate boundary conditions on 1/Jn are 
determined from the electric field. From (1.27), (1.28), (1.32), and (1.33) 
we have 

. 1 oAr 
E = -zwA + --\7- - \7 X F 

iWj1£ OT ' 
. 1 oFr 1 

H = -zw€F + -. -\7- + -\7 X A, 
ZWJ-l OT J-l 

or, in component form for the electric field 

1 02A 
Er = -iwAr + -. - 0 2r, 

ZWJ-l€ T 

E ll 02 Ar 1 0 Fr 
e=---------

iWJ-l€ T OTOe T sin e o¢ , 

1 1 02 Ar 10Fr 
Eq, = iWJ-l€ Tsine OTO¢ + -:;. oe ' 

and for the magnetic field 

1 02p 
Hr = -iw€F r + -. - 0 2r , 

ZWJ-l T 
1 102 Fr 1 oAr 

He = ---- + ---" 
iWJ-l T OTOe TJ-l sin e o¢ , 

Hq, = _1 ___ 1_ 02Fr _ ~ OAr, 
iwp. T sin e 8r8q; TJ-l 8e 

(10.50) 

(lO.51 ) 

(10.52) 

with the boundary conditions n X Elr = 0 on the spherical surface. As 
with the rectangular and cylindrical coordinate scalar eigenvalue problems, 
the eigenvalue problem (10.49) is self-adjoint in L2 (0) with real-valued, 
negative eigenvalues. 

Expressing (lO.49) as 

and using separation of variables, for E-modes we obtain 

with m = 0, 1, 2, ... and n,p = 1,2,3, ... , where k~p is such that 

Eigenvalues are found as 

E' (/)2 Anp = - knp , 
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which are independent of m, leading to the cavity resonances 

E k~p 
W =--np ~ 

For H-modes we obtain 

H { sinm¢ } Fr=r~mnp(r)=(knpp)jn(knpP) cosm¢ P;:'(cosB) 

with m = 0,1,2, ... and n,p = 1,2,3, ... , where knp is such that 

Eigenvalues are found as 

which are independent of m, leading to the cavity resonances 

H knp 
w =--np ~. 

595 

As with the other cases, (10.51) can generate the solenoidal eigenfunc­
tions M and N for a spherical cavity. Note also that while the eigenvalue 
will be real-valued, if material loss exists the resonance frequency will be­
come complex. 



A 
Vector, Dyadic, and 
Integral Relations 

A.1 Vector Identities 

A·B=B·A 

A x B = -B x A 

A· (B x C) = B· (C x A) = C· (A x B) 

A x (B x C) = B (A· C) - C (A· B) 

V ( qn/J) = ¢ V1jJ + 'ljJ\l ¢ 

V· (1jJA) = A· V1fJ +~'V . A 

Vx (1jJA) = V1jJ x A+'ljJ\l x A 

V· (A x B) = B . V x A - A· V x B 

Vx (A x B) = (B· V) A - (A· V) B + A V . B - BV . A 

V (A· B) = (A· V) B + (B· V) A + A x V x B + B x V x A 

V x V x A = VV . A - v2 A 

V . V'ljJ = V21jJ 

V x V?/J = 0 

V· V x A =0 
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A.2 Dyadic Identities 

(AB) . (CD) = A (B . C) D 

(AB) x C = A (B x C) 

A· (C· B) = (A .C). B = A· C· B 

(A. C) x B = A· (C x B) = A· C x B 

(A x C) . B = A x (C· B) 

(A x C) x B = Ax (C x B) = AxC x B 

(A· C) . D = A· (C . D) = A· C . D 

(C· D) . A = C· (D . A) = C . D· A 

(C . D) x A = C . (D x A) = C . D x A 

(A x C)· D = Ax (C· D) = A x C· D 

(C x A) . D = C . (A x D) 

A- (B x C) = -B· (A x C) = (A x B) . C 

(C x A)· B = C· A x B = - (C x B)· A 

A x (B x C) = B (A· C) - (A· B) C 

A· C = (C) T . A = (A· C) T 

(cT) T = C 

T A x C = - [(C) T X A] 
A·1=1·A 
AxI=IxA 

(I x A) . B = A· (I x B) = A x B 

(I x A) . C = A x C 

(A x I) . B = A x B 

(A B) . C = A (B· C) 

\1 (1/JA) = 1/J\1 A + (\11/J) A 

\1. (1/JC) = (\11/J) . C + 1/J\1. C 

\1x (1/JC) = \11/J x C+1/J\1 x C 

\1 x \1xC = \1 (\1. C) - \12C 

\1. (1/JI) = \11/J 
\1. (I x A) = \1 x A 

\1x (1/JI) = \11/J x I 
\1 x \1x (1/JI) = \1\11/J - 1\12 1/J 
\1 . \1 A = \12 A 

\1·\1xC=O 
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A.3 Dyadic Analysis 

Letting Xi denote the Cartesian variables (x, y, z), we represent a dyadic B 
as 

333 

B = LLBiJXiX] = LBjXj = B 1x+B2y+B3z 
i=1 j=1 j=1 

and 
333 

BT = LLBij Xj Xi = LxjBj = XB1 + yB2 + ZB3. 
;=1 j=1 j=1 

Then we have the following. 

:> 3 3 

A· B = L L AiBij Xj = L (A· B j ) Xj 
i=1 j=1 

3 3 

B·A= ~~ AB· X - LL.1 1.1 1 

;=1 j=1 

3 

j=1 

= L B j (Xj . A) = Bdx· A) + (y. A) Y + (z· A) Z 
j=1 

:> 

A x B = L (A x B j ) Xj = (A x Bdx+ (A x B2)y + (A x B3)Z 
)=1 

3 

B x A = L B j (Xj x A) = Bl (x x A) + (y x A) Y + (z x A) Z 
j=1 

33, 

V.B = ~~ oBij X. 
- LL OX; ] 

;=1 j=1 

3 

= L (V . B j ) Xj = (V· B 1 ) X + (V . B 2 ) y + (V . B 3 ) Z 
j=1 

333 

VxB = LL (VBij x Xi)Xj = L (V x B j ) Xj 
;=1 j=1 )=1 
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3 3 3 

\7B = L L ~~J X;X-j = L (\7 Bj ) Xj = (\7 Bd X + (\7 B 2 ) Y + (\7 B3 ) Z 
i=lj=1 I j=1 

In Cartesian coordinates the identity dyadic is I = xx + yy + ZZ, and 

A.4 

\7. (~I) = \7~, 

\7x (~I) = \7~ x I. 

Integral Identities 

In the following V is a volume (<;;;; R 3 ) bounded by closed surface S, and 
n is a unit normal vector that points outward from the surface S, with 
n dS = dS. In two dimensions S is an open surface and 1 denotes the 
unit tangential vector to the edge (rim) of the open surface, with m a 
unit normal vector that points outward from the open surface S with m 
following the right screw rule by turning 1. For an open surface S the unit 
vector n is perpendicular to the rim of the surface, locally tangent to the 
open surface, with n = 1 x m. Note that we use bold for n, 1, m, but other 
unit vectors are indicated with a caret, e.g., x, y, Z. The dimensionality of 
the following integral theorems should be apparent from the given form. 

Various mathematical conditions are placed on the functions appearing 
in the following theorems. For instance, the divergence theorem 

fv \7. A dV = is n . A dS 

is valid for any regular region 1 V with the vector function A continuous and 
piecewise continuously differentiable in V. The condition requiring that the 
function be piecewise continuously differentiable on the boundary surface S 
may be removed as long as the left-side integral in the theorem converges. 
Similar conditions can be stated for the various Stokes' and gradient theo­
rems, which in turn are used to derive the Green's theorems. While in many 
practical cases these conditions can be considerably weakened, the discus­
sion of the dyadic Green's theorem in Section 1.3.5 illustrates that this is 
not always the case, depending on the order of the singularity involved. 

In general, it is assumed that the regions in question are regular and 
that the involved functions are continuous and sufficiently continuously 
differentiable for the theorems to hold. The derivation of the standard 
theorems may be found in most calculus books, and the elevation to vector 
and vector-dyadic form is described in reference [3] of Chapter 1. 

1 A regular region is a bounded closed region whose boundary is a closed, sufficiently 
smooth surface. In this definition the bo~dary is part of the region. Alternatively, 

often one considers open regions D, where D is used to include the boundary. 



A.4 Integral Identities 

Vector Gauss or Divergence Theorem 

Iv V, A dV = is n ' A dS 

/' V ' A dS = in ' A dl 
.J s I 

Dyadic Gauss or Divergence Theorem 

/' V, A dV = 1 n' A dS 
.!v Is 

Stokes' Theorem 

is n ' V x A dS = iI, A dl 

Dyadic Stokes' Theorem 

/' n' V x A dS= iI, Adl 
.J s ' I 

Vector Stokes' Theorem 

Iv V x A dV = is n x A dS 

Scalar Stokes' Theorem 

1. n x V1/; dS= .i I1/; dl 

Vector Gradient Theorem 

j' \h/) dV = 1 n1/; dS 
v Is 

Dyadic Gradient Theorem 

Iv V A dV = is n A dS 

Green's First Theorem 

Iv [if!1 V2~i2 + V1/;l ' V1/;2J dV = is 1/;1 V1/;2 ,dS 

is [1fJ1 V21/;2 + VUi1 ' V1/;2] dV = .i 1/;1 V1/;2 ' dl 
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Green's Second Theorem 

i [7f!1 \72 7f!2 - 7f!2 \72 7f!1] dV = Is (7f!1 \7 7f!2 - 7f!2 \7 7f!d . dS 

= 1 (7f!1 a7f!2 _ 7f!2 a7f!l) dB 
Js an an 

Is [7f!1 \72 7f!2 - 7f!2 \72 7f!1] dB = i ( 7f!1 \7 7f!2 - 7f!2 \7 7f!d . n dl 

= i (7f!1 a7f!2 - 7f!2 a7f!l ) dl 
I an an 

Vector Green's First Theorem 

i [(\7 x A)· (\7 x B) -A· \7 x \7 x B] dV = Is n· (A x \7 x B) dB 

Vector Green's Second Theorem 

i [\7 x \7 x A . B - A . \7 x \7 x B] dV 

= Is [Ax (\7 x B) + (\7 x A) xB]· dS 

Vector-Dyadic Green's First Theorem 

i [\7 x A . \7 x B - A . \7 x \7 x B] dV = Is n· (A x \7 x B) dB 

Vector-Dyadic Green's Second Theorem 

i (\7 x \7 x A) ·B-A· (\7 x \7xB) dV 

= Is n· [A x \7xB + (\7 x A) x B] dB 

= Is ((n x A) . (\7xB) + (n x \7 x A) . B) dB 

which can be converted, using vector and dyadic identities, to 

i [(\72 A) . B-A-\72B] dV = - f {(n x A)· (\7xB) + (n x \7 x A)· B 

+ [n . A \7 . B - n . B \7 . A]} dB. 
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o 
[-[ 

Figure A.I: Geometry of vectors I' and 1". 

Note that Green's theorems can be considered as extensions of integra­
tion by parts to higher dimensions. Indeed, in one dimension we get 

A.5 Useful Formulas Involving the Position 
Vector and Scalar Green's Functions 
,\,N ~ 

I' = 6;=1 xiXi 

R(r, 1") = I' - 1", R(r', 1') = 1"-1' 

R(r, 1") = IR(r, 1")1 = II' - 1"1 = (~:'1 (Xi - x;)2f/2= R(r', 1') 

R~( ') - R(r,r') - R~(' ) 1',1' - R(r,r') - - I' ,I' 

\1R(r, 1") = R(r, 1") = \1'R(r',r) = -\1'R(r,r') = -\1R(r', 1') 

\1 1 - \7R(ror') - \1' 1 - \1' 1 - \1 1 
R(r,r') - - R2(rorl) - R(r'or) - - R(r,r ' ) - - R(r'or) 

",a. R(r, 1") = RXI(~X;) = Xi' \1 R(r, 1") = - ",a I R(r, 1") 
uX t ' r,r uX i 

a 1 Xi~< _ a 1 
ax, R(r.r ' ) - - R3(r,r') - - ax; R(r,r ' ) 

JL_1 _ _ n. \1_1 __ ~n.R(r,r') _ cos(rl~r,n) 
an R(r.r ' ) - R(r,r ' ) - R2(ror') - R2(r,r') 

a 1 cos( r~rl ,n) 
- ani R(r,r') - R2(rorl) 

where cos(x, y) is the cos of the angle between the vectors x 
and y. The vectors I' and 1" are depicted in Figure A.I. 

Derivatives on the scalar Green's function 

e~j k Ir~r'l (') 
g(r, r') = I 'I = g r ,r 41f I' - I' 
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follow from the above as 

Vg(r,r') = -g(r,r') [jk+ R(r\')] VR(r,r') = V'g(r',r) 

= -V'g(r,r') = -Vg(r',r) 

o ( ') ~ (') (') [. 1] Xi - x~ 
ox/r,r =Xi·Vgr,r =-gr,r ]k+R(r,r') R(r,r') 

= _ ;)0, g(r, r') 
uX i 

A.6 Scalar and Vector Differential Operators 
in the Three Principal Coordinate Sys­
tems 

Rectangular Coordinates (x, y, z) 

differential elements: (dx, dy, dz) 

elemental volume: dV = dx dy dz 

x = peas cp - ¢ sin cp = r cos cp sin B + (j cos cp cos B - ¢ sin cp 

y = p sin ¢ + ¢ cos ¢ = r sin ¢ sin e + (j sin ¢ cos e + ¢ cos cp 

Z = r cos B - (j sin B 

Vf = a f x + £1 y~ + a f z ax ay az 
V . A = a Ax + a Ay + a Az 

ax ay az 

V x A = (a Az _ aA y ) x + (a Ax _ aA z ) y~ + (a Ay _ aAx) Z ay az az ax ax ay 

2 _ a2 f a2 f a2 f 
V f - a x 2 + a y2 + 7JZ2 

V2 A = X V2 Ax + Y V2 Ay + Z V2 Az 

Cylindrical Coordinates (p, cp, z) 

differential elements: (dp, p dcp, dz) 

differential volume: dV = pdp dcp dz 

p = x cos ¢ + Y sin cp = r sin e + (j cos e 
¢ = - x sin cp + yeas cp 

Z = r cos B - (j sin B 

x = peas cp, y = p sin cp, Z = Z 



A.6 Scalar and Vector Differential Operators 

Spherical Coordinates (r, e, ¢) 

differential elements: (dT, nie, T sin e d¢) 

differential volume: dV = 1'2 sin e dr de deb 

r = x sin e cos ¢ + Y sin e sin ¢ + Z cos e = p sin e + z cos e 
¢ = -xsin¢ + ycos¢ 

e = x cos e cos ¢ + Y cos e sin ¢ - z sin e = p cos e - z sin e 
x = r sin e cos ¢, y = r sin e sin ¢, Z = T cos e 
Vf = iJ 1 r + 1 u 1 e + _1_ i) 1 '2 

i) ,. '/' i) II .,. si n II U dJ <P 

n A_I 8 (, 2A ) 1 8 (A .' e) 1 i) A¢ 
V' - ,.2 8 r r ,. + r sin Ii U Ii II SlIl + r sin II 8 q, 

V X A = -:- (!!- (Aq,sin8) - OAg) r 
r sm e 0 e 0 q> 

1 ( 1 oAr 0 ) ~ 
+ -:;. sin e 0 ¢ - 0 r (1' Aq,) e 

+ ~ (~(TAo) _ OAr) ¢ 
TOT Oe 

V2f = ..l.JL (r281) + _1_2.. (SineU1) + _1_ 82f 
,.2 8,. 8,. r2 sin II 811 8 II r2 sin2 II 8 q;2 

n2 A - r (n2 A _ 2A, _ 2 cot II A _ 2. 8 Ae ) 
v - V r r2 r2 II r2 8 II 

+e(V2A + 2.8A" _ ~ _ 2cosli DA¢) 
II 'r 2 8e .,.2 sin 2 II r2 sin 2 e 8 ¢ 
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B 
Derivation of 
Second-Derivative 
Formula (1.59) 

In this appendix we derive (1.59). Starting with 

¢ (r) = l 8 (r') 9 (r, r') dV' 

and taking the first derivative yield 

~¢(r) = ~ lim r 8(r') g(r, r') dV' 
o:ri a.Dj ii--.O.!v_vo 

= lim j 8(r') ::;,°x, g(r, r') dV' 
6-.0 v-vo u, 

1 ( ') 0 ( ') , = - lim s r ::;, x' 9 r, r dV 
8-.0 V-Va u, 

since we can bring the first derivative under the integral sign as described 
in Section 1.3.4. Note that rEV" with V" bounded by 5", and V" c V as 
shown in Figure B.1. 

Using 

r [91 Og2 + g2 091] dV = Is glg2Xi' n d5 (B.1) 
.!v 0 Xi 0 ;r:i J, 

(which can be derived using x g1(X) g2(X) as the vector function in the 
volume integral of the divergence theorem), which is valid because the 
point r = r' is excluded from the integration, we obtain 

o () . i (') ( ') ~ dS' . 1 o8(r') ( ') dV' - ¢ r = - lun s r 9 r, r xi·n + hm ~ 9 r, r . o Xi 5--40 S+SIi 8-.0 V - Vo U Xi 
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£,11 

?3J~\ ~-(, 
r 0 

n v-v, 
s 

Figure B.l: Region V containing sources s. Observation point r is excluded 
from V by arbitrary exclusion volume Vo. 

This becomes simply 

8 i ~ 1 8s(r') -;:;- ¢( r) = - s( r') g( r, r') Xi . n dS' + lim ---;:;--;- g( r, r') dV' 
UXi 5 0->0 V-V8 uXi 

(B.2) 
because limo->o 150 s(r') g(r, r') Xi . n dS' = 0 since the integrand is 0(1/ R) 

and the surface element is 0(R2). 
Each term in (B.2) may be differentiated under the integral sign (the 

volume integral looks like the potential caused by a source density 
8s(r')/8x~ and the surface integral is proper with 8g/8xi continuous on 
S), leading to 

8 8~ ¢(r) = - 1 s(r') ",8 g(r, r') Xi' n dS' 
Xj Xi Is UXj 

(B.3) 

. 1 8 s(r') 8 ( ') , - hm ---;:;--;-~ 9 r, r dV, 
0->0 V-Vo UX i uXj 

where we have changed the derivative on 9 in the volume integral to primed 
coordinates. 1 Subsequent to the substitution 

8s(r')/8x~ = 8 (s(r') - s(r)) /8x~, 

we use (B.1) to reexpress the volume term as 

lim 1 [s(r') - s(r)] ",8, g(r, r')Xi . n dS' 
0->015+58 U Xj 

- lim r [s(r') - s(r)] 8 ~~ , g(r, r') dV' 
0->0}V-V8 Xi Xj 

IThe expression (B.3) may be taken as an alternative formula for the second derivative 
and is presented in [45, p. 133]. 
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and note again that lim6--.o 150 [8(r') - 8(r)] a~' g(r, r') Xi' n dS' = 0 (for 
J 

this to occur 8 must be Holder continuous as examined in more detail on 
p. 33). We therefore obtain 

a a~ . ¢(r) = - 1 8(r') aa . g(r, r') Xi' n dS' x] x" Is X J 

- 1 [8(r') - 8(r)] aa, g(r, r') Xi' n dS' Is Xj 

+ lim 1 [8(r') - 8(r)] a ~~ , g(r, r') dV'. 
6--.0 V-Vo Xi Xj 

We can write the second term on the right side as two integrals since 9 is 
not singular when r ~ S, leading to 

a2 lim 1 8(r') g(r, r') dV' = -8(r) 1 aa g(r, r') Xi' n dS' 
aXj aXi 6--.0 V-Vo Is Xj 

(B.4) 

+ lim 1 [8(r') - 8(r)] a ~~ , g(r, r') dV', 
8--.0 v-~ ~ Xj 

which is the desired equation (1.59). The derivation assumes 8(r) is con­
tinuously differentiable, but this requirement can be relaxed to Holder­
continuous functions [18, p. 249] by showing (1) that the right side of (B.4) 
exists, and (2) that it is, in fact, the derivative of ¢. In (B.4) S is the 
surface that bounds V and is clearly not related to the shape of V8. 



c 
Gram-Schmidt 
Orthogonalization 
Procedure 

The Gram-Schmidt procedure is a method of generating an orthonormal 
set of elements {u 1, U2, ... , Un} from a linearly independent set of elements 
{Xl, X2, ... , x n }, where the set of elements may be finite or infinite. We'll 
work within a general inner product space S with inner product (x, y) and 

norm Ilxll = (X,X)1/2. We define VI = Xl, and take the first element of the 
orthonormal set as 

The interpretation of V2 = X2 - (X2' Ul) Ul is that it is the quantity obtained 
by removing the projection of X2 on Ul from X2 itself. We continue the 
process as V3 = X3 - (X3, U2)U2 - (X3, ud Ul with U3 = v""; IIv311 such that 

It should be noted that the sets {Xl, X2, ... , Xn}, {VI, V2, ... , v,J, and 
{ Ul, U2, ...• un} all generate the same linear subspace Iv! c S. 
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D 
Coefficients of 
Planar-Media Green's 
Dyadics 

Dyadic Green's functions for planarly layered media are developed in Sec­
tion 8.3. Here we provide the coefficients for any of the equivalent forms 
(8.190), (8.191), or (8.193). We assume the five-layer structure shown in 
Figure 8.12, where it is assumed that both the source point r' and the 
observation point r reside in layer three. In this case the coefficients are 

(D.1) 

Ri().,)eP3(X~X') + RZ().,)e~P3(X~X') + Rr().,)eP3 (x+x') + Ri().,)e~P3(X+X') 
ZH().,) 

Rn(x, x',).,) 

R~,().,)eP3(X~J:') + R~J).,)e~P:l(x~x') + R~().,)eP3(X+X') + R~().,)e~P3(X+X') 
ZE().,) 

Rc(x, x',).,) 

R~().,)eP3(X~X') + R~().,)e~P3(X~X') + R~().,)eP3(X+X') + R~().,)e~P3(X+X') 
ZE().,)ZH(A) 
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which is the general form for any number of planar layers. For the five-layer 
structure considered here, we have 

where 

ZH (,\) _ gHgt+ e2P3d2 _ gt-gt-
- 12 54 12 54' 

ZE (,\) _ gn+gn+ e2P3d2 _ gn-gn-
- 12 54 12 54' 

Ri (,\) = R; (,\) = gi;-g;4' 

Rr (,\) = git g;4, Rt (,\) = gi;- g;t e2P3d2, 

R~ (,\) = R~ (,\) = g~2- g~4-' 

R3 (\) n+ n-n /\ = g12 g54 , 

R~ (,\) = e2P3d2 (a7g~tg~4- - b7g~igi;-), 

R~ (,\) = e2P3d2 (a7g~4+g;4 - b7gitg~n, 

R 3 (\) _ t- n- b 2P3d2 t+ n+ 
c /\ - a7g54 g54 - 7 e g12 g12 , 

R~ (,\) = e2P3d2 (a7g;! g~: e2P3d2 - b7gi;- g~2-) , 

a7 = ~ {F2 [COShp2d1 - Zf2 sinhp2d1] + F4}, 
P3 

b7 = ~ {Fs [coshp4d3 - Z~4 sinhp4d3] + F6}, 
P3 

F2 = (NJ2 -1) Ti1e-P2dlN12 (1 + Zi2) , 

F4 = (N'i3 - 1) (1 + Ri2e-2P3dl) N12 (1 + Zi2) , 

F6 = (N13 -1) (1 + R;4e-2P4d3) N14 (1 + Zi4) , 

Fs = (N;4 -1) T~5e-P4d3N14 (1 + Zi4) , 

and where 
t± P2 zt g12 = 1 ± - 12, 

P3 
n± 1 ± P2 Zn 

g12 = -N2 12' 
P3 23 

m = Pj - Pi 
'J Pj + Pi 

t± P4 zt g54 = 1 ± - 54' 
P3 

n± 1 ± P4 zn 
g54 = -N2 54' 

P3 43 

As in Section 8.3, Pj = V,\2 - kJ. Several special cases of particular inter­

est follow. 

Homogeneous Parallel Plates 

If E1, E2, E4, E5 ---+ -ioo, E3 = E, and d2 = a, we have a parallel-plate 
structure, homogeneously filled with a medium characterized by E and /Jo, 
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with plate separation a, as shown in Figure 8.2. In this case the coefficients 
for the Green's dyadic are given by 

I e-pa cosh [p (x - Xl)] - cosh [p (x + Xl - a)] (D.2) 
Rt(x,x,,\) = ZH(,\) , 

I e-pa cosh [p (x - Xl)] + cosh [p (x + Xl - a)] 
Rn (:1:,;r ,,\) = ZE (,\) , 

Rc (x, xl .,\) = 0, 

where 
ZE (,\) = ZH (,\) = sinh (pa) 

andp = V,\2 - P, such that the Hertzian-potential Green's dyadic (8.189) 
has the simple diagonal form 

G = Gl' + xxC' + (y~y~ +zz) CS 
-1T -1T n t (D.3) 

= xx (C~ + C:,) + (yy+zz) (C~ + cn. 
Note this implies that, because 

then a current aJa maintains a parallel potential aKa. 

Grounded Dielectric Layer 

From Figure 8.12 with C1 ---+ -ioc , and C3 = C4 = C5 = Cel we have a 
grounded dielectric characterized by C2 = C f' having thickness d1 = a. This 
corresponds to the structure shown in Figure 8.6, with C1 = C I, C2 = Cel 

and 111 = 112 = ILo· The coefficients (D.1) become 

R (x Xl ,\) = Pc - PI cothpfa e-l'c(x+x') (D.4) 
t , , ZH ' 

N 2 P - P tanh p a 
R (C' • .1. \) = Ie c f I -l'c(.T+X') 

11. X,X,/\ ZE e , 

2 (N}c - 1) Pc 
R (x Xl ,\) = . e-pc(x+x') 

c "' , ZHZE 1 

where 

ZH (,\) = Pe + Pf cothpf a, 

ZE (,\) = N}cPc + Pf tanhpf a, 



E 
Additional Function 
Spaces 

Some additional function spaces related to those described in Chapter 2 
are presented in this appendix. 

The Holder space H~ is defined for a class of singular functions y(t) 
as follows. Consider a function y(t) defined and continuous everywhere 
on a closed, bounded interval [a, b] except at a point to E [a, b], where it 
is undefined. Assume that within a local neighborhood of to the function 
y(t) has the form 

y(t) = f(t) / It - tol i3 

with f(t) E Ho,a(a, b) and 0 < a :::; 1. Then y(t) E H~((a, to) U (to, b)), 
where 0 :::; (3 < 1. In other words, if x(t) E Ho,a(a, b) at each point of the 
interval [a, b], including point to, and it is differentiable everywhere on [a, b] 
except maybe a point to, then y(t) = dx(t)/dt E H~((a, to) U (to, b)) if in 

the vicinity of to it can be represented in the form y(t) = f(t)/It - tol i3 . 
1ft is a point from the local neighborhood ofto E [a, b] (i.e., It-tol = 0(1) 

as t ----+ to), then H~r C H~p c H~ for 0 :::; (3r < (3p < (3 < 1. Note that 
H~((a, to) U (to, b)) C Ho,a(a, b) for any 0 < a :::; 1, 0 :::; (3 < 1 and 
Ho,a(a, b) C C(a, b). Generalizing further, if 

n 

y(t) = f(t) / II It - t i li3; 
i=l 

(n points ti where y (t) is not defined but x(t), f(t) E Ha1 "' an (a, b)), then 
y(t) E H~l ... i3n (In), where In = [a, iI) U ... u (ti' tH1 ) U ... U (tn, b] and 
o :::; (3i < 1. 

The one-dimensional Holder space H~ (( a, to) U (to, b)) can be general­
ized for functions y (t) of n variables (t = (iI, t2, ... , tn ) En) such that 
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y(t) E H~(D/Do) if within a local neighborhood of to E Do the function 
y( t) can be represented in the form 

where f(t) E Ho a(D) and f3 (0::; f3 < 1) is a generalized constant. 
Holder space~ H~ and Hooa are associated with the behavior of the 

electromagnetic field components in the vicinity of conducting edges. Com­
ponents longitudinal to the edge are defined within Hooa ' where they are 
described by O(c:a ) as c: ----+ 0 (e.g., 0: = 1/2 for a sharp edge and 0: = 2/3 
for a rectangular edge), and components transverse to the edge are defined 
within H~ with the asymptotics O(cf3) as c: ----+ 0 (with f3 = 1/2 for a 
sharp edge and f3 = 1/3 for a rectangular edge). Note that electric and 
magnetic currents 'are defined conversely to the above in the vicinity of an 
edge (longitudinal current components are within H~, and the transverse 
ones are within Hooa). 

It is also useful to consider the Sobolev space W;(D) of noninteger 
order, where D c Rn and 0 < k < 1, which is defined for all x(t) E LP(D) 
such that the following norm is finite: 

II Il k = (II liP + r r Ix(t) - x(s)IP dD dD ) lip 
X P X P in in It _ sln+pk t s 

Ilxllp is the p-norm in LP(D), 

Ilxllp = (In Ix(t)IP dD) lip 

IfW;(D) is a Hilbert space (e.g., Hk(D) == W~(D)), then the inner product 
is defined as 

1 - 11 [x(t) - x(s)] [y(t) - y(s)] 
(x,yh = x(t)y(t) dD + I 1n+2k dDt dD s . 

n n n t-s 

In particular, in connection with boundary value problems of applied 
electromagnetics, it is important to introduce the Sobolev space HI/2(f), 
which is used to characterize boundary values on f of functions in HI (D) 
(f E R 2 is a smooth boundary of a bounded domain D c R 3 ). The space 
HI/2(f) is a Hilbert space with the inner product [6] 

1 - 11 [x(t) - x(s)] [y(t) - y(s)] 
(x, yh/2 = x(t)y(t) df + I 13 df t df s' 

r r r t-s 

The corresponding norm in H I / 2(f) is defined as Ilxlll/2 = (x, x)~;~. The 

dual of the space H I / 2 (f) is the space of all normal derivatives to the 
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boundary r, which is denoted as H-1/2(r) with the norm [6] (see also 
a series of papers that appeared in the Russian literature, for example, 
[44]-[47]) , 

III' ~y(t) drl 
Ily111/2 

y cJ 0. 

We also have [6], [2] 

H- 1/ 2 (div. r) 

and 

= {x(t) : x(t) E H- 1/ 2 (r):3, n· x(t) = 0, \71' . x(t) E H- 1/ 2 (r)} 

H- 1/ 2 (curl, r) ={x(t) : x(t) E H-1/2 (r)3, n· x(t) = 0, 

\71' . n x x(t) E H-1/2(r)3}, 

with norm defined as, 

( 
2 2 ) 1/2 

Il x II H- 1 /2(div,r) = Il x ll- 1/ 2 + 11\71' . xll_ 1/ 2 

and 
( 2 2 ) 1/2 

IlxIIH-'/2(curl,r) = Il x ll- 1 / 2 + 11\71' . n x xll_ 1/ 2 ' 

where n is a normal to the boundary rand \71' is the tangential del oper­
ator. 
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bi-orthonormal, 136, 335 
Chebyshev polynomial 
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exponential functions, 268, 

354 
Hermite polynomials, 360 
Jordan, 253, 259 
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267, 359 
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354 
vector wavefunctions, 582 

Bessel 
equation 

cylindrical, 343 
spherical, 355 

Fourier-Bessel expansion, 
347. 357 

function 
cylindrical, 344 
spherical, 355 

Born approximation, 52 
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Carleman's inversion formula, 
398 

Compact support, 65 
Completeness relation, 284, 306, 

319, 320, 327, 332, 336, 
338, 382, 430, 431, 585 

associated Legendre 
polynomials, 354 

Bessel function 
cy lindrical, 347, 348 
spherical, 357 

Chebyshev polynomial 
first-kind, 361 
second-kind, 362 

grounded dielectric, 476 
Hermite polynomials, 360 
impedance plane waveguide, 

457 
improper eigenfunctions, 

321 
Laguerre polynomials, 359 
Legendre polynomials, 353 
parallel-plate waveguide, 

441 
sine functions, 416 
spherical harmonics, 355 
two-dimensional resonator, 

445 
Condition number, 137 
Constitutive equations, 4 

complex, 11 
Continuity, 88 

Holder, 32, 89 
Lipschitz, 89 
piecewise, 89 
uniform, 88 
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Convergence, 90 
absolute, 187 
Cauchy, 91 
energy, 168 
mean, 93 
mean-square, 93 
pointwise, 92 
strong, 114 
uniform, 30, 92 
weak, 114 

Deficiency, 223 
Depolarizing dyadic, 42, 44 
Discontinunity conditions, 464 
Dispersion equation, 465, 467 
Domain, 130 
Duality, 13, 43 

Eigenbasis, 250, 253, 259, 260, 
262, 269, 278 

Eigenfunction, 425 
associated, 284, 333, 337, 

434, 464, 474, 481 
basic, 258 
Bessel equation 

cylindrical, 346 
spherical, 356 

Fourier intergal operator, 
360 

generalized, 252, 269 
grounded dielectric, 463 
impedance plane, 449 
improper, 318 
parallel-plate waveguide, 

435 
short-circuit 

electric, 579 
magnetic, 580 

vector, 581 
Eigenfunction expansion, 303, 

381 
partial, 384, 429 

Eigenspace, 222 
Eigenvalue, 220 

algebraic multiplicity, 222 

Index 

geometric multiplicity, 222 
Rayleigh quotient, 231 
simple, 295 

Eigenvalue problem 
generalized, 220, 239 
nonstandard, 220, 242 
pseudo inner product, 241 
standard, 220 

Eigenvector, see Eigenfunction 
associated, 253, 259 
generalized, 252, 259 

Expansion functions, 209 
Exterior resonance, 245 

Fredholm alternative, 205, 400 

Generalized partial derivative, 69 
Green's function, 20, 190, 428 

adjoint, 192, 329 
Dirichlet, 380, 385, 387 
dyadic, 44, 148, 196, 199, 

282, 504 
cavity, 583 
free-space, 38, 41, 162 
grounded dielectric layer, 
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Hertzian potential, 491 
parallel-plate, 499, 622 
rectangular waveguide, 

518, 553 
Neumann, 374, 386, 387 
scalar 

free-space, 22, 162, 446 
grounded dielectric, 471 
impedance plane, 454 
parallel-plate waveguide, 

439 
two-dimensional 

resonator, 444 
Sturm-Liouville, 295 
transmission line, 200 

infinite, 416 
resonator, 413 
semi-infinite, 415 
terminated, 410 
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Green's theorem, 23, 38 
generalized, 153 

Harmonic function, 371 
Helmholtz equation, 18 

Impedance plane, 447 
Inequality 

Bessel, 120 
Cauchy Schwarz, 87 
Cauchy-Schwarz-

Bunjakowsky, 
112 

Holder, 87, 109 
Minkowski, 87, 108 
triangle, 106 

Inner product, 110 
energy, 167 
pseudo, 113 

Integral equation, 391, 586 
domain, 48, 484 
electric field, 53, 486 
first-kind, 395, 487, 588 
magnetic field, 54, 174, 244, 

246 
second-kind, 399, 400 
surface, 52 

Inverse, see Operator 
right (left), 187 

Isomorphism, 141, 249 

Jordan canonical form, 252 
Jump condition, 299 

Kernel 
adjoint, 148, 149 
bounded, 139 
compact, 162, 399, 487 
degenerate, 172 
dyadic Green's function, 163 
Green's function, 140, 173 
Hilbert-Schmidt, 139, 172, 

174, 296 
logarithmic, 174 
pseudo-adjoint, 162 
self-adjoint, 148, 159 

singular, 162 
weakly singular, 140 

Laplace's equation, 368, 369 
Leaky mode, 471 
Legendre 

equation, 352 
equation, associated, 353 
Fourier-Legendre 

expansion, 353 
function, associated, 353 

Linear functional, 143 
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Lorentz reciprocity theorem, 16 
Lorenz gauge, 19 

Manifold, 101 
Matrix 

complex-symmetric, 163 
diagonalizable, 250 
equivalence class, 249 
Hermitian, 163 
similiar, 249 
simple, 250 
unitary, 249 

Maxwell's equations, 4 
Method of overlapping regions, 

79,560 
Metric, see Space 

Natural mode, 426 
grounded dielectric, 469 
impedance plane, 453 
parallel-plate waveguide, 

437 
transmission line, 406 

Norm, 106 
energy, 167 
matrix, 136 

absolute, 135 
column-sum, 136 
maximum, 137 
row-sum, 136 
Schur, 137 
spectral, 136 

Null space, 131 
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Ohm's law, 10 
Operator 

adjoint, 146, 153, 192, 230 
bounded, 131, 232 
bounded below, 185 
bounded below (above), 165 
Cauchy singular, 173 
closed, 180 
commutator, 157 
compact, 169, 234, 259, 377, 

400, 485, 492, 561, 565, 
567,572 

compact, self-adjoint, 237, 
258 

compact-normal, 237 
continuous, 132 
definite, 164 
densely defined, 130 
dissipative, 165, 236, 270 
Dunford integral 

representation, 277 
extension, 155 
Fredholm, 205 
Green's, 192, 282 
Hilbert-Schmidt, 139, 173 
Hilbert-transform, 140 
idempotent, 202 
inverse, 181, 233, 275 
Laplacian, 372 
linear, 130 
matrix, 135 
matrix representation, 249 
Neumann expansion, 187 
nonnegative, 236 
norm, 132 
norm convergence, 133, 187 
normal, 156, 238, 270 
nuclear, 270 
one-to-one, 182 
onto, 182 
positive, 164, 166 
positive-definite, 164 
projection, 202, 254, 272 
pseudo-adjoint, 161 
real, 154, 293 

Index 

resolvent, 223 
self-adjoint, 154, 235, 237, 

239 
similar, 234 
simple, 271 
spectral representation, 254 
square-root, 165,274 
Sturm-Liouville, 292 
symmetric, 155, 236 
unbounded, 132, 149 
unitary, 157, 238 
Volterra, 140 
weakly singular, 139, 140, 

173 
Operator equation, 278 

first-kind, 204, 264, 279 
second-kind, 204, 281 
well-posed, 186, 206 

Operator-valued function, 220, 
223, 245, 273, 285 

Parseval's equality, 120 
Piloting vector, 582 
Poisson's equation, 368 
Polynomial 

characteristic, 222 
Chebyshev 

first-kind, 263, 360 
second-kind, 265, 361 

Hermite, 359 
Laguerre, 266, 311, 359 
Legendre, 352 

Potential 
double-layer, 394 
electric scalar, 18 
electric vector, 19 
Hertzian, 490 
magnetic scalar, 19 
magnetic vector, 18, 504 
single-layer, 394 
vector, 589 

Poynting theorem, 14 
Projection, 117 

Radiation condition, 41, 56, 155, 
161, 440, 480 
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Range, 131 
Removable branch point, 318 
Resolution of the identity, 254 
Resonance frequency, 413, 595 
Root system, 253, 259, 269, 333, 

337 

Scattering superposition, 298, 
301, 380, 484 

Set, 64 
closed, 96 
closure, 95 
compact, 96 
countable, 95 
dense, 94 
functions, 65 
numbers, 64 
resolvent, 224 
sequences, 73 

Singular value, 259 
Space 

Banach, 109 
bounded functions, 66 
compact metric, 96 
complete, 97, 109, 115 
continuous functions, 65 
dimension, 104 
direct sum, 103 
dual, 143 
Hilbert, 115 

weighted, 293 
Holder continuous 

functions, 70 
inner product, 110 
isomorphic, 141 
Lebesgue-integrable 

functions, 66 
linear, 100 
metric, 83 
normed, 105 
separable, 95 
Sobolev, 72 

Span, 104 
Spectral radius, 233 
Spectrum 

approximate, 225 
bounded, 2:~2 
continuous, 224, 314 
point, 224 
residual, 224, 238 

Spherical harmonics, 354 
Strictly diagonally dominant, 

183 
Subspace, 101 
Surface wave, 470 
Symmetric product, 113 

Testing functions, 209 
Theorem 
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Hilbert-Schmidt, 257 
inverse mapping, 183 
orthogonal structure, 120 
projection, 120 
Riesz representation, 144 
Riesz-Fischer, 121 
spectral 

finite-dimensional 
operator, 250 

infinite-dimensional 
operator, 258 

spectral mapping, 275 
Steinberg, 244 
Weyl's,311 

Time-harmonic fields, 7 
Transform, 432 

Fouier sine, 322 
Fourier cosine, 323 
Fourier exponential, 9, 325 
Fourier-Bessel (Hankel), 

349 
Transmission line, 403 

multiconductor, 417 
resonator, 412 

Uniqueness theorem, 55 

Vector wave equation, 17 
Vector wavefunction, 581 
Volume equivalence principle, 

50, 483 
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Well posed problems, 186 Zwischenmedium, 560 


