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Preface

Many problems of growing interest in science, engineering, biology, and medicine
are modeled with systems of differential equations involving delay terms. In gen-
eral, the presence of the delay in a model increases its reliability in describing the
relevant real phenomena and predicting its behavior. Besides, the introduction of
history in the evolution law of a system also augments its complexity since,
opposite to Ordinary Differential Equations (ODEs), Delay Differential Equations
(DDEs) represent infinite dimensional dynamical systems. Thus their time inte-
gration and the study of their stability properties require much more effort, together
with efficient numerical methods.

Since the introduction of the delay terms in the differential equations may
drastically change the system dynamics, inducing dangerous instability and loss of
performance as well as improving stability, analyzing the asymptotic stability of
either an equilibrium or a periodic solution of nonlinear DDEs is a crucial
requirement. Several monographs have been written on this subject and the theory
is well developed. By the Principle of Linearized Stability, the stability questions
can be reduced to the analysis of linear(ized) DDEs. In the literature, a great number
of analytical, geometrical, and numerical techniques have been proposed to answer
such questions. Part of these techniques aim at analyzing the distribution in the
complex plane of the eigenvalues of certain infinite dimensional linear operators, in
particular the solution operators associated to the linear(ized) problem and their
infinitesimal generator.

This monograph does not aim to be a survey, but presents the authors’ recent
work on the numerical methods for the stability analysis of the zero solution of
linear DDEs, which consist in applying pseudospectral techniques to discretize
either the solution operator or the infinitesimal generator. The eigenvalues of the
resulting matrices are then used to approximate the exact spectra. The purpose of
the book is to provide a complete and self-contained treatment, which includes the
basic underlying mathematics and numerics, examples from applications and,
above all, MATLAB programs implementing the proposed algorithms. MATLAB
is a high-level language and interactive environment, which is nowadays well
developed and widely used for a variety of mathematical problems arising from
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both theory and applications. Advanced students and researchers in applied
mathematics, in dynamical systems, and in various fields of science and engineering
concerned with delay systems are encouraged to experience the practical aspects.
Having at disposal MATLAB codes to test the theory and to analyze the perfor-
mances of the methods on given examples, they can tackle the numerical stability
analysis of their own delay models by easily modifying these codes. Readers can
also appreciate the possible application of the latter to the stability analysis of
equilibria and periodic solutions of nonlinear DDEs as well as to trace bifurcation
diagrams and stability charts for DDEs with varying parameters.

To furnish a solid foundation and a complete understanding of the performances
of the algorithms, neither the theoretical nor the numerical analysis can be left aside.
A motivated introduction to the theory of semigroups with a number of proofs is
given, but the emphasis is on the (unifying) idea of using pseudospectral techniques
for the numerical stability analysis of linear or linearized DDEs. Therefore, a
detailed presentation of the discretization schemes is given. The monograph is
completed with a fully developed error analysis, complemented with numerical
results on test problems, and models from applications.

After reading the book, one should have reviewed (or acquired) the essential
background on the theory of semigroups to understand the main features of the
dynamical systems described by DDEs. This is the starting point for the con-
struction of the numerical methods. Readers interested in the numerical analysis can
find a complete and detailed error analysis, while readers interested more in models
or applications can appreciate the role of the numerical analysis in the derivation of
accurate and efficient approximations techniques. Finally, all of them should have
learned how to use and modify the MATLAB codes to try new investigations
(possibly reading only the first part of Chaps. 7 and 8). Eventually, such codes are
made freely available, [48].

Udine, Italy, September 2014 Dimitri Breda
Trieste, Italy Stefano Maset
Udine, Italy Rossana Vermiglio
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Chapter 1
Introduction

During the last decades, the interest for systems of differential equations depending
on the past history has been increasing. In fact, the introduction of the delay in
the models allows a better description of the real phenomena and a more reliable
prediction of their behavior. Such delay models, also called systems with memory
or aftereffect, hereditary or time delay systems, are mathematically described by
Retarded FunctionalDifferential Equations (RFDEs). Their dynamics is significantly
influenced by the presence of the delay terms and oscillations, instability, chaos and
loss of performance as well as improved stability can occur. The reason for this
more complex dynamics is that, opposite to Ordinary Differential Equations (ODEs),
RFDEs are infinite dimensional dynamical systems. “Krasovskii [123]was the first to
emphasize the importance of considering the state of a system defined by a functional
differential equation” as a function [91, p. 74].

Severalmonographs have beenwritten onRFDEs and the theory iswell-developed
[12, 22, 70, 72, 91, 93, 121, 122, 126]. Nowadays it is also recognized their important
role in different applied fields, as manifested by the numerous books dealing with
applications and numerical methods [18, 20, 81, 93, 103, 121, 125, 126, 147, 176,
178]. Let us soon say that in the present book,we adopt the simpler terminologyDelay
Differential Equations (DDEs), widely used in applications, instead of RFDEs, more
rigorously used in mathematics.

Our main interest is on the stability issue, which is the first relevant task from
the point of view of dynamical systems. Having in mind the Principle of Linearized
Stability,which reduces the study of the stability of a particular solution of a nonlinear
system to the study of the linearized version, the focus is on the stability of linear
DDEs and on the numerical methods recently developed to this aim by the authors
and published in the main references [38, 44].

In this introduction, we enter into the subject by starting from ODEs, which
represent finite dimensional dynamical systems. This allows us to easily introduce in
a “colloquial” style basic concepts and classic definitions, but also to emphasize the
theoretical and numerical obstacles to be overcome when trying to extend to DDEs.
We aremoving indeed from finite to infinite dimensional dynamical systems and new
challenges arise. This path represents a quite natural approach to introduce the topic

© The Author(s) 2015
D. Breda et al., Stability of Linear Delay Differential Equations,
SpringerBriefs inControl, Automation andRobotics, DOI 10.1007/978-1-4939-2107-2_1
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2 1 Introduction

under consideration and to give the motivations and, in fact, is followed by other
authors as well. Among them, let us mention the nice and complete introduction of
the recent book [106], which certainly inspired us.

This introductory chapter starts in Sect. 1.1 by summarizing very basic and classic
results on linear ODEs and on the stability of their zero solution. We try to extend the
same concepts and techniques to DDEs by examples, encountering several problems
in this direction. Besides the Hayes equation and the Cushing equation, both treated
in Sect. 1.2, the examples in Sect. 1.3 and Sect. 1.4 are suggested by populations
dynamics and mechanical engineering, respectively. Then, Sect. 1.5 resumes from
the above difficulties motivating the contents of the book, a complete overview of
which is eventually given.

1.1 Linear Ordinary Differential Equations

The scalar linear autonomous ODE

x ′(t) = ax(t) (1.1)

for a ∈ R has the unique solution x(t) = eat u for some constant u ∈ R depending on
the value prescribed at a given time instant. As t → ∞, this solution either decays to
zero if a < 0 or grows indefinitely if a > 0. The case a = 0 trivially gives constant
solutions.

Dealing with the linear autonomous system of ODEs

x ′(t) = Ax(t) (1.2)

for A ∈ R
d×d is not muchmore difficult. Indeed, looking for a nontrivial exponential

solution x(t) = eλt u, u ∈ R
d , leads to the so-called characteristic equation

det (λId − A) = 0,

where Id is the identity matrix in R
d . Its solutions λ ∈ C, known as characteristic

roots (or exponents), are the eigenvalues of thematrix A. If A has d linear independent
eigenvectors, it is easy to show that any solution of (1.2) is a linear combination of
exponential functions with the characteristic roots as exponents. Therefore, in the
same spirit of the scalar case, the long-time behavior of a solution is determined by the
sign of the real part of the characteristic roots. In particular, the essential information
resides in the root with the greatest real part, i.e., the rightmost one in the complex
plane. Indeed, if the latter is to the left of the imaginary axis then the solution decays
to zero as t → ∞. Otherwise, if it is to the right then the solution grows indefinitely. If
A does not possess d independent eigenvectors, the same conclusions can be obtained
through the Jordan canonical form of A (for the latter see, e.g., [73, 145]).
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We thus see that for linear autonomous ODEs, all the solutions go to zero
asymptotically and independently of u if (and only if) the rightmost characteristic
root has negative real part. Then we talk about global asymptotic stability of the zero
solution of (1.2). If it has positive real part, all the solutions grow unbounded and we
talk about instability. In addition, when (1.2) is the result of the linearization of a
nonlinear autonomous system at a specific constant solution (i.e., an equilibrium), the
fact that the characteristic roots of the linearized system lie in the open left-half plane
guarantees the local asymptotic stability of this solution. The latter is a consequence
of the celebrated Principle of Linearized Stability.

All the above are classic results in the theory of ODEs and of the associated
dynamical systems, contained in almost any introductory monograph on the subject,
see, e.g., [61, 183].

Let us also mention that, from the dynamical systems point of view, rightmost
characteristic roots crossing the imaginary axis due to the variation of parameters
give rise to bifurcations, i.e., qualitative changes in the behavior of the solutions. For a
complete treatment of the theory of bifurcations see, e.g., [127]. Amore introductory
monograph is [92]. The simplest instance of bifurcation is (1.1),whose trivial solution
is asymptotically stable when a < 0 and unstable when a > 0. Indeed, a is the only
characteristic root (eigenvalue of itself being scalar), it is real, and it can cross the
imaginary axis only through the origin, i.e., by changing sign.

A step forward w.r.t. (1.2) is the linear nonautonomous system

x ′(t) = A(t)x(t) (1.3)

for A : t �→ A(t) ∈ R
d×d . Of great interest is the periodic case, i.e., when A(t) =

A(t + ω) for any t and for some minimal period ω > 0. The stability of the zero
solution follows from the classic Floquet theory (see the original paper [84], the
monograph [82] or, again, [61, 183]). Briefly, if Φ(t) is any fundamental matrix
solution of (1.3), then there exists a periodic matrix P(t) = P(t + ω) normalized as
P(0) = Id and a constant (possibly complex) matrixC such thatΦ(t) = P(t)eCt for
any t . In particular, Φ(ω) = eCω is called the monodromy matrix and its eigenvalues
the characteristic multipliers, i.e., the values μ ∈ C satisfying

det (μId − Φ(ω)) = 0.

Then Floquet main theorem states that the zero solution of (1.3) is asymptotically
stable if and only if the characteristic multipliers lie strictly inside the unit circle inC,
unstable when some fall outside. The same criterion can be transferred to the matrix
C , whose eigenvalues λ are called again characteristic roots or exponents (or Floquet
exponents). Note, in fact, that if μ is a characteristic multiplier then any λ such that
μ = eλω is a characteristic root and vice-versa (observe that Im(λ) does not affect
the stability). Alternatively, one can directly reduce (1.3) to the autonomous ODE
y′(t) = Cy(t) by the change of coordinates y(t) = P−1(t)x(t). Therefore, one can
also look to the characteristic equation
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det (λId − C) = 0.

The real difficulty is that, in general, there is no explicit form for C orΦ(ω). This is a
main disadvantage w.r.t. the autonomous case (where A is available), which persists
in the case of DDEs. Anyway, a series of numerical methods can be applied for
obtaining suitable approximations to the roots or to the multipliers, see, e.g. [106,
Sect. 1.2] and the references therein.

Moreover, similarly to what mentioned above for the autonomous case,
bifurcations take place when the dominant multiplier, i.e., the one with the largest
modulus, crosses the unit circle. We again refer to [127] for a complete treatment of
bifurcations of dynamical systems arising also from linear periodic ODEs.

Let us also observe that (1.3) can be either originally linear periodic, in which case
the stability information has a global character, or resulting from the linearization of
a nonlinear system at a specific periodic solution, in which case the stability infor-
mation on that specific solution is local (again through the Principle of Linearized
Stability).

Eventually, let us give a brief comment on the use of the characteristic equation.
Either in the autonomous and in the periodic case, it corresponds to a standard
eigenvalue problem for matrices, for which successful and accomplished numerical
methods are available (for a general reference see, e.g., [86]). Also efficient routines
are part of the standard MATLAB package, as eig.m [4] and eigs.m [5]. One can
also decide to attack directly the characteristic equation with root-finding techniques
(e.g., Newton-like methods, see [69]), since it corresponds to compute the roots of
a polynomial. If this polynomial is known analytically, which is almost always the
case of very low dimensional systems, its numerical solution is safe enough. But
if the polynomial coefficients have to be numerically computed starting from the
model coefficients (through the determinant), unavoidable rounding errors can cause
inaccurate results (see the celebratedperfidious polynomial ofWilkinson [201, 202]).

1.2 Simple Linear Delay Differential Equations

Let us consider the scalar DDE with a single constant delay τ > 0

x ′(t) = ax(t) + bx(t − τ) (1.4)

for a, b ∈ R.
Being among the simplest examples of DDEs, it is widely taken as a prototype

model for several studies regarding either the analytical aspects such as the stability
of the zero solution (see, e.g., the monographs [22, 70, 91, 93, 106, 122, 147, 176,
178]) or the numerical aspects of relevant time-integrators such as stability and
convergence (see, e.g., the monographs [20, 90]).

Nevertheless, the condition on the parameters a and b guaranteeing the stability
of the zero solution were first investigated in [95] and, therefore, (1.4) is also cited as
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the Hayes equation. Such conditions are recovered by looking at the characteristic
equation

λ − a − be−λτ = 0, (1.5)

obtained by seeking for a nontrivial exponential solution x(t) = eλt u, u �= 0, of
(1.4), exactly as done for ODEs in the previous section. Indeed, the solutions λ ∈ C

of (1.5) are still called characteristic roots. Moreover, extending from ODEs, it is
a classic result that the zero solution of (1.4) is asymptotically stable if and only
if Re(λ) < 0 for all these roots, whereas it is unstable as soon as one of them has
positive real part, see, e.g., [70, Chap. I, Corollary 5.5] or [91, Chap.7, Theorem 4.1].
The fundamental difference (and difficulty) w.r.t. the case of ODEs is that DDEs
have infinitely many characteristic roots, given that the characteristic equation is
transcendental or, specifically, a quasi-polynomial equation [91, Appendix].

The study of the location of the characteristic roots of (1.4), first appeared in [22,
95], originated from a more general branch of research devoted to study the zeros of
exponential polynomials, see, e.g., [129, 159, 169, 182, 200, 203]. Indeed, as claimed
in [129], first attempts to “focus the attention in large measure upon the geometric
determination of the configuration of regions in which the roots of the equation are
located” can be found in [159, 169].

The analysis of the stability of the zero solution of (1.4) w.r.t. the parameters a
and b is nowadays largely known, and the resulting picture showing the (a, b)-plane
divided into stable and unstable regions, a so-called stability chart, can be found in
several publications, see, e.g., [19, Figs. 1 and 2], [33, Fig. 2], [70, Fig.XI.1], [71,
Fig. 1], [91, Fig. 5.1], [106, Fig. 2.1] and [164, Fig. 1], to name a few. We reproduce
in Fig. 1.1 a modified version of the one appearing in [27].

We do not intend here to cover again the necessary steps to get to Fig. 1.1. Indeed,
a complete and detailed presentation can be found, e.g., in [70, 106] or in [33], where
also the case of complex parameters is tackled. We just summarize that it is enough
to set λ = α + iβ, α, β ∈ R, in (1.5) and to consider the separated real equations for
the real and imaginary parts:

{
α − a = be−ατ cos (βτ),

−β = be−ατ sin (βτ).
(1.6)

This allows the exact determination of all the curves drawn in Fig. 1.1 and it rep-
resents an elegant application of the classic D-subdivision method originating from
[160, 150]. In particular, the red curves separate the stability domain (α < 0, green
colored), from the instability domain (α > 0, red colored). Along the blue curve
there is a double real root: above there are real roots (one for b > 0, two for b < 0),
below there are only complex-conjugate pairs. The black curves account for a pair
of complex-conjugate roots crossing the imaginary axis. In each portion enclosed
by all these curves and the dashed line a + b = 0 there is a constant number of
roots with positive real part, number that can be easily determined by observing that
the solutions of (1.5) vary continuously w.r.t. the parameters (compare with [106,
Fig. 2.1] or with [33, Fig. 2]). Alternatively, the number of unstable roots can be
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Fig. 1.1 Stability chart and
characteristic roots of the
Hayes equation (1.4)

a

b

found by using Stepán’s formulae [178], as done in [106]. Finally, it is important to
observe that in the region |b| < |a| for a < 0 the zero solution is asymptotically
stable independently of the value τ of the delay.

The D-subdivision method can still be applied in the case of a scalar DDE with a
single distributed delay, such as the Cushing equation

x ′(t) = ax(t) + b

0∫
−τ

x(t + θ)dθ, (1.7)

first considered in [66] in the context of population dynamics, or variants with dif-
ferent integral kernels [14, 25, 26, 148]. The relevant stability chart can be found,
e.g., in [106, Fig. 2.2].

However, and unfortunately, such a complete analysis is unattainable for general
DDEs. Already for the system

x ′(t) = Ax(t) + Bx(t − τ), (1.8)

with A, B general matrices in R
2×2, the study of the stability of the zero solution

through the analysis of the exact position in C of its characteristic roots w.r.t. given
A and B is still an open problem. Indeed, such barrier is properly stressed either in
[91, p.109]: “the exact region of stability as an explicit function of A, B and [τ ] is
not known and probably will never be known. The reason is simple to understand
because the characteristic equation...is so complicated. It is therefore, worthwhile to
obtain methods for determining approximations to the region of stability.”, in [70, p.
305]: “...but for characteristic equations in general, the rule seems to be that they are
not at all amenable to analysis.” or, more recently, in [162, p.1671]: “...checking the
eigenvalue conditions is much harder than for [Ordinary Differential Equations].”
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It starts then to become clear the necessity of suitable numerical strategies to
tackle the problem of the stability analysis through the characteristic roots. In the
next Section, we give an example of a linear autonomous DDE coming from a
linearization procedure. Instead, in Sect. 1.4, we present a nonautonomous periodic
equation, which requires a different treatment.

1.3 An Example from Population Dynamics

The analysis of the stability of the zero solution of linear DDEs is fundamental
in investigating the local stability of equilibria of nonlinear problems through
linearization. The theoretical foundation is provided again by the Principle of Lin-
earized Stability. The basic result holding for ODEs, see, e.g., [92, Theorems 9.5
and 9.7] or [180, Theorem 2.3.5], can be indeed generalized to DDEs, see, e.g., [70,
Chap.VII, Corollary 5.12].

As an example, let us consider the (nonlinear) delay logistic equation

x ′(t) = r x(t)(1 − x(t − 1)). (1.9)

It models the dynamics of a population with growth rate r > 0 and normalized
carrying capacity,where competition takes effect one unit of time later on. Thismodel
was first introduced in [98], justifying the common name of Hutchinson equation. It
represents a further step toward real-life problems w.r.t. previous models such as that
of Verhulst [192], who also coined the term logistic [193], or the simple exponential
model of Malthus [142] (both ODEs).

It is trivial to observe that (1.9) has the trivial equilibrium x̄0 = 0 and the positive
equilibrium x̄1 = 1, independently of the parameter r . The linear variational equation
at an equilibrium x̄ reads

x ′(t) = r(1 − x̄)x(t) − r x̄ x(t − 1). (1.10)

Let us note that the linearization technique is the same as for ODEs, i.e., look for a
solution of the form x̄ + x(t)with x(t) a perturbation small enough to cancel o(x(t))
terms (anyway see also Example 3.1 in Chap.3). As a consequence of (1.10), it is
easy to observe that x̄ = x̄0 is always unstable since (1.10) becomes

x ′(t) = r x(t)

and r > 0. On the other hand, for x̄1 = 1 we obtain

x ′(t) = −r x(t − 1), (1.11)

which is a pure DDE and, in particular, a special case of the Hayes equation (1.4).
Indeed, one can recover the local stability properties of the positive equilibrium as r

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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varies just by looking at Fig. 1.1 for a = 0 and b = −r < 0, i.e., along the vertical
downward semiaxis. This would be sufficient to conclude that x̄1 is asymptotically
stable for r < r∗ with r∗ := π/2, value at which a Hopf bifurcation [92, 127] occurs
with a stable periodic solution arising for r slightly above r∗. The latter fact can be
proven rigorously by following the same arguments of [91, Sect. 11.4].

As a consequence, let us note that, diversely from (nonlinear) scalar ODEs that can
exhibit only exponential (and constant) behavior, (nonlinear) scalar DDEs can have
periodic solutions due to the presence of complex-conjugate pairs of characteristic
roots (of the linearized system). The dynamics is thus more rich and, in fact, also
chaotic motion canmanifest as it is the case of the celebratedMackey-Glass equation
[138] (Example 3.1).

We show here that the same conclusion can be obtained algebraically by
following a different path. A detailed exposition can be found in [33]. The
characteristic equation associated to (1.11) reads

λ + re−λ = 0.

It can be decomposed into the two real equations

{
α = −re−α cos (β),

β = re−α sin (β),
(1.12)

once λ = α + iβ, α, β ∈ R, is substituted.
The search for real roots (β = 0) is easy: they are given, if any, by the solutions

of −α = re−α . Therefore, there are no real roots for r > 1/e, there is one double
real root λ = −1 for r = 1/e, and there are two distinct real roots λ1 < −1
and λ2 ∈ (−1, 0) for r < 1/e. It is also immediate to verify that λ1 → −∞ and
λ2 → 0− as r → 0+. One concludes that real roots, whether existing, cannot cause
instability: the nontrivial equilibrium x̄ = x̄1 may loose stability only in favor of a
stable periodic solution, i.e., through a Hopf bifurcation. This is in accordance with
what is observed before via Fig. 1.1.

To rigorously check the above finding one has to look for complex-conjugate
pairs. Without loss of generality (since r is real), let us assume β > 0. By taking the
ratio member-to-member of the two equations in (1.12) one finds that λ = α+ iβ is a
characteristic root if and only if the point (β, α) belongs to the graph of the function

α(β) = − β

tan (β)
, β �= kπ, k = 1, 2, . . . , (1.13)

in the (β, α)-plane. On the other hand, by squaring and summingmember-to-member
the same two equations, one similarly concludes that λ = α + iβ is a characteristic
root if and only if the point (α, β) belongs to the graph of the function

β(α) =
√

r2e−2α − α2, |α| < re−α, (1.14)

in the (α, β)-plane.

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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β

α

r = 1 /e

r = 1

r = π / 2

r = 3

r = 0 .2

r = 0 .2

Fig. 1.2 Characteristic roots (•) of (1.11) as intersections of the graphs of (1.13) and (1.14) for
varying r

Now, the function (1.13) is not globally invertible, but every branch between
(kπ, (k + 1)π), k = 0, 1, 2, . . ., is so. Therefore, one can transfer it to the same
(α, β)-plane of (1.14) and look for the characteristic roots as the intersections of
the two graphs. Among all such intersections, half have to be discharged due to
the squaring procedure adopted in obtaining (1.14). It is easy to check that these
spurious intersections are those in the range β ∈ (kπ, (k + 1)π) for k odd. These
graphs are shown in Fig. 1.2 for various values of r : dashed lines for (1.13) and solid
lines for (1.14). Since (1.13) is independent of r , an increasing of the latter provokes
a rightward movement of the graph of (1.14) as well as of its intersections with
the graph of (1.13). This lets us conclude that the rightmost complex-conjugate pair
crosses the imaginary axis when β = π/2 (the first zero of (1.13)) and this happens
in fact when r = r∗ (from the second of (1.12) for β = π/2). Therefore, the expected
Hopf bifurcation is confirmed.

Again, unfortunately, the possibility to extend this approach tomore generalDDEs
is limited. The scalar case of the Hayes equation (1.4) with complex coefficients is
still amenable of such analysis [33]. Attempts can be made to study the case with
two constant delays, but already the Cushing equation (1.7) is prohibitive. As already
remarked, the case of systems, such as, e.g., (1.8), is even more complicated. In fact,
the characteristic equation, as for systems of ODEs, is given through the determinant
of a matrix, so that it is already difficult to write down explicit equations like (1.6)
or (1.12).
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1.4 An Example from Mechanical Engineering

Delay is ubiquitous in engineering applications. As a starting reference see [81, 106].
The Mathieu equation with delay is a well-known prototype model for Newtonian
problems with both delay and periodic coefficients.

The ordinary Mathieu equation

x ′′(t) + a1x ′(t) + (δ + ε cos (t))x(t) = 0

was originally considered in [144] in the study of the vibration of an elliptic
membrane. Other instances appeared in dealing with a pendulum oscillating under
parametric forcing [118, 130, 179].

On the other hand, the delayed oscillator

x ′′(t) + a1x ′(t) + δx(t) = bx(t − τ)

has gained an increasing interest since the publication of the relevant stability chart
in [97], becoming a classic in Newtonian problems with delay [54, 63, 122, 126, 139,
143, 171, 178].

The combination of the two effects, namely delay and parametric forcing, results
in the class of delayed Mathieu equations, which has been extensively considered
in the literature. The recent monograph [106], from which the following example is
taken, collects a number of stability investigations on the subject, performed through
the semi-discretization method of the authors. A complete bibliography can be found
therein. Also, in the last decade, the delayedMathieu equation has often been taken as
a benchmark to test different techniques (either analytical and numerical) in order to
gain insight into the analysis of its stability properties, especiallywhen the parameters
of the model are uncertain or varying, see, e.g., [39, 51, 53, 120, 44].

We consider here the mechanical model of stick-balancing with parametric
excitation described in [106, Sect. 5.4] and first treated in [102]. It represents a
common example of the use of parametric forcing to control unstable dynamics,
see again [118, 130, 179], but see also [59, 137] for other related applications in
engineering.

The model consists of a stick attached to a horizontal slide mounted on a
base which moves periodically up and down, Fig. 1.3. The stick is assumed to be
homogeneous with mass m and length l, the mass of the slide is assumed to be negli-
gible w.r.t. m and the slide base moves according to r cos (Ωt). The angular position
ϕ of the stick and the horizontal position x of the pivot point in the slide are con-
sidered as general coordinates. A feedback force Q is applied to the slide to balance
the stick, trying to keep it in the vertical upright position. Such force is assumed to
depend on both the angular position ϕ and the angular velocity ϕ′ of the stick. A
delay τ enters the model naturally due to this feedback control. The equations of
motion turn out to be
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Fig. 1.3 Stick-balancing
with parametric forcing

x

m, l

r cos(Ωt )

⎧⎪⎪⎪⎪⎪⎪⎪⎨
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1

3
ml2ϕ′′(t) + 1

2
ml cos (ϕ(t))x ′′(t)

+
(

−1

2
mgl + 1

2
mlrΩ2 cos (Ωt)

)
sin (ϕ(t)) = 0,

1

2
ml cos (ϕ(t))ϕ′′(t) + mx ′′(t) − 1

2
ml(ϕ′(t))2 sin (ϕ(t)) = Q(ϕ(t − τ), ϕ′(t − τ)).

The horizontal displacement x can be eliminated, leading to the single equation for ϕ

(
1

3
ml2 − 1

4
ml2 cos2 (ϕ(t))

)
ϕ′′(t) + 1

8
ml2(ϕ′(t))2 sin (2ϕ(t))

+
(

−1

2
mgl + 1

2
mlrΩ2 cos (Ωt)

)
sin (ϕ(t))

= −1

2
l Q(ϕ(t − τ), ϕ′(t − τ)) cos (ϕ(t)),

which is a nonlinear second-order DDE with a single constant delay.
Now, by assuming a force (locally) linear w.r.t. both position ϕ and velocity ϕ′,

linearization around the upright position ϕ̄ = 0 leads to

1

12
ml2ϕ′′(t) +

(
−1

2
mgl + 1

2
mlrΩ2 cos (Ωt)

)
ϕ(t)

= −1

2
l
(
K pϕ(t − τ) + Kdϕ′(t − τ)

)
.

A rearrangement of the parameters finally gives the delayed Mathieu equation

ϕ′′(t) + (δ + ε cos (Ωt))ϕ(t) = b1ϕ(t − τ) + b2ϕ
′(t − τ). (1.15)
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The analysis of the stability of the zero solution is based on the original Floquet The-
ory for ODEs as extended to DDEs, see [70, Chap.XIII] or [91, Chap.8]. The subject
is summarized in Chap.4. As for ODEs, this analysis is based on the knowledge of
the associated characteristic multipliers and, in particular, of their position w.r.t. the
unit circle. This knowledge is, in general, not attainable analytically even because,
as for the autonomous case, there are infinitely many multipliers.

A more general class including (1.15) is analyzed in Sect. 8.3 by the numerical
method proposed in Chap.6.

1.5 Scopes and Synopsis

From the previous sections, one can infer that basic concepts (characteristic equa-
tions, roots andmultipliers, stability) and techniques (linearization, bifurcation analy-
sis) borrowed from the theory of ODEs can be suitably extended to DDEs. The price
to pay is that of an increasing difficulty, stressed, e.g., by the following facts:

• a more rich dynamics already in the scalar case, i.e., periodic and chaotic motions;
• characteristic equations are transcendental, difficult to write explicitly and with
infinitely many solutions.

As a consequence of the latter, it seems unattainable to analyze the stability proper-
ties of the zero solution of linear DDEs by solving the characteristic equation, i.e.,
by computing the characteristic roots in the autonomous case or the characteristic
multipliers in the periodic one. And indeed this approach works only for basic and
very simple examples of DDEs.

Nevertheless, it is sufficient to change the point of view to gain a deeper insight
into the problem. In fact, it will be clear that roots and multipliers can be seen as
eigenvalues of suitable infinite dimensional linear operators. These operators play the
role of the matrix A in (1.2) for linear autonomous DDEs or that of the monodromy
matrixΦ(ω) associated to (1.3) for linear periodic DDEs. The remarkable difference
at the core is that DDEs generate dynamical systems on infinite dimensional state
spaceswhereasODEs generate dynamical systems on finite dimensional state spaces.

Beyond being an elegant and powerful outcome of the operatorial approach, this
alternative characterization paves the way to compute roots and multipliers as the
eigenvalues of these operators. Still we are left with problems in infinite dimension,
that is why we resort to numerical analysis in order to approximate (a finite number
of) these eigenvalues in a possibly accurate and effective manner. This is the main
scope motivating the content of the present book, whose synopsis follows.

In Part I,we acquire the necessary theoretical background. In particular, inChap.2,
we recall basic results such as existence, uniqueness, continuous dependence and sta-
bility of solutions of DDEs, beyond defining the general class of linear equations we
aim at considering. With Chap. 3 we enter the dynamical systems point of view for
the linear autonomous case. We illustrate the functional analytic framework based
on the semigroup of solution operators, its infinitesimal generator and their spectral

http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_8
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_3


1.5 Scopes and Synopsis 13

properties, intimately related to the characteristic roots. In parallel, Chap.4 summa-
rizes the extension of the Floquet theory to linear periodic DDEs. This is done in
the more ample context of general nonautonomous problems (i.e., not necessarily
periodic), by introducing the family of evolution operators. The monodromy opera-
tor for periodic DDEs is a particular instance and the characteristic multipliers are
related to the spectrum of the latter.

Part II dealswith the numerical analysis. Chapter5 presents in detail the discretiza-
tion of the infinitesimal generator of linear autonomous DDEs with the pseudospec-
tral differentiation method. It analyzes the algorithm as well as the convergence of
the approximated eigenvalues to the exact characteristic roots. Chapter6 discusses
the discretization of the evolution operator for linear nonautonomous DDEs. It con-
structs the algorithmbasedon the pseudospectral collocationmethod and analyzes the
convergence of the spectral elements. As particular instances, the resulting method
can be applied either to approximate the characteristic multipliers of linear periodic
DDEs or the characteristic roots of linear autonomous DDEs.

The last part of the book, Part III, is divided into Chaps. 7 and 8. In the former,
we show how the algorithms of Part II are implemented in MATLAB. In the latter
we present, first, a series of case studies to test the performance of the MATLAB
codes and, second, a couple of real-life applications. The scope is that of guiding the
interested readers in properly using the codes on benchmark examples so to make
them autonomous with their own models.

Let us note that while Part I is nowadays a standard expertise of theoretical results
and tools in the field of DDEs, the numerical methods presented in Part II and
implemented and applied in Part III represent the outcome of the research of the
authors of the last 15years or so. The two main reference papers, including proofs
of convergence, are [38] for the discretization of the infinitesimal generator with the
pseudospectral differentiation method and [44] for the discretization of the solution
operator with the pseudospectral collocation method.

The approximation of the eigenvalues of the solution operator first appeared in
[80] for linear autonomous DDEs. There the authors used Linear Multistep methods
and the proposed algorithm was originally used in the MATLAB package DDE-
BIFTOOL for the bifurcation analysis of DDEs [ 78, 79]. Amore efficient implemen-
tation has been reached with [191]. From [80], the idea of determining the stability
of linear autonomous DDEs through the computation of the eigenvalues of either the
solution operator or the infinitesimal generator has been deeply investigated in [30],
where for both the approaches Linear Multistep, Runge-Kutta, and pseudospectral
methods have been analyzed (see also [29]). For the approaches based on Runge-
Kutta methods see in particular [ 31, 37]. For a general reference on Linear Multistep
and Runge-Kutta methods see, e.g., [90, 128], for spectral and pseudospectral meth-
ods see, e.g., [57, 87, 184].

The efficacy demonstrated by pseudospectral methods motivated also the exten-
sion of the approach based on the infinitesimal generator to more general classes
of functional differential equations [34–36, 40, 42, 43, 45, 155, 187]. Moreover,
the approach revealed particularly useful in studying epidemics and more general
population dynamics [23, 50, 46, 85, 133].

http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_7
http://dx.doi.org/10.1007/978-1-4939-2107-2_8
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In the context of linear autonomous DDEs, other methodologies exist to detect
stability by way of the rightmost characteristic roots. Among these, let us mention
Galerkin projection [197, 198], the Cluster Treatment of Characteristic Roots [153,
154, 172–174], the mapping procedure [194–196], the harmonic balance [131], the
method of steps [117], and the approach [206, 207] based on the LambertW function
[64, 111]. As a general reference, see also [109]. Eventually,methodswere developed
to solve efficiently the characteristic equation seen as a nonlinear eigenvalue problem
[110, 112–116, 146 189].

As far as periodic DDEs are concerned, the idea of discretizing the monodromy
operator based on truncating a spectral expansion via Chebyshev polynomials first
appeared in [54], later refined in [51, 53]. Independently, pseudospectral collocation
first appeared in [39], with a complete convergence analysis in the above cited paper
[44]. Other discretization techniques such as finite or spectral elements are used in
[16, 119, 120, 143]. An approach based on characteristic matrices is presented in
[170, 181], while Galerkin projection is used in [9].

A particular mention is reserved to the semi-discretization method of Insperger
and Stepán, an efficient scheme to produce stability charts in the parameters domain.
A complete treatment appears in the already cited monograph [106], for the original
papers see [103, 105, 107].

Let us cite also the monograph [147] for an extensive treatment of some of the
above cited approaches based on the computation of eigenvalues. Instead, it is worthy
underlying that, of course, resorting to characteristic roots and multipliers is not the
unique way to determine stability of linear DDEs. The monograph [151] can serve as
a general reference for alternative techniques such as Lyapunov methods or Linear
Matrix Inequalities. Note that the latter furnish only sufficient yet not necessary
conditions.

Eventually, let us go back to the comment on the use of the characteristic equation
given at the end of Sect. 1.1 for ODEs. Similar arguments extend to the infinite
dimensional case of DDEs. An example can be found in [30].



Part I
Theory

After the description of an evolution phenomenon by a mathematical model, the
next step in the study of the dynamics is to set the mathematical framework, which
inserts the specific instance into a more abstract context. The collection of defini-
tions and theorems traces the “boundaries” of the theory: it allows to determine the
applicability and the features of the mathematical model, to lay the foundation for
the construction of numerical models and, finally, to validate the results of the
numerical simulations. The purpose of this theoretical part is to introduce the basic
notation and to present some background material, required throughout the book.
Nowadays, the list of books dealing with theory and applications of DDEs is quite
long [12, 20, 22, 70, 72, 81, 91, 93, 121, 122, 126, 147, 151, 176]. In particular, we
mainly follow [70, 91, 121], where the interested reader can find further details.

Before studying the dynamics, one wants first to be sure that the mathematical
problem is well-posed, i.e., there exists a unique solution, which depends contin-
uously on the data (original definition in [89]). Therefore, in the first chapter, after
setting the basic notation, we recall some classic results on the solvability of the
Cauchy problem for DDEs. In the applications, it is important to identify some
particular solutions, such as, e.g., the equilibria, and to predict the effect of small
perturbations. This concerns the stability theory and the corresponding definitions
are given in Sect. 2.3. By the Principle of Linearized Stability, the stability analysis
of any solution of interest of a nonlinear equation can be attributed to the behavior
of the corresponding linearized DDE. In this context, the understanding of the linear
case is crucial, adding a further motivation for its study. In fact, as already pointed
out in the introductory examples of Chap. 1, linear DDEs arise when modeling
different real-life linear phenomena or by linearization of nonlinear ones.

The focus is on linear DDEs of autonomous and periodic type, whose necessary
theory is summarized in Chaps. 3 and 4, respectively. Such classes of linear
equations are of great interest in applications and the stability theory is well
established. We remark that the linearization of nonlinear autonomous DDEs at
equilibria and periodic solutions leads, respectively, to linear autonomous DDEs
and linear periodic DDEs.

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_1
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_4


For completeness, we recall that the method of Lyapunov functionals has been
successfully applied to examine the stability of solutions of nonlinear DDEs [91,
121, 122]. The approach furnishes sufficient conditions for stability and instability,
generalizing the method of Lyapunov for ODEs.

16 Part I: Theory



Chapter 2
Notation and Basics

The aim of this chapter is to introduce basic notation and definitions, together with
solvability theorems for Cauchy problems for DDEs and a remark on continuous
dependence on the data. It is a preparatory work not only for the next theoreti-
cal chapters, but also for the numerical approaches, core of this monograph, pre-
sented in Part II and Part III. Finally, we introduce the definitions of stability of a
given solution and the Principle of Linearized Stability in its generality. We refer to
[70, 91, 121] for further details and for the proofs which are not given.

2.1 Notation

We denote the independent variable time by t , t ∈ R, the dimension of the system
(i.e., the number of equations) by d, d ∈ Nwith d ≥ 1, and the dependent variable by
the map x : t �→ x(t) ∈ R

d , x = (x1, . . . , xd)T . Let τ > 0 be the maximum delay of
the system. We denote by X the state space of continuous functions C([−τ, 0],Rd),
which is a Banach space when, as we choose here, it is equipped with the maximum
norm ‖ϕ‖X = maxθ∈[−τ,0] ‖ϕ(θ)‖∞, ϕ ∈ X , where ‖ · ‖∞ is the infinity norm on
R

d . The relevant matrix induced norm, as well as induced norms for operators, are
denoted simply by ‖ · ‖, unless differently specified.

We consider nonlinear nonautonomous DDEs of the form

x ′(t) = F(t, xt ), t ∈ I, (2.1)

for an interval I ⊆ R unbounded on the right and a continuous function F : I× X →
R

d . xt ∈ X is the state at time t defined, according to the standard Hale-Krasovsky
notation [123], as

xt (θ) := x(t + θ), θ ∈ [−τ, 0]. (2.2)

© The Author(s) 2015
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Notice that for DDEs the symbol ′ denotes the right-hand derivative [91, p. 36].
When F does not depend explicitly on time, then I = R and we call autonomous the
resulting DDE:

x ′(t) = F(xt ), t ∈ R. (2.3)

Linear nonautonomous DDEs are described by

x ′(t) = L(t)xt , t ∈ I, (2.4)

where L(t) : X → R
d , t ∈ I, is a linear and bounded functional and the map

L(·)ψ : I → R
d ,ψ ∈ X , is continuous. L is representable as the Lebesgue–Stieltjes

integral

L(t)ψ =
0∫

−τ

dθ [η(t, θ)]ψ(θ), t ∈ I, ψ ∈ X, (2.5)

where η(t, ·), t ∈ I, is a Normalized Bounded Variation (NBV) function [165,
Riesz Representation Theorem]. By assuming that t �→ η(t, ·) is continuous when
NBV([−τ, 0],Rd×d) is equipped with the total variation norm, the left-hand side of
(2.5), i.e., the function (t, ψ) �→ L(t)ψ , is continuous on I × X . For a summary
introduction on NBV functions and abstract integration see [70, Appendix I].

When there is ω > 0 such that L(t + ω) = L(t) for all t ∈ R, then I = R and

x ′(t) = L(t)xt , t ∈ R, (2.6)

is called periodic. When (2.4) is autonomous, i.e., L = L(t) is independent of t ,
then I = R and we simply write

x ′(t) = Lxt , t ∈ R. (2.7)

Linear DDEs (2.4) arising in the applications of interest have the form

x ′(t) = A(t)x(t)+
p∑

k=1

Bk(t)x(t −τk)+
p∑

k=1

−τk−1∫
−τk

Ck(t, θ)x(t +θ)dθ, t ∈ I, (2.8)

where 0 < τ1 < · · · < τp := τ are p distinct delays (we also set τ0 := 0 for
convenience), A : I → R

d×d , Bk : I → R
d×d and Ck : I × [−τk,−τk−1] → R

d×d

for k = 1, . . . , p. The above assumptions on η are fulfilled whenever the functions
A and Bk are continuous, Ck(·, θ) is continuous for all θ ∈ [−τk,−τk−1] and,
for any compact interval I in I, there exists γk ∈ C([−τk,−τk−1],R) such that
‖Ck(t, θ)‖ ≤ γk(θ) for all t ∈ I and θ ∈ [−τk,−τk−1]. We call A(t)x(t) the
current time term and, for k = 1, . . . , p, Bk(t)x(t − τk) the kth discrete delay term
and

∫ −τk−1
−τk

Ck(t, θ)x(t + θ)dθ the kth distributed delay term. When p = 1, we
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simply have τ1 = τ and write B1 = B and C1 = C . When (2.8) is autonomous,
the dependence on time of A, Bk , and Ck is suppressed. Hereafter, we call (2.8) the
prototype DDE.

2.2 The Cauchy Problem

This section is concerned with well-posedness of Cauchy problems for DDEs (2.1).

Definition 2.1 (solution) Given t0 ∈ I, a solution x of (2.1) on [t0 − τ, t f ) ⊆ I is a
continuous function x : [t0 − τ, t f ) → R

d which satisfies (2.1) on [t0, t f ).

To specify a solution we assign an initial condition, i.e., a function ϕ ∈ X at a
certain initial time t0. Given (t0, ϕ) ∈ I× X , the Cauchy problem for (2.1) is defined
as {

x ′(t) = F(t, xt ), t ≥ t0,
x(t0 + θ) = ϕ(θ), θ ∈ [−τ, 0]. (2.9)

Definition 2.2 (solution of the Cauchy problem) Given (t0, ϕ) ∈ I × X , a solution
x of (2.9) on [t0 − τ, t f ) ⊆ I is a solution on [t0 − τ, t f ) with initial function ϕ, i.e.,
xt0 = ϕ. x is called global if it is defined on [t0 − τ,+∞).

To emphasize the dependence on t0 and ϕ, we sometimes write x(t; t0, ϕ) for the
solution at time t of (2.9). Various theorems on existence and uniqueness of solutions
of (2.9) appear in the literature. The key ingredient is the Lipschitz continuity of F
w.r.t. the state, either locally, i.e., for every (t0, ϕ) ∈ I × X , there exists a neigh-
borhood U of (t0, ϕ) and a constant Lip(F) such that ‖F(t, ψ1) − F(t, ψ2)‖∞ ≤
Lip(F)‖ψ1 − ψ2‖X for all (t, ψ1), (t, ψ2) ∈ U , or globally, i.e., there exists a
constant Lip(F) such that ‖F(t, ψ1) − F(t, ψ2)‖∞ ≤ Lip(F)‖ψ1 − ψ2|‖X for all
(t, ψ1), (t, ψ2) ∈ I × X .

Theorem 2.1 (local solution of the Cauchy problem) Let F be locally Lipschitz w.r.t.
the state. Then, for every (t0, ϕ) ∈ I× X, there exists t f > t0 and a unique solution
x of (2.9) on [t0 − τ, t f ). Moreover, x depends continuously on F, t0 and ϕ.

In general, the continuous dependence studies the effect on the solution of the errors
in either F and ϕ [121, p.41], i.e., replacing F and ϕ in (2.9) by F̃ and ϕ̃ such that

• for any t1 ∈ [t0, t f ) and ε > 0 there is δ > 0 such that ‖ϕ̃ − ϕ‖X ≤ δ and
‖F̃(t, ψ) − F(t, ψ)‖∞ ≤ δ, t ∈ [t0, t1], ‖ψ − xt‖X ≤ ε;

• F̃ and ϕ̃ satisfy the assumptions of Theorem 2.1, so that the perturbed Cauchy
problem has a unique solution x̃ on [t0 − τ, t̃ f );

it implies supt∈[t0,min{t f ,t̃ f }) ‖x̃(t) − x(t)‖∞ ≤ ε. Observe also that under the as-

sumptions in Theorem 2.1, the solution of (2.9) belongs to C([t0 − τ, t f ),R
d) ∩

C1([t0, t f ),R
d). More regularity is ensured by further smoothness of F .
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Theorem 2.2 (global solution of the Cauchy problem) Let F be globally Lipschitz
w.r.t. the state. Then, for every (t0, ϕ) ∈ I× X, there exists a unique solution of (2.9)
on [t0 − τ,+∞).

For autonomous DDEs (2.3), it is not restrictive to assume t0 = 0 (since
x(t; t0, ϕ) = x(t + t0; 0, ϕ)) and we relax the notation x(·; 0, ϕ) to x(·;ϕ). For
ϕ ∈ X , (2.9) reads

{
x ′(t) = F(xt ), t ≥ 0,
x0 = ϕ.

(2.10)

2.3 Stability of Solutions

Stability, the crucial question addressed in the book, concerns the effects of small
perturbations of ϕ w.r.t. a solution of interest x̄(·; t0, ϕ) given on [t0 − τ,+∞) under
the hypothesis of Theorem 2.2. By considering y(t) = x(t; t0, ψ) − x̄(t; t0, ϕ) and
the DDE y′(t) = F(t, yt + x̄t ) − F(t, x̄t ) corresponding to the zero initial function,
the definitions of stability and hence the stability analysis of x̄ reduce to the stability
of the zero solution. Here we prefer to give all the stability definitions directly for x̄ .

Definition 2.3 (stable/unstable solution) The solution x̄(·; t0, ϕ) of (2.9) is called
stable if for any ε > 0 there exists δ = δ(t0, ε) > 0 such that ‖x(t; t0, ψ)

− x̄(t; t0, ϕ)‖∞ ≤ ε for all t ≥ t0 and for any ψ such that ‖ψ − ϕ‖X ≤ δ. x̄
is called uniformly stable when δ is independent of t0 and unstable when it is not
stable.

Definition 2.4 (asymptotically stable solution) The solution x̄(·; t0, ϕ) of (2.9) is
called asymptotically stable if it is stable and, in addition, there exists δ = δ(t0) >

0 such that ‖x(t; t0, ψ) − x̄(t; t0, ϕ)‖∞ → 0 as t → +∞ for any ψ such that
‖ψ − ϕ‖X ≤ δ. x̄ is called uniformly asymptotically stable when it is uniformly
stable and there is r > 0 such that for every γ > 0 there is t f (γ ) > t0 such
that ‖x(t; t0, ψ) − x̄(t; t0, ϕ)‖∞ ≤ γ for any t0 ∈ R, t ≥ t f (γ ) and ψ such that
‖ψ − ϕ‖X ≤ r .

Uniform asymptotic stability means that ‖x(t; t0, ψ) − x̄(t; t0, ϕ)‖∞ → 0 uni-
formly w.r.t ψ whenever ‖ψ − ϕ‖X ≤ r and, in general, is stronger than stability.
For some DDEs they coincide, e.g., for autonomous and periodic ones [91, Chap.5,
Lemma 1.1]. The same holds also for asymptotic stability. We recall a further defini-
tion: x̄(t; t0, ϕ) is called locally exponentially stable if there are positive constantsα1,
α2 and β such that ‖x(t; t0, ψ) − x̄(t; t0, ϕ)‖∞ ≤ α1e−α2(t−t0) for all t ≥ t0 and for
any ψ such that ‖ψ −ϕ‖X ≤ β. In any case, all definitions reflect the local nature of
stability: if we slightly perturb the initial function, then the perturbed solution stays
in the neighborhood of x̄ or, for asymptotic stability, returns to it.
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Now, assume that F is continuously differentiable w.r.t. its second argument and
denote by DF its Fréchet derivative [8]. To examine the stability of a specific solution
x̄(·; t0, ϕ) of (2.9), we apply the Principle of Linearized Stability: the study of the
stability of a solution x̄ is reduced to the study of the system linearized at x̄ , i.e.,

x ′(t) = DF(t, x̄t )xt , t ≥ t0. (2.11)

System (2.11), also called variational in the literature, can be viewed as a
first-order approximation of (2.1). In the linearization approach, the starting point
is the study of the behavior of the zero solution of linear DDEs, which is comple-
mented with suitable theorems asserting that the local behavior of the solutions close
to x̄ is determined, to the first order, by the behavior of the solutions of (2.11). It is
important to underline that, in some critical situations, one cannot conclude anything
without investigating higher order terms [70, Chap. IX]. According to this principle,
the analysis of linear DDEs is essential: we present the theoretical aspects of the sta-
bility of linear autonomous DDEs in Chap.3 and of linear periodic DDEs in Chap. 4,
laying the foundation for the numerical methods of Part II.

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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Chapter 3
Stability of Linear Autonomous Equations

We focus our attention on linear autonomous DDEs and on the analysis of the
stability properties of the zero solution. To this aim we consider the semigroup
approach. By introducing the infinitesimal generator associated to the family of
solution operators, we describe the dynamics of the state in the infinite dimensional
state space by an abstract ODE (Sect. 3.1). Similarly to the finite dimensional case,
the spectral properties of the infinitesimal generator give the conditions for the sta-
bility of the zero solution. A characteristic equation is also derived, whose roots are
the eigenvalues of the infinitesimal generator (Sect. 3.2). The stability can be carried
out also by analyzing the spectrum of the solution operator. The latter is generally
not known explicitly, hence it needs to be approximated numerically in order to
estimate its spectrum. Therefore, from a theoretical point of view, the possibility to
analyze the spectrum of the infinitesimal generator, which is known, as well as the
presence of a characteristic equation, represent the main advantages of the theory of
semigroups applied to linear autonomousDDEs.Moreover, it indicates an alternative
path to follow for the stability analysis by numerical methods, which are in any case
necessary due to the complexity of the problem (mainly the infinite dimension). In
Sect. 3.3 we study the local stability of equilibria of nonlinear autonomous DDEs
by following the Principle of Linearized Stability and give the relevant results, for
which the understanding of the linear autonomous case is crucial. Throughout the
chapter, we present some basic results and we prove only some theorems specific
for DDEs, leaving all the details of a general semigroup theory to [74] and referring
to [15, 70, 91, 93] for the case of DDEs. Interested readers find applications of the
semigroup approach to other types of evolution equations in [62, 74, 156, 204].

Consider the linear autonomous DDE (2.7), i.e.,

x ′(t) = Lxt , t ∈ R, (3.1)

where L : X → R
d is a linear and bounded functional. Theorem 2.2 ensures that

{
x ′(t) = Lxt , t ≥ 0,
x0 = ϕ

(3.2)

© The Author(s) 2015
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has a unique global solution, which admits the following representation:

x(t;ϕ) =

⎧⎪⎪⎨
⎪⎪⎩

ϕ(0) +
t∫

0

Lxsds if t ≥ 0,

ϕ(t) if t ∈ [−τ, 0].
(3.3)

3.1 The Solution Operator Semigroup and the Infinitesimal
Generator

Having thewell-posedness of (3.2), we can face the study of the qualitative properties
of the solution. To this aim, the theory of one-parameter semigroups represents
a powerful mathematical tool. The focus is on the infinitesimal generator, which
allows to introduce an abstract ODE describing the dynamics of the state in the
infinite dimensional state space X . We first introduce the necessary basic concepts
in general for a family {T (t)}t≥0 of linear and bounded operators T (t) : Y → Y on
a Banach space (Y, ‖ · ‖Y ). Then we go through DDEs, laying the theoretical basis
for the construction of the numerical approach presented in Chap.5.

Definition 3.1 (strongly continuous semigroup) A family {T (t)}t≥0 of linear and
bounded operators T (t) : Y → Y on aBanach spaceY is called a strongly continuous
semigroup (or C0-semigroup) whenever it satisfies

• the semigroup properties: T (0) = IY and T (t + s) = T (t)T (s) for all t, s ≥ 0;
• the strong continuity property: for any ϕ ∈ Y , ‖T (t)ϕ − ϕ‖Y → 0 as t ↓ 0.

Definition 3.2 (infinitesimal generator) Let {T (t)}t≥0 be a C0-semigroup of linear
and bounded operators on Y . The operator A : D(A ) ⊆ Y → Y defined as

⎧⎪⎪⎨
⎪⎪⎩
D(A ) =

{
ϕ ∈ Y : lim

h↓0
T (h)ϕ − ϕ

h
exists in Y

}

A ϕ = lim
h↓0

T (h)ϕ − ϕ

h

(3.4)

is called the infinitesimal generator of {T (t)}t≥0.

The infinitesimal generator represents the (right-hand) derivative of T (t) in t = 0.
It is a linear, closed, densely defined and, in general, unbounded operator, uniquely
defined by the C0-semigroup. The following fundamental result links semigroups
and dynamical systems from abstract ODEs through the infinitesimal generator.

Theorem 3.1 Let {T (t)}t≥0 be a C0-semigroup of linear and bounded operators on
Y with infinitesimal generator A . For any ϕ ∈ D(A ), the function u : t 	→ u(t) :=
T (t)ϕ, t ≥ 0, is the unique (classic) solution of the abstract Cauchy problem on Y

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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{
u′(t) = A u(t), t ≥ 0,
u(0) = ϕ,

(3.5)

i.e., u(t) is continuously differentiable and u(t) ∈ D(A ) for all t ≥ 0 and (3.5)
holds.

We remark that the classic solution of (3.5) requires ϕ ∈ D(A ). It is possible to
define a mild solution of (3.5) for all ϕ ∈ Y [74, Chap. II, Definition 6.3]).

Now, focusing on DDEs, bearing in mind that in (3.2) the initial state ϕ belongs
to the Banach space (X, ‖ · ‖X ) and that the state at time t is the function xt ∈ X in
(2.2), we first give the following definition to trace the time evolution of the state in
the state space and then we apply the above theory of one-parameter semigroups.

Definition 3.3 (solution operator) The operator T (t) : X → X associating to the
initial function ϕ ∈ X the state xt at time t ≥ 0 by (3.2), i.e.,

T (t)ϕ = xt (·;ϕ), (3.6)

is called the solution operator.

Proposition 3.1 The family {T (t)}t≥0 of solution operators (3.6) defines a C0-
semigroup of linear and bounded operators on X.

Proof The linearity of T (t) in (3.6) easily follows from the linearity of (3.1). To
prove boundedness, we express T (t) for all t ≥ 0 and θ ∈ [−τ, 0] through (3.3) as

(T (t)ϕ)(θ) =

⎧⎪⎪⎨
⎪⎪⎩

ϕ(0) +
t+θ∫
0

LT (s)ϕ ds if t + θ ≥ 0,

ϕ(t + θ) if t + θ ≤ 0.

(3.7)

The boundedness of L implies ‖T (t)ϕ‖X ≤ ‖ϕ‖X + ∫ t
0 ‖L‖‖T (s)ϕ‖X ds, t ≥ 0,

and, by Gronwall’s inequality [21, 88], we get

‖T (t)ϕ‖X ≤ ‖ϕ‖X e‖L‖t , t ≥ 0. (3.8)

Consequently, the bound ‖T (t)‖ ≤ e‖L‖t , t ≥ 0, holds. The semigroup properties
in Definition 3.1 easily follow from (3.6) and from the uniqueness of the solution of
(3.2). As for the strong continuity, the solution x(t;ϕ) of (3.2) is continuous for t ≥
−τ and, therefore, it is uniformly continuous on bounded intervals [−τ, te] for any
te > 0. Hence, for any ε > 0, there exists δ > 0 such that ‖x(t1;ϕ)−x(t2;ϕ)‖∞ < ε

if t1, t2 ∈ [−τ, te] are such that |t1 − t2| < δ. Consequently, for 0 ≤ t < δ, we obtain
‖x(t +θ;ϕ)−x(θ;ϕ)‖∞ = ‖x(t +θ;ϕ)−ϕ(θ)‖∞ < ε for all θ ∈ [−τ, 0], showing
the strong continuity and thus completing the proof. �

Strong continuity implies the continuity of the map t → T (t)ϕ for any ϕ ∈ X .

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
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Hereafter, we refer to the C0-semigroup of solution operators (3.6) simply as the
SO-semigroup. We now characterize the infinitesimal generator associated to the
latter: it is a derivative operator subject to a constraint imposed by (3.1).

Proposition 3.2 The infinitesimal generator of the SO-semigroup is the linear
unbounded operator A : D(A ) ⊆ X → X given by

{
D(A ) = {ϕ ∈ X : ϕ′ ∈ X, ϕ′(0) = Lϕ},
A ϕ = ϕ′. (3.9)

Proof Let ϕ ∈ D(A ) and denote ψ = A ϕ ∈ X . According to (3.4) we have

lim
h↓0

∥∥∥∥T (h)ϕ − ϕ

h
− ψ

∥∥∥∥
X

= lim
h↓0 max

θ∈[−τ,0]

∥∥∥∥ (T (h)ϕ)(θ) − ϕ(θ)

h
− ψ(θ)

∥∥∥∥∞
= 0.

Take θ ∈ [−τ, 0). Since θ + h < 0 for h ↓ 0, we have

ψ(θ) = lim
h↓0

T (h)ϕ(θ) − ϕ(θ)

h
= lim

h↓0
ϕ(θ + h) − ϕ(θ)

h
.

For θ = 0 we get from (3.7)

ψ(0) = lim
h↓0

T (h)ϕ(0) − ϕ(0)

h
= lim

h↓0

h∫
0

LT (s)ϕds

h
= Lϕ.

Therefore, ϕ is right-differentiable on [−τ, 0) with right-hand derivative ψ and,
moreover, ψ(0) = Lϕ. From

∥∥∥∥ϕ(θ − h) − ϕ(θ)

−h
− ψ(θ)

∥∥∥∥∞
≤

∥∥∥∥ϕ(s + h) − ϕ(s)

h
− ψ(s)

∥∥∥∥∞
+ ‖ψ(s) − ψ(s + h)‖∞,

where s = θ − h and both the addends to the right converge uniformly in s by the
continuity of ψ , we conclude that ϕ is differentiable and ϕ′(0) = Lϕ. Conversely,
suppose that ϕ′ ∈ X and ϕ′(0) = Lϕ. By defining ψ = ϕ′ we have that

∥∥∥∥ϕ(θ + h) − ϕ(θ)

h
− ψ(θ)

∥∥∥∥∞
=

∥∥∥∥∥∥
1

h

h∫
0

(ψ(θ + s) − ψ(θ))ds

∥∥∥∥∥∥
∞

converges uniformly to zero as h ↓ 0 for θ ∈ [−τ, 0]. This concludes the
proof. �

By Theorem 3.1, the qualitative and, in particular, the asymptotic behavior of the
solutions of (3.1) are described by the dynamics of the SO-semigroup through the
crucial reformulation of (3.1) as the linear abstract ODE on X
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u′(t) = A u(t), t ≥ 0, (3.10)

for A the infinitesimal generator (3.9). Combining the results above, we conclude
that T (t)ϕ = xt (·;ϕ) in (3.6) solves (3.5) for A in (3.9). To study the dynamics
of the SO-semigroup, we investigate in the following section the spectrum of the
solution operator and its relation with the spectrum of its infinitesimal generator.

Remark 3.1 The spectral analysis requires towork onBanach spaces onC. Hereafter
(and in Part II) we implicitly assume that X and all the operators involved have been
complexified [70]. In Part III, about tests and applications, we go back to R.

3.2 Spectral Properties and the Characteristic Equation

The abstract ODE (3.10) is infinite dimensional but, similarly to the finite dimen-
sional case, it suggests that the asymptotic properties of the solutions of the linear
autonomous DDE (3.1) and the stability of the zero solution depend on the spectrum
of A . In general, the spectrum of an infinite dimensional operator exhibits a more
rich structure than that of a matrix. Our aim here is to describe the spectrum of both
T (t) andA defined in (3.6) and (3.9), respectively, and their relation. In the particu-
lar case we are dealing with, the eventual compactness of the SO-semigroup affects
the spectrum of both operators (which contain only eigenvalues) and, therefore, the
investigation of the asymptotic behavior of the solutions and the stability of the zero
solution. Moreover, it allows to determine the behavior of the SO-semigroup by the
location in C of the spectrum of its infinitesimal generator. It is an important result
in applications, since the stability can be analyzed without solving the equation.

In the same spirit of the previous section, we first give the basic definitions and
results for linear operators and C0-semigroups on a general Banach space Y . Even-
tually, we specialize to the SO-semigroup for DDEs on the state space X .

Definition 3.4 (resolvent and spectrum) Let A : D(A ) ⊆ Y → Y be a linear
(closed or bounded) operator. The resolvent set ofA is ρ(A ) = {λ ∈ C : λIY −A
is bijective}. The spectrum of A is the complementary set σ(A ) = C \ ρ(A ).

The resolvent set ρ(A ) is open in C and, hence, the spectrum σ(A ) is closed in C.

Definition 3.5 (point spectrum) The point spectrum σP (A ) ofA is the set of λ ∈ C

such that λIY − A is not injective, i.e., A ϕ = λϕ for some ϕ �= 0. We call λ an
eigenvalue and ϕ the corresponding eigenfunction.

Letλbe an eigenvalue ofA . The null spaceN (λIY −A ) is called the eigenspaceofλ
and its dimension g(λ) is called the geometric multiplicity. The smallest closed linear
subspace E (λ) that contains all N (λIY − A )k for k ≥ 1 is called the generalized
eigenspace of λ and its dimension ν(λ) is called the algebraic multiplicity. If λ is
an isolated point of σP (A ) and ν(λ) < +∞, then λ is called an eigenvalue of finite
type and simple if ν(λ) = 1. For an isolated λ, the smallest number �(λ) such that
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E (λ) = N (λIY − A )�(λ) is called the ascent. In the finite dimensional case, the
spectrum contains only eigenvalues, whereas for infinite dimensional operators this
is not true in general. But the spectrum of a compact operator, which maps bounded
sets into relatively compact sets, has a simple structure [124, Theorem 3.11]. In fact,
it is a countable set, which can only accumulate at zero. Moreover, any nonzero
element in the spectrum is an isolated eigenvalue with finite algebraic multiplicity
and, therefore, it has properties quite similar to the eigenvalues of a finite dimensional
operator. The following definition emphasizes this fundamental property.

Definition 3.6 (eventually compact semigroup) AC0-semigroup {T (t)}t≥0 of linear
and bounded operators on Y is called eventually compact if there exists t̄ > 0 such
that T (t̄) is compact.

In contrast to the finite dimensional case, in the infinite dimensional case (3.5)
one should distinguish between the case where all solutions decay exponentially
and the case where only the classic ones do. The following notion characterizes the
long-time behavior of all the solutions.

Definition 3.7 (growth bound) Let {T (t)}t≥0 be a C0-semigroup of linear and
bounded operators on Y . The real number

ω0 := inf{ω : there exists Mω > 0 such that ‖T (t)‖ ≤ Mωeωt for all t ≥ 0}

is called the growth bound of {T (t)}t≥0.

We are interested to learn about the growth bound ω0 from the spectrum of the
infinitesimal generator. The fundamental relation between the spectrum of each oper-
ator T (t) of an eventually compact C0-semigroup {T (t)}t≥0 and the spectrum of its
generator is stated in the following Spectral Mapping Theorem.

Theorem 3.2 Let {T (t)}t≥0 be a C0-semigroup of linear and bounded operators on
Y with infinitesimal generator A . If {T (t)}t≥0 is eventually compact then

σ(T (t)) \ {0} = etσ(A ), t ≥ 0. (3.11)

Having in mind (3.11) we introduce the following definition.

Definition 3.8 (spectral abscissa) Let A : D(A ) ⊆ Y → Y be a linear
(unbounded) closed operator. The constant s(A ) := sup{Re(λ) : λ ∈ σ(A )} is
called the spectral abscissa of A .

We remark that s(A ) is also called spectral bound by some authors (see, e.g., [74,
Definition 2.1]). Here we adopt the definition in [70]. In general, s(A ) ≤ ω0. For
eventually compact C0-semigroups, equality holds.

Theorem 3.3 Let {T (t)}t≥0 be an eventually compact C0-semigroup of linear and
bounded operators on Y with infinitesimal generator A . Then ω0 = s(A ).

As anticipated, we now focus on the SO-semigroup for linear autonomous DDEs,
first showing its compactness properties.
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Proposition 3.3 The SO-semigroup is eventually compact. In particular, T (t) in
(3.6) is compact for all t ≥ τ . Moreover,

σ(T (t)) ⊆ σp(T (t)) ∪ {0}, t ≥ 0. (3.12)

Proof We prove that T (t) maps bounded sets into relatively compact sets for t ≥
τ . Let B = {ϕ ∈ X : ‖ϕ‖X ≤ β}, β > 0. For any ψ ∈ T (t)B, t ≥ τ , (3.8)
implies ‖ψ‖X ≤ e‖L‖tβ, whereas (3.1) implies ‖ψ ′‖X ≤ ‖L‖e‖L‖tβ. Since any
ψ is uniformly bounded with uniformly bounded derivatives, the compactness of
T (t)B follows by the Ascoli–Arzelà Theorem [124, Theorem 1.18]. For t = 0 the
relation (3.12) holds. For any t > 0 there exists q ∈ N such that qt ≥ τ and,
therefore, the operator T (qt) = T (t)q is compact and σ(T (t)q) ⊆ σp(T (t)q) ∪
{0}. Since T (t) is bounded, σ(T (t)q) = σ(T (t))q [70, Appendix II, Exercise 4.8],
proving (3.12). �

By combining the latter proposition with all the previous general results, we obtain
the following theorem, which extends to linear autonomous DDEs the analogous one
valid for linear autonomous ODEs.

Theorem 3.4 Let {T (t)}t≥0 be the SO-semigroup with infinitesimal generator A as
given in (3.9). The following statements are equivalent:

• the zero solution of (3.1) is asymptotically exponentially stable;
• σ(T (t)) ⊆ {μ ∈ C : |μ| < 1};
• s(A ) < 0.

The asymptotic behavior of the SO-semigroup, represented by the growth bound
ω0, can be inferred from the spectral properties of its generator, represented by the
spectral abscissa s(A ). This characterization is of particular importance since, unlike
the infinitesimal generator, an explicit form of the solution operator is generally not
known as already remarked. Hence, we focus our attention on the generator of the
SO-semigroup proving that, similarly to the case of ODEs, its spectrum (containing
only isolated eigenvalues) coincides with the roots of a characteristic equation.

Proposition 3.4 Let A given in (3.9) be the infinitesimal generator of the SO-
semigroup. Then σ(A ) contains only eigenvalues and λ ∈ σP (A ) if and only if λ

satisfies the characteristic equation

det(Δ(λ)) = 0, (3.13)

where
Δ(λ) := λId − L(eλ·) (3.14)

and L(eλ·)u = L(eλ·u), u ∈ C
d . The eigenvalues are of finite-type, with real part

bounded above and any vertical strip of C contains only a finite number of them.

Proof We first characterize σP (A ). From (3.9) we have that an eigenfunction ϕ

associated to λ ∈ σP (A ) is represented by
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ϕ(θ) = ϕ(0)eλθ , (3.15)

with ϕ(0) ∈ C
d \ {0}. Moreover, ϕ belongs to the domain D(A ) if and only if it

satisfies the domain condition ϕ′(0) = Lϕ, which becomes

λϕ(0) = L(eλ·)ϕ(0). (3.16)

Therefore, by defining Δ(λ) as in (3.14), we obtain that σP (A ) = {λ ∈ C :
det(Δ(λ)) = 0}. Since σ(A ) is the complement of ρ(A ), we now show that the
resolvent set ρ(A ) contains any λ not satisfying (3.13). λ ∈ ρ(A ) if and only if

(A − λI )ϕ = ψ (3.17)

has a solutionϕ ∈ D(A ) for everyψ in a dense set in X , which depends continuously
on such ψ . We solve (3.17) for ϕ given ψ ∈ X . Proceeding as above, from (3.9) we
have that a solution ϕ of (3.17) can be represented as

ϕ(θ) = eλθϕ(0) +
θ∫

0

eλ(θ−s)ψ(s)ds, θ ∈ [−τ, 0], (3.18)

where ϕ(0) satisfies Δ(λ)ϕ(0) = ψ(0) − L
(∫ ·

0 eλ(·−s)ψ(s)ds
)
. From the latter and

from (3.18) we have that (3.17) has a solution, which is continuous w.r.t. ψ , if and
only if det(Δ(λ)) �= 0. Therefore, ρ(A ) = {λ ∈ C : det(Δ(λ)) �= 0}. The last part
of the theorem can be proved by using classic results from complex analysis and the
theory of linear operators, see [91, p.169] and [70, Chap. IV, Exercise 2.8]. �

Let us note that the above results, but for the characteristic equation, can be proved
by using general facts holding for eventually compact C0-semigroups.

In the latter proof,wehave seen that an eigenfunctionϕ associated toλ ∈ σP (A ) is
given by (3.15), with ϕ(0) a nonzero solution of (3.16). From d

dt T (t)ϕ = T (t)A ϕ =
λT (t)ϕ [74, Chap. II, Lemma 1.3], we get T (t)ϕ = ϕeλt for t ≥ 0. Hence, ϕ is also
the eigenfunction associated to the eigenvalue μ = eλt of the solution operator T (t)
(see, indeed, Theorem 3.2). Also, the solution of (3.2) with initial function ϕ is
xt (θ;ϕ) = ϕ(0)eλ(t+θ), t ≥ 0, θ ∈ [−τ, 0]. In the following proposition, we find the
expression of the solution of (3.2) with initial function in the generalized eigenspace
E (λ) and we prove that on it (3.1) behaves essentially like an ODE. The result can
be generalized to a finite number of eigenvalues.

Proposition 3.5 Let λ be an eigenvalue with multiplicity ν(λ) of A given in (3.9)
and let Φ = (ϕ1, . . . , ϕν(λ)) be a basis for the generalized eigenspace E (λ). The
solutions of (3.2) with initial function ϕ = Φb ∈ E (λ), with b a ν(λ)-dimensional
vector, are of the form xt (θ;ϕ) = ΦeC(t+θ)b, t ≥ 0, θ ∈ [−τ, 0], where C is a
ν(λ)-dimensional matrix with λ as the only eigenvalue.
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Proof For any eigenvalue λ of A , E (λ) is finite dimensional with dimension ν(λ).
Let ϕi ∈ X , i = 1, . . . , ν(λ) be a basis for E (λ). Define the row vector Φ =
(ϕ1, . . . , ϕν(λ)) ∈ Xν(λ). SinceA E (λ) ⊆ E (λ), there exists amatrixC of dimension
ν(λ) such thatA Φ = ΦC , whereA Φ = (A ϕ1, . . . ,A ϕν(λ)). The only eigenvalue
of C is λ. By (3.9) we get Φ(θ) = Φ(0)eCθ , θ ∈ [−τ, 0]. Since ϕi ∈ D(A ),
i = 1, . . . , ν(λ), we have that T (t)ϕi is differentiable and d

dt (T (t)ϕi ) = T (t)A ϕi .
Hence, d

dt T (t)Φ = T (t)A Φ = T (t)ΦC , which implies T (t)Φ = ΦeCt for t ≥ 0.
For ϕ = Φb ∈ E (λ), a combination of the previous gives xt (θ;ϕ) = T (t)Φ(θ)b =
Φ(θ)eCt b = Φ(0)eC(t+θ)b, θ ∈ [−τ, 0], and the result follows. �

Eventually, concerning applications of interest, we consider the prototype model
of linear autonomous DDEs (2.8), whose characteristic equation reads

det

⎛
⎝λId − A −

p∑
k=1

Bke−λτk −
p∑

k=1

−τk−1∫
−τk

Ck(θ)eλθ dθ

⎞
⎠ = 0. (3.19)

In general, there are not necessary and sufficient conditions for all the roots of (3.19)
to be in the left half-plane. Therefore, the location of the roots and the construction of
stability charts is a difficult task, often requiring efficient numerical approaches. Only
for some simple classes of linear autonomous DDEs, the study can be developed by
analytical methods, e.g., the Hayes equation (1.4) [33].

3.3 Linearization and Equilibria

Consider the nonlinear autonomous DDE (2.3) and assume that F is continuous
with bounded Fréchet derivative. Theorem 2.2 ensures that (2.10) has a unique solu-
tion on [−τ,+∞). In applications, the solutions which are independent of time are
particularly important since they represent a behavior which persists in time.

Definition 3.9 (equilibrium) An equilibrium x̄ ∈ X for (2.3) is a constant mapping
with value x̄ which satisfies F(x̄) = 0.

Clearly, an equilibrium is a solution of (2.3). We remark that, in general, numerical
methods may be necessary to find the zeros of F .

From a dynamical system point of view, it is important to analyze whether or
not the solutions nearby an equilibrium remain nearby, get closer or go far away.
Definition 2.3 apply straightforwardly. There can be more than one equilibrium,
with different stability properties. According to the Principle of Linearized Stability,
we can reduce the investigation of the local stability properties of an equilibrium x̄
to the stability analysis of the zero solution of the linearized system

x ′(t) = DF(x̄)xt , t ≥ 0, (3.20)

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_1
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
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where DF(x̄) is the Fréchet derivative of F at x̄ . To complete the analysis, we need
a result linking the stability properties of x̄ to that of the zero solution of (3.20). In
other words, the Principle of Linearized Stability is accomplished in the following.

Theorem 3.5 Let x̄ be an equilibrium of (2.3), {T (t)}t≥0 the SO-semigroup and A
the infinitesimal generator associated to (3.20). Then x̄ is asymptotically exponen-
tially stable if the zero solution of (3.20) is asymptotically exponentially stable, that
is s(A ) < 0 or, equivalently, σ(T (t)) ⊆ {μ ∈ C : |μ| < 1}, t > 0. x̄ is unstable if
the zero solution of (3.20) is unstable, i.e., there is at least one λ ∈ σ(A ) such that
Re(λ) > 0 or, equivalently, there is at least one μ ∈ σ(T (t)) such that |μ| > 1.

Note that the case when some eigenvalues ofA have zero real part or, equivalently,
some eigenvalues of T (t) have unitary modulus, is not covered by Theorem 3.5. In
this case, the investigation of stability requires a deeper analysis [70, Chap. IX].

Theorem 3.5 indicates two alternatives: to determine the position in C of the
infinitely many eigenvalues of either the solution operator or the infinitesimal gen-
erator of (3.20). But, as already pointed out, in general the solution operator has
not an explicit form, whereas the infinitesimal generator is known and, moreover,
its eigenvalues solve the characteristic equation (3.13) as proved in Proposition 3.4.
From a numerical point of view, both the alternatives have been followed (see Part II
and the references therein). We conclude with an example illustrating the linearized
approach for the stability analysis of equilibria.

Example 3.1 The Mackey-Glass equation is the nonlinear DDE

x ′(t) = β
x(t − τ)

1 + x(t − τ)n
− γ x(t), t ≥ 0, (3.21)

with β, γ , τ and n positive real numbers. It has been proposed in [138] to study the
dynamics of physiological systems, such as the density of mature circulating white
blood cells, where τ is the delay between the cells production and maturation and
release into the bloodstream. It is also a celebrated example of chaos for DDEs. We
now focus on the equilibria, i.e., the solutions x̄ of

x

(
β

1 + xn
− γ

)
= 0, (3.22)

which are x̄0 = 0, existing for all the values of the parameters, and x̄1 = n
√

r − 1 for
r := β/γ , existing positive only when r > 1 and coinciding with x̄0 when r = 1. By
rewriting (3.21) as x ′(t) = F(x(t), x(t − τ)), the variational equation is obtained as

x ′(t) = ∂ F

∂x(t)
(x̄, x̄)x(t) + ∂ F

∂x(t − τ)
(x̄, x̄)x(t − τ) (3.23)

for x̄ either x̄0 or x̄1. At x̄0, (3.23) becomes x ′(t) = −γ x(t) + βx(t − τ) and by
using the stability results summarized in Sect. 1.2 (Fig. 1.1), we conclude that x̄0 is

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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asymptotically stable for 0 < r < 1, whereas r = 1 is a steady-state bifurcation
point. When r > 1, x̄0 is unstable and, in fact, (3.22) has the positive solution x̄1.
The linearized equation at x̄1 is

x ′(t) = −γ x(t) + γ

(
r − n(r − 1)

r

)
x(t − τ). (3.24)

When n = 1we easily conclude that x̄1 is asymptotically stable. Instead, if n > 1, we
have 0 <

r−n(r−1)
r < 1 for 1 < r < n

n−1 and by using again the results in Sect. 1.2,
we conclude that x̄1 is asymptotically stable for 1 < r ≤ n

n−1 . For r > n
n−1 the

coefficient of the delayed term becomes negative and the asymptotic stability is
preserved until the coefficients of (3.24) are in the stability domain (Fig. 1.1). Also
the parameter τ plays an important role [83].

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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Chapter 4
Stability of Linear Periodic Equations

The central subject of this chapter is the stability analysis of the zero solution of
linear periodic DDEs. A theory similar to the Floquet one for linear periodic ODEs
has been developed. In the sequel, we emphasize both the similarities and the es-
sential differences w.r.t. the linear autonomous case. Indeed, an analogous of the
infinitesimal generator is not well-defined and the monodromy operator with its
characteristic multipliers plays the crucial role. As the linearized stability theory has
been successfully applied to the equilibria of autonomous DDEs in Chap.3, by com-
bining the linearized approach with the Floquet theory we also relate the stability
of a nonconstant periodic solution of a nonlinear autonomous DDE to the position
w.r.t. the unit circle in C of the characteristic multipliers of the linearized system.

We refer to [70, 91] for a complete treatment of the Floquet theory for linear
periodic DDEs. Here we present the basic results useful for the numerical approach
developed in Chap.6. Let us note that the latter is valid also in the more general case
of linear nonautonomous (not necessarily periodic) DDEs (2.4). Hence, in Sect. 4.1,
we start from the notions of evolution operators and families: they generalize those
of solution operators and one-parameter semigroups to two parameters (see [62,
Chap.3] for a general reference). Then, a particular instance of evolution operator is
the monodromy operator associated to linear periodic DDEs (2.6), i.e.,

x ′(t) = L(t)xt , t ∈ R, (4.1)

where L(t), t ∈ R, is a family of linear, bounded, and periodic functionals: there is
an ω > 0 such that L(t + ω) = L(t) for all t ∈ R. In both cases (periodic or not),
Theorem 2.2 ensures, for any s (in R or in I, respectively) and ϕ ∈ X , the existence
of a unique solution x(·; s, ϕ) on [s − τ,+∞) of

{
x ′(t) = L(t)xt , t ≥ s,
xs = ϕ.

(4.2)
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4.1 The Evolution Operator and the Monodromy Operator

Once established the well-posedness of (4.2), we can study the qualitative properties
of the solutions. Unlike linear autonomous DDEs (2.7), where the state xt for any
t ≥ 0 may be given by the one-parameter SO-semigroup as seen in Chap.3, in
the linear nonautonomous case we need to deal with two parameters, since also the
starting point has to be considered. To this end, we first give a general definition for
two-parameter linear and bounded operators T (t, s) : Y → Y on a general Banach
space Y , similarly to what done in Sect. 3.1. Then we go through the case of linear
nonautonomous and finally periodic DDEs.

Definition 4.1 (evolution family) A family {T (t, s)}t≥s of linear and bounded oper-
ators T (t, s) : Y → Y on a Banach space Y is called an evolution family whenever

• T (t, t) = IY for all t ≥ s;
• T (t, s) = T (t, v)T (v, s) for all t ≥ v ≥ s;
• for any ϕ ∈ X , the function (t, s) �→ T (t, s)ϕ is continuous for t ≥ s.

Definition 4.2 (evolution operator) The operator T (t, s) : X → X associating to
the initial function ϕ ∈ X the state xt at time t ≥ s by (4.2), i.e.,

T (t, s)ϕ = xt (·; s, ϕ), (4.3)

is called the evolution operator.

Proposition 4.1 The family {T (t, s)}t≥s of evolution operators (4.3) defines an evo-
lution family of linear and bounded operators on X.

Proof It follows the same arguments used in the proof of Proposition 3.1. �

Apart from the need to introduce a two-parameter family, up to this point we have
proceeded similarly to the autonomous case. Now we face the main difference: even
though the general idea of associating an abstract ODE to an evolution family to
follow the evolution of the state in the state space could be appealing, this ODEwould
result nonautonomous (with a series of difficulties in realizing such association, see
[62, Sect. 3.1.1] for a deeper discussion). Hence, a possible corresponding notion of
infinitesimal generator would not serve to study the stability (exactly as it happens
for finite dimensional linear nonautonomous ODEs like, e.g., (1.3)). On the other
hand, by specializing to the periodic case, it is the monodromy operator, together
with its spectrum, that becomes central.

Definition 4.3 (monodromy operator) Let T (t, s) be the evolution operator (4.3)
associated to (4.2) in the periodic case. The operator U = T (ω, 0) is called the
monodromy operator.

Let us note that in the periodic case it also holds

T (t + ω, s) = T (t, s)T (s + ω, s), t ≥ s, t, s ∈ R. (4.4)

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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Since ω > 0, there exists an integer q > 0 such that qω ≥ τ and hence U q =
T (qω, 0) is compact, by arguments similar to those used in Proposition 3.3. It can
also be shown that the spectrum σ(U ) of U is an at most countable compact set ofC
with the only possible accumulation point being zero. Moreover, any element μ in
σ(U )\{0} is an eigenvalue ofU which is called a characteristic orFloquet multiplier
of (4.1). Sinceμ �= 0, we can express it asμ = eωλ and λ is called characteristic root
or Floquet exponent. Being determined modulo 2π/ω, each μ gives rise to infinitely
many λ.

Proposition 4.2 μ �= 0 is a characteristic multiplier if and only if there exists ϕ �= 0
such that T (t + ω, 0)ϕ = μT (t, 0)ϕ for all t ≥ 0.

Proof It easily follows from (4.4) for s = 0. �

The monodromy operator and, therefore, the characteristic multipliers, are defined
for s = 0. To justify this choice, we prove that they are independent of s.

Proposition 4.3 If μ is a characteristic multiplier then μ is an eigenvalue of the
operator T (s + ω, s) for all s ∈ R.

Proof As for the monodromy operator, for any s ∈ R the spectrum of T (s + ω, s)
is an at most countable compact set of C with zero the only possible accumulation
point and any nonzero element of the spectrum is an eigenvalue. We prove that the
spectrum of T (s + ω, s) and T (t + ω, t) are the same for all t �= s. If μ �= 0 is an
eigenvalue of T (s + ω, s) then T (s + ω, s)ϕ = μϕ for some ϕ �= 0. For any t > s,
we have T (t + ω, t)T (t, s)ϕ = T (t + ω, s)ϕ = T (t, s)T (s + ω, s)ϕ = μT (t, s)ϕ
and since T (t, s)ϕ �= 0 (otherwise T (s + ω, s)kϕ would be zero for some positive
integer k) we have that μ �= 0 is an eigenvalue of T (t + ω, t). The thesis follows
first by reversing the role of t and s and then by taking s = 0. �

The following proposition furnishes a representation of Floquet type of the solutions
of (4.2)with initial function in the eigenspace associated to a characteristicmultiplier.
Moreover, it holds for any finite number of characteristic multipliers.

Proposition 4.4 Let μ = eλω be a characteristic multiplier with multiplicity ν(μ)

and let Φ = (ϕ1, . . . , ϕν(μ)) be a basis for the generalized eigenspace E (μ). The
solutions of (4.2) in the periodic case for s = 0 and ϕ = Φb ∈ E (μ), with b
a ν(μ)-dimensional vector, are of the form xt (θ; 0, ϕ) = w(t + θ)eC(t+θ)b, t ≥ 0,
θ ∈ [−τ, 0], with C a ν(μ)×ν(μ) matrix of single eigenvalue λ and w(t +ω) = w(t)
for all t .

Proof Since the operator U q for qω ≥ τ is compact, for any μ the generalized
eigenspace E (μ) is finite dimensional with dimension ν(μ). Since UE (μ) ⊆ E (μ),
there exists a matrix B of dimension ν(μ) such thatUΦ = ΦB. The only eigenvalue
of B isμ. Letμ = eλω. We can determine a matrixC with the only eigenvalue λ such
that B = eCω. Let V (t) = T (t, 0)Φe−Ct ∈ Xν(μ). Then, for t ≥ 0, V (t + ω) =
T (t + ω, 0)Φe−C(t+ω) = T (t, 0)T (ω, 0)Φe−C(t+ω) = T (t, 0)ΦBe−Cωe−Ct =
V (t) and V (t) is ω-periodic. Then T (t, 0)Φ = V (t)eCt . By setting V (t) = V (t +

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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kω) for t < 0 and k such that t + kω > 0, we can extend V for all t ∈ R.
Every ϕ ∈ E (μ) can be written as ϕ = Φb, with b a suitable ν(μ)-dimensional
column vector. Then, x(t + θ; 0, ϕ) = xt (θ; 0, ϕ) = xt+θ (0; 0, ϕ), θ ∈ [−τ, 0],
implies (V (t))(θ) = (V (t + θ))(0)eCθ . Now xt (θ; 0, ϕ) = w(t + θ)eC(t+θ)b, where
w(t + θ) = (V (t + θ))(0). �

For linear autonomous DDEs, the stability of the zero solution is determined by
the position inC of the point spectrum of either the solution operator or the associated
infinitesimal generator (Theorem 3.4). In the periodic case, this alternative lacks: we
can only focus the attention on the spectrum of the monodromy operator. Starting
from the Floquet representation of the solution given in Proposition 4.4, a description
of the stability of the zero solution follows (see [91, Chap.8]).

Theorem 4.1 The zero solution of (4.1) is uniformly asymptotically stable if and only
if all the characteristic multipliers have modulus <1 (or the characteristic exponents
have negative real part). It is unstable if there are characteristic multipliers with
modulus >1 (or characteristic exponents with positive real part).

Theorem 4.2 The zero solution of (4.1) is uniformly stable if and only if all the
characteristic multipliers of (4.1) have modulus ≤1 and if μ is a multiplier with
modulus =1 then all the solutions in the associated eigenspace are bounded.

In general, the monodromy operator has not an explicit form and the stability
analysis needs for suitable approximation techniques to discretize it to compute the
characteristic multipliers. In Chap. 6, we introduce a suitable representation of the
general evolution operator T (t, s) in (4.3) and we propose a discretization of the
latter based on the pseudospectral collocation method. Let us remark again that
this approach, which we call the SO approach (w.r.t. the IG approach proposed in
Chap.5 and relevant to the autonomous case of Chap.3), is valid for general linear
nonautonomous DDEs, not necessarily periodic, and in this context it is presented
in Chap.6. Concerning periodic problems, interested readers can find an overview
of alternative methods in [106], see also Sect. 6.4.

Another important observation follows. For linear autonomous DDEs, one can
define the characteristic equation (3.13), whose characteristic roots coincide with
the eigenvalues of the infinitesimal generator. In general, this cannot be done for
linear periodic DDEs but, in some particular cases, a “characteristic equation” whose
solutions are the Floquet exponents can be derived. The following example, inspired
by [91, Sect. 8.1], represents an instance of periodic DDE in the class (2.8) for which
a characteristic equation can be obtained. A similar example, with also distributed
delay terms, is treated in Sect. 8.15.

Example 4.1 Consider the linear periodic DDE

x ′(t) = A(t)x(t) +
p∑

k=1

Bk(t)x(t − τk), t ≥ 0, (4.5)
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http://dx.doi.org/10.1007/978-1-4939-2107-2_2
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where A and Bk , k = 1, . . . , p, are continuous andω-periodicRd×d -valued functions
and τk = nkω, nk ∈ N. By Proposition 4.4 we have that μ = eλω is a characteristic
multiplier if and only if there exists a nonzeroRd -valued ω-periodic function w such
that x(t) = w(t)eλt satisfies (4.5). Therefore, we get

w′(t) =
(

−λId + A(t) +
p∑

k=1

Bk(t)e
−λωnk

)
w(t) (4.6)

with w(t + ω) = w(t). The general solution of (4.6) can be expressed as w(t) =
W (t, 0; λ)w(0) for W (t, 0; λ) the fundamental matrix solution. Note the dependence
of W on the characteristic exponent λ. Now, by the periodicity condition w(ω) =
w(0), we can find w(0) �= 0 if and only if λ satisfies the characteristic equation

det(W (ω, 0; λ) − Id) = 0. (4.7)

For d = 1, we have

W (t, 0; λ) = exp

⎛
⎝−λt +

t∫
0

A(s) rmds +
p∑

k=1

e−λωnk

t∫
0

Bk(s) ds

⎞
⎠.

Since λ is determined only up to a multiple of 2π/ω, (4.7) is satisfied if and only if

− λ + a +
p∑

k=1

bke
−λωnk = 0 (4.8)

for a = 1
ω

∫ ω

0 A(s) ds and bk = 1
ω

∫ ω

0 Bk(s) ds, k = 1, . . . , p. Observe that (4.8)
can be seen as the characteristic equation of x ′(t) = ax(t) + ∑p

k=1 bk x(t − ωnk).

As a concluding remark of this section, let us note that, as already pointed out in
Chap.1, linear periodic ODEs are equivalent to linear autonomous ODEs by means
of a periodic nonsingular transformation. This is not true for linear periodic DDEs,
as shown in the example proposed in [91, p. 197].

4.2 Linearization and Periodic Solutions

Consider the nonlinear autonomous DDE (2.3) and assume that F satisfies the ad-
ditional smoothness conditions to ensure that all the forthcoming results are valid.

Definition 4.4 (periodic solution) A nonconstant solution x̄ of (2.3) on [−τ,+∞)

is called periodic if there is an ω > 0 such that x̄(t) = x̄(t + ω) for all t ≥ −τ .

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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Each ω > 0 such that x̄ω = x̄0 defines a period of x̄ . However, there exists a minimal
period and all other periods are multiples of the latter.

By following again the underlying idea of the Principle of Linearized Stability,
we consider the linearized system at the periodic solution

x ′(t) = DF(x̄t )xt , t ≥ 0, (4.9)

where DF(x̄t ) is the Fréchet derivative of F at x̄t . The linear operator DF(x̄t )

depends on t and is periodic, i.e., DF(x̄t+ω) = DF(x̄t ). Hence, the linearized
system (4.9) is nonautonomous and periodic. To tell about the solutions closed to
the periodic one, we need to state the Principle of Linearized Stability for periodic
solutions. It is important to remark that, if x̄ is a nonconstant ω-periodic solution
of (2.3), the second derivative exists and x̄ ′′(t) = DF(x̄t )x̄ ′

t . Therefore, x̄ ′ is an
ω-periodic solution of (4.9) and then x̄ ′

0 = U x̄ ′
0 for U the associated monodromy

operator. Since x̄ ′ �= 0 (for x̄ is nonconstant), it follows that μ = 1 is a characteristic
multiplier of (4.9). If μ = 1 is simple and it is the only multiplier of modulus equal
to one, the periodic solution is called hyperbolic. As a consequence, the Principle of
Linearized Stability in the periodic case assumes the following form.

Theorem 4.3 Let x̄ be an hyperbolic periodic solution of (2.3). If all the character-
istic multipliers of the linearized system (4.9) except μ = 1 are inside the unit circle,
then it is exponentially asymptotically stable. If there are characteristic multipliers
with modulus larger than one then the periodic solution is unstable.

It is important to observe that the multiplier μ = 1 is a consequence of the lin-
earization at a periodic solution and it does not affect its stability. This is an essential
difference w.r.t. Theorem 3.5 for the solution operator of DDEs linearized at an equi-
librium. There we reduce to the linearized equation and to the asymptotic stability
of the zero solution by Theorem 3.4. Here this is not possible because the analogous
Theorem 4.1 would say that the zero solution of (4.9) is not asymptotically stable.

Let us note that in the literature there are results on existence of periodic solutions
for different classes of nonlinear DDEs, for which we have not the analytic expres-
sion. In [91, p. 245] “a procedure for determining periodic solutions of some classes
of autonomous retarded functional differential equations” is proposed, adding that
“the simplest way in which nonconstant periodic solutions of autonomous equations
can arise—the so-called Hopf bifurcation—is discussed.” In [91, Chap.11] and [70,
Chap.XV] periodic solutions are investigated. In general, such solutions are com-
puted numerically [75–77, 136, 190] and also the study of the linearized equations
requires efficient numerical techniques. We close instead this section with an acad-
emic example of a nonlinear autonomous DDE with a known periodic solution. This
example is resumed in Sect. 8.1.6, showing how the SO approach of Chap.6 correctly
computes the multiplier μ = 1. Let us finally underline that the SO approach works
also for linear autonomous DDEs as a particular instance.
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Example 4.2 Consider the nonlinear autonomous DDE

x ′(t) = − log
(

x
(

t − π

2

))
x(t). (4.10)

It is easy to verify that x̄(t) = esin (t) is a periodic solution of period ω = 2π . By
following the same procedure of Example 3.1, the linearized equation reads

x ′(t) = cos (t)x(t) − esin (t)+cos (t)x
(

t − π

2

)
, (4.11)

which is, indeed, nonautonomous with 2π -periodic coefficients. It is left as an exer-
cise to verify that x̄ ′(t) solves (4.11) and, therefore, it gives rise toμ = 1 as explained
before Theorem 4.3 and as numerically verified in Sect. 8.1.6.
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Part II
Numerical Analysis

For readers’ convenience, we resume here the basic facts from Part I. By recalling
the complexification cited in Remark 3.1, we assume xðtÞ 2 C

d and the state space
X ¼ Cð½�s; 0�;CdÞ. Then, in Part III, we turn back to Cð½�s; 0�;RdÞ for
applications.

For L : X ! C
d a linear and bounded functional, the linear autonomous DDE

x0ðtÞ ¼ Lxt; t 2 R; ðII:1Þ

can be restated as the abstract linear ODE in the infinite dimensional space X

u0ðtÞ ¼ AuðtÞ; t 2 R;

where uðtÞ ¼ xt and A is the infinitesimal generator of the SO-semigroup
TðtÞf gt� 0. For t� 0, the (linear and bounded) solution operator TðtÞ : X ! X is

TðtÞu ¼ xtð�;uÞ; u 2 X;

where xð�;uÞ is the solution of the Cauchy problem for (II.1) with initial function
x0 ¼ u at time t ¼ 0. The (linear and unbounded) infinitesimal generator A :
DðAÞ � X ! X is

DðAÞ ¼ u 2 X : u0 2 X and u0ð0Þ ¼ Luf g;
Au ¼ u0:

(

The eigenvalues ofA are the characteristic roots of (II.1) and we are interested in
their numerical computation. We present two approaches: the IG approach, based on
discretizing the infinitesimal generator, and the SO approach, based on discretizing
an arbitrary solution operator TðtÞ. In the former, we compute numerical approxi-
mations of the eigenvalues ofA, giving the characteristic roots directly. In the latter,
we compute numerical approximations of the nonzero eigenvalues of TðtÞ: being of
type ekt for k a characteristic root, only ReðkÞ can be recovered.

http://dx.doi.org/10.1007/978-1-4939-2107-2_3


Unlike the IG approach, the SO approach can be used on the more general
linear nonautonomous DDEs

x0ðtÞ ¼ LðtÞxt; t 2 I; ðII:2Þ

where, for any t 2 I, LðtÞ : X ! C
d is a linear and bounded functional. In this more

general case, the evolution family fTðt; sÞgt� s replaces the SO-semigroup. For
t� s in I, the (linear and bounded) evolution operator Tðt; sÞ : X ! X is

T t; sð Þu ¼ xtð�; s; uÞ; u 2 X;

where xð�; s; uÞ is the solution of the Cauchy problem for (II.2) with initial function
xs ¼ u at time t ¼ s. The SO approach is used for the numerical computation of the
nonzero eigenvalues of an arbitrary evolution operator Tðt; sÞ and, in particular, for
the computation of the characteristic multipliers of periodic DDEs, i.e., the
eigenvalues of Tðx; 0Þ where x is the (minimal) period of the function t 7! LðtÞ.
Eventually, we remark that a similar discretization can be used for computing the
Lyapunov exponents for the general case (II.2) as done in [49] (see also [32, 83]).
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Chapter 5
The Infinitesimal Generator Approach

The IG approach consists in approximating the space X with a finite dimensional
linear space X M , called the discretization of X of index M , and the infinitesimal
generator A with a finite dimensional linear operator AM : X M → X M , called the
discretization of A of index M . The index of discretization M is a positive integer
such that the larger M , the better the approximations X M and AM .

The characteristic roots of (II.1), namely the eigenvalues of A , are then approx-
imated by the eigenvalues of AM .

In this chapter, we present in Sect. 5.1 a particular method included in this ap-
proach, called the pseudospectral differentiation method of the IG approach, and in
Sect. 5.2 its piecewise version. The convergence analysis for the pseudospectral dif-
ferentiationmethod is given in Sect. 5.3 and that for the piecewise version in Sect. 5.4.
Other methods based on the IG approach are cited in Sect. 5.5. The implementative
aspects of the piecewise version of the pseudospectral differentiation method are
considered in Part III.

At first sight, it can seem strange to approximate the infinite spectrum σ (A )with
the finite spectrum σ (AM ). In the convergence analysis of Sect. 5.3, we explain in
which sense the finite spectrum approximates the infinite spectrum. Here, we only
anticipate that the larger M , the larger is the number of elements of σ (A ) that
are approximated by elements of σ (AM ) with the closest-to-the origin elements
approximated better.

5.1 The Pseudospectral Differentiation Method

The pseudospectral differentiation method of the IG approach consists in particular
discretizations of X andA , which are now described. This method first appeared in
[38], see also [30].

For any positive integer M , let us introduce the mesh

ΩM = {
θM,0, θM,1, . . . , θM,M

}
(5.1)

© The Author(s) 2015
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46 5 The Infinitesimal Generator Approach

on [−τ, 0], where 0 = θM,0 > θM,1 > · · · > θM,M ≥ −τ . We set X M = (
C

d
)M+1

as the discretization of X of index M . An element Φ = (Φ0, Φ1, . . . , ΦM )T ∈
X M can be interpreted as a discrete function ΩM → C

d , with Φm ∈ C
d , m =

0, 1, . . . , M , being the value at θM,m . Note that the M + 1 components of Φ are
denoted with indices from 0 to M : as we see below, the component of index zero has
a special role.

Now, let PM : X M → X be the discrete Lagrange interpolation operator as-
sociating to any Φ ∈ X M the M-degree C

d -valued polynomial PMΦ ∈ X such
that

(PMΦ)
(
θM,m

) = Φm, m = 0, 1, . . . , M.

Here and in the following, for an M-degree Cd -valued polynomial we mean a poly-
nomial aMθ M + · · · + a1θ + a0, θ ∈ [−τ, 0], where aM , . . . , a1, a0 ∈ R

d . The
discretization AM of index M of A is defined as follows: for any Φ ∈ X M , the
element AMΦ ∈ X M has components

{
[AMΦ]0 = LP MΦ

[AMΦ]m = (PMΦ)′
(
θM,m

)
, m = 1, . . . , M.

(5.2)

We can see the approximationAM ofA as built in the followingway.We startwith
a discrete function Φ ∈ X M , thought as an approximation of a function ϕ ∈ D(A )

such that
ϕ(θM,m) = Φm, m = 0, 1, . . . , M.

We want to obtain a discrete function AMΦ ∈ X M such that

{
[AMΦ]0 ≈ ϕ′(θM,0) = ϕ′(0) = Lϕ

[AMΦ]m ≈ ϕ′(θM,m), m = 1, . . . , M.

Thus, we have to approximate the value Lϕ, as well as the derivatives of the function
ϕ at the mesh points θM,m , m = 1, . . . , M , by means of the values Φm , m =
0, 1, . . . , M , of ϕ at the mesh points. An idea is to approximate the function ϕ by
the Lagrange interpolation polynomial PMΦ, which can be entirely constructed with
the values Φm , and then set

{
[AMΦ]0 = LP MΦ ≈ Lϕ

[AMΦ]m = (PMΦ)′(θM,m) ≈ ϕ′(θM,m), m = 1, . . . , M.

To compute the eigenvalues ofAM , standard software tools require that the linear
operator is described as a matrix. Now we find the matrix inCd(M+1)×d(M+1) ofAM

relevant to the canonical basis ofCd(M+1). For simplicity of notation, we use always
the same symbol for both the operator and the matrix representation.

Given Φ ∈ X M , the interpolation polynomial PMΦ reads
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(PMΦ) (θ) =
M∑

j=0

�M, j (θ)Φ j , θ ∈ [−τ, 0],

where �M,0, �M,1, . . . , �M,M are the Lagrange coefficients relevant to the nodes of
(5.1) given by

�M, j (θ) =
M∏

k=0
k �= j

θ − θM,k

θM, j − θM,k
, θ ∈ [−τ, 0], j = 0, 1, . . . , M.

Note that, for m, j = 0, 1, . . . , M ,

�M, j
(
θM,m

) =
{
1 if m = j,
0 if m �= j,

(5.3)

holds.
By using the previous form of the interpolation polynomial, we can write, for

Φ ∈ X M ,

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[AMΦ]0 = LP MΦ =

M∑
j=0

L
(
�M, j (·)Id

)
Φ j

[AMΦ]m = (PMΦ)′
(
θM,m

) =
M∑

j=0
�′

M, j

(
θM,m

)
Φ j , m = 1, . . . , M,

where L
(
�M, j (·)Id

)
denotes the d × d matrix of columns L

(
�M, j (·)e(i)

)
, i =

1, . . . , d, e(1), . . . , e(d) being the canonical vectors of Cd .
We conclude that AM is the block matrix given by

AM =

⎛
⎜⎜⎜⎝

L
(
�M,0(·)Id

)
L
(
�M,1(·)Id

)
. . . L

(
�M,M (·) Id

)
�′

M,0

(
θM,1

)
Id �′

M,1

(
θM,1

)
Id . . . �′

M,M

(
θM,1

)
Id

...
...

...

�′
M,0

(
θM,M

)
Id �′

M,1

(
θM,M

)
Id . . . �′

M,M

(
θM,M

)
Id

⎞
⎟⎟⎟⎠

=
(

L
(
�M,0(·)Id

)
. . . L

(
�M,M (·)Id

)
DM ⊗ Id

)
,

where ⊗ is the Kronecker tensor product [188] (recall that

P ⊗ Q =
⎛
⎜⎝

p1,1Q · · · p1,v Q
...

. . .
...

pu,1Q · · · pu,v Q

⎞
⎟⎠ ∈ R

ur×vs
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for P ∈ R
u×v and Q ∈ R

r×s). The M × (M + 1) matrix DM above is

DM =
⎛
⎜⎝

�′
M,0

(
θM,1

)
�′

M,1

(
θM,1

)
. . . �′

M,M

(
θM,1

)
...

...

�′
M,0

(
θM,M

)
�′

M,1

(
θM,M

)
. . . �′

M,M

(
θM,M

)

⎞
⎟⎠ .

We observe that if we add the first row �′
M,0

(
θM,0

)
, �′

M,0

(
θM,1

)
, . . . , �′

M,0

(
θM,M

)
to the matrix DM , we obtain a square matrix that is usually called differentiation
matrix according to [184]. Therefore,AM can be seen as a perturbation of the latter.

Example 5.1 Just for illustration, we observe that for the Hayes Equation (1.4), i.e.,

x ′ (t) = ax (t) + bx (t − τ) ,

where a, b ∈ C, for which

Lϕ = aϕ (0) + bϕ (−τ) , ϕ ∈ X = C ([−τ, 0],C) ,

holds, we have

AM =
(

a�M,0 (0) + b�M,0 (−τ) · · · a�M,M (0) + b�M,M (−τ)

DM

)

=
(

a + b�M,0 (−τ) b�M,1 (−τ) · · · b�M,M (−τ)

DM

)

since θM,0 = 0 and (5.3) holds. Observe that if θM,M = −τ , then (5.3) implies

AM =
(

a 0 · · · 0 b
DM

)
.

5.2 The Piecewise Pseudospectral Differentiation Method

In the previous example, we have seen the advantage to take the mesh point θM,M

coincident with the discrete delay −τ . In applications, when we deal with (2.8), i.e.,

x ′ (t) = Ax (t) +
p∑

k=1

Bk x (t − τk) +
p∑

k=1

−τk−1∫
−τk

Ck(θ)x(t + θ) dθ, (5.4)

namely the DDE (II.1) with

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
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Lϕ = Aϕ (0) +
p∑

k=1

Bkϕ (−τk) +
p∑

k=1

−τk−1∫
−τk

Ck(θ)ϕ(θ) dθ, ϕ ∈ X,

it is quite useful that all the discrete delays τ0, τ1, . . . , τp turn out to be mesh points.
In order to do this, we introduce the piecewise version of the pseudospectral differ-
entiation method. We remark that this version works for the particular DDE (5.4),
whereas the non-piecewise version described in the previous section is valid for the
general DDE (II.1).

Here, for any positive integer M , we introduce the mesh

ΩM =
{
θM,0, θ

(1)
M,1, . . . , θ

(1)
M,M , . . . , θ

(p)
M,1, . . . , θ

(p)
M,M

}

on [−τ, 0], where θM,0 = 0 and −τk−1 > θ
(k)
M,1 > · · · > θ

(k)
M,M = −τk , k =

1, . . . , p. Set X M = (
C

d
)pM+1

as the discretization of X of index M . An element

Φ =
(
Φ0, Φ

(1)
1 , . . . , Φ

(1)
M , . . . , Φ

(p)
1 , . . . , Φ

(p)
M

)

of X M is interpreted as a function ΩM → C
d , with Φ0 being the value at θM,0 = 0

and Φ
(k)
m ,k = 1, . . . , p, m = 1, . . . , M , being the value at θ(k)

M,m . We also set

{
θ

(1)
M,0 := θM,0 = 0, Φ

(1)
0 := Φ0,

θ
(k)
M,0 := θ

(k−1)
M,M = −τk−1, Φ

(k)
0 := Φ

(k−1)
M , k = 2, . . . , p.

(5.5)

Now, we introduce the discrete piecewise Lagrange interpolation operator PM :
X M → X associating to anyΦ ∈ X M the piecewise polynomial PMΦ ∈ X such that,
for any k = 1, . . . , p, the restriction (PMΦ) |[−τk ,−τk−1] is the M-degree Cd -valued
polynomial such that

(PMΦ) |[−τk ,−τk−1]
(
θ

(k)
M,m

)
= Φ(k)

m , m = 0, 1, . . . , M.

Note that, due to the settings (5.5), there are no jumps at the mesh points −τk ,
k = 1, . . . , p − 1, and so PMΦ ∈ X .

The discretization AM of index M of A is defined as follows: for any Φ ∈ X M ,
the element AMΦ ∈ X M has components

{
[AMΦ]0 = LP ′

MΦ,

[AMΦ](k)
m = (

(PMΦ) |[−τk ,−τk−1]
)′ (

θ
(k)
M,m

)
, k = 1, . . . , p, m = 1, . . . , M.

By introducing, for k = 1, . . . , p, theLagrange coefficients�(k)
M,0, �

(k)
M,1, . . . , �

(k)
M,M

relevant to the nodes θ
(k)
M,0, θ

(k)
M,1, . . . , θ

(k)
M,M , we have
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[AMΦ]0 = LP MΦ

= A (PMΦ) (0)

+
p∑

k=1

Bk (PMΦ) (−τk) +
p∑

k=1

−τk−1∫
−τk

Ck(θ) (PMΦ) (θ) dθ

= AΦ0 +
p∑

k=1

BkΦ
(k)
M +

p∑
k=1

M∑
j=0

J (k)
j Φ

(k)
j

=
(

A + J (1)
0

)
Φ0 +

p−1∑
k=1

⎛
⎝M−1∑

j=1

J (k)
j Φ

(k)
j +

(
Bk + J (k)

M + J (k+1)
0

)
Φ

(k)
M

⎞
⎠

+
M−1∑
j=1

J (p)
j Φ

(p)
j +

(
Bp + J (p)

M

)
Φ

(p)
M ,

[AMΦ](k)
m = (PMΦ)′

(
θ
(k)
M,m

)
=

M∑
j=0

(
�
(k)
M, j

)′ (
θ
(k)
M,m

)
Φ

(k)
j ,

k = 1, . . . , p, m = 1, . . . , M,

where

J (k)
j =

−τk−1∫
−τk

�
(k)
M, j (θ)Ck(θ) dθ, k = 1, . . . , p, j = 0, 1, . . . , M.

From these equations, one can easily derive the matrix in Cd(pM+1)×d(pM+1) repre-
senting the finite dimensional linear operatorAM in the canonical basis ofCd(pM+1).
The details about the form of this matrix are presented in Chap.7.

We also observe that, in Part III, we consider a piecewise version of the
pseudospectral differentiation method more general than that introduced here. In
fact, in Part III, the number of nodes of the mesh ΩM in the intervals (−τk−1, τk],
k = 1, . . . , p, is not constant but it depends on k.

5.3 Convergence Analysis

In this section, we are interested in studying how good are the eigenvalues of the dis-
cretizationAM , related to the pseudospectral differentiation method, as approxima-
tions of the eigenvalues ofA . The contents of this section are a detailed reformulation
of what has been presented in [38].

The eigenvalues of the operator A are the complex numbers λ such that

A ϕ = ϕ′ = λϕ (5.6)

for some ϕ ∈ D (A ) \ {0}.

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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Let ϕ ∈ X . Since (5.6) means

ϕ(θ) = ψ (θ; λ, u) := eλθ u, θ ∈ [−τ, 0], (5.7)

for some u ∈ C
d , we have (5.6) and ϕ ∈ D (A ) \ {0} if and only if

ϕ′ (0) = λu = L (ψ (·; λ, u))

for some u ∈ C
d \ {0}. Then, we can conclude that λ is an eigenvalue of A if and

only if
det

(
λId − L̂(λ)

) = 0, (5.8)

where L̂(λ) : Cd → C
d is the linear operator given by

L̂(λ)u = L (ψ (·; λ, u)) , u ∈ C
d .

Observe that (5.8) is the characteristic Eq. (3.13) of the DDE (II.1) introduced in
Proposition3.4 of Chap.3.

Now, we show that the eigenvalues ofAM satisfy a characteristic equation whose
form is quite similar to (5.8). Before doing this, we have to study the numerical
solution, obtained by a polynomial collocation, of a related problem.

5.3.1 A Related Collocation Problem

For λ ∈ C and u ∈ C
d , we denote by pM (·; λ, u) ∈ X the M-degree collocation

polynomial relevant the nodes θM,m , m = 0, 1, . . . , M , for the problem

{
ψ ′(θ) = λψ(θ), θ ∈ [−τ, 0],
ψ (0) = u,

(5.9)

whose solution is ψ(θ) := ψ (θ; λ, u) = eλθ u, θ ∈ [−τ, 0], (recall (5.6) and (5.7)).
In other words, pM (·; λ, u) is an M-degree Cd -valued polynomial such that

{
p′

M

(
θM,m; λ, u

) = λpM
(
θM,m; λ, u

)
, m = 1, . . . , M,

pM
(
0; λ, u

) = u.
(5.10)

Under a condition on the nonzero nodes θM,m , m = 1, . . . , M , existence and
uniqueness of the collocation polynomial, along with an estimate of how well
pM (·; λ, u) approximates ψ (·; λ, u), is proved in the next proposition. Before pre-
senting it, we introduce the Lagrange interpolation operator LM : X → X asso-
ciating to any ϕ ∈ X the (M − 1)-degree C

d -valued polynomial LMϕ ∈ X such
that

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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(LMϕ)
(
θM,m

) = ϕ
(
θM,m

)
, m = 1, . . . , M.

Moreover, let �M,1, . . . , �M,M be the Lagrange coefficients relevant to the nodes
θM,1, . . . , θM,m of (5.1). Finally, we remind that the norm ofLM is given by

‖LM‖ = max
θ∈[−τ,0]

M∑
j=1

∣∣�M, j (θ)
∣∣

and it is known as the Lebesgue constant relevant to the nodes θM,1, . . . θM,M , see,
e.g., [186] and the references therein or [184].

Proposition 5.1 Let B be an open bounded subset of C. If the sequence of meshes
{ΩM } is such that

lim
M→∞

‖LM‖
M

= 0, (5.11)

then there exists a positive integer M0(B) such that, for any index M ≥ M0(B),
λ ∈ B and u ∈ C

d , there exists a unique collocation polynomial pM (·; λ, u) for
(5.9) and

‖pM (·; λ, u) − ψ (·; λ, u)‖X ≤ C2(B) · C1(B)M

M ! · ‖u‖∞ , (5.12)

where
C1(B) = max

z∈B
|z| τ

and

C2(B) = 2 · max
z∈B

(
1 + |z| e

Re(z)τ − 1

Re (z)

)
· max

{
eRe(z)τ , 1

}
,

B being the closure of B. Moreover, the linear operator Cd → X given by

u �→ pM (·; λ, u) , u ∈ C
d , (5.13)

is an holomorphic function of λ ∈ B.

Proof Let λ ∈ C and let u ∈ C
d . By introducing the linear Volterra integral operator

K : X → X given by

(K ϕ) (θ) =
θ∫

0

ϕ(θ) dθ, ϕ ∈ X, θ ∈ [−τ, 0],

we can rewrite (5.9) and (5.10) as equations in the space X : (5.9) becomes
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ψ = u + λK ψ

and (5.10) becomes
pM = u + λK L M pM , (5.14)

where we set ψ = ψ (·; λ, u) and pM = pM (·; λ, u) and u denotes the constant
function in X of value u ∈ C

d . In fact, we can write

ψ(θ) = u +
θ∫

0

ψ ′(θ) dθ = u +
θ∫

0

λψ(θ) dθ, θ ∈ [−τ, 0],

instead of (5.9) and

pM (θ) = u +
θ∫

0

p′
M (θ) dθ = u +

θ∫
0

(LMλpM ) (θ) dθ, θ ∈ [−τ, 0],

instead of (5.10), since the first row of (5.10) says that p′
M = LMλpM .

By introducing the error eM := pM − ψ , we obtain the following equation for
eM :

eM = λK L M eM + λK rM , (5.15)

where rM := LMψ − ψ . We have that eM ∈ X is a solution of (5.15) if and only if
eM = λK êM , where êM ∈ X satisfies the equation

êM = λLMK êM + rM . (5.16)

The reason for introducing the Eq. (5.16) is that the operatorsK andLM appear here
in the reverse order with respect to (5.15): this fact permits to prove existence and
uniqueness of a solution for (5.16) in an easyway. Here is the proof of the equivalence
of (5.15) and (5.16). If eM is a solution of (5.15), then, for êM = LM eM +rM , we have
eM = λK (LM eM + rM ) = λK êM and êM = LM eM + rM = λLMK êM + rM .
Vice-versa, if êM ∈ X is a solution of (5.16), then, by setting eM = λK êM , we
have êM = λLMK êM + rM = LM eM + rM and so eM = λK (LM eM + rM ) =
λK L M eM + λK rM .

Now, we prove that if (5.11) holds, then there exists a positive integer M0(B) such
that (5.16), rewritten as

(IX − λLMK ) êM = rM , (5.17)

has a unique solution, for M ≥ M0(B) and λ ∈ B.
We begin by observing that the operator IX − λK is invertible with inverse
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[
(IX − λK )−1 ϕ

]
(θ) = ϕ(θ) + λ

θ∫
0

eλ(θ−s)ϕ (s) ds, ϕ ∈ X, θ ∈ [−τ, 0],

(5.18)
and so ∥∥∥(IX − λK )−1

∥∥∥ ≤ 1 + |λ| e
Re(λ)τ − 1

Re(λ)
.

Note that (5.18) follows by rewriting (IX − λK ) ψ = ϕ, where ϕ,ψ ∈ X , as
ψ−ϕ = λK (ψ − ϕ)+λK ϕ, i.e., (ψ − ϕ)′ = λ (ψ − ϕ)+λϕ and (ψ − ϕ) (0) =0.

Now, we consider the operator IX − λLMK in the left-hand side of (5.17) as a
perturbation of the operator IX − λK : we have

IX − λLMK = IX − λK − λ (LM − IX )K . (5.19)

The Banach Perturbation Lemma (see, e.g., [124, Theorem 10.1]) says that if Y
is a Banach space and A, E : Y → Y are linear bounded operators such that A is
invertible and

‖E‖ <
1∥∥A−1

∥∥ ,

then A + E is invertible and

∥∥∥(A + E)−1
∥∥∥ ≤

∥∥A−1
∥∥

1 − ‖E‖ ∥∥A−1
∥∥ .

We want to apply it with A = IX − λK and E = −λ(LM − IX )K .
A well-known result from interpolation theory (a Jackson’s theorem, see [163,

Corollary 1.4.1]) says that, for a function ϕ ∈ X , the following bound

‖LMϕ − ϕ‖X ≤ (1 + ‖LM‖) · 6ω
(

ϕ; τ

2(M − 1)

)
(5.20)

holds, where

ω (ϕ; δ) = sup
θ1,θ2∈[−τ,0]
|θ1−θ2|≤δ

‖ϕ (θ1) − ϕ (θ2)‖∞ , δ > 0,

is the modulus of continuity of ϕ. As a consequence, for the norm of the perturbation
λ (LM − IX )K in (5.19), we have

‖λ (LM − IX )K ‖ ≤ |λ| (1 + ‖LM‖) 3τ

M − 1
.
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This is the point that explains the importance to have LMK instead of K L M in
the equation: in this manner, we have the interpolation error operator LM − IX as
applied to functions smoothed by the integral operator K .

Under the hypothesis (5.11), there exists a positive integer M0(B) such that, for
M ≥ M0(B) and λ ∈ B, we have

‖λ (LM − IX )K ‖ ·
∥∥∥(IX − λK )−1

∥∥∥
≤ |λ| (1 + ‖LM‖) 3τ

M − 1
·
(
1 + |λ| e

Re(λ)τ − 1

Re(λ)

)

≤ (1 + ‖LM‖) 3τ

M − 1
· max

z∈B
|z|

(
1 + |z| e

Re(z)τ − 1

Re (z)

)
≤ 1

2

and then, by the Banach Perturbation Lemma, we can conclude that IX − λLMK
is invertible with

∥∥∥(IX − λLMK )−1
∥∥∥ ≤ 2

∥∥∥(IX − λK )−1
∥∥∥ ≤ 2

(
1 + |λ| e

Re(λ)τ − 1

Re (λ)

)
.

Therefore, for M ≥ M0(B), the Eq. (5.16) has a unique solution êM with

‖̂eM‖X ≤
∥∥∥(IX − λLMK )−1

∥∥∥ ‖rM‖X ≤ 2

(
1 + |λ| e

Re(λ)τ − 1

Re(λ)

)
‖rM‖X .

Thus, (5.15) has a unique solution eM and, then, there exists a unique collocation
polynomial pM and

‖eM‖X ≤ ‖λK ‖ ‖̂eM‖X ≤ 2 |λ| τ
(
1 + |λ| e

Re(λ)τ − 1

Re (λ)

)
‖rM‖X . (5.21)

Another well-known result from interpolation theory (the Cauchy Interpolation
Remainder [67, Theorem 3.1.1]) says that

‖rM‖X = ‖LMψ − ψ‖X ≤ τ M
∥∥ψ(M)

∥∥
X

M ! ≤ τ M |λ|M max
{
eRe(λ)τ , 1

} ‖u‖∞
M ! .

(5.22)
By (5.21) and (5.22), we obtain the bound (5.12).

As for the holomorphicity of (5.13) on B, it is sufficient to observe that we can
express the collocation polynomial pM (·; λ, u) as

pM (·; λ, u) = ψ (·; λ, u) + eM = ψ (·; λ, u) + λK êM

= ψ (·; λ, u) + λK (IX − λLMK )−1 (LM − IX ) ψ (·; λ, u) .
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The holomorphicity of the linear operator (5.13) follows by that of the linear
operators u �→ ψ (·; λ, u) and u �→ λK (IX − λLMK )−1 (LM − IX ) ψ (·; λ, u),
u ∈ C

d . �

We observe that (5.11) is fulfilled by Chebyshev zeros (or type-I nodes, [184])

θM,m = τ

2

(
cos

(
2m − 1

2M

)
π − 1

)
, m = 1, . . . , M, (5.23)

for which ‖LM‖ = O(log (M), M → ∞, holds.
Moreover, we remark that (5.22) is valid for any choice of θM,1, . . . , θM,M and

it can be improved for particular choices of such nodes. The best is obtained in the
case of (5.23). In this case, we have, instead of (5.22),

‖rM‖X ≤ τ M |λ|M max
{
eRe(λ)τ , 1

} ‖u‖∞
2M−1M ! .

As a consequence we can improve the estimate (5.12) to

‖pM (·; λ, u) − ψ (·; λ, u)‖X ≤ 2C2(B) ·
(

C1(B)
2

)M

M ! · ‖u‖∞ , (5.24)

which is only a little bit better than (5.12).
Observe that, for M ≥ M0(B) and λ ∈ B, we have pM (·; λ, 0) = 0. This follows

by observing that the zero polynomial satisfies (5.10) for u = 0.
Now, we are in position to introduce the characteristic equation for the discretiza-

tion AM , whose form is quite similar to (5.8).

Proposition 5.2 Let B be an open bounded subset of C and let M ≥ M0(B), where
M0(B) is given in Proposition 5.1. The eigenvalues of AM in B are the complex
numbers λ ∈ B such that

det
(
λId − L̂ M (λ)

) = 0, (5.25)

where L̂ M (λ) : Cd → C
d is the linear operator given by

L̂ M (λ)u = L (pM (·; λ, u)) , u ∈ C
d .

Proof The eigenvalues of AM in B are the complex numbers λ ∈ B such that

AMΦ = λΦ (5.26)

for some Φ ∈ X M \ {0}. Let Φ ∈ X M . Note that (5.26) reads
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{
[AMΦ]0 = LP MΦ = λΦ0,

[AMΦ]m = (PMΦ)′
(
θM,m

) = λΦm = λ (PMΦ)
(
θM,m

)
, m = 1, . . . , M.

(5.27)
The second equations in (5.27) say that, for some u ∈ C

d ,

PMΦ = pM (·; λ, u) . (5.28)

Assume that (5.26) holds, i.e., (5.28) and the first of (5.27) hold, for some Φ ∈
X M \ {0}. Note that u �= 0. In fact, if u = 0, then PMΦ = pM (·; λ, 0) = 0 and so

Φ = (
(PMΦ)

(
θM,0

)
, (PMΦ)

(
θM,1

)
, . . . , (PMΦ)

(
θM,M

)) = 0.

Since LpM (·; λ, u) = LP MΦ = λΦ0 = λu holds and u �= 0, we obtain (5.25).
Vice-versa, if (5.25) holds, i.e., LpM (·; λ, u) = λu holds for some u ∈ C

d \ {0},
then we have (5.28) and the first of (5.27) with

Φ = (
pM

(
θM,0; λ, u

)
, pM

(
θM,1; λ, u

)
, . . . , pM

(
θM,M ; λ, u

))
.

Note that Φ0 = pM
(
θM,0; λ, u

) = u �= 0 and then Φ �= 0. We conclude that (5.26)
holds for some Φ ∈ X M \ {0}. �

5.3.2 Convergence of the Eigenvalues

In order to estimate how good are the eigenvalues of AM as approximations of
the characteristic roots of (II.1), we have to compare the continuous characteristic
Eq. (5.8)

det
(
λId − L̂(λ)

) = 0

with the discrete characteristic Eq. (5.25)

det
(
λId − L̂ M (λ)

) = 0.

A comparison between these two equations can be done bymeans of the Rouché’s
Theorem fromComplexAnalysis (see, e.g., [161, Sect. 7.7]). This theorem states that
if complex-valued functions f and g are holomorphic inside and on some closed
simple contour K and |g (z) − f (z)| < | f (z)|, z ∈ K , holds, then f and g have
the same number of zeros inside K , where each zero is counted as many times as its
multiplicity.

Let λ∗ be a characteristic root of (II.1) with multiplicity v∗. Note that the multi-
plicity v∗ of the root λ∗ as a solution of the characteristic equation is equal to the
algebraic multiplicity v(λ∗) of λ∗ as an eigenvalue of A . Let B be an open ball in
C of center λ∗ and radius r∗

0 such that λ∗ is the unique characteristic root of (II.1)
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in B. The existence of such a ball is guaranteed from the fact that the characteristic
roots of (II.1) are isolated (see Sect. 3.2). We also assume that (5.11) holds.

Consider the complex-valued functions

f (λ) := det
(
λId − L̂ (λ)

)
, λ ∈ B,

and
gM (λ) := det

(
λId − L̂ M (λ)

)
, λ ∈ B.

Clearly, f is an holomorphic function on B. The holomorphicity of gM on B follows
by the holomorphicity of the linear operator (5.13). The Rouché’s Theorem says
that if

|gM (λ) − f (λ)| < | f (λ)| , ∣∣λ − λ∗∣∣ = r∗,

where 0 < r∗ < r∗
0 , then the discrete characteristic equation

gM (λ) = det
(
λId − L̂ M (λ)

) = 0

has v∗ roots in B (λ∗, r∗) by counting multiplicities. Here B (λ∗, r) is the open ball
of center λ∗ and radius r∗. Of course, the error of these discrete characteristic roots
as approximations of λ∗ is not larger in modulus than r∗. The following proposition
gives an estimate of |gM (λ) − f (λ)| for λ ∈ B.

Proposition 5.3 There exists a positive integer M1(B) with M1(B) ≥ M0(B),
M0(B) given in Proposition 5.1, such that, for any index M ≥ M1(B), we have

|gM (λ) − f (λ)| ≤ C3(B) · C2(B) · C1(B)M

M ! , λ ∈ B,

where C1(B) and C2(B) are defined in Proposition 5.1 and

C3(B) = max
z∈B

Δ∈Cd×d

‖Δ‖≤1

∥∥(det)′ (z Id − L̂ (z) + Δ
)∥∥ · ‖L‖ ,

with (det)′ : Cd×d → (
C

d×d → R
)

the derivative of det : Cd×d → R.

Proof By (5.12), we obtain, for λ ∈ B,

∥∥(L̂ M (λ) − L̂(λ)
)

u
∥∥∞ = ‖L (pM (·; λ, u) − ψ (·; λ, u))‖

≤ ‖L‖ · ‖pM (·; λ, u) − ψ (·; λ, u)‖X

≤ ‖L‖ · C2(B) · C1(B)M

M ! · ‖u‖∞ , u ∈ C
d ,

and then ∥∥L̂ M (λ) − L̂ (λ)
∥∥ ≤ ‖L‖ · C2(B) · C1(B)M

M ! .

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
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Now, let M1(B) be a positive integer such that M1(B) ≥ M0(B) and

‖L‖ · C2(B) · C1(B)M

M ! ≤ 1, M ≥ M1(B).

For M ≥ M1(B), we have

|gM (λ) − f (λ)| = ∣∣det (λId − L̂ M (λ)
) − det

(
λId − L̂(λ)

)∣∣
=

∣∣∣∣∣∣
1∫

0

(det′)(λId − L̂(λ) + s(L̂(λ) − L̂ M (λ))(L̂(λ) − L̂ M (λ)) ds

∣∣∣∣∣∣
≤ max

s∈[0,1]
∥∥(det′)(λId − L̂(λ) + s(L̂(λ) − L̂ M (λ))

∥∥ · ∥∥L̂(λ) − L̂ M (λ)
∥∥

≤ max
z∈B

Δ∈Cd×d

‖Δ‖≤1

∥∥(det)′ (z Id − L̂ (z) + Δ
)∥∥ · ∥∥L̂ M (λ) − L̂(λ)

∥∥ .

The thesis follows. �

Assume M ≥ M1(B). For λ ∈ B, a Taylor expansion gives

∣∣∣∣∣ f (λ) − f (v∗) (λ∗)
v∗!

(
λ − λ∗)v∗

∣∣∣∣∣ ≤ 1

(v∗ + 1)! max
z∈B

∣∣∣ f (v∗+1) (z)
∣∣∣ ∣∣λ − λ∗∣∣v∗+1

.

By choosing r ∈ (
0, r∗

0

)
such that

1

(v∗ + 1)! max
z∈B

∣∣∣ f (v∗+1) (z)
∣∣∣ ∣∣λ − λ∗∣∣v∗+1

<
1

2
·
∣∣∣ f (v∗) (λ∗)∣∣∣

v∗!
∣∣λ − λ∗∣∣v∗

,
∣∣λ − λ∗∣∣ = r,

and this is obtained for

r < r∗
1 := 1

2
·
(v∗ + 1)

∣∣∣ f (v∗) (λ∗)
∣∣∣

max
z∈B

∣∣ f (v∗+1) (z)
∣∣ ,

we have

| f (λ)| >
1

2
·
∣∣∣ f (v∗) (λ∗)

∣∣∣
v∗!

∣∣λ − λ∗∣∣v ,
∣∣λ − λ∗∣∣ = r.

By Proposition 5.3, we conclude that, for 0 < r < min
{
r∗
0 , r∗

1

}
, we have

|gM (λ) − f (λ)| < | f (λ)| , ∣∣λ − λ∗∣∣ = r,
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if

C3(B) · C2(B) · C1(B)M

M ! ≤ 1

2
·
∣∣ f (v) (λ∗)

∣∣
v∗! rv∗

. (5.29)

Now, by

lim
M→∞

C1(B)M

M ! = 0,

we have that there exists a positive integer M2(B) with M2(B) ≥ M1(B) such that,
for any index M ≥ M2(B),

r∗ :=
⎛
⎜⎝C3(B) · C2(B) · C1(B)M

M !
1
2 ·

∣∣∣ f (v∗)(λ∗)
∣∣∣

v∗!

⎞
⎟⎠

1
v∗

< min
{
r∗
0 , r∗

1

}
.

Thus, for M ≥ M2(B), since (5.29) is true with equality for r = r∗, we obtain

|gM (λ) − f (λ)| < | f (λ)| , ∣∣λ − λ∗∣∣ = r∗,

and thenwe can conclude that there exist v∗ discrete characteristic roots in B (λ∗, r∗).
Therefore, we have proved the following convergence theorem.

Theorem 5.1 Let λ∗ be a characteristic root of (II.1) with multiplicity v∗ and let B
be an open ball of center λ∗ such that λ∗ is the unique characteristic root of (II.1) in
B. Assume that the nodes θM,m, m = 1, . . . , M, satisfy (5.11). Then, there exists a
positive integer M2(B) such that, for any index M ≥ M2(B), there exists v∗ discrete
characteristic roots (i.e., eigenvalues of AM ) λ∗

M,1, . . . , λ
∗
M,v∗ , each counted with its

multiplicity, such that

max
i=1,...,v∗

∣∣λ∗
M,i − λ∗∣∣ ≤

⎛
⎜⎝C3(B) · C2(B) · C1(B)M

M !
1
2 ·

∣∣∣ f (v∗)(λ∗)
∣∣∣

v∗!

⎞
⎟⎠

1
v∗

, (5.30)

where C1(B) and C2(B) are defined in Proposition 5.1 and C3(B) is defined in
Proposition 5.3.

As an immediate corollary, we obtain what follows.

Theorem 5.2 Assume that the open ball B (0, R) of center 0 and radius R in C

contains the characteristic roots λ∗
1, . . . , λ

∗
K of (II.1) with multiplicities v∗

1, . . . , v∗
K ,

respectively. Assume that the nodes θM,m, m = 1, . . . , M, satisfy (5.11). Then, there
exists a positive integer M3(R) such that, for any index M ≥ M3(R) and for each
k = 1, . . . , K , there exists v∗

k discrete characteristic roots λ∗
M,k,1, . . . , λ

∗
M,k,v∗

k
, each

counted with its multiplicity, such that
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max
k=1,...,K
i=1,...,vk

∣∣λ∗
M,k,i − λ∗∣∣ = O

⎛
⎝
(

(τ R)M

M !

) 1
v∗
⎞
⎠ , M → ∞. (5.31)

where v∗ = max
{
v∗
1, . . . , v∗

K

}
.

Proof For any k = 1, . . . , K , we consider an open ball Bk of center λ∗
k contained in

B (0, R) and such that λ∗
k is the unique characteristic root of (II.1) in Bk . Moreover,

for any k = 1, . . . , K , let Mk be a positive integer such that, for M ≥ Mk , there
exists v∗

k discrete characteristic roots λ∗
M,k,1, . . . , λ

∗
M,k,v∗

k
counted with multiplicities

such that

max
i=1,...,v∗

k

∣∣λ∗
M,k,i − λ∗

k

∣∣ ≤

⎛
⎜⎜⎜⎜⎝

C3 (Bk) · C2 (Bk) · C1(Bk )
M

M !

1
2 ·

∣∣∣∣ f (v∗k)(λ∗
k)

∣∣∣∣
v∗

k !

⎞
⎟⎟⎟⎟⎠

1
v∗k

≤

⎛
⎜⎜⎜⎜⎝

C3 (Bk) · C2 (Bk) · (τ R)M

M !

1
2 ·

∣∣∣∣ f (v∗k)(λ∗
k)

∣∣∣∣
v∗

k !

⎞
⎟⎟⎟⎟⎠

1
v∗k

.

Now, let M3 = M3(B) be a positive integer such that M3 ≥ max
k=1,...,K

Mk and

(τ R)M

M ! ≤ 1, M ≥ M3.

Then, for M ≥ M3, we have

max
k=1,...,K
i=1,...,v∗

k

∣∣λ∗
M,k,i − λ∗

k

∣∣ ≤ max
k=1,...,K

⎛
⎜⎜⎜⎝C3(Bk )·C2(Bk )

1
2 ·

∣∣∣∣∣ f (v∗k)(λ∗
k)

∣∣∣∣∣
v∗k !

⎞
⎟⎟⎟⎠

1
v∗k

· max
k=1,...,K

(
(τ R)M

M !
) 1

v∗k

≤ max
k=1,...,K

⎛
⎜⎜⎜⎜⎝

C3 (Bk) · C2 (Bk)

1
2 ·

∣∣∣∣ f (v∗k)(λ∗
k)

∣∣∣∣
v∗

k !

⎞
⎟⎟⎟⎟⎠

1
v∗k

·
(

(τ R)M

M !

) 1
v∗

.

�
The previous theorem explains in which sense the finite spectrum σ(AM ) approx-
imates the infinite spectrum σ(A ). As it has been anticipated at the beginning of
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this chapter, we see by (5.31) that the closest-to-the origin characteristic roots are
approximated better.

The convergence

O

⎛
⎝
(

(τ R)M

M !

) 1
v∗
⎞
⎠ , M → ∞, (5.32)

of the discrete characteristic roots to the continuous characteristic roots in the open
ball of center 0 and radius R is of infinite order, i.e., it is faster of any convergence
of type O

(
M−p

)
, p > 0. The fact that the discrete characteristic roots have the

convergence (5.32) is often referred to in the literature by saying that they have
spectral accuracy (see, e.g., [184]).

As already observed at the end of the Sect. 5.3.1, the assumption (5.11) on the
nodes θM,m , m = 1, . . . , M , is satisfied by (5.23). By using (5.24) instead of (5.12),
we see that, for such nodes, the convergence order is slightly better than (5.32):

O

⎛
⎜⎝
((

τ R
2

)M

M !

) 1
v∗
⎞
⎟⎠ , M → ∞.

5.3.3 Quadrature for Distributed Delays

In our previous convergence analysis, we have assumed that the values of the func-
tional L can be exactly computed. However, in case of a distributed delay, the integral
involved has to be approximated by a quadrature rule in general. Thus, a more refined
convergence analysis should consider the situationwhere, for any index of discretiza-
tion M , the linear functional L : X → C

d is approximated by a linear functional
L M : X → C

d , whose values can be exactly computed. If, indeed, the values of L
can be exactly computed, as in the case of discrete delays only, we have L M = L
for any index M . When the approximations L M are considered, we have to replace
L with L M in the definition (5.2) of the discretization AM . Then, Proposition 5.2 is
still valid with

L̂ M (λ)u = L M (pM (·; λ, u)) , u ∈ C
d . (5.33)

Given an open bounded subset B of C , under the assumptions that there exists
D > 0 such that ‖L M‖ ≤ D for any index M and that

EM (B) := max
z∈B

u∈Cd

‖u‖∞=1

‖L M (ψ (·; z, u)) − L (ψ (·; z, u))‖∞ → 0, M → ∞,

with ψ (·; z, u) defined in (5.7), the following proposition replaces Proposition 5.3.
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Proposition 5.4 There exists a positive integer M1(B) with M1(B) ≥ M0(B),
M0(B) given in Proposition 5.1, such that, for any index M ≥ M1(B), we have

|gM (λ) − f (λ)| ≤ C3(B) · C2(B) · C1(B)M

M ! + C4(B) · EM (B), λ ∈ B,

where C1(B) and C2(B) are defined in Proposition 5.1 and

C3(B) = C4(B) · D, (5.34)

C4(B) = max
z∈B

Δ∈Cd×d

‖Δ‖≤1

∥∥(det)′ (z Id − L̂ (z) + Δ
)∥∥

with det′ the derivative of det.

As a consequence, Theorem 5.1 has, instead of (5.30), the estimate

max
i=1,...,v∗

∣∣λ∗
M,i − λ∗∣∣ ≤

⎛
⎜⎝C3(B) · C2(B) · C1(B)M

M ! + C4(B) · EM (B)

1
2 ·

∣∣∣ f (v∗)(λ∗)
∣∣∣

v∗!

⎞
⎟⎠

1
v∗

(where C3(B) is now given in (5.34)) and Theorem 5.2 has the estimate

max
k=1,...,K
i=1,...,vk

∣∣∣λ∗
M,k,i − λ∗∣∣∣ = O

⎛
⎝
(

(τ R)M

M !

) 1
v∗
⎞
⎠ + O

(
(EM (B (0, R)))

1
v∗
)

, M → ∞,

instead of (5.31). Note that, in case of a distributed delay

Lϕ =
0∫

−τ

w(θ)ϕ(θ) dθ, ϕ ∈ X,

EM (B) is the maximum error when the quadrature rule is applied to the integrals

Lψ(·; z, u) =
0∫

−τ

w(θ)eλθ u dθ, z ∈ B, u ∈ C
d , ‖u‖∞ = 1.
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5.4 Convergence of the Piecewise Method

The convergence analysis for the piecewise pseudospectral differentiation method
follows the same line of the non-piecewise case. Now, instead of the polynomial
pM (·; λ, u) of Sect. 5.3.1, we consider the piecewise polynomial pM (·; λ, u) such
that, for any k = 1, . . . , p, the restriction pM (·; λ, u) |[−τk ,−τk−1] is an M-degree
C

d -valued polynomial and such that

{ (
pM |[−τk ,−τk−1]

)′ (
θ

(k)
M,m; λ, u

)
= λpM

(
θ

(k)
M,m; λ, u

)
, k = 1, . . . , p, m = 1, . . . , M,

pM (0; λ, u) = u.

Now, in (5.14),LM is the piecewise Lagrange interpolation operatorLM : X → X
associating to any ϕ ∈ X the piecewise polynomial LMϕ ∈ X such that, for k =
1, . . . , p, (LMϕ) |[−τk ,−τk−1] is the (M −1)-degreeCd -valued polynomial such that

(LMϕ) |[−τk ,−τk−1]

(
θ

(k)
M,m

)
= ϕ

(
θ

(k)
M,m

)
, k = 1, . . . , p, m = 1, . . . , M.

All proceed as in the non-piecewise case and all the estimates presented for the non-
piecewise case are still valid: in Theorem 5.2, τ now is tha maximum difference
τk − τk−1 for k = 1, . . . , p. Of course, in the condition (5.11) we have

‖LM‖ = max
k=1,...,p

⎛
⎝ max

θ∈[−τ,0]

M∑
j=1

∣∣∣�(k)
M, j (θ)

∣∣∣
⎞
⎠ ,

where �
(k)
M, j , . . . , �

(k)
M, j are the Lagrange coefficients relevant to the nodes

θ
(k)
M,1, . . . , θ

(k)
M,m .

In the implementation of the piecewise pseudospectral differentiation method of
Part III, we use the extremal Chebyshev nodes (or type-II nodes)

θ
(k)
M,m = τk − τk−1

2
cos

(mπ

M

)
− τk + τk−1

2
, m = 0, 1, . . . , M,

on each interval [τk−1, τk], k = 1, . . . , p. Such nodes satisfy the condition (5.11).

5.5 Other Methods

In the previous sections, we have presented the pseudospectral differentiationmethod
of the IG approach along with its piecewise version. These methods correspond to
discretize the space X and the operator A in a particular manner.
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Of course, there are other ways to do this. Since A is a differentiation operator
(recall that A ϕ = ϕ′ for ϕ ∈ D(A )), any manner to discretize the derivative can
provide, in principle, a method of the IG approach for computing the characteristic
roots of (II.1).

For example, given a function y : [t0, t0 + h] → C
d and nodes

ti = t0 + ci h, i = 1, . . . , s,

where c1 . . . , cs ∈ [0, 1] are distinct, one can approximate the derivatives y′(ti ), i =
1, . . . , s, in terms of the values y(ti ), i = 0, 1, . . . , s, by means of a Runge-Kutta
(RK) method (see, e.g., [55, 90]). In fact, given a RK method with abscissae ci ,
i = 1, . . . , s, and coefficients ai j , i, j = 1, . . . , s, by replacing in the RK equations

Yi = y (t0) + h
s∑

j=1

ai j K j , i = 1, . . . , s,

Yi with y(ti ) and by solving for the unknows K j , j = 1, . . . , s, we obtain approxi-
mations of the derivatives y′(ti ), i = 1, . . . , s. By using this idea, one can construct
a discretization of A based on RK methods. This discretization has been presented
in [30, 37].

It is also possible (see [28] or, again, [30]) to construct a discretization ofA based
on linear multistep methods [55, 90], instead of RK methods.

However, both the methods cited above provide only a finite order of convergence
of the discrete characteristic roots to the continuous characteristic roots: we obtain,
for a continuous characteristic root with multiplicity v∗, a convergence

O
(

h
p

v∗
)

, h → 0,

where h is a submultiple of τ and p is the order of convergnece of the underly-
ing method. For this reason, the pseudospectral differentiation method, which has
spectral accuracy, should be preferred.



Chapter 6
The Solution Operator Approach

In the SO approach, the eigenvalues of an evolution operator

T := T (s + h, s) : X → X

for the DDE (II.2) as defined in (4.1), where s ∈ R and h > 0, are approximated by
the eigenvalues of a finite dimensional approximation of T . In order to obtain such
an approximation, it is convenient to express T in a suitable form.

Besides the space X = C([−τ, 0],Cd),we introduce the space X+ := C([0, h],Cd )

equipped with the maximum norm ‖z‖X+ = max
t∈[0,h] ‖z(t)‖∞, z ∈ X+, the space

X± := C([−τ, h],Cd) (which does not need a norm) and the map V : X × X+ →
X± given by

(V (ϕ, z))(θ) =

⎧⎪⎪⎨
⎪⎪⎩

ϕ(0) +
θ∫

0

z(t) dt if θ ∈ [0, h]

ϕ(θ) if θ ∈ [−τ, 0]
(6.1)

for (ϕ, z) ∈ X × X+ and θ ∈ [−r, h]. Observe that V (ϕ, z) prolongs ϕ from [−τ, 0]
to [−τ, h] by using the solution of the differential equation

{
v′(t) = z(t), t ∈ [0, h],
v(0) = ϕ(0).

Finally, we introduce the linear operator Fs : X± → X+ defined by

(Fsv) (t) = L(s + t)vt , v ∈ X±, t ∈ [0, h]. (6.2)

By using the map V , we can express the evolution operator T in the form

T ϕ = V (ϕ, z∗)h, ϕ ∈ X, (6.3)
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where z∗ ∈ X+ is the unique solution of the fixed point equation

z∗ = Fs V (ϕ, z∗) (6.4)

in the space X+. In fact, z∗ is the shift t �→ x ′(s + t), t ∈ [0, h], of the derivative x ′,
where x is the solution of (4.2).

The SO approach consists in approximating the spaces X and X+ with finite
dimensional linear spaces X M and X+

N , called the discretizations of X of index M
and of X+ of index N , and the evolution operator T with a finite dimensional linear
operator TM,N : X M → X M , called the discretization of T of indices M and N . The
eigenvalues of T are then approximated by the eigenvalues of TM,N .

In this chapter, we present in Sect. 6.1 a particular method included in this
approach, called the pseudospectral collocation method of the SO approach. In
Sect. 6.2 we study the collocation equation that implicitely defines such a method.
The convergence analysis is accomplished in Sect. 6.3. Other methods based on the
SO approach are cited in Sect. 5.5. The implementative aspects of the SO approach
with the pseudospectral collocation method are presented in Part III.

6.1 The Pseudospectral Collocation Method

The pseudospectral collocation method of the SO approach consists in particular
discretizations of X , X+ and T , which are now described. We introduce the dis-
cretizations of the spaces X and X+ along with restriction and prolongation linear
operators, which are then used in the construction of the discretization of T . This
method first appeared in [44] and the contents of the following sections are a detailed
reformulation of the presentation in that paper.

6.1.1 Discretization of X

We treat separately the two cases h ≥ τ and h < τ (recall that τ is the maximum
delay of the equation).

6.1.1.1 The Case h ≥ τ

For a given positive integer M , we introduce the mesh in [−τ, 0]

ΩM := {θM,0, θM,1, . . . , θM,M },

http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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where 0 ≥ θM,0 > θM,1 > · · · > θM,M ≥ −τ and set X M := (
C

d
)M+1

as
the discretization of the space X . This is very similar to the discretization of X
introduced for the pseudospectral differentiation method of the IG approach as in
Chap.5, but here θM,0 = 0 is no longer required. An element Φ ∈ X M is written as
Φ = (Φ0, Φ1, . . . , ΦM )T , where Φm ∈ C

d , m = 0, 1, . . . , M .
The restriction operator RM : X → X M is given by

RMϕ = (ϕ(θM,0), ϕ(θM,1), . . . , ϕ(θM,M ))T , ϕ ∈ X.

In other words, the restriction RM makes discrete a continuous function ϕ ∈ X by
considering its values at the nodes θM,0, θM,1, . . . , θM,M .

The prolongation operator PM : X M → X is the discrete Lagrange interpolation
operator:

(PMΦ)(θ) =
M∑

m=0

�M,m(θ)Φm, Φ ∈ X M , θ ∈ [−τ, 0],

where �M,0, �M,1, . . . , �M,m , are the Lagrange coefficients relevant to the nodes of
ΩM . In other words, the prolongation PM makes continuous a discrete function Φ ∈
X M by interpolating the values Φ0, Φ1, . . . , ΦM at the nodes θM,0, θM,1, . . . , θM,M

with an M-degree Cd -valued polynomial.
We observe that

RM PM = IX M (6.5)

and

PM RM = LM , (6.6)

whereLM : X → X is the Lagrange interpolation operator that associates to a func-
tion ϕ ∈ X the M-degree Cd -valued polynomial LMϕ such that (LMϕ)

(
θM,m

) =
ϕ

(
θM,m

)
, m = 0, 1, . . . , M .

6.1.1.2 The Case h < τ

We adopt the same type of discretization as in the previous case h ≥ τ , but now it is
made in a piecewise manner on the successive intervals [−h, 0], [−2h,−h], . . .

Let Q be the minimum positive integer q such that qh ≥ τ . Note that Q > 1. We
set θ(q) = −qh, q = 0, . . . , Q − 1, and θ(Q) = −τ . For a given positive integer M ,
we consider the mesh in [−τ, 0]

ΩM :=
Q⋃

q=1

{
θ

(q)
M,0, . . . , θ

(q)
M,M

}
,

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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where
⎧⎪⎨
⎪⎩
0 = θ(0) ≥ θ

(1)
M,0 > · · · > θ

(1)
M,M = θ(1),

θ (q−1) = θ
(q)
M,0 > · · · > θ

(q)
M,M = θ(q), q = 2, . . . , Q − 1,

θ(Q−1) = θ
(Q)
M,0 > · · · > θ

(Q)
M,M ≥ θ(Q) = −τ,

and set X M := (
C

d
)QM+1

as the discretization of X . This discretization is similar to
the discretization introduced for the piecewise pseudospectral differentiationmethod
in Sect. 5.2, but here it is related to h and not to the discrete delays of the equation.

AnelementΦ ∈ X M iswritten asΦ =
(
Φ

(1)
0 , . . . , Φ

(1)
M−1, . . . , Φ

(Q)
0 , . . . , Φ

(Q)
M−1,

Φ
(Q)
M

)T
, whereΦ

(q)
m ∈ C

d , q = 1, . . . , Q andm = 0, 1, . . . , M−1, andΦ
(Q)
M ∈ C

d .

We also set Φ(q)
M := Φ

(q+1)
0 , q = 1, . . . , Q − 1.

The restriction operator RM : X → X M is given by RMϕ = Φ, ϕ ∈ X , where
Φ

(q)
m = ϕ(θ

(q)
M,m), q = 1, . . . , Q, m = 0, 1, . . . , M .

The prolongation operator PM : X M → X is the discrete piecewise Lagrange
interpolation operator

(PMΦ)(θ) =
M∑

m=0

�
(q)
M,m(θ)Φ

(q)
m , Φ ∈ X M , θ ∈ [θ(q), θ (q−1)], q = 1, . . . , Q,

where, for q = 1, . . . , Q, �(q)
M,0, �

(q)
M,1, . . . , �

(q)
M,M are the Lagrange coefficients rele-

vant to the nodes θ
(q)
M,0, θ

(q)
M,1, . . . , θ

(q)
M,M .

The relations (6.5) and (6.6) are still valid, butLM is now the piecewise Lagrange
interpolation operator that associates to each function ϕ ∈ X the piecewise poly-
nomial LMϕ such that, for any q = 1, . . . , Q, the restriction (LMϕ)|[θ(q),θ(q−1)]
is the M-degree C

d -valued polynomial with values ϕ
(
θ

(q)
M,m

)
at the nodes θ

(q)
M,m ,

m = 0, 1, . . . , M .

6.1.2 Discretization of X+

The space X+ is discretized in the same way as the space X in the case h ≥ τ . For
a given positive integer N , let

Ω+
N := {tN ,1, . . . , tN ,N }

be a mesh in [0, h], where 0 ≤ tN ,1 < · · · < tN ,N ≤ h and set X+
N := (

C
d
)N

as the
discretization of X+. An element Z ∈ X+

N is written as Z = (Z1, . . . , Z N ), where
Zn ∈ C

d , n = 1, . . . , N . Observe that, unlike the indices for the nodes in ΩM and

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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the elements in X M , which start from 0, the indices for the nodes in Ω+
N and the

elements in X+
N start from 1.

The restriction operator R+
N : X+ → X+

N and the prolongation operator P+
N :

X+
N → X+ are given by

R+
N z = (z(tN ,1), . . . , z(tN ,N ))T , z ∈ X+,

and

(P+
N Z)(t) =

N∑
n=1

�+
N ,n(t)Zn, Z ∈ X+

N , t ∈ [0, h],

where �+
N ,1, . . . , �

+
N ,n are the Lagrange coefficients relevant to the nodes tN ,1, . . . ,

tN ,N . We have

R+
N P+

N = IX+
N

(6.7)

and

P+
N R+

N = L +
N , (6.8)

where L +
N : X+ → X+ is the Lagrange interpolation operator that associates to

each function z ∈ X+ the (N − 1)-degree C
d -valued polynomial L +

N z such that(
L +

N z
) (

tN ,n
) = z

(
tN ,n

)
, n = 1, . . . , N .

6.1.3 Discretization of T

For given positive integers M and N , we consider as the discretization of indices M
and N of the evolution operator T the finite dimensional operator TM,N : X M → X M

given by

TM,N Φ = RM V (PMΦ, P+
N Z∗

N )h, Φ ∈ X M , (6.9)

where Z∗
N ∈ X+

N is a solution of the fixed point equation

Z∗ = R+
NFs V (PMΦ, P+

N Z∗) (6.10)

in the space X+
N .

Observe that (6.9) and (6.10) are the discrete counterparts of (6.3) and (6.4),
respectively. In particular, we have that the functions ϕ ∈ X and z∗ ∈ X+ in (6.3)
and (6.4) are replaced in (6.9) and (6.10)with the interpolating polynomials PMΦ and
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P+
N Z∗ and the Eq. (6.4) is discretized by a collocation at the nodes tN ,1, . . . , tN ,N .

In fact, it can be particularized as Z∗
n = Fs V (PMφ, P+

N Z∗) (tN ,n), n = 1, . . . , N .
The matrix of TM,N relevant to the canonical basis of X M is recovered in Part III.

In the next section, we study the collocation Eq. (6.10). Indeed, we consider a more
general equation, where PMΦ is replaced with a generic function φ ∈ X .

6.2 The Collocation Equation

Consider the collocation equation

Z∗ = R+
NFs V (φ, P+

N Z∗), (6.11)

where φ ∈ X . In this section, we show that (6.11) has a unique solution Z∗
N and

compare Z∗
N to the unique solution z∗ of

z∗ = Fs V (φ, z∗). (6.12)

We begin by observing that we can decompose the map V introduced in (6.1) as

V (ϕ, z) = V1ϕ + V2z, (ϕ, z) ∈ X × X+, (6.13)

where V1 : X → X± and V2 : X → X± are linear operators given by

V1ϕ = V (ϕ, 0) , ϕ ∈ X, (6.14)

and

V2z = V (0, z) , z ∈ X+. (6.15)

By using the decomposition (6.13), we can rewrite (6.11) as

(IX+
N

− R+
NFs V2P+

N )Z∗ = R+
NFs V1φ. (6.16)

As a first step, we establish the following lemma, which reduces the invertibility
of the operator

IX+
N

− R+
NFs V2P+

N : X+
N → X+

N (6.17)

in (6.16) to the invertibility of the operator

IX+ − L +
N Fs V2 : X+ → X+. (6.18)
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Proposition 6.1 If the operator (6.18) is invertible, then the operator (6.17) is
invertible. Moreover, given Z ∈ X+

N , the unique solution w∗
N of the equation

(
IX+ − L +

N Fs V2
)

w∗ = P+
N Z (6.19)

in X+ and the unique solution Z∗
N of the equation

(
IX+

N
− R+

NFs V2P+
N

)
Z∗ = Z , (6.20)

in X+
N are related by Z∗

N = R+
N w∗

N and w∗
N = P+

N Z∗
N .

Proof Assume that the operator (6.18) is invertible. For the unique solution w∗
N of

(6.19) we have, by (6.8), w∗
N = P+

N (R+
NFs V2w∗

N + Z) and so, by (6.7), R+
N w∗

N =
R+

NFs V2w∗
N + Z and R+

N w∗
N = R+

NFs V2w∗
N + Z = R+

NFs V2P+
N R+

N w∗
N + Z , i.e.,

R+
N w∗

N is a solution of (6.20).
Vice-versa, if Z∗ is a solutionof (6.20), then, by (6.8), P+

N Z∗ = L +
N Fs V2P+

N Z∗+
P+

N Z , i.e., P+
N Z∗ is a solution of (6.19). Therefore, if Z∗

1 and Z∗
2 are two solutions of

(6.20), then P+
N Z∗

1 = w∗
N = P+

N Z∗
2 , wherew∗

N is the unique solution of (6.19). Then,
by (6.7), Z∗

1 = R+
N P+

N Z∗
1 = R+

N P+
N Z∗

2 = Z∗
2 . We conclude that Z∗

N := R+
N w∗

N is
the unique solution of (6.20). This proves the invertibility of the operator (6.17).
Moreover, we have w∗

N = P+
N Z∗

N , since P+
N Z∗

N is a solution of (6.19). �

As a consequence of the previous proposition, we have that, under the assumption
of invertibility for the operator (6.18), the Eq. (6.11) has a unique solution Z∗

N and
Z∗

N = R+
N w∗

N and w∗
N = P+

N Z∗
N hold, where w∗

N is the unique solution of

w∗ = L +
N Fs V (φ, w∗). (6.21)

In fact, the Eq. (6.21) can be rewritten as (IX N − L +
N Fs V2)w∗ = L +

N Fs V1φ

= P+
N Z , where Z = R+

NFs V1φ and (6.11) can be rewritten as (6.16), namely
(IX+

N
− R+

NFs V2P+
N )Z∗ = R+

NFs V1φ = Z .
In the next Theorem 6.1, we show that the operator (6.18) is invertible under

suitable assumptions and give also a bound for

∥∥w∗
N − z∗∥∥

X+ = ∥∥P+
N Z∗

N − z∗∥∥
X+ ,

where z∗ is the unique solution of (6.12). Before presenting such theorem, we intro-
duce the subspace X+

Lip of X+ of the Lipschitz continuous functions of X+, which is
necessary for convergence (see Assumption (C1)). Such subspace X+

Lip is equipped
with the norm

‖z‖X+
Lip

= Lip(z) + ‖z‖X+ , z ∈ X+
Lip,

where Lip(z) denotes the Lipschitz constant of z.
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Theorem 6.1 If

(C1) the operator Fs V2 : X+ → X+ has range contained in X+
Lip and Fs V2 :

X+ → X+
Lip is bounded;

(C2) the sequence of meshes
{
Ω+

N

}
is such that

lim
N→∞

∥∥L +
N

∥∥
N

= 0,

where

∥∥L +
N

∥∥ = max
t∈[0,h]

N∑
n=1

∣∣�N ,n(t)
∣∣

is the Lebesgue constant relevant to the nodes tN ,1, . . . , tN ,N ; then, there exists a
positive integer N0 such that, for any index N ≥ N0, the operator IX+ − L +

N Fs V2
is invertible with

∥∥∥(IX+ − L +
N Fs V2)

−1
∥∥∥ ≤ 2

∥∥∥(IX+ − Fs V2)
−1

∥∥∥ . (6.22)

In addition, (6.21) has a unique solution w∗
N and

∥∥w∗
N − z∗∥∥+

X+ ≤ 2
∥∥∥(IX+ − Fs V2)

−1
∥∥∥ ∥∥L +

N z∗ − z∗∥∥
X+ (6.23)

holds, where z∗ is the solution of (6.12).

Proof Webegin by observing that the operator IX+ −Fs V2 is invertible. This follows
by noticing that the equation (IX+ − Fs V2)z = g, where g ∈ X+, has a unique
solution z ∈ X+ if and only if

{
x ′(t) = L(s + t)xt + g(t), t ∈ [0, h],
xs = 0

has a unique solution. In fact, we can rewrite the latter as x ′ = Fs V2x ′ + g.
The operator IX+ −L +

N Fs V2 can be considered as a perturbation of the bounded
and invertible operator IX+ − Fs V2. In fact: IX+ − L +

N Fs V2 = IX+ − Fs V2 −
(L +

N − IX+)Fs V2.
Now, we use the interpolation error bound (5.20) of Chap.5, but adapted to the

interval [0, h]. For a function z ∈ X+, we have

∥∥L +
N z − z

∥∥
X+ ≤ (

1 + ∥∥L +
N

∥∥)
6ω

(
z; h

2(N − 1)

)
, (6.24)

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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where
ω (z; δ) = sup

t1,t2∈[0,h]
|t1−t2|≤h

‖z(t1) − z)(t2)‖∞ , δ > 0,

is the modulus of continuity of z. Since (C2) holds, (6.24) yields

∥∥∥(
L +

N − IX+
) |X+

Lip

∥∥∥
X+← X+

Lip

→ 0, N → ∞,

and then, since (C1) holds, we have

∥∥(L +
N − IX+ )Fs V2

∥∥ ≤
∥∥∥(
L +

N − IX+
) |X+

Lip

∥∥∥
X+← X+

Lip

‖Fs V2‖X+
Lip←X+ → 0, N → ∞.

Now, let N0 be a positive integer such that

∥∥(L +
N − IX+)Fs V2

∥∥ ·
∥∥∥(IX+ − Fs V2)

−1
∥∥∥ ≤ 1

2
, N ≥ N0.

By the Banach Perturbation Lemma ([124, Theorem 10.1], as used in Chap.5),
as applied with A = IX+ −Fs V2 and E = −(L +

N − IX+), we obtain, for any index
N ≥ N0, the invertibility of IX+ − L +

N Fs V2 and the bound (6.22).
It remains to prove the bound (6.23). By setting w∗

N = z∗ + e∗
N in (6.21), we have

the equation (IX+ − L +
N Fs V2)e∗

N = L +
N z∗ − z∗ for the error e∗

N . It is obtained by
using the property V (ϕ, z1 + z2) = V (ϕ, z1) + V2z2, ϕ ∈ X , z1, z2 ∈ X+, of the
map V and the fact that z∗ solves (6.12). The bound (6.23) now follows from the
bound (6.22). �

Wehave seen inChap.2 that the linear nonautonomous functional L(t) : X → C
d

can be expressed as

L(t)ϕ =
0∫

−τ

dθ [η(t, θ)]ϕ(θ), ϕ ∈ X,

where η (t, ·) ∈ N BV
([−τ, 0],Cd×d

)
. It is not difficult to prove that the condition

(C1) in Theorem 6.1 is fulfilled if the function

t �→ η (t, ·) , t ∈ [s, s + h], (6.25)

is Lipschitz continuous (recall that the space N BV
([−τ, 0],Cd×d

)
is equipped with

the total variation norm). For a nonautonomous DDE (2.8), i.e.,

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
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x ′(t) = A(t)x(t) +
p∑

k=1

Bk(t)x (t − τk) +
p∑

k=1

−τk−1∫
−τk

Ck (t, θ) x (t + θ) dθ,

the function (6.25) is Lipschitz continuous if the functions A and Bk , k = 1, . . . , p,
are Lipschitz continuous in [s, s + h] and, for k = 1, . . . , p, there exist functions
mk ∈ L1([−τk,−τk−1],R) such that ‖Ck(t1, θ) − Ck(t2, θ)‖ ≤ mk(θ) |t1 − t2| for
all t1, t2 ∈ [s, s + h] and for almost all θ ∈ [−τk,−τk−1].

On the other hand, similarly towhat we have already seen in Chap. 5, the condition
(C2) is satisfied if, for any index N ,Ω+

N is a mesh of Chebyshev zero or type-I nodes,
i.e.,

tN ,i = h

2

(
1 − cos

(
(2n − 1)π

2N

))
, i = 1, . . . , N ,

for which
∥∥L+

N

∥∥ = O(log N ), N → ∞. Such nodes are used in the implementation
of the pseudospectral collocation method given in Part III, see Sect. 7.3.1.

By summarizing: the discussion given in this subsection shows that, under the
conditions (C1) and (C2) of Theorem 6.1, the Eq. (6.10) has a unique solution Z∗

N ,
for any positive integer M , for any positive integer N ≥ N0, N0 given in Theorem
6.1, and for any Φ ∈ X M . Thus, the finite dimensional operator TM,N given in (6.9)
turns out to be well-defined.

6.3 Convergence Analysis

In this section, we study how the nonzero eigenvalues of the infinite dimensional
operator T : X → X , which are the important eigenvalues in stability studies (see
Part I,Chap.1), are approximatedby the nonzero eigenvalues of thefinite dimensional
operator TM,N : X M → X M .

We assume that the conditions (C1) and (C2) of Theorem 6.1 are fulfilled and that
N ≥ N0 holds, where N0 is given in Theorem 6.1, so that TM,N is well-defined.

When we try to compare T and TM,N , the main difficulty is that they are not
defined on the same space. So, now we introduce another operator, denoted T̂M,N ,
with the same nonzero eigenvalues of TM,N , which is defined on the space X where
T is defined. To this aim, we introduce the following lemma. Here, in this lemma, for
partial multiplicities of an eigenvalue of finite type we mean the lengths of its Jordan
chains ([73, 145]). Observe that the algebraic multiplicity is the sum of the partial
multiplicities, whereas the geometric multiplicity is the number of Jordan chains.

Lemma 6.1 Let Y and Z be linear spaces and let A : Y → Y , R : Z → Y , and
P : Y → Z be linear operators. If

R P = IY , (6.26)

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_7
http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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then A has the same nonzero eigenvalues, with the same geometric and partial
multiplicities, of

B = P AR : Z → Z .

Moreover, if v is an eigenvector of A relevant to a nonzero eigenvalue λ, then Pv is
an eigenvector of B relevant to the same eigenvalue λ.

Proof Assume (6.26) and let λ ∈ C \ {0}. We begin by showing that

P (ker(λIY − A)) = ker(λIZ − B). (6.27)

We prove the inclusion ⊆. Let y ∈ Y such that Ay = λy and let z = Py. Then
Bz = P ARz = P AR Py = P Ay = λPy = λz. We prove the opposite inclusion
⊇. Let z ∈ Z such that Bz = λz. Since λ �= 0, we have z = Py, where y = 1

λ
ARz

and λy = ARz = AR Py = Ay.
Now, we prove that

dim ker(λIY − A) = dim ker(λIZ − B). (6.28)

Let y1, . . . , yn be linearly independent elements of ker(λIY − A). We have shown
in (6.27) that zi = Pyi ∈ ker(λIZ − B), i = 1, . . . , n. By (6.26), we obtain

n∑
i=1

αi zi = P
n∑

i=1

αi yi = 0 =⇒
n∑

i=1

αi yi = 0 =⇒ αi = 0, i = 1, . . . , n,

and then the elements z1, . . . , zn are linearly independent. Vice-versa, let z1, . . . ,
zn be linearly independent elements of ker(λIZ − B). We have shown in (6.27) that
zi = Pyi , i = 1, . . . , n, where yi ∈ ker(λIY − A). Since

n∑
i=1

αi yi = 0 =⇒ P
n∑

i=1

αi yi =
n∑

i=1

αi zi = 0 =⇒ αi = 0, i = 1, . . . , n,

the elements y1, . . . , yn are linearly independent. The relation (6.28) is thus proved.
Byusing (6.28),we can say thatλ is an eigenvalue of Awith geometricmultiplicity

g if and only if λ is an eigenvalue of B with geometric multiplicity g. By (6.27) and
(6.26), we then obtain that if λ is an eigenvalue of A and v is a relevant eigenvector,
then Pv is eigenvector of B relevant to λ (we have Pv �= 0, otherwise R Pv = v = 0).

It remains to prove that if λ is an eigenvalue of A, then it conserves the same partial
multiplicities when considered as an eigenvalue of B. This is proved by showing that
there is a one-to-one correspondence between Jordan chains of A and B relevant to λ.

Let y1, . . . , yn be a Jordan chain of A relevant to λ. Then z1 = Py1, . . . , zn =
Pyn is a Jordan chain of B relevant to λ. In fact, z1 is an eigenvector of B and
(λIZ − B)zi+1 = (λIZ − B)Pyi+1 = P(λIY − A)yi+1 = zi , i = 0, . . . , n − 1.
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Now, we show that the map

{
J : {Jordan chain ofArelevant to λ} → {Jordan chain ofBrelevant to λ}
J(y1, . . . , yn) = (Py1, . . . , Pyn)

is bijective. The injectivity follows by (6.26). Below, we prove that the map is sur-
jective.

Let z1, . . . , zn be a Jordan chain of B relevant to λ. By (6.27), we have z1 = Py1
for some y1 eigenvector of A. Note that, for i = 0, . . . , n − 1, if zi = Pyi for some
yi ∈ Y , then zi+1 = Pyi+1 for some yi+1 ∈ Y . In fact, (λIZ − B)zi+1 = zi = Pyi

and so zi+1 = P
( 1

λ
(ARzi+1 + yi )

)
. We conclude that zi = Pyi , i = 1, . . . , n, for

some yi ∈ Y , i = 1, . . . , n, and y1 eigenvector of A. The sequence y1, . . . , yn is
a Jordan chain for A. In fact, Pyi = zi = (λIZ − B)zi+1 = (λIZ − B)Pyi+1 =
P(λIY − A)yi+1, i = 0, . . . , n − 1, and then, by (6.26), yi = (λIY − A)yi+1,
i = 0, . . . , n − 1. �

Byapplying the previous propositionwithY = X M , Z = X , A = TM,N , R = RM

and P = PM , we obtain the following important result.

Theorem 6.2 The finite dimensional operator TM,N has the same nonzero eigen-
values, with the same geometric and partial multiplicities, of the operator

T̂M,N = PM TM,N RM : X → X. (6.29)

Moreover, if Φ is an eigenvector of TM,N relevant to a nonzero eigenvalue μ, then
PMΦ is an eigenfunction of T̂M,N relevant to μ.

The previous theorem says that in order to compare the nonzero eigenvalues of
T with the nonzero eigenvalues of TM,N , it is sufficient to compare the nonzero
eigenvalues of T with the nonzero eigenvalues of T̂M,N defined in (6.29).

By using (6.9) and (6.10), we see that T̂M,N can be factorized as T̂M,N =
LM T̂NLM , where T̂N : X → X is given by

T̂N ϕ = V (ϕ, w∗
N )h, ϕ ∈ X, (6.30)

where w∗
N ∈ X+ is the unique solution of (6.21) with φ = ϕ. Such an equation

has a unique solution since the conditions (C1) and (C2) of Theorem 6.1 have been
assumed.

In the next section, we analyze the convergence of the nonzero eigenvalues of T̂N

to the nonzero eigenvalues of T , as N → ∞. Then, in the successive section, we
study the convergence of the nonzero eigenvalues of T̂M,N to the nonzero eigenvalues
of T , as M, N → ∞.
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6.3.1 Convergence of the Eigenvalues of ̂TN

Before presenting the convergence analysis of the nonzero eigenvalues of T̂N , we
establish a very useful result.

Lemma 6.2 Let Y be a linear space, let A : Y → Y be a linear operator and let
λ ∈ C. If Z is a subspace of Y such that

(1) A(Z) ⊆ Z;
(2) for any y, z ∈ Y , (λIY − A)y = z, z ∈ Z =⇒ y ∈ Z;

then λ is an eigenvalue of geometric multiplicity g of A if and only if λ is an eigenvalue
of A|Z : Z → Z of geometric multiplicity g. Moreover, the eigenvectors relevant to
the eigenvalue λ are the same for A and A|Z and also the partial multiplicities of λ

are the same.

Proof Let Z be a subspace of Y satisfying the conditions (1) and (2). By (1), we
have A|Z : Z → Z . Since ker(λIY − A) ⊆ Z , by (2) we obtain ker(λIZ − A|Z ) =
ker(λIY − A). Hence, λ is an eigenvalue of A of geometric multiplicity g(λ) if
and only λ is an eigenvalue of A|Z of geometric multiplicity g(λ). Moreover, the
eigenvectors relevant to the eigenvalue λ are the same for A and A|Z . Finally, the
assertion concerning the partial multiplicities of the eigenvalue λ follows from the
fact that y1, . . . , yn is a Jordan chain of A relevant to λ if and only if y1, . . . , yn is a
Jordan chain of A|Z relevant to λ. This fact is a consequence of (2). �

Remark 6.1 Observe that, for λ �= 0, the conditions (1) and (2) in the previous
lemma are satisfied if the range A(Y ) of A is contained in Z .

Now, similarly to the subspace X+
Lip in Sect. 6.2, we introduce the subspace XLip

of X given by the Lipschitz continuous functions of X . The space XLip is equipped
with the norm

‖ϕ‖XLip
= Lip(ϕ) + ‖ϕ‖X , ϕ ∈ XLip,

where Lip(ϕ) denotes the Lipschitz constant ofϕ.With such a norm, XLip is a Banach
space.

Observe that the map V in (6.1) has the following two properties:

V (φ, z)h ∈ XLip, φ ∈ XLip, z ∈ X+, (6.31)

and

V (φ, z)h ∈ XLip, φ ∈ X, z ∈ X+, h ≥ τ. (6.32)

The first step in the analysis of the convergence of the nonzero eigenvalues of T̂N

is to observe that we can apply Lemma 6.2 with Y = X , A = T , as well as A = T̂N ,
λ �= 0 and Z = XLip.
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The condition (1) follows by (6.31). The condition (2) easily follows by (6.32)
in the case h ≥ τ . In the case h < τ , for A = T , one has to write the equation
(λIX −T )ϕ = ψ , whereϕ ∈ X andψ ∈ XLip, asV (ϕ, z∗) (h + θ)+ψ (θ) = λϕ(θ),
θ ∈ [−τ, 0], i.e.,

⎧⎪⎪⎨
⎪⎪⎩

ϕ(0) +
h+θ∫
0

z∗(t)dt + ψ(θ) = λϕ(θ), θ ∈ [−h, 0] ,

ϕ (h + θ) + ψ(θ) = λϕ(θ), θ ∈ [−τ,−h] .

Now, it is not difficult to prove by induction that ϕ is Lipschitz continuous on each
interval [− (i + 1) h,−ih], i = 0, 1, 2, . . . The same argument works for A = T̂N .

Therefore, T : X → X and T̂N : X → X have the same nonzero eigenvalues,
with the same geometric and partialmultiplicities, and the same relevant eigenvectors
of the restrictions T |XLip : XLip → XLip and T̂N |XLip : XLip → XLip, respectively.

The second step in our analysis of the convergence is the following proposition.

Proposition 6.2 If, in addition to the conditions (C1) and (C2) in Theorem 6.1, we
also assume the condition

(C3) the operator Fs V1 : X → X+ is such that Fs V1(XLip) ⊆ X+
Lip and

Fs V1|XLip : XLip → X+
Lip is bounded;

then

∥∥T̂N |XLip − T |XLip

∥∥ → 0, N → ∞.

Proof Let ϕ ∈ XLip. By recalling the form (6.3) of T and the definition (6.30) of
T̂N , we have T̂N ϕ − T ϕ = (

V (ϕ, w∗
N ) − V (ϕ, z∗)

)
h = V2(w∗

N − z∗)h , where w∗
N is

the solution of w∗ = L +
N Fs V (ϕ, w∗) and z∗ is the solution of

z∗ = Fs V (ϕ, z∗). (6.33)

Thus,

∥∥T̂N ϕ − T ϕ
∥∥

XLip
≤ (1 + h)

∥∥w∗
N − z∗∥∥

X+ . (6.34)

The conditions (C1) and (C3) imply z∗ ∈ X+
Lip. By using the estimate (6.23), we

obtain

∥∥w∗
N − z∗∥∥

X+ ≤ 2
∥∥∥(IX+ − Fs V2)

−1
∥∥∥ ∥∥L +

N z∗ − z∗∥∥
X+

≤ 2
∥∥∥(IX+ − Fs V2)

−1
∥∥∥ ∥∥∥(

L +
N − IX+

) |X+
Lip

∥∥∥
X+← X+

Lip

∥∥z∗∥∥
X+
Lip

.

(6.35)
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Since ϕ ∈ XLip and z∗ ∈ X+
Lip, we can rewrite (6.33) as

(
IX+

Lip
− Fs V2|X+

Lip

)
z∗ =

Fs V1|XLipϕ. As we have observed at the beginning of the proof of Theorem 6.1, the
operator IX+ − Fs V2 is invertible. By (C1), we have that also the operator IX+

Lip
−

Fs V2|X+
Lip

: X+
Lip → X+

Lip is invertible. Thus z∗ =
(

IX+
Lip

− Fs V2|X+
Lip

)−1
Fs V1|X+

Lip
ϕ

and then

∥∥z∗∥∥
X+
Lip

≤
∥∥∥(IX+

Lip
− Fs V2|X+

Lip
)−1

∥∥∥ ∥∥Fs V1|XLip

∥∥
X+
Lip←XLip

‖ϕ‖XLip
. (6.36)

By using (C2) and the interpolation theory result (6.24) given in Theorem 6.1, we
obtain

∥∥∥(
L +

N − IX+
) |X+

Lip

∥∥∥
X+← X+

Lip

→ 0, N → ∞.

By using this fact, the thesis immediately follows by (6.34), (6.35) and (6.36). �

Similarly to the condition (C1) of Theorem 6.1, the condition (C3) of Proposition
6.2 is fulfilled if the function (6.25) is Lipschitz continuous.

The final step of our analysis is to present a standard result on the approximations
of eigenvalues of infinite dimensional linear and bounded operators given in [60,
Theorem 6.7].

Theorem 6.3 Let A be a linear and bounded operator on the Banach space Y and
let {AN } be a sequence of linear and bounded operators on Y such that

‖AN − A‖ → 0, N → ∞. (6.37)

If λ ∈ C is an isolated eigenvalue of A with finite algebraic multiplicity ν and ascent
l, and � is a neighborhood of λ such that λ is the unique eigenvalue of A in �, then
there exists an index N such that, for any index N ≥ N, AN has in � exactly ν

eigenvalues λN , j , j = 1, . . . , ν, counting their multiplicities. Moreover, by setting

εN := ∥∥(AN − A) |Eλ

∥∥
Y←Eλ

, (6.38)

where Eλ is the generalized eigenspace of λ equipped with the norm ‖ · ‖Y restricted
to Eλ, we have

max
j=1,...,ν

|λN , j − λ| = O
(
ε
1/ l
N

)
, N → ∞.

Indeed, in [60, Theorem 6.7], this results holds under a condition on the approximat-
ing sequence {AN } weaker than the norm convergence (6.37) and known as strong
stable convergence. Moreover, also the convergence of the eigenvectors is considered
there. Theorem 6.3 says that the order of convergence to zero as N → ∞ of the
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eigenvalues depends on the order of convergence to zero of εN , namely the norm of
the error AN − A as restricted to the generalized eigenspace Eλ.

Eventually, we are now ready to give the convergence result of the nonzero eigen-
values of T̂N to the nonzero eigenvalues of T , as N → ∞.

Theorem 6.4 Assume the conditions (C1) and (C2) of Theorem 6.1 and the condition
(C3) of Proposition 6.2. Let μ∗ ∈ C \ {0} be an eigenvalue of T with finite algebraic
multiplicity ν∗ and ascent l∗, and let � be a neighborhood of μ∗ such that μ∗
is the unique eigenvalue of T in �. Then, there exists a positive integer N1 with
N1 ≥ N0, where N0 is given in Theorem 6.1, such that, for any index N ≥ N1, T̂N

has in � exactly ν∗ eigenvalues μ∗
N , j , j = 1, . . . , ν∗, counting their multiplicities.

Moreover, if

(C4) for any ϕ ∈ Eμ∗ , where Eμ∗ is the generalized eigenspace of T relevant to
μ∗, the solution z∗ of (6.4), i.e.,

z∗ = Fs V (ϕ, z∗) (6.39)

is of class C p;

then

max
j=1,...,ν∗ |μN , j

∗ − μ∗| = o

(
1

N
p−1

l

)
, N → ∞. (6.40)

Proof By recalling that T and T̂N have the same nonzero eigenvalues, with the same
geometric and partial multiplicities of the restrictions T |XLip and T̂N |XLip , respec-
tively, we apply Theorem 6.3 with Y = XLip, A = T |XLip and AN = T̂N |XLip .

Under the assumptions (C1), (C2) and (C3), the condition (6.37) holds by
Proposition 6.2.

Now, we analyze the error εN given in (6.38). Let ψ1
∗, . . . , ψν∗∗ be a basis for

Eμ∗ . Bywriting an arbitrary elementϕ ∈ Eμ∗ asϕ =
ν∗∑

i=1
αi (ϕ)ψi

∗, whereαi (ϕ) ∈ C,

i = 1, . . . , ν∗, we have

∥∥T̂N ϕ − T ϕ
∥∥

XLip
≤ max

i=1,...,ν∗ |αi (ϕ)|
ν∗∑

i=1

∥∥T̂N ψi
∗ − T ψ∗

i
∥∥

XLip
.

Since ϕ �→ max
i=1,...,ν∗ |αi (ϕ)|, ϕ ∈ Eμ∗ , is a norm on Eμ∗ , it is equivalent to the norm

‖ · ‖XLip restricted to Eμ∗ . Thus, there exists a constantC such that max
i=1,...,ν∗ |αi (ϕ)| ≤

C ‖ϕ‖XLip
for any ϕ ∈ Eμ∗ . Therefore, we obtain

εN = ∥∥(
T̂N − T

) |XLip

∥∥
XLip←Eμ∗ ≤ C

ν∗∑
i=1

∥∥T̂N ψi
∗ − T ψ∗

i
∥∥

XLip
. (6.41)
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Let i = 1, . . . , ν∗. As in (6.34) and (6.35), we obtain

∥∥T̂N ψi
∗ − T ψi

∗∥∥
XLip

≤ 2(1+ h)

∥∥∥(IX+ − Fs V2)
−1

∥∥∥ · ∥∥L +
N z∗

i − z∗
i

∥∥
X+ , (6.42)

where z∗
i is the solution of z∗

i = V
(
ψi

∗, z∗
i

)
. Since z∗

i is of class C p by condition
(C4), interpolation theory (see [163, Theorem 1.5]) provide us with the bound

∥∥L +
N z∗

i − z∗
i

∥∥
X+ ≤ (

1 + ∥∥L +
N

∥∥)(
h

2

)p

· cp

(N − 1)p

∥∥∥(
z∗

i

)(p)
∥∥∥

XLip
,

where cp depends only on p. Then, the condition (C2) implies

∥∥L +
N z∗

i − z∗
i

∥∥
X+ = o

(
1

N p−1

)
, N → ∞. (6.43)

By (6.41), (6.42) and (6.43) we can conclude that

εN = o

(
1

N p−1

)
, N → ∞, (6.44)

and then (6.40) in the thesis follow by the estimate given in Theorem 6.3. �

6.3.2 Convergence of the Eigenvalues of ̂TM,N

After the study accomplished in the previous section regarding the convergence of
the nonzero eigenvalues of T̂N as N → ∞, we can consider now the convergence of
the nonzero eigenvalues of TM,N , as M, N → ∞.

We begin by comparing the nonzero eigenvalues, as well as the relevant eigen-
vectors, of T̂M,N and T̂N .

Theorem 6.5 Let M and N be indices of discretization with N ≥ N0, N0 given in
Theorem 6.1. If M ≥ N, then T̂M,N has the same nonzero eigenvalues, with the same
geometric and partial multiplicities, and the same relevant eigenvectors of T̂N .

Proof Assume M ≥ N . First, we consider the case h ≥ τ .We denote by�k and�+
k ,

where k is a nonnegative integer, the subspaces of X and X+, respectively, of the k-
degreeCd -valued polynomial functions. Note that the solution w∗

N of (6.21) belongs
to�+

N−1. Then, since h ≥ τ , we have that, for anyϕ ∈ X , T̂N ϕ = V
(
ϕ, w∗

N

)
h ∈ �N .

Since T̂N has range contained in �N and M ≥ N , both T̂M,N = L M T̂N L M and T̂N

have range contained in �M . Therefore, we can apply Lemma 6.2 with Y = X ,
A = T̂M,N , as well as A = T̂N , and Z = �M , by using Remark 6.1. We conclude
that T̂M,N and T̂N have the same nonzero eigenvalues, with the same geometric and
partialmultiplicities, and the same relevant eigenvectors of the restrictions T̂M,N |�M :
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�M → �M and T̂N |�M : �M → �M , respectively. The thesis follows from the
fact that T̂M,N |�M = LM T̂NLM |�M = T̂N |�M .

Now, we consider the other case h < τ . We denote by �
pw
k the subspace of X

of the functions that are piecewise k-degree Cd -valued polynomials on the intervals[
θ(q+1), θ (q)

]
, q = 0, . . . , Q − 1. We can apply Lemma 6.2, with Y = X , A = T̂N

and Z = �
pw
M . Since M ≥ N , the condition 1) is fulfilled. By decomposing the

equation (λIX − T̂N )ϕ = ψ , where ϕ ∈ X and ψ ∈ �
pw
M , as

⎧⎪⎪⎨
⎪⎪⎩

ϕ(0) +
h+θ∫
0

w∗
N (t)dt + ψ(θ) = λϕ(θ), θ ∈ [−h, 0] ,

ϕ (h + θ) + ψ(θ) = λϕ(θ), θ ∈ [−τ,−h] ,

we see that the condition (2) holds whenever λ �= 0. Hence, T̂N : X → X has the
same nonzero eigenvalues, with the same geometric and partial multiplicities, and
the same relevant eigenvectors of the restriction T̂N |�pw

M
: �

pw
M → �

pw
M . Moreover,

we can apply Lemma 6.2 with A = T̂M,N , instead of A = T̂N . In fact, observe that
the range of T̂M,N = LM T̂NLM is contained in �

pw
M and recall Remark 6.1. Thus,

T̂M,N : X → X has the same nonzero eigenvalues, with the same geometric and
partial multiplicities, and the same relevant eigenvectors of the restriction T̂M,N |�pw

M
:

�
pw
M → �

pw
M . Now, similarly to the case h ≥ τ , the thesis follows from the fact that

T̂M,N |�pw
M

= LM T̂NLM |�pw
M

= T̂N |�pw
M
. �

Thus, by using the previous Theorems 6.2, 6.4 and 6.5, we obtain our final conver-
gence theorem.

Theorem 6.6 Assume the conditions (C1) and (C2) of Theorem 6.1 and the condition
(C3) of Proposition 6.2. Let μ∗ ∈ C \ {0} be an eigenvalue of T with finite algebraic
multiplicity ν∗ and ascent l∗, and let � be a neighborhood of μ∗ such that μ∗ is the
unique eigenvalue of T in � . Then there exists a positive integer N1 with N1 ≥ N0,
where N0 is given in Theorem 6.1, such that, for any index N ≥ N1 and for any index
M ≥ N, TM,N has in � exactly ν∗ eigenvalues μ∗

M,N , j , j = 1, . . . , ν∗, counting
their multiplicities. Moreover, if (C4) holds, then

max
j=1,...,ν∗ |μ∗

M,N , j − μ∗| = o

(
1

N
p−1

l

)
, N → ∞, M ≥ N . (6.45)

The following is a corollary of the previous result.

Theorem 6.7 Assume the conditions (C1) and (C2) of Theorem 6.1 and the condition
(C3) of Proposition 6.2. Let B be a bounded region of C, whose closure does not
contain 0, and let μ∗

1, . . . , μ
∗
K be eigenvalues of T in B of multiplicity ν∗

1 , . . . , ν
∗
K

and ascent l∗1 , . . . , l∗K , respectively. Then, there exists an index N2 with N2 ≥ N0,
where N0 is given in Theorem 6.1, such that, for any indices N ≥ N2 and M ≥ N and
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for each k = 1, . . . , K , TM,N has eigenvalues μ∗
M,N ,k, j , j = 1, . . . , ν∗

K , counting
their multiplicities. These are all the eigenvalues of TM,N in B. Moreover, if

(C5) for any k = 1, . . . , K and for any ϕ ∈ Eμ∗
K

, the solution z∗ of (6.4) is of class
C p;

then

max
k=1,...,K
j=1,...,ν∗

k

∣∣∣μ∗
M,N ,k, j − μ∗

∣∣∣ = o

(
1

N
p−1
l∗

)
, N → ∞, M ≥ N . (6.46)

Proof Partition B in k subset �1, . . . ,�k so that, for any k = 1, . . . , k, μ∗
k is the

unique eigenvalue of T in �k . For any k = 1, . . . , k, let N1,k be the index N1 of
Theorem 6.6 with μ∗ = μ∗

k and � = �k . We take the maximum of the indices N1,k ,
k = 1, . . . , K , as index N2. �

As observed in Part I, the asymptotic stability of the zero solution of a linear
autonomous DDE, the asymptotic stability of the zero solution of a linear periodic
DDE and the asymptotic stability of a periodic solution of a nonlinear autonomous
DDE can be determined by the position of the nonzero eigenvalues of an evolution
operator. In the first case, the evolution operator is T (h, 0), h > 0 arbitrary, and in the
second and third cases, the evolution operator is the monodromy operator T (ω, 0),
whereω is the period of the linear periodic DDE or the period of the periodic solution
of the nonlinear autonomous DDE.

It is easy to check that, in all the previous situations, the solution z∗ of (6.39) is
of class C∞. Therefore, the pseudospectral collocation method of the SO approach
exhibits an infinite order of convergence for the approximated eigenvalues.

We also observe that in our convergence analysis there are no requirements about
the nodes of the mesh ΩM on [−τ, 0], except for M ≥ N . Anyway, the mesh ΩM

that is be used in Part III is a mesh of Chebyshev nodes.

6.3.3 Quadrature for Distributed Delays

In case of a distributed delay, where the functional L has to be replaced with a
functional L M,N , expressionof theuseof a quadrature rule,we can repeat the previous
analysis and conclude that in (6.44) a further term

O

(
‖L +

N ‖ · max
i=1,...,ν∗ ‖z∗

M,N ,i − z∗‖X+
)

has to be added,where z∗
M,N ,i , i = 1, . . . , ν∗, is the solutionof z∗ = Fs,M,N V (ψi , z∗).

Here, Fs,M,N is obtained by replacing L with L M,N in (6.2) and ψ1, . . . , ψν∗ is a
basis for E (μ∗).
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So, in (6.45) we have a further error term

O

((
‖L +

N ‖ · max
i=1,...,ν∗ ‖z∗

M,N ,i − z∗‖X+
)1/�

)

and in (6.46) a further error term

O

((
‖L +

N ‖ · max
i=1,...,ν∗ ‖z∗

M,N ,i − z∗‖X+
)1/�∗)

.

6.4 Other Methods

In the literature, one can find many methods of the SO approach, where an evolu-
tion operator is discretized in a finite dimensional operator. However, most of them
discretizes an evolution operator T (s + h, s) with h = τ . This particular situation
makes things easier, since, in practice, the introduction of the space X+ is no longer
necessary. It is clear that anymethod for integrating differential equations can be used
as a method of the SO approach. So, in the autonomous case, the solution operator
is discretized by linear multistep methods in [80] and by Runge-Kutta methods in
[31]. Methods for the periodic case can be found in [51–54, 136].



Part III
Implementation and Applications

The numerical methods presented in Part II for linear DDEs (2.4) are adapted in this
last part of the book to system (2.8). The latter describes with sufficient generality
the class of DDEs of interest in most applications, with a structure that is the most
general and suitable to be treated numerically.

Chapter 7 of this part explains in detail how the methods are implemented in
MATLAB. System (2.8) is taken here as a prototype, given its generality from the
numerical point of view.

Nevertheless, even more freedom is left to the user if a slightly modified for-
mulation is considered, especially when dealing with models having varying or
uncertain parameters. Chapter 8 is based on this user’s point of view. There we
explain how to use the MATLAB codes for analyzing a benchmark set of case
studies, as well as real-life applications.

One formulation or the other, the aim of this part is in guiding the interested
reader to the understanding and application of the proposed algorithms.

Eventually, let us emphasize once more that models coming from applications
can be either originally linear (autonomous or periodic) or can be obtained by
linearizing nonlinear systems at specific solutions (equilibria or periodic). As a
consequence, the analysis of (2.8) through the computation of the characteristic
roots (autonomous case) or of the characteristic multipliers (periodic case) provide
information, respectively, on the global stability of the zero solution for the linear
problem itself or on the local stability of a specific solution for nonlinear ones
linearized at the latter.

http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_7
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_8
http://dx.doi.org/10.1007/978-1-4939-2107-2_2


Chapter 7
MATLAB Implementation

The book is provided with the following three MATLAB codes:

• myDDE.m;
• eigAM.m;
• eigTMN.m;

freely available [48]. The first one is a MATLAB m-file script that contains all the
information necessary to define the linear DDE describing the model to be analyzed:
it is the argument of Sect. 7.1. The second one is a MATLAB m-file function that
implements the IG approach according to the (piecewise) pseudospectral differ-
entiation method presented in Chap. 5: it is the argument of Sect. 7.2. The latter
one is a MATLAB m-file function that implements the SO approach according to
the pseudospectral collocation method presented in Chap.6: it is the argument of
Sect. 7.3.

The idea behind the division of the computational framework between a script
(myDDE.m) and a function (either eigAM.m or eigTMN.m depending on the prob-
lem at hand, i.e., autonomous or nonautonomous) is to separate the implementation
of the model from the implementation of the numerical methods. Indeed, the latter
are contained exclusively in the functions, while the user is only required to fill the
necessary fields in the script for defining the analyzedmodel. This way, also users not
necessarily familiar with numerical analysis can use the codes for their experiments
in a friendly fashion.

7.1 Introducing the Model in MATLAB

Throughout the book, the prototype model (2.8), i.e.,

x ′(t) = A(t)x(t) +
p∑

k=1

Bk(t)x(t − τk) +
p∑

k=1

−τk−1∫
−τk

Ck(t, θ)x(t + θ) dθ (7.1)

© The Author(s) 2015
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has been thought as the most general and suitable to describe and implement the
proposed numerical approaches. Thismodel, beyond the regularity of the coefficients
required to guarantee the convergence of the approximated eigenvalues (see Chaps. 5
and 6), poses two constraints: first, all the coefficients and the delays are given and
fixed and, second, all the delays (and the relevant coefficients) must be ordered
according to 0 =: τ0 < τ1 < · · · < τp := τ . While optimal from the numerical
point of view, this structure is restrictive from the applications point of view. In fact,
coefficients and delays in real-life models may depend on varying or uncertain para-
meters, for the sake, e.g., of robust and bifurcation analysis. Moreover, the variation
of these parameters can cause an exchange in the ordering of the delays.

As to clarify, let us briefly consider theDDE x ′(t) = ax(t)+b1x(t −τ1)+b2x(t −
τ2), where a, b1, and b2 are fixed numbers while τ1 and τ2 are varying parameters.
Being varying, it can happen that from an initial situation where τ1 < τ2, at some
point it occurs that τ2 < τ1. Therefore, also the terms b1x(t − τ1) and b2x(t − τ2)

shall be exchanged to adhere to the requirements of (7.1). Note that it can also occur
that τ := τ1 = τ2 > 0, reducing the DDE to x ′(t) = ax(t) + (b1 + b2)x(t − τ),
or even that τ1 = τ2 = 0, reducing to the ODE x ′(t) = (a + b1 + b2)x(t), whose
only characteristic root is clearly a + b1 + b2 and no approximation at all is needed.
A similar case from a real-life application is treated in Sect. 8.3, where a stability
chart w.r.t. two varying discrete delays is presented. Eventually, it is not difficult to
think about the wide panorama of possible situations if also distributed delay terms
were considered (e.g., an integral vanishes when the integration extrema coincide).

In order to allow the treatment of DDEs with varying parameters, the script
myDDE.m refers to the more general model

x ′(t) = Ã(t)x(t) +
q∑

u=1

B̃u(t)x(t − du) +
w∑

v=1

−rv∫
−lv

C̃v(t, θ)x(t + θ) dθ, (7.2)

where all the coefficients and the delays can depend on a vector of parameters par,
no relation is imposed between the discrete delays and the integration extrema of
the distributed delay terms and, finally, no ordering is required among all the delays
and extrema. The only (legitimate) constraint is that such delays and extrema must
be nonnegative, otherwise the model would enter the class of advanced-retarded
differential equations [11, 96, 140, 141, 166, 167], whose stability issues and relevant
numerical treatment are different [6, 13, 40, 94] and beyond the target of this book.

Once the script myDDE.m is created according to (7.2), the user has just to give
its name in input either to the function eigAM.m or to the function eigTMN.m,
together with a vector par of the values of the possible parameters of the model.
Other inputs toeigAM.m oreigTMN.m are described in the relevant sections.When
both functions are executed, the first instruction loads the content of myDDE.m in the
relevant workspace, making available all the necessary model data and parameters,
and automatically converts model (7.2) into the structure of model (7.1). This proce-
dure avoids in general repeated calls to external functions defining the model, thus

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_8
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notably reducing the overall computational time and, above all, leaves a complete
freedom of modeling to the user, who has not to worry about constraints or order-
ing schemes. The forthcoming Sects. 7.2 and 7.3 refer to the implementation of the
numerical approaches according to (7.1), hence from the numerical point of view.
Chapter8, instead, presents a series of tests and applications whose relevant DDEs
are described according to (7.2), hence from the user’s point of view.

Now, let us analyze the script myDDE.m, so to guide the user into its compilation.
The following is the content of the template (excluding the principal comment):

%% MEMO LIST OF POSSIBLE PARAMETERS
%par(1)=1st parameter;
%par(2)=2nd parameter;
%...

%% DIMENSION OF THE DDE
d=[]; %INPUT

%% CURRENT TIME TERM
Atilde=@(t,d,par) []; %INPUT: dxd matrix or

%call to Atilde.m

%% DISCRETE DELAY TERMS
dd=[]; %INPUT discrete delays row vector

%dd=[d_{1},...,d_{q}]>=0
Btilde{1}=@(t,d,par) []; %INPUT: dxd matrix or

%call to Btilde1.m
%...
Btilde{q}=@(t,d,par) []; %INPUT: dxd matrix or

%call to Btildeq.m

%% DISTRIBUTED DELAY TERMS
l=[]; %INPUT left integration extrema row vector

%l=[l_{1},....,l_{w}]>=0
r=[]; %INPUT right integration extrema row vector

%r=[r_{1},....,r_{w}]>=0
Ctilde{1}=@(t,theta,d,par) []; %INPUT: dxd matrix or

%call to Ctilde1.m
%...
Ctilde{w}=@(t,theta,d,par) []; %INPUT: dxd matrix or

%call to Ctildew.m

Skipping the main comment (lines 1–3 in the m-file), which can be read by asking
for help myDDE at the command prompt, a first commented section (lines 33–36)
reports the list of possible parameters to be used as variable inputs in the sequel: it
is just for convenience of recalling them. Note, in fact, that the vector par is not
created (although used) in the script, but it will be available when the script will be
loaded in either eigAM.m or eigTMN.m since par is given in input there.

The first true section of the script (lines 38–39) requires the input of the (fixed)
positive integer d defining the number of equations in (7.2).

http://dx.doi.org/10.1007/978-1-4939-2107-2_8
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A second section (lines 41–42) concerns the input of the current time coefficient Ã.
It is defined via a MATLAB anonymous function through the use of @, [1]. The main
argument is the time t . Other arguments are the dimension d, so one can define, e.g.,
a null matrix through zeros(d), and possible parameters through the vector par.

A third section (lines 44–48) concerns the input of the discrete delay terms. The
user is asked to create a row vector dd containing the nonnegative discrete delays
d1, . . . , dq (line 45). These delays can be defined through the vector par and no
ordering is required. The relevant coefficients B̃u , u = 1, . . . , q, are introduced
via anonymous functions as for Ã above. All these coefficients are elements of a
MATLAB cell-array B, [3]: this simplifies the possible reordering in the conversion
to (7.1).

Eventually, a last section (lines 50–55) concerns the input of the distributed
delay terms. The user is required to create two row vectors l and r containing,
respectively, the nonnegative “left” and “right” integration extrema l1, . . . , lw and
r1, . . . , rw (lines 51–52). They can depend on the vector par and it can also be
lv ≤ rv for some or any v = 1, . . . , w. Then, the relevant kernels C̃v, v = 1, . . . , w,
are introduced via anonymous functions and cell arrays again, the only difference
being the presence of the additional integration variable θ .

Consider the script myDDE_SISC_54.m, relevant to [38, Example 5.4]:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x ′
1(t) = −3x1(t) + x2(t) + x1(t − d1)

+
−0.1∫

−0.3

[2.25x1(t + θ) + 2.5x2(t + θ)] dθ −
−0.5∫
−1

x1(t + θ) dθ,

x ′
2(t) = −24.646x1(t) − 35.430x2(t) + 2.35553x1(t − d1) + 2.00365x2(t − d1)

−
−0.1∫

−0.3

cθ2x2(t + θ) dθ −
−0.5∫
−1

x2(t + θ) dθ,

as an example, here slightly modified to allow for varying parameters (the discrete
delay d1 and the coefficient c in the first distributed delay term of the second equation)
and nonconstant kernels. The main content of the script is:

%% MEMO LIST OF POSSIBLE PARAMETERS
%par(1)=d_1;
%par(2)=c;

%% DIMENSION OF THE DDE
d=2;

%% CURRENT TIME TERM
Atilde=@(t,d,par) [-3,1;-24.646,-35.430];

%% DISCRETE DELAY TERMS
dd=par(1);
Btilde{1}=@(t,d,par) [1,0;2.35553,2.00365];
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%% DISTRIBUTED DELAY TERMS
l=[.3,1];
r=[.1,.5];
Ctilde{1}=@(t,theta,d,par) [2.25,2.5;...

0,-par(2)*theta.ˆ2];
Ctilde{2}=@(t,theta,d,par) [-1,0;0,-1];

Further examples are given in Chap.8 where, indeed, all the models proposed are
accompanied with the description of the relevant script.

Some notes follow. First, observe that the script myDDE.m is the same indepen-
dently of its use with eigAM.m or eigTMN.m. As the former is suitable only for
autonomous problems, all the functions are implicitly intended as independent of
time (as for the example above). Second, the user can define the coefficients of the
model as external MATLAB functions. This may be necessary when the coefficients
themselves come from previous computations. If so, the user has to build an external
function, e.g., Btilde1.m, and write in the relevant line of myDDE.m

Btilde{1}=@(t,d,par) Btilde1(t,d,par);

Remark 7.1 The definitions of all the functions Ã, B̃u , u = 1, . . . , q, and C̃v, v =
1, . . . , w, in myDDE.m or externally have to be amenable ofMATLAB element-wise
evaluation, [2]. E.g., Ã(t) = t2 has to be implemented as and not See,
in fact, Ctilde1 in the example above.

7.2 The Infinitesimal Generator Approach

As explained in Sect. 7.1, the implementation of the IG approachwith pseudospectral
differentiation methods developed in Chap.5 is referred to the prototype model (7.1)
for the autonomous case, i.e., with coefficients independent of the time t . The latter
is obtained from (2.7) by choosing

Lϕ = Aϕ(0) +
p∑

k=1

Bkϕ(−τk) +
p∑

k=1

−τk−1∫
−τk

Ck(θ)ϕ(θ) dθ, ϕ ∈ X. (7.3)

Let us remark that (7.1) can describe either an originally linear model or can
be the result of the linearization of a nonlinear model around an equilibrium. Then
the approximation of the characteristic roots gives information, respectively, on the
global stability of the zero solution or on the local stability of the equilibrium (by the
Principle of Linearized Stability, Theorem3.5).

For the general linear functional (7.3) and according to Sect. 5.1, the matrix dis-
cretizing the infinitesimal generator reads

http://dx.doi.org/10.1007/978-1-4939-2107-2_8
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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AM =

⎛
⎜⎜⎜⎝

a0 a1 · · · aM

d1,0 d1,1 · · · d1,M
...

...
. . .

...

dM,0 dM,1 · · · dM,M

⎞
⎟⎟⎟⎠ ∈ R

d(M+1)×d(M+1), (7.4)

where the discretization index M is a positive integer, a j = L(�M, j (·)Id), j =
0, 1, . . . , M , and dm, j = �′

M, j (θM,m)Id , m = 1, . . . , M , j = 0, 1, . . . , M , with
�M,0, �M,1, . . . , �M,M the Lagrange coefficients relevant to the mesh ΩM in (5.1)
discretizing the delay interval [−τ, 0], τ being the maximum delay.

Although it may not be evident yet, even though anticipated in Chap.5, this dis-
cretization is suitable for DDEs with a single delay, i.e., p = 1 in (7.3). When
p > 1, a piecewise approach as described in Sect. 5.2 is more efficient. Therefore,
we proceed by illustrating, first, the implementation for the single discrete delay
case in Sect. 7.2.1, second, the implementation for the single distributed delay case
in Sect. 7.2.2 and, eventually, the piecewise implementation for the general case (7.3)
in Sect. 7.2.3. The MATLAB code eigAM.m refers to the piecewise strategy and
the following sections describe how to construct the matrix AM step-by-step.

It is useful to remark that, according to the convergence analysis in Sect. 5.3 (see
the end of Sect. 5.4), all the meshes implemented in eigAM.m are based on extremal
Chebyshev nodes or, briefly, Chebyshev II nodes. Beyond satisfying (5.11) and thus
guaranteeing the spectral accuracy (5.32), they exhibit the Lebesgue constant with
the slowest increase w.r.t. their number (see, e.g., [186, Chap.15]), a property with
many positive consequences on interpolation and quadrature [184].

The overall structure of eigAM.m is organized as follows:

• the main comment (lines 2–22);
• the conversion of the model (7.2) as defined in myDDE.m into the DDE (7.1)
(lines 24–27);

• the definition of the mesh ΩM (lines 29–36);
• the construction of the matrix AM (lines 38–66);
• the computation of the eigenvalues λ of AM by eig, ordered by decreasing real
part (lines 68–71);

• a set of auxiliary functions, see later on (lines 73–264).

The standard call is

[lambda,M]=eigA(’myDDE’,par,M);

where the inputs are the name of the script myDDE.m, a vector par of possible
parameter values as explained in Sect. 7.1 and the positive integer M defining the
discretization index. The outputs are the vector containing the d(M +1) eigenvalues
ofAM and the number M , with the meaning that M + 1 is the total number of nodes
actually used. In fact, the integer M in output can possibly differ from the one given
in input as explained at the end of Sect. 7.2.3.

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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7.2.1 A Single Discrete Delay

As an extension to systems of Example5.1 given in Sect. 5.1, consider the DDE

x ′(t) = Ax(t) + Bx(t − τ),

i.e.,

Lϕ = Aϕ(0) + Bϕ(−τ), ϕ ∈ X.

We choose the mesh of Chebyshev II nodes in [−τ, 0]

ΩM =
{
θM,m, m = 0, 1, . . . , M : θM,m = τ

2

(
cos

(mπ

M

)
− 1

)}
. (7.5)

It is immediate to verify that the first block-row of AM in (7.4) has elements

a j =
⎧⎨
⎩

A if j = 0,
0d if j = 1, . . . , M − 1,
B if j = M,

where 0d denotes the d × d null matrix. This simply follows from

a j = L(�M, j (·)Id) = A�M, j (0) + B�M, j (−τ) = A�M, j (θM,0) + B�M, j (θM,M ),

for all j = 0, 1, . . . , M by applying the cardinal properties (5.3).
The remaining part of AM in (7.4) is obtained from the so-called Chebyshev

differentiation matrix [184], without the first row. The entries of this matrix are
known explicitly and they can be built efficiently as shown in [184]. The subfunction
difmat in eigAM.m (lines 218–234) is constructed indeed from [184].

The resulting matrix in Rd(M+1)×d(M+1) reads

AM =

⎛
⎜⎜⎜⎝

A 0d · · · 0d B
d1,0 d1,1 · · · d1,M−1 d1,M
...

...
...

...

dM,0 dM,1 · · · dM,M−1 dM,M

⎞
⎟⎟⎟⎠

and it can be obtained with few MATLAB lines:

Id=eye(d);
OmegaM=tau*cos((0:M)*pi/M)-1)/2;
AM=kron(difmat(OmegaM),Id);
AM(1:d,:)=[A,zeros(d,d*(M-1)),B];

Note the use of the command kron for the Kronecker product (see Sect. 5.1).

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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7.2.2 A Single Distributed Delay

Let us consider the system

x ′(t) = Ax(t) +
0∫

−τ

C(θ)x(t + θ) dθ,

i.e.,

Lϕ = Aϕ(0) +
0∫

−τ

C(θ)ϕ(θ) dθ, ϕ ∈ X.

We choose ΩM as in (7.5). The differentiation part of AM in (7.4) is obtained as
explained in the previous section. As for the elements of the first block-row, we get

a j = L(�M, j (·)Id) = A�M, j (0) +
0∫

−τ

C(θ)�M, j (θ) dθ, j = 0, 1, . . . , M. (7.6)

As anticipated in Sect. 5.3.3, the distributed delay term cannot be integrated ana-
lytically in general, hence we resort to a quadrature rule. Referring to the interval
[−1, 1] (as usual in the theory of numerical integration [184, 186]), we write

b∫
a

f (θ) dθ = b − a

2

1∫
−1

f (θ[a,b](z)) dz ≈ b − a

2

M∑
m=0

wM,m f (θ[a,b](zM,m)) (7.7)

for a general integral, with the change of variable from z ∈ [−1, 1] to θ ∈ [a, b]

θ[a,b](z) = b − a

2
z + a + b

2

and where zM,m and wM,m , m = 0, 1, . . . , M , are, respectively, the M + 1 nodes
and weights of the chosen quadrature formula relevant to [−1, 1].

Going back to the integral term in (7.6), one soon realizes that it is convenient to
choose the quadrature formula based on the M + 1 Chebyshev II nodes in [−1, 1],
known as Clenshaw–Curtis formula [184, 186]. In fact, being zM,m = cos

(mπ
M

)
,

m = 0, 1, . . . , M , it follows that θ[a,b](zM,m) = θM,m as in (7.5) and, for all j =
0, 1, . . . , M ,

0∫
−τ

C(θ)�M, j (θ) dθ ≈ τ

2

M∑
m=0

wM,mC(θM,m)�M, j (θM,m) = τ

2
wM, j C(θM, j ),

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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where we used (5.3) again. According to Sect. 5.3.3, we then set

L Mϕ := Aϕ(0) +
M∑

m=0

wM,mC(θM,m)ϕ(θM,m), ϕ ∈ X,

and, consequently,

a j = L M (�M, j (·)Id) = A�M, j (0) + τ

2
wM, j C(θM, j )

=
⎧⎨
⎩

A + τ

2
wM,0C(θM,0) if j = 0,

τ

2
wM, j C(θM, j ) if j = 1, . . . , M.

The resulting matrix in Rd(M+1)×d(M+1) reads

AM =

⎛
⎜⎜⎜⎜⎝

A + τ

2
wM,0C(θM,0)

τ

2
wM,1C(θM,1) · · · τ

2
wM,M C(θM,M )

d1,0 d1,1 · · · d1,M
...

...
...

dM,0 dM,1 · · · dM,M

⎞
⎟⎟⎟⎟⎠ (7.8)

and it can be obtained with few MATLAB lines:

Id=eye(d);
OmegaM=tau*cos((0:M)*pi/M)-1)/2;
wqM=quadwei(M);
AM=kron(difmat(OmegaM),Id);
AM(1:d,:)=[A,zeros(d,d*M)]+tau/2*wqM.*C(OmegaM);

The subfunction quadwei in eigAM.m (lines 236–264) furnishes the vector
wqM of the weights of the Clenshaw–Curtis quadrature. It is constructed from [184].

Let us recall that by proceeding this way, the quadrature error (5.33) in the final
convergence result has the same decay behavior of the overall error in the approx-
imation of the eigenvalues, i.e., it is spectrally accurate for a kernel function C of
class C∞, [184–186]. Moreover, no Lagrange coefficient needs to be evaluated, thus
saving computational time.

7.2.3 The Piecewise Method

Let us consider the DDE generated by the general functional (7.3). If we choose the
usual mesh (7.5), every discrete delay term in (7.3) whose delay does not coincide
with a mesh node has to be interpolated. This is possible and the error is considered
in Proposition5.1 (see also Sect. 5.4). Instead, the treatment of each distributed delay
term requires an appropriate quadrature whose nodes are not related in general to the

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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nodes ofΩM in (7.5). The values of the integrand at these quadrature nodes have to be
reconstructed by interpolation, leading to an increase of computational cost. Notice
that a single quadrature on [−τ, 0] would not be neither efficient nor convergent in
the presence of discontinuities between the kernel functions Ck , k = 1, . . . , p, at
the inner delays τk , k = 1, . . . , p − 1. Therefore, for given positive integers Mk ,
k = 1, . . . , p, it is convenient to introduce the piecewise mesh

ΩM =
p⋃

k=1

Ω
(k)
Mk

, (7.9)

where M := ∑p
k=1 Mk and

Ω
(k)
Mk

=
{
θ
(k)
Mk ,m

, m = 0, 1, . . . , Mk : θ
(k)
Mk ,m

= τk − τk−1

2
cos

(
mπ

Mk

)
− τk + τk−1

2

}

(7.10)

is the mesh of Mk + 1 Chebyshev II nodes discretizing [−τk,−τk−1]. Observe that

θ
(k)
Mk ,Mk

= −τk = θ
(k+1)
Mk+1,0

, k = 1, . . . , p − 1, (7.11)

i.e., the last node of a mesh is the first node of the next one. They correspond to the
inner delays, Fig. 7.1. The mesh is constructed in the lines 28–36. However, note that
this implementation is more general than the piecewise mesh used in Sect. 5.2: there,
for simplicity of notation, every delay interval is discretized with the same number
of nodes. See also the end of this section for further remarks.

With reference to the above mesh, we introduce the space X M = R
d(M+1) as the

discrete counterpart of X . A function ϕ ∈ X is discretized by the vector Φ ∈ X M of

elements Φ =
(
Φ

(1)
0 , Φ

(1)
1 , . . . , Φ

(1)
M1

, Φ
(2)
1 , . . . , Φ

(2)
M2

, . . . , Φ
(p)
1 , . . . , Φ

(p)
Mp

)T
with

Φ
(k)
m = ϕ(θ

(k)
Mk ,m

), m = 0, 1, . . . , Mk , k = 1, . . . , p, also recalling (7.11).

Fig. 7.1 An example of piecewise mesh (7.9): nodes (7.10) (•) and superposition nodes (7.11) (×)

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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The value of the discretized infinitesimal generator on Φ ∈ X M is given by

[AMΦ](k)
m =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ApM (0) +
p∑

h=1

Bh pM (−τh) +
p∑

h=1

−τh−1∫
−τh

Ch(θ)pM (θ)dθ if m = 0 and k = 1,

p′
M (θ

(k)
Mk ,m) if m = 1, . . . , Mk and k = 1, . . . , p,

where pM is the piecewise polynomial interpolating the elements of Φ on the
nodes of the mesh ΩM in (7.9). In particular, for all k = 1, . . . , p, the restriction
p(k)

Mk
of pM to [−τk,−τk−1] is the unique Mk-degree polynomial that interpolates(

Φ
(k)
Mk ,0

, Φ
(k)
Mk ,1

, . . . , Φ
(k)
Mk ,Mk

)T
on the nodes of the mesh Ω

(k)
Mk

in (7.10). By using

the Lagrange representation relevant to each delay interval, we obtain the matrix

AM =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a(1)
0 a(1)

1 · · · a(1)
M1

a(2)
1 · · · a(2)

M2
· · · a(p−1)

Mp−1
a(p)
1 · · · a(p)

Mp

d(1)
1,0 d(1)

1,1 · · · d(1)
1,M1

...
...

. . .
...

d(1)
M1,0

d(1)
M1,1

· · · d(1)
M1,M1

d(2)
1,0 d(2)

1,1 · · · d(2)
1,M2

...
...

. . .
...

d(2)
M2,0

d(2)
M2,1

· · · d(2)
M2,M2

. . .

d(p)
1,0 d(p)

1,1 · · · d(p)
1,Mp

...
...

. . .
...

d(p)
Mp,0 d(p)

Mp,1 · · · d(p)
Mp,Mp

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

in Rd(M+1)×d(M+1), where missing entries are 0d .
According to what explained in Sect. 7.2.1, for the differentiation part we have

d(k)
m, j =

(
�
(k)
Mk , j

)′ (
θ

(k)
Mk ,m

)
Id , m = 1, . . . , Mk , j = 0, 1, . . . , Mk , k = 1, . . . , p,

where �
(k)
Mk ,0

, �
(k)
Mk ,1, . . . , �

(k)
Mk ,Mk

are the Lagrange coefficients relevant to the mesh

Ω
(k)
Mk

in (7.10) discretizing [−τk,−τk−1]. In eigAM.m, this is implemented in a
for loop along the delays (lines 38–47) where, again, the subfunction difmat is
used for the Chebyshev differentiation matrix relevant to the nodes in each delay
interval.
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As for the first block-row, instead, it is not difficult to see from Sect. 7.2.2 that

a(k)
j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A + τ1

2
w(1)

M1,0
C1(θ

(1)
M1,0

) if j = 0 and k = 1,

τk − τk−1

2
w(k)

Mk , j Ck(θ
(k)
Mk , j ) if j = 1, . . . , Mk − 1 and k = 1, . . . , p,

Bk + τk − τk−1

2
w(k)

Mk ,Mk
Ck(θ

(k)
Mk ,Mk

)

+ τk+1 − τk

2
w(k+1)

Mk+1,0
Ck+1(θ

(k+1)
Mk+1,0

) if j = Mk and k = 1, . . . , p − 1,

Bp + τp − τp−1

2
w(p)

Mp,Mp
C p(θ

(p)
Mp ,Mp

) if j = Mk and k = p,

where w(k)
Mk ,m

, m = 0, 1, . . . , Mk , are the quadrature weights of the Clenshaw–Curtis
formula for Mk + 1 nodes in [−1, 1], k = 1, . . . , p. In the code eigAM.m, this part
is implemented in the lines 49–66 in a for loop along the delays where, again, the
subfunction quadwei is used to obtain the quadrature weights. Notice that this is
necessary since, in general, Mk can vary with k.

About the last point, one can choose the number of nodes in each delay interval
in several ways. Assume that the objective is to ensure a desired final accuracy at the
minimum computational cost. Based on the convergence result stated in Theorem5.2
and on the comments in Sect. 5.4, it is not difficult to argue that (after rounding) a
good choice is M1, . . . , Mk satisfying

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
τ1 − τ0

M1

)M1

= · · · =
(

τp − τp−1

Mp

)Mp

p∑
k=1

Mk = M

for a given positive integer M and given delays. This system of nonlinear equations
is solved (numerically) by the subfunction em1 in eigAM.m (lines 165–192). The
alternative em2 (lines 194–216) solves the similar problem for given M points in
the largest delay interval. The true number of nodes finally used can differ slightly
from the input due to integer rounding. This is why it is given in output, mainly for
the purpose of analyzing the convergence of the error w.r.t. increasing M .

Remark 7.2 The question about what is the minimum discretization index M ensur-
ing a prescribed tolerance on the approximated roots is legitimate. In the case of the
IG approach with pseudospectral differentiation methods, a first (partially heuristic)
answer is given in [205] for DDEs (7.1) without distributed delay terms. There, the
authors estimate such value of M by analyzing the properties of the interpolation of
the exponential function on the complex plane. This strategy enables to guarantee
a prescribed error on the roots in a half plane bounded to the left (always finitely

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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many according to Proposition3.4). An alternative way consists in estimating all the
constants in the error bound (5.30). A first attempt in this direction is done in [149],
by using the results of [108] to estimate the constant C3 in Proposition5.3. Note that
the procedure is quite involved w.r.t. numerical methods with convergence of finite
order as Runge–Kutta or Linear Multistep methods [30, 31]. In the latter case, a
simple Richardon’s extrapolation can be applied. Nevertheless, it should be stressed
that, given the rapid convergence of the pseudospectral differentiation method, the
discretization index M is usually low and an order of tenths is in general sufficient
to reach machine precision (as, indeed, in Chap. 8).

7.3 The Solution Operator Approach

As explained in Sect. 7.1, the implementation of the SOapproachwith pseudospectral
collocation methods developed in Chap.6 is referred to the prototype model (7.1) for
the nonautonomous case, i.e., with coefficients depending on the time t , in particular
periodically. The latter is obtained from (2.6) by choosing

L(t)ϕ = A(t)ϕ(0) +
p∑

k=1

Bk(t)ϕ(−τk) +
p∑

k=1

−τk−1∫
−τk

Ck(t, θ)ϕ(θ) dθ, ϕ ∈ X.

(7.12)
Let us remark that (7.1) can describe a DDE which is either originally linear and

periodic in the considered application or it is the result of the linearization of a non-
linear model around a periodic solution. Then the approximation of the characteristic
multipliers gives information on the global stability of the zero solution in the for-
mer case or on the local stability of the concerned periodic solution in the latter case
(through the Principle of Linearized Stability, Theorem4.3). The pseudospectral col-
location method presented in Chap.6 is suitable for discretizing a general evolution
operator T (s +h, s) for s ∈ R and h > 0. Therefore, we consider (7.12) with general
nonautonomous coefficients, not necessarily periodic.

At the end of Sect. 6.1.3, it is left suspended how to recover the matrix represen-
tation of the discretized operator TM,N defined through (6.9) and (6.10). To this aim,
observe that by (6.13), for any Φ ∈ X M and for Z∗ ∈ X+

N the unique solution of
(6.10), we can rewrite (6.9) as

TM,N Φ = T (1)
M Φ + T (2)

M,N Z∗ (7.13)

where T (1)
M : X M → X M is given by

http://dx.doi.org/10.1007/978-1-4939-2107-2_3
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_8
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_2
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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T (1)
M Φ = RM (V1PMΦ)h , Φ ∈ X M , (7.14)

and T (2)
M,N : X+

N → X M is given by

T (2)
M,N Z = RM

(
V2P+

N Z
)

h , Z ∈ X+
N . (7.15)

By using (6.13) again, (6.10) can be rewritten as

(
IX+

N
− U (2)

N

)
Z∗ = U (1)

M,N Φ, (7.16)

where U (1)
M,N : X M → X+

N is given by

U (1)
M,N Φ = R+

NFs V1PMΦ, Φ ∈ X M , (7.17)

and U (2)
N : X+

N → X+
N is given, for Fs as defined in (6.2), by

U (2)
N Z = R+

NFs V2P+
N Z , Z ∈ X+

N . (7.18)

For the definitions of V1, V2, X M , X+
N , RM , PM , R+

N and P+
N go back to the begin-

ning of Chap.6. Let us note that T (1)
M and T (2)

M,N are independent of the model coef-
ficients, depending only on the step h and on the delays τk , k = 1, . . . , p. Instead,
U (1)

M,N and U (2)
N depend on Fs which, from (6.2) and (7.12) and for x ∈ X± and

t ∈ [0, h], reads

(Fs x)(t) = A(s+t)x(t)+
p∑

k=1

Bk(s+t)x(t −τk)+
p∑

k=1

−τk−1∫
−τk

Ck(s+t, θ)x(t +θ) dθ.

(7.19)
Now, under the conditions C1 and C2 of Theorem6.1, for N ≥ N0 (N0 given

in there), the operator IX+
N

− U (2)
N in (7.16) is invertible (recall Proposition6.1).

Therefore, the finite dimensional operator TM,N in (7.13) can be expressed by

TM,N = T (1)
M + T (2)

M,N

(
IX+

N
− U (2)

N

)−1
U (1)

M,N . (7.20)

Finally, by identifying the space X+
N with R

d N and the space X M with R
d(M+1)

for h ≥ τ or with R
d(QM+1) for h < τ , we can consider (7.20) as the matrix

representation in the canonical basis of the corresponding operator. Its eigenvalues
(computed by the standard methods for the computation of matrix eigenvalues) are
the approximation of the eigenvalues of T (s + h, s) as proved in Chap.6. Moreover,

http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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by (7.20), thematrix TM,N can be recovered by constructing thematrices representing
the above finite dimensional operators T (1)

M , T (2)
M,N , U (1)

M,N , U (2)
N , respectively. In the

following sections, we explain in detail how to recover these matrices and how their
construction is implemented in the MATLAB function eigTMN.m.

The overall structure of eigTMN.m is organized as follows:

• the main comment (lines 1–24);
• the conversion of (7.2) as defined in myDDE.m into (7.1) (lines 26–29);
• the definition of the meshes ΩM and Ω+

N , see Sect. 7.3.1 (lines 31–50);

• the construction of the matrix T (1)
M (lines 52–71);

• the construction of the matrix T (2)
M,N (lines 73–107);

• the construction of the matrix U (1)
M,N (lines 109–809);

• the construction of the matrix U (2)
N (lines 811–900);

• the construction of the matrix TM,N (lines 902–903);
• the computation of the eigenvalues μ of TM,N by eig, ordered by decreasing
modulus (lines 905–907);

• a set of auxiliary functions, see later on (lines 909–1,048).

The standard call is

mu=eigTMN(’myDDE’,par,s,h,M,N)

where the inputs are the name of the script myDDE.m, a vector par of possible
parameter values as explained in Sect. 7.1, the starting time s, the step h, and the
positive integers M and N defining the discretization indices. The output is the
vector of eigenvalues of TM,N , which are d(M + 1) if h ≥ τ and d(QM + 1) if
h < τ .

7.3.1 The Meshes

In the MATLAB implementation of the SO approach with the pseudospectral col-
location method, we use meshes of Chebyshev-type nodes. According to C2 in
Theorem6.1, they ensure the convergence of infinite order as stated in Theorem6.6.
For later convenience, we express the various meshes as functions of the nodes in
[−1, 1]. Therefore, we introduce, for a positive integer N , the N Chebyshev I nodes
in [−1, 1]

z(I )
N ,n = cos

(
(2n − 1)π

2N

)
, n = 1, . . . , N , (7.21)

and, for a positive integer M , the M + 1 Chebyshev II nodes in [−1, 1]

z(I I )
M,m = cos

(mπ

M

)
, m = 0, 1, . . . , M. (7.22)

http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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note that both sets of nodes are ordered from right to left. Moreover, we recall from
Sect. 7.2.2 that for any a, b ∈ R, a < b,

θ[a,b](z) = b − a

2
z + a + b

2
(7.23)

is the change of variable from z ∈ [−1, 1] to θ ∈ [a, b] and

z[a,b](θ) = 2θ − b − a

b − a
(7.24)

is the change of variable from θ ∈ [a, b] to z ∈ [−1, 1].
If h ≥ τ , the interval [−τ, 0] is discretized with M + 1 Chebyshev II nodes.

Therefore, we use the mesh ΩM in (7.5), i.e.,

ΩM =
{
θM,m, m = 0, 1, . . . , M : θM,m = τ

2

(
z(I I )

M,m − 1
)}

, (7.25)

where the nodes are ordered right to left.
Instead, if h < τ , by recalling from Sect. 6.1.1.2, we set Q := min{q ∈ N : qh ≥

τ } (note that Q > 1) and discretize [−τ, 0] with the piecewise mesh

ΩM :=
Q⋃

q=1

Ω
(q)
M , (7.26)

where, for q = 1, . . . , Q − 1,

Ω
(q)
M =

{
θ

(q)
M,m, m = 0, 1, . . . , M : θ

(q)
M,m = h

(
z(I I )

M,m + 1

2
− q

)}
(7.27)

is the mesh of M + 1 Chebyshev II nodes in [−qh,−(q − 1)h] while, for q = Q,

Ω
(Q)
M =

{
θ
(Q)
M,m , m = 0, 1, . . . , M : θ

(Q)
M,m = τ − (Q − 1)h

2
z(I I )

M,m − τ + (Q − 1)h

2

}

(7.28)

is the mesh of M + 1 Chebyshev II nodes in the last interval [−τ,−(Q − 1)h]. Note
the superposition

θ
(q)
M,M = −qh = θ

(q+1)
M,0 , q = 1, . . . , Q − 1, (7.29)

Figure7.2. Observe also that we use the same number of nodes in each interval
since there is no reason a priori to do otherwise (as it were the case in Sect. 7.2.3).
Moreover, all the nodes and all the intervals are ordered right to left.

http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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Fig. 7.2 An example of piecewisemesh (7.26): nodes (7.27) and (7.28) (•) and superposition nodes
(7.29) (×)

The interval [0, h] is discretized with N Chebyshev I nodes. Therefore, we use

Ω+
N =

{
tN ,n, n = 1, . . . , N : tN ,n = h

2

(
1 − z(I )

N ,n

)}
, (7.30)

where the nodes are now ordered left to right.
In eigTMN.m, the meshes ΩM discretizing [−τ, 0] are implemented in the lines

31–45. In particular, for h < τ the mesh (7.26) is stored in the matrix

ΩM =

⎛
⎜⎜⎜⎜⎜⎜⎝

θ
(1)
M,0 θ

(1)
M,1 · · · θ

(1)
M,M

θ
(2)
M,0 θ

(2)
M,1 · · · θ

(2)
M,M

...
...

. . .
...

θ
(Q)
M,0 θ

(Q)
M,1 · · · θ

(Q)
M,M

⎞
⎟⎟⎟⎟⎟⎟⎠

∈ R
Q×(M+1),

where the qth row contains the nodes of themeshΩ
(q)
M in (7.27) for q = 1, . . . , Q−1

and the nodes of the mesh Ω
(Q)
M in (7.28) for q = Q. The mesh Ω+

N discretizing
[0, h] is implemented in the lines 47–50. The integers M and N are given in input.

7.3.2 The Matrix T (1)
M

In (7.14), we have (V1PMΦ)h (θ) = (V1PMΦ) (h + θ), θ ∈ [−τ, 0], where,
according to (6.14) and (6.1),

(V1PMΦ) (t) =
{

(PMΦ)(0) if t ∈ [0, h],
(PMΦ)(t) if t ∈ [−τ, 0]. (7.31)

If h ≥ τ , PM and RM in (7.14) are based on the mesh ΩM in (7.25). There-
fore, Φ = (Φ0, Φ1, . . . , ΦM )T ∈ R

d(M+1) and it is immediate to see that for

http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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all θ ∈ [−τ, 0], (V1PMΦ)h (θ) = Φ0. Consequently, the resulting matrix in
R

d(M+1)×d(M+1) reads

T (1)
M =

⎛
⎜⎜⎜⎝
1 0 · · · 0
1 0 · · · 0
...

...
. . .

...

1 0 · · · 0

⎞
⎟⎟⎟⎠ ⊗ Id .

This matrix is easily constructed in the single line 54 of eigTMN.m.
If h < τ , PM , and RM in (7.14) are based on the piecewise mesh ΩM (7.26).

Hence,

Φ =
(
Φ

(1)
0 , . . . , Φ

(1)
M−1, Φ

(2)
0 , . . . , Φ

(2)
M−1, . . . , Φ

(Q)
0 , . . . , Φ

(Q)
M−1, Φ

(Q)
M

)T ∈ R
d(QM+1),

(7.32)

according also to the superposition (7.29). Since

(V1PMΦ)h (θ) =
{

(PMΦ)(0) if θ ∈ [−h, 0],
(PMΦ)(h + θ) if θ ∈ [−τ,−h],

when we apply RM in front, we get [RM (V1PMΦ)h](1)m = Φ
(1)
0 , m = 0, 1, . . . ,

M − 1, while [RM (V1PMΦ)h](q)
m = (PMΦ)

(
h + θ

(q)
M,m

)
, m = 0, 1, . . . , M − 1,

for all q = 2, . . . , Q. Given (7.27), it follows that h + θ
(q)
M,m = θ

(q−1)
M,m for all

q = 2, . . . , Q − 1, which leads to [RM (V1PMΦ)h](q)
m = Φ

(q−1)
m , m = 0, 1, . . . ,

M − 1. When q = Q, instead, every point h + θ
(Q)
M,m falls in the interval

[−(Q − 1)h,−(Q − 2)h], but since in general the Qth interval is shorter than
the Q − 1st one, interpolation must be performed. Hence, [RM (V1PMΦ)h](Q)

m =
M∑

j=0
�
(Q−1)
M, j

(
h + θ

(Q)
M,m

)
Φ

(Q−1)
j ,m = 0, 1, . . . , M ,with�

(Q−1)
M,0 , �

(Q−1)
M,1 , . . . , �

(Q−1)
M,M ,

the Lagrange coefficients relevant to themeshΩ
(Q−1)
M in (7.27). Therefore, by setting

t (Q)
m, j = �

(Q−1)
M, j

(
h + θ

(Q)
M,m

)
, m, j = 0, 1, . . . , M, (7.33)

the resulting matrix in Rd(QM+1)×d(QM+1) reads
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T (1)
M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
...

1

1 · · · 0
...

. . .
...

0 · · · 1
. . .

1 · · · 0
...

. . .
...

0 · · · 1
t (Q)
0,0 · · · t (Q)

0,M−1 t (Q)
0,M 0 · · · 0

...
. . .

...
...

...
. . .

...

t (Q)
M−1,0 · · · t (Q)

M−1,M−1 t (Q)
M−1,M 0 · · · 0

t (Q)
M,0 · · · t (Q)

M,M−1 t (Q)
M,M 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊗ Id ,

(7.34)

where missing entries are zeroes. To avoid confusion, the matrix above is represented
in blocks according to the enumeration q = 1, . . . , Q with reference to the rows and
to the ordering (7.32). For q = 1, . . . , Q − 1 each block has size M × M and its
entries are indexed from 0 to M −1; for q = Q the block has size (M +1)× (M +1)
and its entries are indexed from 0 to M . Note that if Q satisfies Qh = τ , the above
matrix reduces to a simple shift plus constant extension (of Φ

(1)
0 ), thanks to (5.3) as

applied to (7.33). If Qh > τ , instead, (7.33) requires the evaluation of the Lagrange
coefficients at different points, performed as explained in the forthcoming section
(meshes more general than (7.27) and (7.28) do not alter the structure of (7.34), but
for the blocks in the lower diagonal that are no more identities [44]).

7.3.2.1 Barycentric Lagrange Interpolation

The matrix (7.34) is built in the lines 56–69. Let us focus on the evaluation of the
Lagrange coefficients in (7.33). For efficiency we use the barycentric interpolation,
[24]. Since used intensively in the sequel, we summarize it here for general Lagrange
coefficients �0, �1, . . . , �M relevant to amesh of nodes θ0, θ1, . . . , θM discretizing an
interval [a, b]. First, it is convenient to transform θ ∈ [a, b] into z ∈ [−1, 1] and vice
versa through (7.23) and (7.24). Accordingly, let z0, z1, . . . , zM be the corresponding
nodes in [−1, 1], i.e., θm = θ[a,b](zm), m = 0, 1, . . . , M , and observe that

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
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� j (θ[a,b](z)) =
M∏

m=0
m �= j

θ[a,b](z) − θm

θ j − θm
=

M∏
m=0
m �= j

z − zm

z j − zm
= �̄ j (z),

j = 0, 1, . . . , M, z ∈ [−1, 1],

with �̄0, �̄1, . . . , �̄M the Lagrange coefficients relevant to the nodes in [−1, 1].
Let the barycentric weights of interpolation associated to the nodes in [−1, 1] be

w j := 1
M∏

m=0
m �= j

(z j − zm)

, j = 0, 1, . . . , M.

They depend only on the nodes and they can be computed efficiently in O(M2)

flops, see the algorithm in [24], which is the core of the subfunction barywei (lines
1,001–1,018). Define also the nodal polynomial relevant to the same nodes as

πM+1(z) :=
M∏

m=0

(z − zm), z ∈ [−1, 1].

It can be computed in just O(M) flops. Therefore, since

�̄ j (z) = w j

z − z j
· πM+1(z), j = 0, 1, . . . , M, z ∈ [−1, 1],

the change of the point of evaluation z has only linear cost since the barycentric
weights are computed once for all. This is exactly how the Lagrange coefficients
relevant to any interval [a, b] are computed in eigTMN.m whenever required:

� j (θ) = w j

z[a,b](θ) − z j
· πM+1(z[a,b](θ)), j = 0, 1, . . . , M, θ ∈ [a, b], (7.35)

compare the lines 62–67 w.r.t. (7.33). The barycentric weights are computed in line
33 for Chebyshev II nodes (7.22) and in line 49 for Chebyshev I nodes (7.21).

7.3.3 The Matrix T (2)
M,N

In (7.15), we have
(
V2P+

N Z
)

h (θ) = (
V2P+

N Z
)
(h + θ), θ ∈ [−τ, 0], where

(
V2P+

N Z
)
(t) =

⎧⎪⎪⎨
⎪⎪⎩

t∫
0

(P+
N Z)(s)ds if t ∈ [0, h],

0 if t ∈ [−τ, 0],
(7.36)
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according to (6.15) and (6.1) and

(P+
N Z)(t) =

N∑
n=1

�+
N ,n(t)Zn, t ∈ [0, h], (7.37)

with �+
N ,1, . . . , �

+
N ,N the Lagrange coefficients relevant to the mesh Ω+

N in (7.30).
If h ≥ τ , RM in (7.15) is based on the mesh ΩM (7.25). Therefore, being

h + θM,m ≥ 0, for all m = 0, 1, . . . , M , it is not difficult to obtain the matrix
in Rd(M+1)×d N

T (2)
M,N =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h+θM,0∫
0

�+
N ,1(t) dt · · ·

h+θM,0∫
0

�+
N ,N (t) dt

...
...

h+θM,M∫
0

�+
N ,1(t) dt · · ·

h+θM,M∫
0

�+
N ,N (t) dt

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊗ Id .

This matrix is built in the lines 75–89. Each integral is computed via the Clenshaw–
Curtis formula, i.e., (7.7) for the Chebyshev II nodes z(I I )

M, j in (7.22) and the rel-

evant quadrature weights w(quad)
M, j , j = 0, 1, . . . , M , obtained with the subfunc-

tion quadwei (lines 1,020–1,048). The Lagrange coefficients at the corresponding
nodes

θ[0,h+θM,m ](z(I I )
M, j ) = h + θM,m

2
(z(I I )

M, j + 1)

in [0, h + θM,m] for m = 0, 1, . . . , M are computed through the barycentric formula
(7.35) relevant to the Chebyshev I nodes z(I )

N ,n in (7.21), giving the evaluation points

z[0,h](θ[0,h+θM,m ](z(I I )
M, j )) = −

2θ[0,h+θM,m ](z(I I )
M, j ) − h

h
= 1 −

(h + θM,m)(z(I I )
M, j + 1)

h
.

The minus sign in the first equivalence is due to the reverse ordering between the
Chebyshev I nodes (7.21) (right to left) and the meshΩ+

N in (7.30) (left to right). The

general (m, n)th entry of T (2)
M,N for m = 0, 1, . . . , M and n = 1, . . . , N is given by

h+θM,m∫
0

�+
N ,n(t) dt ≈ h + θM,m

2

M∑
j=0

w
(quad)
M, j �+

N ,n(θ[0,h+θM,m ](z(I I )
M, j ))

= w
(bary)
N ,n · h + θM,m

2

M∑
j=0

w
(quad)
M, j

πM+1(z[0,h](θ[0,h+θM,m ](z(I I )
M, j )))

z[0,h](θ[0,h+θM,m ](z(I I )
M, j )) − z(I )

N ,n

.

http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
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This is how integrals of Lagrange coefficients (and of more general integrands in the
sequel) are computed in eigTMN.m and thus we show it explicitly at least once.

If h < τ , RM in (7.15) is based on the mesh ΩM (7.26). Therefore, being

h + θ
(q)
M,m

{≥ 0 if m = 0, 1, . . . , M − 1 and q = 1,
< 0 if m = 0, 1, . . . , M and q = 2, . . . , Q,

we obtain the matrix in R
d(QM+1)×d N (lines 91–105, similarly to the case h ≥ τ ):

T (2)
M,N =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h+θ
(1)
M,0∫

0

�+
N ,1(t) dt · · ·

h+θ
(1)
M,0∫

0

�+
N ,N (t) dt

...
...

h+θ
(1)
M,M−1∫
0

�+
N ,1(t) dt · · ·

h+θ
(1)
M,M−1∫
0

�+
N ,N (t) dt

0 · · · 0
...

...

0 · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊗ Id .

7.3.4 The Matrix U (1)
M,N

From (7.17) and (7.19) we have, according to the mesh Ω+
N (7.30),

[U (1)
M,N Φ]n = A(s + tN ,n)(V1PMΦ)(tN ,n) +

p∑
k=1

Bk(s + tN ,n)(V1PMΦ)(tN ,n − τk)

+
p∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ)(V1PMΦ)(tN ,n + θ) dθ, n = 1, . . . , N .

If h ≥ τ , PM in (7.31) is based on the mesh ΩM (7.25). We have to establish
whether the arguments tN ,n − τk and tN ,n + θ fall in [0, h], where V1PMΦ has the
constant value Φ0, or in [−τ, 0], where V1PMΦ coincides with PMΦ. Hence, let

N̂ :=
{
0 if tN ,n ≥ τ for all n = 1, . . . , N ,

max{n : tN ,n < τ } otherwise,
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and

k(t) :=
{

k if τk ≤ t < τk+1, k = 0, 1, . . . p − 1,

p if t = τ,
(7.38)

for t ∈ [0, τ ]. It follows that

[U (1)
M,N Φ]n = A(s + tN ,n)Φ0 +

k(tN ,n)∑
k=1

Bk(s + tN ,n)Φ0

+
p∑

k=k(tN ,n)+1

Bk(s + tN ,n)

M∑
m=0

�M,m(tN ,n − τk)Φm

+
k(tN ,n)∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ)Φ0 dθ +
−τk(tN ,n )∫
−tN ,n

Ck(tN ,n)+1(s + tN ,n, θ)Φ0 dθ

+
−tN ,n∫

−τk(tN ,n )+1

Ck(tN ,n)+1(s + tN ,n, θ)

M∑
m=0

�M,m(tN ,n + θ)Φm dθ

+
p∑

k=k(tN ,n)+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)

M∑
m=0

�M,m(tN ,n + θ)Φm dθ,

for n = 1, . . . , N̂ and

[U (1)
M,N Φ]n = A(s+tN ,n)Φ0+

p∑
k=1

Bk(s+tN ,n)Φ0+
p∑

k=1

−τk−1∫
−τk

Ck(s+tN ,n, θ)Φ0 dθ,

for n = N̂ + 1, . . . , N . Consequently, the resulting matrix in R
d N×d(M+1) reads

U (1)
M,N =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

D1,0 + E1,0 E1,1 · · · E1,M

...
...

...

DN̂ ,0 + EN̂ ,0 EN̂ ,1 · · · EN̂ ,M

DN̂+1,0 0 · · · 0
...

...
...

DN ,0 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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where

Dn,0 = A(s + tN ,n) +
k(tN ,n)∑

k=1

Bk(s + tN ,n) +
k(tN ,n)∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ) dθ

+
−τk(tN ,n )∫
−tN ,n

Ck(tN ,n)+1(s + tN ,n, θ) dθ, n = 1, . . . , N̂ ,

Dn,0 = A(s+tN ,n)+
p∑

k=1

Bk(s+tN ,n)+
p∑

k=1

−τk−1∫
−τk

Ck(s+tN ,n, θ) dθ, n = N̂ +1, . . . , N ,

and

En,m =
p∑

k=k(tN ,n)+1

Bk(s + tN ,n)�M,m(tN ,n − τk)

+
−tN ,n∫

−τk(tN ,n )+1

Ck(tN ,n)+1(s + tN ,n, θ)�M,m(tN ,n + θ) dθ

+
p∑

k=k(tN ,n)+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�M,m(tN ,n + θ) dθ,

for n = 1, . . . , N̂ and m = 0, 1, . . . , M . This matrix is constructed in the lines 111–
231. Integrals and Lagrange coefficients are computed as explained in Sect. 7.3.3.

If h < τ , PM in (7.31) is based on the piecewise mesh ΩM (7.26). We have
to establish whether tN ,n − τk and tN ,n + θ fall in [0, h], where V1PMΦ has the
constant value Φ

(1)
0 , or in [−qh,−(q − 1)h], for q = 1, . . . , Q, where V1PMΦ

coincides with the interpolating polynomial based on the nodes of Ω
(q)
M in (7.27),

for q = 1, . . . , Q − 1 or those of Ω
(Q)
M in (7.28) for q = Q. Let

N̂ :=
{
0 if tN ,n ≥ τ − (Q − 1)h for all n = 1, . . . , N ,

max{n : tN ,n < τ − (Q − 1)h} otherwise,

qn :=
{

Q if n = 1, . . . , N̂ ,

Q − 1 if n = N̂ + 1, . . . , N ,

and

t (q)
N ,n :=

{
tN ,n + qh if q = 0, 1, . . . , qn − 1,
τ if q = qn .
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Moreover, we still use (7.38). With a little patience, following the case h ≥ τ , it is
tedious but not difficult to obtain the resulting matrix in Rd N×d(QM+1)

U (1)
M,N =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

F (1)
1,0 · · · F (1)

1,M−1 F (2)
1,0 · · · F (Q)

1,0 F (Q)
1,1 · · · F (Q)

1,M−1 F (Q)
1,M

...
...

...
...

...
...

...

F (1)
N̂ ,0

· · · F (1)
N̂ ,M−1

F (2)
N̂ ,0

· · · F (Q)

N̂ ,0
F (Q)

N̂ ,1
· · · F (Q)

N̂ ,M−1
F (Q)

N̂ ,M

F (1)
N̂+1,0

· · · F (1)
N̂+1,M−1

F (2)
N̂+1,0

· · · F (Q)

N̂+1,0
0 · · · 0 0

...
...

...
...

...
...

...

F (1)
N ,0 · · · F (1)

N ,M−1 F (2)
N ,0 · · · F (Q)

N ,0 0 · · · 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where

F (1)
n,0 = A(s + tN ,n) +

k(tN ,n)∑
k=1

Bk(s + tN ,n) +
k(t (1)N ,n)∑

k=k(tN ,n)+1

Bk(s + tN ,n)�
(1)
M,0(tN ,n − τk)

+
k(tN ,n)∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ) dθ +
−τk(tN ,n )∫
−tN ,n

Ck(tN ,n)+1(s + tN ,n, θ) dθ

+
−τ

k(t(1)N ,n )∫

−t (1)N ,n

C
k(t (1)N ,n)+1

(s + tN ,n, θ)�
(1)
M,0(tN ,n + θ) dθ

+
k(t (1)N ,n)∑

k=k(tN ,n)+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(1)
M,0(tN ,n + θ) dθ

+
−tN ,n∫

−τk(tN ,n )+1

Ck(tN ,n)+1(s + tN ,n, θ)�
(1)
M,0(tN ,n + θ) dθ

for n = 1, . . . , N ,

F (q)
n,0 =

k(t (q−1)
N ,n )∑

k=k(t (q−2)
N ,n )+1

Bk(s + tN ,n)�
(q−1)
M,M (tN ,n − τk)

+
k(t (q)

N ,n)∑
k=k(t (q−1)

N ,n )+1

Bk(s + tN ,n)�
(q)
M,0(tN ,n − τk)
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+

−τ
k(t

(q−1)
N ,n )∫

−t (q−1)
N ,n

C
k(t (q−1)

N ,n )+1
(s + tN ,n, θ)�

(q−1)
M,M (tN ,n + θ) dθ

+
k(t (q−1)

N ,n )∑
k=k(t (q−2)

N ,n )+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(q−1)
M,M (tN ,n + θ) dθ

+
−t (q−2)

N ,n∫
−τ

k(t
(q−2)
N ,n )+1

C
k(t (q−2)

N ,n )+1
(s + tN ,n, θ)�

(q−1)
M,M (tN ,n + θ) dθ

+

−τ
k(t

(q)
N ,n )∫

−t (q)
N ,n

C
k(t (q)

N ,n)+1
(s + tN ,n, θ)�

(q)
M,0(tN ,n + θ) dθ

+
k(t (q)

N ,n)∑
k=k(t (q−1)

N ,n )+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(q)
M,0(tN ,n + θ) dθ

+
−t (q−1)

N ,n∫
−τ

k(t
(q−1)
N ,n )+1

C
k(t (q−1)

N ,n )+1
(s + tN ,n, θ)�

(q)
M,0(tN ,n + θ) dθ

for n = 1, . . . , N and q = 2, . . . , qn ,

F (q)
n,m =

k(t (q)
N ,n)∑

k=k(t (q−1)
N ,n )+1

Bk(s + tN ,n)�
(q)
M,m(tN ,n − τk)

+

−τ
k(t

(q)
N ,n )∫

−t (q)
N ,n

C
k(t (q)

N ,n)+1
(s + tN ,n, θ)�

(q)
M,m(tN ,n + θ) dθ

+
k(t (q)

N ,n)∑
k=k(t (q−1)

N ,n )+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(q)
M,m(tN ,n + θ) dθ
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+
−t (q−1)

N ,n∫
−τ

k(t
(q−1)
N ,n )+1

C
k(t (q−1)

N ,n )+1
(s + tN ,n, θ)�

(q)
M,m(tN ,n + θ) dθ,

for n = 1, . . . , N , q = 1, . . . , qn and m = 1, . . . , M − 1,

F (Q)
n,M =

p∑
k=k(t (Q−1)

N ,n )+1

Bk(s + tN ,n)�
(Q)
M,M (tN ,n − τk)

+
p∑

k=k(t (Q−1)
N ,n )+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(Q)
M,M (tN ,n + θ) dθ

+
−t (Q−1)

N ,n∫
−τ

k(t(Q−1)
N ,n )+1

C
k(t (Q−1)

N ,n )+1
(s + tN ,n, θ)�

(Q)
M,M (tN ,n + θ) dθ,

for n = 1, . . . , N̂ and

F (Q)
n,0 =

p∑
k=k(t (Q−2)

N ,n )+1

Bk(s + tN ,n)�
(Q−1)
M,M (tN ,n − τk)

+
p∑

k=k(t (Q−2)
N ,n )+2

−τk−1∫
−τk

Ck(s + tN ,n, θ)�
(Q−1)
M,M (tN ,n + θ) dθ

+
−t (Q−2)

N ,n∫
−τ

k(t(Q−2)
N ,n )+1

C
k(t (Q−2)

N ,n )+1
(s + tN ,n, θ)�

(Q−1)
M,M (tN ,n + θ) dθ,

for n = N̂ + 1, . . . , N . This matrix is constructed in the lines 233–808. Integrals
and Lagrange coefficients are computed as usual.

7.3.5 The Matrix U (2)
N

From (7.18) and (7.19) we have, according to the mesh Ω+
N in (7.30),

[U (2)
N Z ]n = A(s + tN ,n)(V2P+

N Z)(tN ,n) +
p∑

k=1

Bk(s + tN ,n)(V2P+
N Z)(tN ,n − τk)
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+
p∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ)(V2P+
N Z)(tN ,n + θ) dθ,

for n = 1, . . . , N . P+
N in (7.36) is based on Ω+

N . We have to establish whether
tN ,n − τk and tN ,n + θ fall in [0, h], where V2P+

N Z coincides with the integral of
P+

N Z , or in [−τ, 0], where V2P+
N Z is zero. By (7.37) and (7.38), it is not difficult

to get

[U (2)
N Z ]n = A(s + tN ,n)

tN ,n∫
0

n∑
i=1

�+
N ,i (t)Zi dt +

k∗∑
k=1

Bk(s + tN ,n)

tN ,n−τk∫
0

n∑
i=1

�+
N ,i (t)Zi dt

+
k∗∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ)

⎛
⎜⎝

tN ,n+θ∫
0

n∑
i=1

�+
N ,i (t)Zi dt

⎞
⎟⎠ dθ

+
−τk∗∫

−min{τ,tN ,n}
Ck∗+1(s + tN ,n, θ)

⎛
⎜⎝

tN ,n+θ∫
0

n∑
i=1

�+
N ,i (t)Zi dt

⎞
⎟⎠ dθ,

for n = 1, . . . , N and k∗ := k(min{τ, tN ,n}). The resulting matrix in R
dn×d N reads

U (2)
N =

⎛
⎜⎝

U1,1 · · · U1,N
...

. . .
...

UN ,1 · · · UN ,N

⎞
⎟⎠ ,

with

Un,i = A(s + tN ,n)

tN ,n∫
0

�+
N ,i (t) dt +

k∗∑
k=1

Bk(s + tN ,n)

tN ,n−τk∫
0

�+
N ,i (t) dt

+
k∗∑

k=1

−τk−1∫
−τk

Ck(s + tN ,n, θ)

⎛
⎜⎝

tN ,n+θ∫
0

�+
N ,i (t) dt

⎞
⎟⎠ dθ

+
−τk∗∫

−min{τ,tN ,n}
Ck∗+1(s + tN ,n, θ)

⎛
⎜⎝

tN ,n+θ∫
0

�+
N ,i (t) dt

⎞
⎟⎠ dθ,

for n, i = 1, . . . , N . This matrix is constructed in the lines 811–900. Integrals and
Lagrange coefficients are computed as usual. Note, however, the complication due
to the presence of double integrals.



Chapter 8
Applications

All the following tests and applications refer to the notation and structure of model
(7.2), i.e., from the user’s point of view as explained in Sect. 7.1.

8.1 Test Cases

In this section, we analyze a series of (mostly academic) case studies in order to test
the features and performance of eigAM.m and eigTMN.m.

8.1.1 Test 1: Linear Autonomous Equations
with a Discrete Delay

Consider the Hayes equation (1.4) rewritten according to (7.2), i.e.,

x ′(t) = ãx(t) + b̃x(t − 1), (8.1)

with ã, b̃ ∈ R. The delay is d1 = 1 without loss of generality. A simplified version of
the stability chart shown in Fig. 1.1 is represented in Fig. 8.1 (left). Gray corresponds
to the choices of the parameters ã and b̃ for which the zero solution of (8.1) is
asymptotically stable, white where it is unstable. Along the thick solid lines, the
rightmost characteristic root is on the imaginary axis: a real root at 0 along the upper
line ã + b̃ = 0 (fold bifurcation, [127]) and an imaginary couple ±iβ, β > 0, along
the lower line (Hopf bifurcation, [127]). Thin solid lines correspond to successive
crossings of the imaginary axis. Along the dashed line, a real root with double
multiplicity is present. As already explained in Sect. 1.2, the equations of all such
curves can be found, e.g., in [33, 106], and the number of roots with positive real
part in each white portion can be determined by the above considerations.
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ã

b̃

ã

b̃

Fig. 8.1 Stability chart of (8.1) (left, gray region is stable, white unstable) and zoom (right,
dashed-dotted line is for b̃ = −π/2 and ã = −1 (A), 0 (B), 1 (C), 1 + log (π/2) (D), 1.5 (E), π/2
(F) and 2 (G))

We now fix b̃ = −π/2 and thus perform some tests on the DDE

x ′(t) = ãx(t) − π

2
x(t − 1). (8.2)

In particular, we let ã vary along the horizontal dashed-dotted line in the zoomed
chart in Fig. 8.1 (right). The exact analysis of the characteristic equation reveals the
following situation for the rightmost roots:

(A) ã = −1: complex-conjugate pair with negative real part;
(B) ã = 0: imaginary pair λ = ±iπ/2 (Hopf bifurcation);
(C) ã = 1: complex-conjugate pair with positive real part;
(D) ã = 1 + log (π/2): double real root λ = log (π/2);
(E) ã = 1.5: two real roots, both positive;
(F) ã = π/2: two real roots, one 0 and one positive;
(G) ã = 2: two real roots, one negative and one positive.

These rightmost roots for varying ã are shown in Fig. 8.2. They are computed with
eigAM.m, by calling, e.g., for ã = −1, case (A),

>> [lambda,M]=eigAM(’myDDE_test1’,[-1,-pi/2],20);

with M = 20. The content of the script myDDE_test1.m relevant to (8.2) follows:

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=atilde;

%par(2)=btilde;

%% DIMENSION OF THE DDE

d=1;
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Re(λ)
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Fig. 8.2 Rightmost roots of (8.2) computed by eigAM.m with M = 20 for ã = −1 (A), 0 (B),
1 (C), 1 + log (π/2) (D), 1.5 (E), π/2 (F) and 2 (G) (arrows indicate increasing ã)

%% CURRENT TIME TERM

Atilde=@(t,d,par) par(1);

%% DISCRETE DELAY TERMS

dd=1;

Btilde{1}=@(t,d,par) par(2);

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

The above call returns the first M +1 = 21 approximated roots, where the rightmost
couple is, according to the theory, a complex-conjugate pair with negative real part:

>> lambda

lambda =

-0.2728 + 1.9310i

-0.2728 - 1.9310i

-1.6025 + 7.7767i

-1.6025 - 7.7767i

-2.1948 +14.0523i

-2.1948 -14.0523i

-2.5640 +20.3435i

-2.5640 -20.3435i

-2.8350 +26.6490i

-2.8350 -26.6490i

-3.1929 +32.6281i
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Table 8.1 Rightmost roots of (8.2) computed by eigAM.m with M = 20 for varying ã

Case ã λ1 λ2

(A) −1 −0.2728 + i1.9310 −0.2728 − i1.9310

(B) 0 −0.0000 + i1.5708 −0.0000 − i1.5708

(C) 1 0.3041 + i0.9267 0.3041 − i0.9267

(D) 1 + log (π/2) 0.4516 0.4516

(E) 1.5 0.7798 0.1557

(F) π/2 0.9831 0.0000

(G) 2 1.7182 −0.4407

-3.1929 -32.6281i

-3.5176 +38.9579i

-3.5176 -38.9579i

-14.2453 +43.5994i

-14.2453 -43.5994i

-17.1405 +70.8072i

-17.1405 -70.8072i

-49.2062 +43.2639i

-49.2062 -43.2639i

-74.4568

Eventually, Table8.1 collects the two rightmost roots similarly obtained for varying
ã, confirming the theoretical findings previously mentioned.

We now analyze the convergence behavior of eigAM.m. We first consider (8.2)
for ã = −1, case (A). The first five rightmost complex-conjugate roots are shown
in Fig. 8.3 (left), computed with M = 20, together with their error for increasing M

Re(λ)

Im
(λ
)

M

er
ro
r

λ1

λ1

λ2

λ2

λ3

λ3

λ4

λ4

λ5

λ5

Fig. 8.3 The first five rightmost complex-conjugate roots of (8.2) computed by eigAM.m with
M = 20 for ã = −1, case (A) in Fig. 8.1, (left) and the corresponding error for increasing M (right)
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Re(λ)
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Fig. 8.4 The first five rightmost complex-conjugate roots of (8.2) computed by eigAM.m with
M = 20 for ã = 0, case (B) in Fig. 8.1, (left) and the error for increasing M for the rightmost
couple λ = ±iπ/2 (right)

(right). For ã = −1, there is no notion of the exact value of the roots. Then, as a
standard procedure in testing numerical methods, we consider as exact those roots
computed by eigAM.m for very large M , say M = 200. Note how the error of the
considered roots decreases down tomachine precision according to spectral accuracy,
as stated in Theorem5.2. Moreover, roots closer to the origin are approximated first,
due to the presence of the constant C1 in the error bound (5.30). In fact, as proved in
Proposition5.1, this constant is proportional to |λ| .

In Fig. 8.4, we report the same analysis for ã = 0, case (B), the error being
restricted to the rightmost complex-conjugate pair. In this case, the rightmost couple
is exactly λ = ±iπ/2: the true error in the right panel confirms again Theorem5.1.

The error behavior is the same for all the other cases (C-G). A further interesting
aspect concerns case (D). In fact, for ã = 1 + log (π/2), the theory ensures that the
rightmost root is a double real root. This is already confirmed through eigAM.m in
Fig. 8.2 and Table8.1. As for convergence, Fig. 8.5 shows correctly that only half the
machine precision can be reached. This is the effect of the double multiplicity at the
denominator of the exponent in the error bound (5.31).

As a last test for (8.2), we consider the use of eigTMN.m for the approximation
of the characteristic multipliers. As already remarked, eigTMN.m is devoted to
nonautonomous (and, in particular, periodic) problems, of which autonomous ones
are a special instance. If λ is a characteristic root, the correspondingmultiplier isμ =
eλτ , Proposition4.4. Therefore, for, e.g., case (B), the rightmost complex-conjugate
pair λ = ±iπ/2 corresponds to the dominant multipliers μ = ±i. Figure8.6 (left)
shows the spectrum of multipliers approximated by eigTMN.mwith M = N = 20.
The first two are indeed

>> mu=eigTMN(’myDDE_test1’,[0,-pi/2],0,1,20,20);

>> mu(1:2)

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
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Re(λ)

Im
(λ
)

M

Fig. 8.5 The first rightmost roots of (8.2) computed by eigAM.m with M = 20 for ã = 1 +
log (π/2), case (D) in Fig. 8.1, (left) and the error for increasing M for the rightmost double root
(right)

M

Fig. 8.6 Dominant multipliers of (8.2) computed by eigTMN.m with M = N = 20 for ã = 0,
case (B) in Fig. 8.1, (left) and the error for increasing M (and N = M) for the dominant multiplier
μ = i with eigTMN.m (right, ◦) and for the rightmost root λ = iπ/2 with eigAM.m (right, •)

ans =

0.0000 + 1.0000i

0.0000 - 1.0000i

In Fig. 8.6 (right), the error is shown for increasing M = N . For convenience,
also the error of the rightmost root with eigAM.m is reported: both methods con-
verge with spectral accuracy according to Theorem5.1 and 6.6. A deeper analysis
of eigTMN.m is performed, however, in Sect. 8.1.5 for a nonautonomous periodic
DDE, and in Sect. 8.1.6, where the nonlinear autonomousDDE (4.10) of Example 4.2
is considered when linearized at a specific known periodic solution.

http://dx.doi.org/10.1007/978-1-4939-2107-2_5
http://dx.doi.org/10.1007/978-1-4939-2107-2_6
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
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8.1.2 Test 2: Linear Autonomous Equations with Multiple
Discrete Delays

The second test equation is a DDE with two discrete delay terms:

x ′(t) =
(
1 − 1

e

)
x(t) + 1

2
x(t − d1) + 1

2
ex(t − d2). (8.3)

The relevant content of the corresponding script myDDE_test2.m is

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=d1;

%par(2)=d2;

%% DIMENSION OF THE DDE

d=1;

%% CURRENT TIME TERM

Atilde=@(t,d,par) 1-exp(-1);

%% DISCRETE DELAY TERMS

dd=[par(1),par(2)];

Btilde{1}=@(t,d,par) .5;

Btilde{2}=@(t,d,par) .5*exp(1);

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

It is not difficult to verify that equation (8.3) has an exact real rightmost root λ = 1
for d1 = 1 and d2 = 2. The results of the approximation of the rightmost roots are
presented in Fig. 8.7, in the same spirit of the previous section. Spectral accuracy is
confirmed also in this case with multiple delays. Note, however, that having equation
(8.3) two delays, the piecewise approach of Sect. 7.2.3 is adopted. Therefore, the M in
the right figure refers to the total number of nodes actually used for the discretization
(i.e., the one furnished in output by eigAM.m). The same spectral behavior persists
even in the case of delays nonrationally dependent, as shown in Fig. 8.8 for d1 = 1
and d2 = √

2. However, in this case, it is not possible to recover the exact value of
the rightmost root, which is slightly above one:

>> [lambda,M]=eigAM(’myDDE_test2’,[1,sqrt(2)],20);

>> lambda(1)

ans =

1.0907

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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Re(λ)

Im
(λ

)

M

Fig. 8.7 The first rightmost roots of (8.3) computed by eigAM.m with M = 20 for d1 = 1 and
d2 = 2 (left) and the error for increasing M for the rightmost root (right)

M

Fig. 8.8 The first rightmost roots of (8.3) computed by eigAM.m with M = 20 for d1 = 1 and
d2 = √

2 (left) and the error with eigAM.m for increasing M for the rightmost root (right)

8.1.3 Test 3: Linear Autonomous Equations
with a Distributed Delay

In this section, we test eigAM.m on

x ′(t) = 1

2

(
1 + 1

e

)
x(t) +

0∫
−1/2

eθ x(t + θ) dθ, (8.4)

a DDE with a single distributed delay term. The aim is at confirming the spectral
convergence also in the case that quadrature is needed, see Sect. 7.2.2. As for (8.3),

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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it is not difficult to show that (8.4) has a real rightmost root λ = 1. The content of
the associated script myDDE_test3.m is

%% MEMO LIST OF POSSIBLE PARAMETERS

%no parameters

%% DIMENSION OF THE DDE

d=1;

%% CURRENT TIME TERM

Atilde=@(t,d,par) .5*(1+exp(-1));

%% DISCRETE DELAY TERMS

dd=[];

Btilde{1}=@(t,d,par) [];

%% DISTRIBUTED DELAY TERMS

l=.5;

r=0;

Ctilde{1}=@(t,theta,d,par) exp(theta);

Figure8.9 confirms again the spectral convergence for the rightmost root, which is
correctly approximated:

>> [lambda,M]=eigAM(’myDDE_test3’,[],20);

>> lambda(1)

ans =

1.0000

Re(λ)

Im
(λ
)

M

Fig. 8.9 The first rightmost roots of (8.4) computed by eigAM.mwith M = 20 (left) and the error
for increasing M for the rightmost root (right)
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8.1.4 Test 4: Linear Autonomous Systems

As a last test for eigAM.m, we consider the system of two DDEs

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

x ′
1(t) = x1(t) + ex2(t) + x2(t − 1) + 2

0∫
−1

θx1(t + θ) dθ,

x ′
2(t) = ex1(t) − x2(t) − x1(t − 1) +

0∫
−1

x2(t + θ) dθ,

(8.5)

both with discrete and distributed delay terms. The content of myDDE_test4.m is

%% MEMO LIST OF POSSIBLE PARAMETERS

%no parameters

%% DIMENSION OF THE DDE

d=2;

%% CURRENT TIME TERM

Atilde=@(t,d,par) [1,exp(1);exp(1),-1];

%% DISCRETE DELAY TERMS

dd=1;

Btilde{1}=@(t,d,par) [0,1;-1,0];

%% DISTRIBUTED DELAY TERMS

l=1;

r=0;

Ctilde{1}=@(t,theta,d,par) [2*theta,0;0,1];

System (8.5) has the exact real root λ = −1, and Fig. 8.10 confirms again the spectral
convergence. This is not the rightmost one, in fact:

>> [lambda,M]=eigAM(’myDDE_test4’,[],20);

>> lambda(1:2)

ans =

2.8869

-1.0000
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Fig. 8.10 The first rightmost roots of (8.5) computed by eigAM.m with M = 20 (left) and the
error for increasing M for the real root λ = −1 (right)

8.1.5 Test 5: Linear Periodic Equations

At the end of Sect. 8.1.1, eigTMN.m is tested on the autonomous DDE (8.2). Here,
instead, we consider the approximation of the characteristic multipliers for a DDE
with nonconstant periodic coefficients. In particular, let ρ, σ ∈ R and consider

x ′(t) = ã(t)x(t) + b̃(t)x(t − 2π) +
0∫

−2π

c̃(t, θ)x(t + θ) dθ, (8.6)

where ã(t) = cos(t), b̃(t) = sin(t) + ρe2π(ρ+σ) and

c̃(t, θ) = σ 2esin (t)[1−cos(θ)−e−2π(ρ+σ) sin(θ)]−cos(t)[sin(θ)+e−2π(ρ+σ)(1−cos(θ))]−ρθ

1 − e−2πσ
.

The content of the associated script myDDE_test5.m is

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=rho;

%par(2)=sigma;

%% DIMENSION OF THE DDE

d=1;

%% CURRENT TIME TERM

Atilde=@(t,d,par) cos(t);
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%% DISCRETE DELAY TERMS

dd=2*pi;

Btilde{1}=@(t,d,par) sin(t)+par(1)*...

exp(2*pi*(par(1)+par(2)));

%% DISTRIBUTED DELAY TERMS

l=2*pi;

r=0;

Ctilde{1}=@(t,theta,d,par) (par(2))ˆ2*exp(sin(t)-...

sin(t)*cos(theta)-cos(t)*sin(theta)+...

exp(-2*pi*(par(1)+par(2)))*(cos(t)*cos(theta)-...

sin(t)*sin(theta)-cos(t))-theta*par(1))/...

(1-exp(-2*pi*par(2)));

For these 2π -periodic coefficients (8.6) has an exact multiplier μ = e2π(ρ+σ) (it can
be proved by the arguments used in [91, Sect. 8.1] for the DDE (1.5) in there).

For, e.g., ρ = 1 and σ = −0.85, it turns out that μ = 2.566332395208135 is the
dominant multiplier, correct to machine precision. Indeed eigTMN.m gives:

>> rho=1;sigma=-.85;

>> mu=eigTMN(’myDDE_test5’,[rho,sigma],0,2*pi,20,20);

>> mu(1)

ans =

2.5663

Finally, Fig. 8.11 confirms again the spectral convergence also for the approximation
of the multipliers by eigTMN.m. Note that (8.6) has also a distributed delay term,
which is correctly approximated by the quadrature procedure.

M = N

er
ro
r

Fig. 8.11 The first dominant multipliers of (8.6) for ρ = 1 and σ = −0.85 computed by
eigTMN.m with M = N = 40 (left) and the error for increasing M (and N = M) for the
dominant multiplier μ = e2π(ρ+σ) � 2.5663 (right)

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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8.1.6 Test 6: Linearized Periodic Equations

To further test eigTMN.m, we consider the linear periodic DDE (4.11), i.e.,

x ′(t) = cos (t)x(t) − esin (t)+cos (t)x
(

t − π

2

)
, (8.7)

obtained from the linearization of the nonlinear autonomous DDE (4.10) at
the exact 2π -periodic solution x̄(t) = esin (t). The script myDDE_test6.m
contains

%% MEMO LIST OF POSSIBLE PARAMETERS

%no parameters

%% DIMENSION OF THE DDE

d=1;

%% CURRENT TIME TERM

Atilde=@(t,d,par) cos(t);

%% DISCRETE DELAY TERMS

dd=pi/2;

Btilde{1}=@(t,d,par) -exp(sin(t)+cos(t));

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

and the test is devoted to verify numerically the presence of the characteristic
multiplier μ = 1, due to the linearization procedure as explained in Sect. 4.2.
Indeed:

>> mu=eigTMN(’myDDE_test6’,[],0,2*pi,40,40);

>> mu(1)

ans =

1.0000

andFig. 8.12 (right) confirms again the spectral convergence.Note also fromFig. 8.12
(left) that all the other computed multipliers are inside the unit circle: the periodic
solution x̄ is exponentially asymptotically stable by Theorem4.3.

http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
http://dx.doi.org/10.1007/978-1-4939-2107-2_4
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M = N

Fig. 8.12 The first dominant multipliers of (8.7) computed by eigTMN.m with M = N = 40
(left) and the error for increasing M (and N = M) for the dominant multiplier μ = 1 (right)

8.2 Equilibria in Population Dynamics

In this section, we apply eigAM.m to analyze the asymptotic stability of the equi-
libria of the predator–prey model of Beddington-DeAngelis type with maturation
and gestation delays studied in [133]. Denoting by x1, x2 and x3 the densities of,
respectively, preys and adult and juvenile predators, the model reads

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x ′
1(t) = r x1(t)

(
1 − x1(t)

K

)
− bx1(t)x2(t)

1 + k1x1(t) + k2x2(t)
,

x ′
2(t) = nbe−m j s x1(t − s − s1)x2(t − s)

1 + k1x1(t − s − s1) + k2x2(t − s − s1)
− mx2(t),

x ′
3(t) = nbx1(t − s1)x2(t)

1 + k1x1(t − s1) + k2x2(t − s1)
− nbe−m j s x1(t − s − s1)x2(t − s)

1 + k1x1(t − s − s1) + k2x2(t − s − s1)

−m j x3(t)

according to the following assumptions:

(A1) in the absence of predators, preys are subject to a logistic growthwithmaximum
growth rate r and carrying capacity K [135, 157, 192, 193];

(A2) the per-capita predation rate is the Beddington-DeAngelis function with max-
imum predation rate b, handling time k1 and interference k2 [7, 10, 17, 56, 65,
68, 99, 100, 175, 199];

(A3) the predator population is divided into juveniles and adults and the former enter
the latter stage after a maturation delay s [132];

(A4) juvenile predators dye at a specificmortality ratem j while the specificmortality
rate of the adults is m [132];



8.2 Equilibria in Population Dynamics 131

(A5) the juvenile predators growth rate at time t is proportional to the density of
adult predators at the same time t times the amount of preys captured at some
previous time t − s1 (s1 being a gestation delay [58, 134, 168]) through a
biomass transformation n [133];

(A6) all parameters are positive.

The notation is slightly modified w.r.t. [133] to avoid later confusion w.r.t. (7.2).
Since the equation for x3 is a linear ODE with forcing term depending only on x1

and x2, it follows that the dynamics of the model is completely determined by the
first two equations. Thus, we reduce to study the system of a nonlinear ODE coupled
with a nonlinear DDE with two discrete delay terms

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x ′
1(t) = r x1(t)

(
1 − x1(t)

K

)
− bx1(t)x2(t)

1 + k1x1(t) + k2x2(t)
,

x ′
2(t) = nbe−m j τ1x1(t − d2)x2(t − d1)

1 + k1x1(t − d2) + k2x2(t − d2)
− dx2(t),

(8.8)

for d1 := s > 0 and d2 := s + s1 > d1.
The first step in our analysis is to find the equilibria of (8.8), i.e., the couples

E = (x̄1, x̄2) for x̄1 and x̄2 nonnegative (biologically meaningful) solutions of

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

r x1
(
1 − x1

K

)
− bx1x2

1 + k1x1 + k2x2
= 0,

nbe−m j τ1x1x2
1 + k1x1 + k2x2

− mx2 = 0.

It is not difficult to obtain the three possible equilibria E0 = (0, 0), EK = (K , 0)
and E+ = (x+

1 , x+
2 ) with positive x+

1 and x+
2 given, respectively, by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x+
1 = 1

2

(
−c1 +

√
c21 + 4c2

)
,

x+
2 = x+

1 (nbe−m j τ1 − mk1) − m

mk2
,

(8.9)

for

c1 := K

r

(
nbe−m j d1 − mk1

ne−m j d1k2
− r

)

and

c2 := K m

rne−m j d1k2
.

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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Note that E0 and EK exist for all the values of the parameters while, as shown in
[133], E+ exists if and only if d1 ∈ (0, d+) for

d+ := 1

m j
log

(
K nb

m(1 + k1K )

)
. (8.10)

As a second step, we linearize (8.8) around the general equilibrium E = (x̄1, x̄2)
obtaining the 2-dimensional linear autonomous DDE

x ′(t) = Ãx(t) + B̃1x(t − d1) + B̃2x(t − d2) (8.11)

for x(t) = (x1(t), x2(t))T ∈ R
2, where it is not difficult to recover the matrices

Ã =
⎛
⎝r

(
1 − 2x̄1

K

)
− bx̄2(1 + k2 x̄2)

(1 + k1 x̄1 + k2 x̄2)2
− bx̄1(1 + k1 x̄1)

(1 + k1 x̄1 + k2 x̄2)2
0 −m

⎞
⎠ ,

B̃1 =
⎛
⎜⎝
0 0

0
ne−m j d1bx̄1

1 + k1 x̄1 + k2 x̄2

⎞
⎟⎠

and

B̃2 =
⎛
⎝ 0 0

ne−m j d1bx̄2(1 + k2 x̄2)

(1 + k1 x̄1 + k2 x̄2)2
− ne−m j d1k2bx̄1 x̄2

(1 + k1 x̄1 + k2 x̄2)2

⎞
⎠ .

As a final step to determine the stability of the equilibrium E , one would need to
compute the roots of the characteristic equation

det
(
λI2 − Ã − B̃1e−λd1 − B̃2e−λd2

)
= 0.

The expression of the left-hand side is rather cumbersome, compare with [133].
There, the authors still managed to prove analytically that E0 is an unstable saddle
with λ1 = r > 0 and λ2 = −m < 0 and that EK has always a characteristic
root λ = −r . Concerning E+, an exact analysis of the characteristic equation is not
attainable anymore. We thus resort to eigAM.m to approximate the rightmost roots
of (8.11). The same approach is used in [133] to inspect stability w.r.t. d1 and d2.

First, one has to write the relevant script myDDE_ppBDA.m:

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=r, preys growth rate

%par(2)=K, preys carrying capacity
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%par(3)=b, predators capture rate

%par(4)=k1, predators handling time

%par(5)=k2, predators interference

%par(6)=n, predators birth rate

%par(7)=m, adult predators death rate

%par(8)=mj, juvenile predators death rate

%par(9)=s, predators maturation delay

%par(10=s1, predators gestation delay

%par(11)=xbar1, preys at equilibrium

%par(12)=xbar2, adult predators at equilibrium

%% DIMENSION OF THE DDE

d=2;

%% CURRENT TIME TERM

Atilde=@(t,d,par) [par(1)*(1--2*par(11)/...

par(2))-par(3)*par(12)*(1+par(5)*...

par(12))/((1+par(4)*par(11)+par(5)*...

par(12))ˆ2),-par(3)*par(11)*...

(1+par(4)*par(11))/((1+par(4)*par(11)+...

par(5)*par(12))ˆ2);0,-par(7)];

%% DISCRETE DELAY TERMS

dd=[par(9),par(9)+par(10)];

Btilde{1}=@(t,d,par) [0,0;0,par(6)*...

exp(-par(8)*par(9))*par(3)*par(11)/...

(1+par(4)*par(11)+par(5)*par(12))];

Btilde{2}=@(t,d,par) [0,0;par(6)*...

exp(-par(8)*par(9))*par(3)*par(12)*...

(1+par(5)*par(12))/((1+par(4)*par(11)+...

par(5)*par(12))ˆ2),-par(6)*exp(-par(8)*...

par(9))*par(5)*par(3)*par(11)*par(12)/...

((1+par(4)*par(11)+par(5)*par(12))ˆ2)];

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

Second, the parameters values are inserted. According, e.g., to (39) in [133], set

>> r=1;K=1.6;b=1.5;k1=1;k2=.1;n=1;m=.5;mj=.01;

>> s=1;s1=.1;
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We perform an analysis for E0, which we recall to have the exact roots λ1 = r = 1
and λ2 = −m = −0.5, independently of the delays. In fact, one obtains:

>> xbar1=0;xbar2=0;

>> [lambda,M]=eigAM(’myDDE_ppBDA’,...

[r,K,b,k1,k2,n,m,mj,s,s1,xbar1,xbar2],100);

>> lambda(1:2)

ans =

1.0000

-0.5000

As a second test, we can switch to the equilibrium EK , which we recall it has the
exact root λ = −r = −1, again independently of the delays:

>> xbar1=K;xbar2=0;

>> [lambda,M]=eigAM(’myDDE_ppBDA’,...

[r,K,b,k1,k2,n,m,mj,s,s1,xbar1,xbar2],100);

>> lambda(1:2)

ans =

0.2278

-1.0000

We can also plot the first rightmost roots to get an idea of the spectrum, Fig. 8.13.
As a further test, we turn to the positive equilibrium E+. We first show that at the

right boundary of its existence, i.e., for d1 = d+ in (8.10), the rightmost eigenvalue
λ = 0 is expected due to a transcritical bifurcation [92] with EK . In fact:

>> dplus=log(K*b*n/(m*(1+k1*K)))/mj

Re(λ)

Im
(λ
)

Fig. 8.13 The first rightmost roots of (8.11) for the equilibrium EK computed by eigAM.m with
M = 100
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dplus =

61.3104

>> s=dplus;s1=.1;

>> c1=K*((n*b*exp(-mj*s)-m*k1)/(n*exp(-mj*s)*k2)-r)/r;

>> c2=K*d/(n*exp(-mj*s)*k2*r);

>> xplus1=.5*(-c1+sqrt(c1ˆ2+4*c2))

xplus1 =

1.6000

>> xplus2=(xplus1*(n*b*exp(-mj*s)-j*k1)-m)/(m*k2)

xplus2 =

0

>> [lambda,M]=eigAM(’myDDE_ppBDA’,...

[r,K,b,k1,k2,n,m,mj,s,s1,xplus1,xplus2],100);

>> lambda(1)

ans =

-6.1427e-16

Part of the rightmost spectrum is shown in Fig. 8.14.
As a last example of the usefulness of eigAM.m, we show that (potential) Hopf

bifurcations of the positive equilibrium E+ are possible (as described in [133]), e.g.:

>> format long

>> s=50;s1=8.583284817754569;

>> c1=K*((n*b*exp(-mj*s)-m*k1)/(n*exp(-mj*s)*k2)-r)/r;

>> c2=K*m/(n*exp(-mj*s)*k2*r);

>> xplus1=.5*(-c1+sqrt(c1ˆ2+4*c2))

Re(λ)

Im
(λ
)

Fig. 8.14 The first rightmost roots of (8.11) for the equilibrium E+ = EK at the transcritical
bifurcation for d1 = d+ computed by eigAM.m with M = 100
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xplus1 =

1.259768164858865

>> xplus2=(xplus1*(n*b*exp(-mj*s)-m*k1)-m)/(m*k2)

xplus2 =

0.324958834915974

>> [lambda,M]=eigAM(’myDDE_ppBDA’,...

[r,K,b,k1,k2,n,m,mj,s,s1,xplus1,xplus2],100);

>> lambda(1:2)

ans =

-0.000000000000000 + 0.243999492780336i

-0.000000000000000 - 0.243999492780336i

Part of the rightmost spectrum is shown in Fig. 8.15. The above bifurcation value for
s1 has been determined by the default root finder fzero.m of MATLAB:

>> fun=@(s1)max(real(eigAM(’myDDE_ppBDA’,...

[r,K,b,k1,k2,n,m,mj,s,s1,xplus1,xplus2],100)));

>> options=optimset(’tolx’,eps);

>> s1_bif=fzero(fun,0,options)

s1_bif =

8.583284817754569

>> fun(s1_bif)

ans =

-1.526556658859590e-16

Re(λ)

Im
(λ
)

Fig. 8.15 The first rightmost roots of (8.11) for the equilibrium E+ at a potential Hopf bifurcation
for d1 = 50 and d2 = 58.583284817753716 computed by eigAM.m with M = 100
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8.3 Periodic Problems in Engineering

In this section, we apply eigTMN.m to analyze the asymptotic stability of the zero
solution of the delayed Mathieu equation

y′′(t) + (δ + ε cos (t))y(t) = by(t − 2π). (8.12)

This equation (and the variants considered later on) includes both the effect of the time
delay and the action of parametric forcing appearing in several real-life applications
from engineering. The periodicity is due to the presence of the parametric forcing.
A first example, which is also recalled in the sequel, is given in Sect. 1.4.

For an extensive treatment of a large class of delayed Mathieu equations with
regard to stability and applications, we refer again to the nice monograph [106]. See
also the relevant literature through the references therein. In [106, Sect. 2.4], Insperger
and Stepán studied the stability chart of (8.12) with reference to the variation of the
three parameters δ, ε and b. The original [106, Fig. 2.10], reproduced here in Fig. 8.16

Fig. 8.16 Stability chart of the delayedMathieu equation (8.12) for ε = 1 (bottom) with the number
of unstable characteristic multipliers (b0 is b in (8.12)). Original [106, Fig. 2.10] reproduced by
courtesy of the authors and of Springer (copyright license 3387610410959, May 14, 2014)

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
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by courtesy of the authors and of Springer (copyright license 3387610410959, May
14, 2014), was first published in [104], where the authors clarified the connection
between the Strutt-Ince chart of theMathieu equation (i.e., (8.12)with b = 0, see also
[101, 158]) and the Hsu-Bhatt-Vyshnegradskii chart of the delayed oscillator (i.e.,
(8.12) with ε = 0, see also [97]). Here we first aim at approximating the dominant
multipliers of (8.12), numerically verifying some stability boundaries in Fig. 8.16,
as well as the presence of the multipliers ±1 along some of the ±45◦ lines as proved
in [104, 106].

To begin with, we convert (8.12) into a first-order system according to (7.2), i.e.,

x ′(t) = Ã(t)x(t) + B̃x(t − 2π) (8.13)

for x(t) = (y(t), y′(t))T ∈ R
2, where

Ã(t) =
(

0 1
−δ − ε cos (t) 0

)

is periodic with period ω = 2π (hence equal to the delay d1 = 2π ) and

B̃ =
(
0 0
b 0

)

is constant. The relevant script myDDE_mathieu1.m contains:

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=delta

%par(2)=epsilon

%par(3)=b

%% DIMENSION OF THE DDE

d=2;

%% CURRENT TIME TERM

Atilde=@(t,d,par) [0,1;-par(1)-par(2)*cos(t),0];

%% DISCRETE DELAY TERMS

dd=2*pi;

Btilde{1}=@(t,d,par) [0,0;par(3),0];

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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For δ = 2 and ε = 1,we check the presence of a secondaryHopf (orNeimark-Sacker)
bifurcation [106, 127] as b (b0 in Fig. 8.16) decreases across zero:

>> delta=2;epsilon=1;b=.1;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:2),abs(mu(1:2))]

ans =

-0.7902 + 0.4039i 0.8874

-0.7902 - 0.4039i 0.8874

>> delta=2;epsilon=1;b=0;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:2),abs(mu(1:2))]

ans =

-0.7581 + 0.6521i 1.0000

-0.7581 - 0.6521i 1.0000

>> delta=2;epsilon=1;b=-.1;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:2),abs(mu(1:2))]

ans =

-0.7755 + 0.8756i 1.1696

-0.7755 - 0.8756i 1.1696

Note the high accuracy at the Hopf point:

>> format long

>> delta=2;epsilon=1;b=0;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> abs(mu(1:2))

ans =

1.000000000000001

1.000000000000001

The dominant multipliers are depicted in Fig. 8.17.
Always for δ = 2 and ε = 1, we verify the presence of the multipliers ±1 in

correspondence of the ±45◦ lines in Fig. 8.16:

>> delta=2;epsilon=1;b=.285156917225102;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:4),abs(mu(1:4))]

ans =

-1.0000 1.0000
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Fig. 8.17 The dominant
multipliers of (8.13) for δ = 2
and ε = 1 in a secondary
Hopf bifurcation for varying
b = 0.1 (×), b = 0 (•) and
b = −0.1 (◦) computed by
eigTMN.m with
M = N = 20

-0.9450 0.9450

0.3119 + 0.1092i 0.3304

0.3119 - 0.1092i 0.3304

>> delta=2;epsilon=1;b=.342580621746523;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:4),abs(mu(1:4))]

ans =

-1.0608 1.0608

-1.0000 1.0000

0.3914 + 0.0961i 0.4030

0.3914 - 0.0961i 0.4030

>> delta=2;epsilon=1;b=.706833720464083;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:4),abs(mu(1:4))]

ans =

-1.3354 + 0.4698i 1.4157

-1.3354 - 0.4698i 1.4157

1.0000 1.0000

0.6731 0.6731

>> delta=2;epsilon=1;b=1.081941825617849;

>> mu=eigTMN(’myDDE_mathieu1’,...

[delta,epsilon,b],0,2*pi,20,20);

>> [mu(1:4),abs(mu(1:4))]

ans =

-1.5798 + 0.8333i 1.7861

-1.5798 - 0.8333i 1.7861

1.4538 1.4538

1.0000 1.0000
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By switching to format long, one can verify that the above values are accurate to
machine precision. Indeed, the values of b for the four cases are computed through
fzero.m as described in Sect. 8.2.

As a second application, we consider the following damped and delayed Mathieu
equation

y′′(t) + a1y′(t) + (δ + ε cos (Ωt))y(t) = b1y(t − d1) + b2y′(t − d2). (8.14)

It is an instance of (4.30) in [106] with two delays. A similar equation with constant
coefficients (i.e., ε = 0) was investigated originally in [152]. The example of stick-
balancing treated in Sect. 1.4 belongs to this class of equations.

Here we aim at verifying the presence of dominant multipliers crossing the unit
circle with reference to the stability chart for varying d1 and d2 represented in [106,
Fig. 4.4 (top-right)] for a1 = 1.5, δ = 60, ε = 30, Ω = 2π , b1 = −14 and
b2 = −1.4, i.e., precisely equation (4.50) in [106]. A portion of the same chart
is reproduced here in Fig. 8.19, obtained through eigTMN.m with M = N = 20
and the use of the algorithm level.m described in [41] (see also [47]). The latter
implements an adaptive triangulation of the parameters plane in order to reduce
the computational cost w.r.t. uniform grid contour algorithms such as MATLAB
contour.m [177]. In Fig. 8.19, the line d2 = d1π/2 crosses the stability boundary
at the points (A) and (B),whereweverify the presence ofmultipliers on the unit circle.

As done before, we convert (8.14) into the first-order system according to (7.2)

x ′(t) = Ã(t)x(t) + B̃1x(t − d1) + B̃2x(t − d2) (8.15)

for x(t) = (y(t), y′(t))T ∈ R
2, where

Ã(t) =
(

0 1
−δ − ε cos (Ωt) −a1

)

is periodic with period ω = 2π/Ω and

B̃1 =
(
0 0
b1 0

)
, B̃2 =

(
0 0
0 b2

)

are constantmatrices. This is an example of analysiswhere the delaysd1 andd2 are not
necessarily ordered in their variation, therefore requiring the (automatic) conversion
to model (7.1) as explained in Sect. 7.1. The relevant script myDDE_mathieu2.m
contains:

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=a1

%par(2)=delta

%par(3)=epsilon

%par(4)=Omega

http://dx.doi.org/10.1007/978-1-4939-2107-2_1
http://dx.doi.org/10.1007/978-1-4939-2107-2_7
http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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%par(5)=b1

%par(6)=b2

%par(7)=d1

%par(8)=d2

%% DIMENSION OF THE DDE

d=2;

%% CURRENT TIME TERM

Atilde=@(t,d,par) [0,1;-par(2)-par(3)*...

cos(par(4)*t),-par(1)];

%% DISCRETE DELAY TERMS

dd=[par(7),par(8)];

Btilde{1}=@(t,d,par) [0,0;par(5),0];

Btilde{2}=@(t,d,par) [0,0;0,par(6)];

%% DISTRIBUTED DELAY TERMS

l=[];

r=[];

Ctilde{1}=@(t,theta,d,par) [];

The values of d1 at the two points of bifurcation (A) and (B) in Fig. 8.18 are found
again throughfzero.m. The resultingmultipliers are accurate tomachine precision.
At point (A), a secondary Hopf bifurcation occurs with the dominant complex-
conjugate pair crossing the unit circle, see also Fig. 8.19 (left):

>> a1=1.5;delta=60;epsilon=30;

>> Omega=2*pi;b1=-14;b2=-1.4;

>> d1=.120038184259895;d2=d1*pi/2;

Fig. 8.18 Stability chart of
(8.13) for a1 = 1.5, δ = 60,
ε = 30, Ω = 2π , b1 = −14,
b2 = −1.4 and varying d1
and d2 (the dashed-dotted line
is d2 = d1π/2, the stable
region is outside the closed
solid curve)
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Im
(μ
)

(a) (b)

Fig. 8.19 Dominant multipliers of (8.15) for a1 = 1.5, δ = 60, ε = 30, Ω = 2π , b1 = −14,
b2 = −1.4 and d2 = d1π/2 with d1 = 0.1 (×), d1 = 0.120038184259895 (•), d1 = 0.14 (◦) (left,
secondary Hopf bifurcation, (a) in Fig. 8.18) and d1 = 0.45 (×), d1 = 0.447114615168396 (•),
d1 = 0.42 (◦) (right, cyclic-fold bifurcation, (b) in Fig. 8.18)

>> mu=eigTMN(’myDDE_mathieu2’,...

[a1,delta,epsilon,Omega,b1,b2,d1,d2],...

0,2*pi/Omega,20,20);

>> [mu(1:2),abs(mu(1:2))]

ans =

-0.8000 + 0.6000i 1.0000

-0.8000 - 0.6000i 1.0000

At point (B), a cyclic-fold bifurcation [106, 127] occurs with the dominant multiplier
crossing the unit circle at 1, see also Fig. 8.19 (right):

>> a1=1.5;delta=60;epsilon=30;

>> Omega=2*pi;b1=-14;b2=-1.4;

>> d1=.447114615168396;d2=d1*pi/2;

>> mu=eigTMN(’myDDE_mathieu2’,...

[a1,delta,epsilon,Omega,b1,b2,d1,d2],...

0,2*pi/Omega,20,20);

>> [mu(1),abs(mu(1))]

ans =

1.0000 1.0000

The last Mathieu equation we consider has a distributed delay:

y′′(t) + (δ + ε cos (Ωt))y(t) = b
π

2

0∫
−1

sin (πθ)y(t + θ) dθ. (8.16)



144 8 Applications

b/
π

2

9 10 11 12 13 14 15 16 17 18 19 20
0.9

0.95

1

1.05

1.1

δ / π 2

m
ax

|
|

Fig. 8.20 Stability chart of (8.17) for ε = 4π2, Ω = 4π and varying δ and b (top, the stable
regions are inside the closed solid curves); the absolute value of the dominant multiplier of (8.17)
along the dashed-dotted line in the top panel (bottom)

It is also investigated in [106], see (4.52) and (4.77). The autonomous case ε = 0 was
originally analyzed in [178], while similar periodic instances appear in [47, 120].

Here we aim at monitoring the dominant multiplier as the parameters δ and b vary
for fixed ε = 4π2 and Ω = 4π . The period is thus ω = 1/2. As a reference, we
reproduce in Fig. 8.20 (top) the relevant stability chart (compare with [106, Fig. 4.9
bottom-left]), where the line b = −14/5δ+36 is also sketched. In Fig. 8.20 (bottom),
the behavior of the absolute value of the dominant multiplier along this line is rep-
resented. All computations are carried out through eigTMN.m with M = N = 10.
The relevant script myDDE_mathieu3.m contains:

%% MEMO LIST OF POSSIBLE PARAMETERS

%par(1)=delta

%par(2)=epsilon

%par(3)=Omega

%par(4)=b

%% DIMENSION OF THE DDE

d=2;

%% CURRENT TIME TERM

Atilde=@(t,d,par) [0,1;-par(1)-par(2)*cos(par(3)*t),0];

%% DISCRETE DELAY TERMS

dd=[];

Btilde{1}=@(t,d,par) [];
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%% DISTRIBUTED DELAY TERMS

l=[1];

r=[0];

Ctilde{1}=@(t,theta,d,par) [0,0;...

par(4)*pi/2*sin(pi*theta),0];

and it refers to the first-order system of DDEs rewritten according to (7.2) as

x ′(t) = Ã(t)x(t) +
0∫

−1

C̃(θ)x(t + θ) dθ (8.17)

for x(t) = (y(t), y′(t))T ∈ R
2, where

Ã(t) =
(

0 1
−δ − ε cos (Ωt) 0

)

is periodic with period ω = 2π/Ω and

C̃(θ) =
(

0 0

b
π

2
sin (πθ) 0

)
.

http://dx.doi.org/10.1007/978-1-4939-2107-2_7
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