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Preface

Tokamak reactors pose a myriad of interesting control challenges that have been
tackled (with more or less success) over the past few decades. However, until
recently, most of the control objectives were formulated in terms of one or a few
scalar parameters or quantities (such as the plasma position, shape, total plasma
current, etc.). In the last few years, more complex control problems, involving
spatially distributed quantities (such as the plasma current density, temperature,
magnetic field, etc.) that also evolve in time (and are thus represented by partial
differential equations) have begun to appear in the literature. One of such problems
is the control of the safety factor profile in a tokamak. This book presents a series
of techniques and new methods applied to this control problem.

Although some results presented in this book are based on a series of articles by
the authors, a great deal of effort was made to present them as a coherent body of
work, as opposed to individual self-contained results, showing the logical pro-
gression of the research carried by the authors. Since this book should be acces-
sible to the widest possible audience, we have opted to provide only sketches of
proofs whenever possible in order to give to the reader the possibility to under-
stand the main concepts without reducing the readability of the content.

In Chap. 1, we present a brief introduction to the control of thermonuclear
fusion and highlight the interest of regulating the safety factor. A detailed
explanation of the distributed reference model is provided in Chap. 2, as well as a
general statement of the control problem and its main technical difficulties. A
finite-dimensional control approach is proposed in Chap. 3, after discretizing the
partial differential equations that model the poloidal magnetic flux evolution. The
partial fulfillment of the control objectives obtained with this approach motivates
the distributed approach that is followed in the rest of the book. Chapter 4 details
the main theoretical results necessary for developing a distributed control law that
can take into account space and time-variations of the transport parameters,
together with some simulation results on a control-oriented simulator. Finally,
Chap. 5 presents some extensions required for implementing the proposed scheme
on a realistic scenario, along with simulation results on more complex, physics-
oriented codes.

The authors wish to acknowledge the work of our co-authors and collaborators,
who helped us to set the bases of the results presented in this book. We are thus
grateful to Sylvain Brémond, Rémy Nouailletas, and Jean-François Artaud at CEA

v

http://dx.doi.org/10.1007/978-3-319-01958-1_1
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_3
http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_5


in Cadarache, to Federico Felici and Olivier Sauter at EPFL, Lausanne, and to
Didier Georges at GIPSA-Lab, Grenoble. Also, the useful comments of Hans
Zwart, Jacques Blum (as opponents), Jonathan Lister, and Thierry Gallay (as
examiners) on the Ph.D. dissertation of the first author have found their way into
this book.

San Diego, CA, USA, June 2013 Federico Bribiesca Argomedo
Grenoble, France Emmanuel Witrant

Christophe Prieur
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Chapter 1
Introduction

Global warming of the climate system is now unequivocal, mostly due to greenhouse
gases (GHGs, increased by 70% between 1970 and 2004) and aerosols, with a dom-
inant contribution of CO2 emissions [8]. CO2 from fossil fuel use amounts to 56.6%
of the anthropogenic GHG emissions. The need for carbon-free energy resources
thus appears as a first priority.

Controlled thermonuclear fusion could be a solution to produce sustainable
energy. Indeed, harnessing the energy generated by the fusion of Deuterium and
Tritium (isotopes of Hydrogen extracted from water and the earth’s crust) can be
done in a harmless way (no direct radioactive waste and rapid decay of the structure
radioactivity). The natural abundance of Deuterium and the possibility of producing
Tritium from readily available Lithium mean that easily available fuel reserves for
this kind of energy production could amount, in all likelihood, to thousands of years
of world energy consumption at current levels [37]. Like all nuclear power sources,
the absence of carbon emissions is a key advantage of using nuclear fusion. Further-
more, the inherent safety of the fusion reaction (as opposed to the fission one) and
the comparatively easy treatment of radioactive by-products (only structural compo-
nents that are in close proximity to where the reaction takes place become activated
and need to be stored for a few decades before being safely recycled) make this form
of energy production extremely attractive.

However enticing the prospect of controlled nuclear fusion may be, achieving
and maintaining the fusion reaction is not simple. To fuse two (positively charged)
nuclei, the electrostatic force keeping them apart must be overcome (Coulomb bar-
rier reduced by quantum-mechanical tunneling). This is done by taking the fuel to
extremely high temperatures (which ionize the fuel atoms, forming a plasma). Once
the fuel has enough kinetic energy to overcome this barrier, a question that remains
is whether or not a significant amount of nuclei will fuse producing a net energy
gain. To achieve this (in a technically feasible way), two main approaches have been
explored:
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• heating the fuel to obtain a high-density plasma (high fusion rate) and keeping it
confined for a short period of time, which is the principle behind inertial confine-
ment fusion, and

• heating the fuel to obtain a low-density plasma (low fusion rate) and keeping
it confined for a long period of time, which is the principle behind magnetic
confinement fusion.

Tokamaks use a magnetic field to confine a plasma in the shape of a torus. The
charged particles follow a helicoidal trajectory according to the field created by
controlled magnets, which thus set the position and shape of the plasma. Radio-
frequency antennas allow selective action on electrons or ions and modify internal
plasma properties such as current and temperature. The plasma is fueled by pellets
shot at high speed toward the plasma center and neutral particles are injected to
increase the plasma momentum and energy.

The ITER Tokamak [16] (see Fig. 1.1), an international project involving seven
members (EuropeanUnion, Russia, USA, Japan, China, Korea, and India), is planned
to start its operation during the next decade. It is foreseen to produce 500MW out
of 50MW of input power, thus competing with the traditional fission power plants.
ITER is currently under construction at Cadarache in southern France. Fusion devices
using magnetic confinement of the plasma, such as Tokamaks, can thus be envisaged
as a major carbon-free energy resource for the future.

1.1 Challenges in Plasma Physics for Tokamaks

A Tokamak is a toroidal chamber in which magnetic coils generate a very strong
magnetic field with both toroidal and poloidal components (see Fig. 1.1). In this
chamber, the Tritium-Deuterium plasma circulates so that the fusion reaction can
take place (a detailed account of tokamak physics can be found in [37]). Tokamak
operation presents several challenging control problems, an overviewofwhich can be
found in [1, 30, 35, 36]. Until recently, most of the literature considered the control
of one or several scalar parameters of the plasma (for example: shape, position, total
current, density). In particular, [1] addresses most of these problems.

When dealing with advanced tokamak scenarios (see for instance [14, 32, 41])
it is desirable to have a finer degree of control on some variables. In particular, full
profile control of the current density and pressure may be required. Given the high
uncertainty in online profile reconstruction andmeasurements, aswell as inmodeling
of transport phenomena inside the plasma, controlling these internal profiles is a very
challenging task and necessitates robust feedback approaches.

Tokamak control is becoming more and more important for the success of mag-
netic fusion research and will be crucial for ITER (e.g., see [29, 30] and related
tutorials). Feedback control of the main plasma macroscopic parameters, such as
plasma position and shape, total current, or density is now reasonably well mastered
in the different worldwide Tokamaks. But the control of internal plasma dynamics
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Fig. 1.1 ITER Tokamak (www.iter.org)

and radial profiles is still in its infancy. This control is likely to be crucial for robust
stability and to maintain high-efficiency tokamak operation.

According to the plasma physics issues highlighted for ITER, five different objec-
tives can be mentioned:

O.1 Magneto-hydro-dynamics (MHD) stability: non-axisymmetric electric currents
cause perturbed magnetic fields within (e.g. magnetic islands [34]) or outside
(e.g. resistive wall modes [24, 25]) of the plasma, as well as central plasma
relaxations (e.g. sawteeth [40]). These instabilities evolve at a fast timescale
(≈ 10−6 − 10−3 s) and need to be adressed in both the poloidal and toroidal
directions.

O.2 Heat confinement: the fusion reaction efficiency ultimately depends on our
capability to raise the central temperature of the plasma to very high values
(≈ 150× 106 K, 10 times the central temperature of the sun) while having
an edge temperature that can be sustained by the plasma-facing components.
Maintaining large temperature gradients is thus essential to achieve an efficient
“burn” control while preserving the plasma shell. Confinement predictions are
based on empirical scaling laws, non-dimensionally similar studies, or 1-D

www.iter.org
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transport descriptions [17]. A strong limitation for model-based control comes
from the difficulty to model the heterogeneous heat transport and internal trans-
port barriers. First approaches on feedback design have been attempted for the
burn control using a 0-D approach (e.g. see [5] and references therein).

O.3 Steady-state operation: relates to our ability to continue the Tokamak operation
indefinitely, e.g. the pulse is terminated by the operator’s choice and not due
to the plasma behaviour. To this aim, the so-called “safety-factor” (dynamics
evolving at the current density diffusion time≈1–100 s) and the pressure profiles
provide an indicator on the potential avoidance ofMHD instabilities [33]. Based
on control-orientedmodels of the safety-factor profile (such as [20, 39]), lumped
[19, 21, 28] and distributed [6, 7] control strategies have been proposed.

O.4 Control of plasma purity: an impurity flux is driven by different transport phe-
nomena (e.g., ashes transport, gas puffing at the plasma boundary, and impurity
removal) as well as plasma-wall interactions. This problem is related to both
preliminary design (e.g., optimal divertor and plasma-facing components) and
real-time feedback. This topic and the next one are more specifically associated
with extended burn plasmas (to be explored with ITER) and may become first
priorities in the near future [31].

O.5 Exploration of the new physics with a dominant α-particles plasma self heat-
ing: the α-particles (He2+) produced by the fusion reaction are trapped by the
magnetic field and transfer their energy to the plasma. They thus provide an
extra heat source and induce a local nonlinear feedback. Controlling such an
effect would imply to combine anisotropic transport analysis and burn control.
A first attempt, focused on maximizing the bootstrap effect on the magnetic
flux, is proposed in [12].

While each “physical challenge” is mostly considered as an independent control
problem, the automation system will ultimately have to deal with the strong cou-
plings that exist between the different plasma dynamics and the multiple roles of
each actuator [18]. For example, the safety factor profile is a key parameter for both
the global stability of plasma discharges and an enhanced confinement of the plasma
energy (O.1 and O.3), which may reduce the size and cost of future fusion reactors.
Other examples include the couplings between the internal variables (e.g., the tem-
perature profile strongly affects the safety factor dynamics, thus coupling objectives
O.2 and O.3) and the multiple effects of each actuator (e.g., using the antenna at
electron cyclotron radiofrequency mostly affects objectives O.1, O.3, and O.5).

1.2 Control Challenges for Distributed Parameter Systems

The control issues associated with tokamaks involve the spatiotemporal dynamics of
transport phenomena (magnetic flux, heat, densities, etc.) in the anisotropic plasma
medium. For “steady-state” operation, the state-space variables can be averaged on
surfaces of identicalmagnetic flux (identifiedwith different colors in Fig. 1.2) and the
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Fig. 1.2 Ideal model of a
Tokamak plasma for pro-
files control, with structured
isoflux surfaces and the radial
direction

radial profile is regulated in the 1-D space.Both boundary anddistributed controls and
measurements are available. The physical models typically involve inhomogeneous
partial differential equations (PDEs, mostly of parabolic or hyperbolic type) with
transport coefficients that differ by several orders of magnitude depending on their
location and involve nonlinear couplings between the physical variables. New results
are thus sought on:

• Identification and estimation possibly with unknown inputs, of transport para-
meters varying in time and space (Objectives O.1–O.2). Due to the lack of accurate
physicalmodels (e.g., for temperature diffusion or internal transport barriers), such
results are of prime interest for model-based control and process supervision. Fur-
thermore, the wide ranging of tokamak instrumentation provides an exceptionally
rich database for evaluating new estimation strategies in the PDE framework.

• Stabilization with computation constraints for high-order linear systems with
multiple time-varying delays. Such models can be used to describe convective
transport andMHD instabilities based on modal analysis (Objective O.1). The fast
timescale of these instabilities prevents the use of full MHD or PDE models and
simple feedback laws should be preferred, to control (relatively) large arrays of
sensors and actuators (e.g., see [23] for a PID approach on EXTRAP-T2R).

• Robust PDE control of 1-D transport equations for the regulation of surfaced-
average physical quantities (e.g., safety factor, temperature, and density), which
results in a profile control in the radial direction. This relates to several specific
problems, such as feedback with timescales separation (Objective O.2), control
of linear parameter-varying PDEs (Objective O.3), boundary control (Objective
O.4), and nonlinear optimal feedback design for coupled PDEs (Objective O.5).

• Optimal reference design to provide scenarios that integrate the multiple cou-
pling constraints for the feedback strategies. These scenarios can be computed
offline and use advanced physical models that include the complexity of plasma
interconnected dynamics.
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1.3 Problem Statement and Background

This book is focused on the feedback control of the safety factor profile or q-profile.
The safety factor corresponds to the number of toroidal versus poloidal rotations done
by a field line and is determined by the relation between the two components of the
magnetic field. This physical quantity is related to several phenomena in the plasma,
in particular, the appearance of MHD instabilities. While the q-profile evolution
results from dynamics that are inherently stable, a tight control is necessary to avoid
operating conditions at which the MHD instabilities may appear.

Having an adequate safety factor profile is thus particularly important to achieve
advanced tokamak operation, providing high confinement and MHD stability. To
achieve this, we focus on controlling the poloidal magnetic flux profile (and in par-
ticular, its gradient). This is a challenging problem for several reasons [7]:

• the evolution of the magnetic flux is governed by anisotropic diffusion, which is
a parabolic equation with spatially distributed rapidly time-varying coefficients
that depend on the solution of another partial differential equation related to heat
transport;

• the control action is distributed in the spatial domain but nonlinear constraints
are imposed on its shape (with only a few engineering parameters available for
control, strong restrictions on the admissible shape are imposed);

• nonlinear source terms appear in the evolution equation, (in particular the bootstrap
current);

• important uncertainties exist in most measurements, estimations, and models.

The regulation of the poloidal magnetic flux profile is related, by means of the
Maxwell equations, to the control of the plasma current profile. The possibility of
controlling profile shape parameters has been previously shown in the literature. In
[38], the shape of the current profile shape is characterized by the internal induc-
tance of the plasma and the central value of the safety factor, and experimental
results are presented. In [4], the control of the width of the lower hybrid power depo-
sition profile is shown and validated with experiments. A discrete real-time control
of steady-state safety factor profile is proposed by [15], considering several possi-
ble operating modes. Other works consider the distributed nature of the system and
use discretized linear models identified around experimental operating point. For
example in [19], where a model based on a Galerkin projection was used to control
multiple profiles in JET; [22], where a reduced order model is used to control some
points of the safety factor profile; [20, 21], where the applicability of these identifi-
cation and integrated control methods to various Tokamaks is analyzed; and in [26]
where a robust controller is constructed based on a POD/Galerkin decomposition
and assuming diffusivity profiles with constant shape (varying only modulo a scalar
quantity).

The automatic control research community has also made some recent contribu-
tions based on simplified control-oriented models that retain the distributed nature
of the system. Some examples are [27], where an extremum-seeking open-loop
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optimal control is developed for the current profile in DIII-D, and [9], where non-
linear model-based optimization is used to compute open-loop actuator trajectories
for plasma profile control. For closed-loop control examples, in [28] and related
works, an infinite-dimensional model, described by partial differential equations
(PDEs), is used to construct an optimal controller for the current profile, consid-
ering fixed shape profiles for the current deposited by the Radio Frequency (RF)
antennas and for the diffusivity coefficients. Other PDE-control approaches, related
to Tore Supra, can be mentioned: [11], where sum-of-square polynomials are used
to construct a Lyapunov function considering constant diffusivity coefficients; [13],
where a sliding-mode controller was designed for the infinite-dimensional system,
considering time-invariant diffusivity coefficients; [12], where the nonlinear source
term (bootstrap current) is maximized using a Lyapunov-based feedback strategy
that employs the sum-of-squares framework.

The derivation of a simplified control-oriented model of the poloidal magnetic
flux diffusion is first recalled in Chap. 2. It is based on [39]. This model is composed
of a diffusion-like parabolic partial differential equation with time-varying distrib-
uted parameters. These types of PDEs (in particular diffusion or diffusion-convection
equations) are used to model a wide array of physical phenomena ranging from heat
conduction to the distribution of species in biological systems. While the diffusivity
coefficients can be assumed to be constant throughout the spatial domain for most
applications, spatially distributed coefficients are needed when treating inhomoge-
neous or anisotropic (direction-dependent) media. Unfortunately, extending existing
results from the homogeneous to the inhomogeneous case is not straightforward,
particularly when the transport coefficients are time-varying.

1.4 Main Contributions

The goals of this book are:

• the illustration of some control schemes that result from the discretization of the
distributed model before designing a control law (lumped-parameter approach)
and their inherent limits;

• the use of a simplified infinite-dimensional model for the development of a dis-
tributed control law to track the gradient of the magnetic flux profile by means of
a Lower Hybrid Current Drive actuator, with specific treatment of time-varying
effects and the possible extension to other non-inductive current sources;

• the consideration of time-varying profiles for the diffusivity coefficients in the
control design to guarantee stability and robustness of the system with respect to
several common sources of errors as well as unmodeled dynamics;

• the inclusion of couplings between the total plasma current control and the mag-
netic flux profile control;

http://dx.doi.org/10.1007/978-3-319-01958-1_2
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• a real-time optimization strategy that includes the nonlinear constraints imposed by
the current deposit profileswhile preserving the theoretical stability and robustness
guarantees;

• the validation of the proposed control approach using the METIS code [2]
(a module of the CRONOS suite of codes, suitable for closed-loop control simu-
lations [3]) for Tore Supra;

• the addition of profile-reconstruction delays in the control loop;
• the extension of the control scheme to Electron Cyclotron Current Drive (ECCD)
actuators and simulation using the RAPTOR code [10] for the TCV experiment
(EPFL, Lausanne, Switzerland).

1.5 Outline

This book is organized as follows:

• Chapter 2 presents themain distributedmodel and its derivation from themagneto-
hydrodynamics equations. It is used throughout this book along with the physical
hypotheses required for the model simplification;

• Chapter 3 presents a control approach based on the spatial discretization of the dis-
tributed model presented in Chap. 2. The time-varying character of the diffusivity
profiles implies linear matrix inequalities (LMIs) inferred from a polytopic linear
parameter-varying (LPV) structure of the model. These LMIs allow computing
stabilizing controllers for the extreme variations of the parameters (the vertices of
the polytope). Even though this approach takes into account the variation of the
diffusivity coefficients, its extension to the control of the gradient of the poloidal
flux profile is not straightforward;

• In Chap. 4, a strict Lyapunov function is derived for the open-loop distributed
system, which allows constructing strongly constrained control laws that preserve
the stability of the system while modifying the input-to-state gains between dif-
ferent disturbances and the gradient of the magnetic flux. Alternative Lyapunov
functions are compared to motivate our final choice;

• Chapter 5 includes the important couplings between the LowerHybrid (LH) power
and the total plasmacurrent in the tokamak in thedistributed control designmethod.
Advanced simulations using the METIS code illustrate the robustness of the con-
trol scheme with respect to modeling errors, input disturbances (represented, for
example, by the Ion Cyclotron Resonance Heating (ICRH) actuator) and profile-
reconstructiondelays. Finally, theflexibility of the proposed scheme to accomodate
different actuator models and plasma shapes is illustrated with some simulations
using the RAPTOR code [10] for the TCV specifications;

• Chapter6 contains some concluding remarks and suggests some possible future
research lines.

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_3
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_5
http://dx.doi.org/10.1007/978-3-319-01958-1_6
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Chapter 2
Mathematical Model of the Safety Factor
and Control Problem Formulation

We are interested in controlling the safety factor profile in a tokamak plasma. As the
safety factor depends on the ratio of the normalized radius to the poloidal magnetic
flux gradient, controlling the gradient of the magnetic flux allows controlling the
safety factor profile. In this chapter we present the reference dynamical model [1]
for the poloidal magnetic flux profile and its gradient (equivalent to the effective
poloidal field magnitude, as defined in [2]), used throughout the following chapters,
as well as the control problem formulation. Some of themain difficulties encountered
when dealing with this problem are also highlighted.

2.1 Inhomogeneous Transport of the Poloidal Magnetic Flux

The poloidal magnetic flux, denoted ψ(R, Z), is defined as the flux per radian of the
magnetic fieldB(R, Z) through a disc centered on the toroidal axis at height Z , having
a radius R, see Fig. 2.1. A simplified one-dimensional model for this poloidal mag-
netic flux profile is considered. Its dynamics is given by the following equation [3]:

∂ψ

∂t
= η≈C2

μ0C3

∂2ψ

∂ρ2 + η≈ρ
μ0C2

3

∂

∂ρ

(
C2C3

ρ

)
∂ψ

∂ρ
+ η≈ ∂V

∂ρ
Bφ0

FC3
jni (2.1)

with the geometry defined by:

ρ
.=

√
φ

πBφ0

, C2(ρ)
.= ∂V

∂ρ
∇≈ρ≈2

R2 〉, C3(ρ)
.= ∂V

∂ρ
∇ 1

R2 〉

where ∇·〉 represents the average over a flux surface, indexed by the equivalent radius
ρ. The remaining coefficients are: φ, the toroidal magnetic flux; Bφ0 , the value of
the toroidal magnetic flux at the plasma center; η≈, the parallel resistivity of the
plasma; and μ0, the permeability of free space. jni is a source term representing the

F. Bribiesca Argomedo et al., Safety Factor Profile Control in a Tokamak, 11
SpringerBriefs in Control, Automation and Robotics,
DOI: 10.1007/978-3-319-01958-1_2, © The Author(s) 2014
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Fig. 2.1 Coordinate system
(R, Z) used in this chapter

total effective current produced by non-inductive current sources. F is the diamag-
netic function and ∂V

∂ρ
is the spatial derivative of the plasma volume enclosed by

the magnetic surface indexed by ρ. A summary of these variables can be found in
Appendix B.

With the following simplifying assumptions:

• ρ << R0 (usually referred to as the cylindrical approximation, where R0 is the
major radius of the plasma);

• the diamagnetic effect causedbypoloidal currents canbeneglected, the coefficients
C2, C3 and F simplify to:

F ≈ R0Bφ0 , C2(ρ) = C3(ρ) = 4π2 ρ

R0

and the spatial derivative of the enclosed plasma volume becomes:

∂V

∂ρ
= 4π2ρR0

Introducing the normalized variable r
.= ρ/a, a being the minor radius of the last

closed magnetic surface, we obtain the simplified model [1, 4]:

∂ψ

∂t
(r, t) = η≈(r, t)

μ0a2

(
∂2ψ

∂r2
+ 1

r

∂ψ

∂r

)
+ η≈(r, t)R0 jni(r, t) (2.2)

with the boundary condition at the plasma center:

∂ψ

∂r
(0, t) = 0 (2.3)

one of the two boundary conditions at the plasma edge:
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∂ψ

∂r
(1, t) = −R0μ0Ip(t)

2π
or

∂ψ

∂t
(1, t) = Vloop(t) (2.4)

(where Ip is the total plasma current and Vloop is the toroidal loop voltage) and with
the initial condition:

ψ(r, t0) = ψ0(r)

Remark 2.1 The validity of this model (derived for Tore Supra) can be extended to
other tokamaks by changing the definition of the values C2, C3, F and ∂V

∂ρ
.

2.2 Periferal Components Influencing the Poloidal
Magnetic Flux

Thedynamics (2.2) depend on the plasma resistivity (diffusion coefficient), the induc-
tive current generated by the poloidal coils (boundary control input) and the non-
inductive currents (distributed control input andnonlinearity),which canbedescribed
as follows.

2.2.1 Resistivity and Temperature Influence

The diffusion term in themagnetic flux dynamics is provided by the plasma resistivity
η≈, which introduces a coupling with the temperature (main influence) and density
profiles. This parameter is obtained from theneoclassical conductivity proposed in [5]
(approximate analytic approach) using the electron thermal velocity and Braginskii
time, computed from the temperature and density profiles as in [6].

The temperature dynamics are typically determined by a resistive-diffusion
equation [2], where the diffusion coefficient depends nonlinearly on the safety factor
profile [7]. A quasi-1D model was proposed in [8] to model the normalized tem-
perature profiles as scaling laws determined by the global (0-D) plasma parameters
and to constrain the temperature dynamics by the global energy conservation. This
grey-box model was shown to provide a sufficient accuracy for the magnetic flux
prediction in [1].

The resistive-diffusion time is much faster (more than 10 times) than the current
density diffusion time, which motivated lumped control approaches based on the
separation of the timescales and using a linear time-invariant model [9, 10]. In our
case, we consider that η≈ varies in time and space, to avoid the strong dependency on
the operating point, but we do not address specifically the problem of a coupling with
the temperature dynamics (thus considering only the linear time-varying contribution
of the resistivity).

As an example, the resistivity calculated with measured temperature profiles is
depicted in Fig. 2.2. This plasma shot is characterized by power modulations of the
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Fig. 2.2 a Spatial distribution for different time instants. b Time evolution at different locations.
Plasma resistivity profiles computed for Tore Supra shot 35952 (modulations on the LH and ICRH
antennas)

lower hybrid (LH) and ion cyclotron radio heating (ICRH) antennas. Note the differ-
ence of three orders ofmagnitude between the plasma center and its edge on Fig. 2.2a,
and the modulated and noisy time-evolution on Fig. 2.2b. The crewels observed after
20 s result from LH modulations (step inputs) at relatively low power and illustrate
an input-to-state coupling effect, as LH is our main input on the magnetic flux.

2.2.2 Inductive Current Sources

The magnetic flux at the boundary ∂
∂t ψ(1, t) is set by the poloidal coils surrounding

the plasma and the central solenoid, and constitutes the inductive current input. This
can be described by the classical transformer model where the coils generate the
primary circuit while the plasma is the secondary, modelled as a single filament. The
dynamics of the coils current Ic(t) and of the plasma current Ip(t) are coupled as [11]:

[
Lc M
M Lp

]
d

dt

[
Ic

Ip

]
= −

[
Rc 0
0 Rp

] [
Ic

Ip

]
+

[
Vc

RpINI

]

where Rc and Lc are the coils resistance and internal inductance, Rp and Lp are the
plasma resistance and inductance, M is the matrix of mutual inductances, Vc is the
input voltage applied to the coils and INI is the current generated by the non-inductive
sources. Note that the values of Rc and Lc are given from the coil properties while
M is obtained from an equilibrium code (i.e. CEDRES++ [12]). Considering the
effects of the plasma current and inductance variations, the loop voltage Vloop is
obtained from [13] with:
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Vloop(t) = − 1

Ip

d

dt

[
LpI2p
2

]
+ M

dIc

dt

In practice, a local control law is set on the poloidal coils to adjust the value of Vc

according to a desired value of Vloop, which can be measured with a Rogowski coil.
If the reference is set on the plasma current Ip instead, then Vc is such that the coils
provide the current necessary for completing the non inductive sources to obtain Ip.

2.2.3 Non-inductive Current: Sources and Nonlinearity

The non-inductive current jni in the magnetic flux dynamics (2.2) is composed of
two types of sources: the controlled inputs and the bootstrap effect.

The controlled inputs are the current drive (CD) effects associated with neutral
beam injection (NBI), traveling waves in the lower hybrid (LH) frequency range
(0.8–8 GHz, the most effective scheme) and electron cyclotron (EC) waves. The
precise physical modeling of the CD effects necessitates a complex analysis of the
coupling between waves and particles, which cannot be used for real-time control
purposes. We consider instead some semi-empirical models for the Lower Hybrid
CurrentDrive (LHCD) andElectronCyclotronCurrentDrive (ECCD) antennas (NBI
is not explicitly included in our control schemes but the general strategywould remain
the same), where the current deposit shape is constrained to fit a gaussian bell [1].
The gaussian shape is identified from experimental data (LHCD) or obtained from
model simplifications (ECCD), while the amplitude of the deposit comes from CD
efficiency computations involving the density, temperature and total current of the
plasma.

For example the shape of LHCD deposit can be adequately approximated by a
gaussian curve with parameters μ, σ and Alh (which depend on the engineering
parameters Plh and N|| and on the operating point) as:

jlh(r, t) = Alh(t)e
−(r−μ(t))2/(2σ 2(t)),∀(r, t) ∈ [0, 1] × [0, T ] (2.5)

Scaling laws for the shape parameters can be built based on suprathermal electron
emission, measured via hard X-ray measurements, see for instance [14] and [15].
The total current driven by the LH antenna is then calculated using scaling laws
such as those presented in [16]. It should be noted that the methods presented in this
book can easily be extended to other current deposit shapes (either for use in other
tokamaks or to change the non-inductive current drives used).

While the impact of Ip on the deposit amplitudewould induce a nonlinearity (prod-
uct between the state and the control input), we neglect this effect by considering an
extra loop on the radio-frequency antennas that sets the engineering inputs accord-
ing to a desired profile. Such strategy is motivated by the fact that the antennas react
much faster than the plasma and can thus generate a desired profile almost instantly.
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The second non-inductive source of current is due to the bootstrap effect, induced
by particles trapped in a banana orbit. Expressing the physical model derived by [17]
in cylindrical coordinates and in terms of the magnetic flux, the bootstrap current is
obtained as:

jbs(r, t) = peR0

∂ψ/∂r

{
A1

[
1

pe

∂pe

∂r
+ pi

pe

(
1

pi

∂pi

∂r
− αi

1

Ti

∂Ti

∂r

)]
− A2

1

Te

∂Te

∂r

}

where pe/i is the electron and ion pressure, Te/i is the electron and ion temperature,
αi depends on the ratio of trapped to circulating particles xt and A1/2(r, t) depend on
xt and on the effective value of the plasma charge. Maximizing the bootstrap effect,
as a “free” source of non-inductive current, is one of the prime objectives for large
tokamaks such as ITER,whichmotivated the bootstrap currentmaximization strategy
proposed in [18]. As the control approaches discussed in this book are focused on
linear time-varying strategies (on the lumped and PDE models), we will consider
small deviations from an equilibrium bootstrap distribution (given by the reference
magnetic flux distribution) and ensure the robustness with respect to these deviations
rather than addressing the nonlinearity directly.

To summarize, jni is considered as the sum of three components:

jni = jlh + jeccd + jbs

2.3 Control Problem Formulation

Based on the previous description of the system dynamics and periferal components
obtained from a physical analysis of the tokamak plasma, this section discusses the
appropriate change of variables to formulate the control problem. We also describe
the control objectives and challenges for an efficient regulation of the safety-factor
profile, which will be answered in the following chapters.

2.3.1 Equilibrium and Regulated Variation

Wedefine η
.= η≈/μ0a2 and j

.= μ0a2R0 jni to simplify the notations. An equilibrium
ψ , if it exists, is defined as a stationary solution of:

0 =
[η

r

[
rψ r

]
r

]
r
+ [

ηj
]

r ,∀r ∈ (0, 1) (2.6)

with the boundary conditions:
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ψ r(0) = 0

ψ r(1) = −R0μ0Ip

2π
(2.7)

for a given couple
(
j, Ip

)
, where, to simplify the notation, for any function ξ depend-

ing on the independent variables r and t, ξr and ξt are used to denote ∂ξ
∂r and ∂ξ

∂t ,
respectively.

Remark 2.2 When seeking an equilibrium by solving (2.6)–(2.7) two cases have to
be considered:

(i) there is no drift in ψ (equivalent to Vloop = 0 at all times using the alternative
boundary condition ψt(1, t) = Vloop(t) in (2.4)) and therefore the solution of
(2.6)–(2.7) verifies:

η

r

[
rψ r

]
r + η j = 0 (2.8)

In this case, ψ (and its spatial derivative) is independent on the value of η and
therefore the stationary solution exists (i.e. there is an equilibrium of the time-
varying system) regardless of the variations in η. This is the case we directly
address in this book.

(ii) there is a radially constant drift in ψ (equivalent to Vloop �= 0 for some times
when using the alternative boundary condition) and therefore the solution of
(2.6)–(2.7) verifies, for some c(t):

η(r, t)

r

[
rψ r(r, t)

]
r + η(r, t)j(r) = c(t) (2.9)

In this case, ψ r does not correspond to an equilibrium since it will be a function
of time and space (in particular, it will be a function of η(r, t) and c(t)), we
will call the corresponding ψ(r, t) a pseudo-equilibrium of the system. It can be
shown to verify:

ψ r(r, t) = 1

r

r∫
0

(
ρ

η(ρ, t)
c(t) − ρj(ρ)

)
dρ (2.10)

with time-derivative:

ψ rt(r, t) = 1

r

r∫
0

(
ρ

η(ρ, t)
ċ(t) − ρη̇(ρ, t)

η2(ρ, t)
c(t)

)
dρ (2.11)

This case is not extensively addressed in this book but the results presented
in Chaps. 4 and 5 will not be severely affected as long as ċ(t) and η̇(r, t) are
bounded in a suitable way. Since a pseudo-equilibrium will exist at each time,

http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_5
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the robustness result presented in Theorem 4.2 can be applied, rewriting the
evolution of the system around this pseudo-equilibrium (instead of an actual
equilibrium) and considering w = −ψ rt(r, t) (the time-varying nature of the
pseudo-equilibrium acts as a state-disturbance for the system).

Around the equilibrium (assumed to exist as per the previous remark) and neglect-
ing the nonlinear dependence of the bootstrap current on the state, the dynamics of
the system is given by:

ψ̃t = η

r

[
rψ̃r

]
r
+ η j̃, ∀(r, t) ∈ (0, 1) × (0, T) (2.12)

with boundary conditions:

ψ̃r(0, t) = 0

ψ̃r(1, t) = −R0μ0 Ĩp(t)

2π

(2.13)

and initial condition:
ψ̃(r, 0) = ψ̃0(r) (2.14)

where the dependence of ψ̃
.= ψ −ψ , j̃

.= j− j and η on (r, t) is implicit; Ĩp
.= Ip −Ip

and 0 < T ≤ +∞ is the time horizon.
As the safety factor profile depends on the magnetic flux gradient, our focus is on

the evolution of z
.= ∂ψ̃/∂r (equivalent to deviations of the effective poloidal field

magnitude around an equilibrium), with input u
.= j̃, defined as:

zt(r, t) =
[
η(r, t)

r
[rz(r, t)]r

]
r
+ [η(r, t)u(r, t)]r , ∀(r, t) ∈ (0, 1)× (0, T) (2.15)

with Dirichlet boundary conditions:

z(0, t) = 0

z(1, t) = −R0μ0 Ĩp(t)

2π

(2.16)

and initial condition:
z(r, 0) = z0(r) (2.17)

where z0
.=

[
ψ̃0

]
r
.

Following [19], the following properties are assumed to hold in (2.15):

• P1:K ≥ η(r, t) ≥ k > 0 for all (r, t) ∈ [0, 1]×[0, T) and some positive constants
k and K .
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Fig. 2.3 Cartesian coor-
dinates (x1, x2), and polar
coordinates (r, θ) used in this
book

• P2: The two-dimensional Cartesian representations of η and u are in1

C1+αc,αc/2(Ω × [0, T ]), 0 < αc < 1, where Ω
.= {

(x1, x2) ∈ R
2 | x21 + x22 < 1

}
as shown in Fig. 2.3.

• P3: Ĩp is in C(1+αc)/2([0, T ]).
For completeness purposes, the existence and uniqueness of sufficiently regular

solutions (as needed for the Lyapunov analysis and feedback design purposes in the
next chapters) of the evolution equation is stated, assuming that the properties P1–P3
are verified.

Theorem 2.1 If Properties P1–P3 hold then, for every z0 : [0, 1] → R in
C2+αc([0, 1]) (0 < αc < 1) such that z0(0) = 0 and z0(1) = −R0μ0 Ĩp(0)/2π , the
evolution equations (2.15)–(2.17) have a unique solution z ∈ C1+αc,1+αc/2([0, 1] ×
[0, T ]) ∩ C2+αc,1+αc/2([0, 1] × [0, T ]).

The proof of this result is given in [19] and mainly follows from [20].

2.3.2 Interest of Choosing ψ as the Regulated Variable

A natural question that may arise at this point is why studying the evolution of the
poloidal magnetic flux profile instead of studying directly the safety factor profile.
Considering that the safety factor profile is related to the magnetic flux profile as:

q(r, t) = − Bφ0a2r

ψr(r, t)
(2.18)

the evolution of the safety factor profile is then given by:

1 Here Cαc,βc (Ω × [0, T ]) denotes the space of functions which are αc-Hölder continuous in Ω ,
βc-Hölder continuous in [0, T ]. P2 can be strengthened by assuming that η and u are in C2,1(Ω ×
[0, T ]) which is the case for the physical application.
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qt(r, t) = Bφ0a2r

ψ2
r (r, t)

ψrt(r, t) = q2(r, t)

Bφ0a2r
ψrt(r, t)

and, from (2.2):

qt(r, t) = −q2(r, t)

r

[
η(r, t)

r

[
r2

q(r, t)

]
r

]
r
+ q2(r, t)

Bφ0a2r
[η(r, t)u(r, t)]r (2.19)

or, in a more general form:

qt(ρ, t) = −q2(ρ, t)

μ0ρ

[
η≈(ρ, t)ρ

C2
3(ρ)

[
C2(ρ)C3(ρ)

q(ρ, t)

]
ρ

]
ρ

+ q2(ρ, t)

ρ

[
η≈(ρ, t) ∂V

∂ρ

FC3(ρ)
jni(ρ, t)

]
ρ

which can be obtained from (2.1) and the relation:

q(ρ, t) = − Bφ0ρ

ψρ(ρ, t)

Equation (2.19) is nonlinear in q (making it difficult to extend results obtained
around one equilibrium to other equilibria). This can be solved by working instead
with the so-called rotational transform (denoted ι in [6], which is the inverse of the
safety factor). Nevertheless, the boundary condition in the z variable (i.e. the total
plasma current) can be directly (and precisely) measured using either a continuous
Rogowski coil or several discrete magnetic coils around the plasma (see [6]). There-
fore, in this book, we have chosen to control the safety factor profile by controlling
the z variable.

2.3.3 Control Challenges

Controlling the safety factor profile q in a tokamak is done by controlling the poloidal
magnetic flux profile ψ . In particular, the desired properties of the controller are:

• to guarantee the exponential stability, in a given topology, of the solutions of
equation (2.15) to zero (or “close enough”) by closing the loop with a controlled
input u(·, t);

• to be able to adjust (in particular, to accelerate) the rate of convergence of the
system using the controlled input;

• to be able to determine the impact of a large class of errors motivated by the
physical system and to propose a robust feedback design strategy. Actuation errors,
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estimation/measurement errors, state disturbances and boundary condition errors
should be considered specifically.

The problem under consideration poses several challenges that have to be
addressed, some of which are:

• different orders of magnitude of the transport coefficients depending on the radial
position that are also time-varying;

• strong nonlinear shape constraints imposed on the actuators and saturations on the
available parameters;

• robustness of any proposed control scheme with respect to numerical problems
(in particular given the difference in magnitude of the transport coefficients) and
disturbances;

• coupling between the control applied to the infinite-dimensional system and the
boundary condition;

• the control algorithms must be implementable in real-time (restrictions on the
computational cost).
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Chapter 3
A Polytopic LPV Approach
for Finite-Dimensional Control

In this chapter, we consider the problem of controlling a discretized version of
model (2.2). For control purposes, this model was spatially discretized (in N+2
points) using the (finite-differences) midpoint rule to approximate the operators ∂2

∂r2

and 1
r

∂
∂r . Details of the process used for the discretization and relevant implementa-

tion details can be found in [11]. The calculations aremade to allow for a non-uniform
spatial step distribution. For simulation purposes, the model was discretized in both
space and time following the procedure detailed in [11]. As a first step towards con-
trolling the safety factor profile in the Tokamak, we focus in this chapter on the
control of the magnetic flux profile ψ .

After spatially discretizing model (2.2), a Polytopic Linear Parameter-Varying
(Polytopic LPV) controller was designed to take into account the transient behavior
of the diffusion coefficients in the feedback design. After a change of variables,
the time dependence of the (input) matrix B is removed, allowing us to formulate a
stabilizing control law for the system (extended with an output integrator) in the form
of a convex (linear) combination of suitable controllers calculated for the extrema
of the dynamic variations (the vertices of a set of either uncertain or time-varying
parameters). This chapter is based on [3]. An extensive literature is available on
linear parameter-varying systems (LPV), linear matrix inequalities (LMIs) and gain
scheduling, see for example [5, 6, 8, 10].

Discretizing the PDE (2.2) and solving for the boundary points r = 0 and r = 1,
the dynamics of the remaining states is given by:

ψ̇ = A(t)ψ + B(t) jni + W (t) (3.1)

here A(t) is an N × N matrix representing the discretized differential operators
multiplied by the coefficient η≈/(μ0a2). B(t) is an N × N matrix representing the
coefficient η≈ R0. W (t) is an N × 1 column vector representing boundary conditions
of the system and possibly other disturbances. For simplicity of notation, we will
refer to ψ(ri , ·) simply as ψi (t) in this chapter.
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This section is based on results presented in [3]. Our aim is to develop a suitable
control law for the regulation of the steady-state magnetic flux profile that allows
for a closed-loop stability analysis. In particular, it is based on a polytopic approach
similar to the one described in [2]. The tokamak actuation is restricted to the use of
the non inductive Lower Hybrid Current Drive (LHCD), which acts as a current and
heat source on the plasma (altering both the current source term jni and the resistivity
profile η≈).

3.1 LPV Model

Since the time-varying coefficient multiplying the source term is a common factor
of the diffusion-like operator, Eq. (3.1) can be factorized as follows:

ψ̇(t) = M(t) (Actψ(t) + Bct jni (t)) + W (t) (3.2)

where M(t) is an N ×N diagonalmatrix (with only positive elements in the diagonal,
representing the resistivity coefficient). It should be noted that Act and Bct are now
constant matrices.

Let us define the variation of the state around an equilibrium (ψ, jni , W ) (chosen
as operating point for the system) as:

ψ̃
.= ψ − ψ

j̃ni
.= jni − jni

W̃
.= W − W

The values for the equilibrium profiles can be obtained from available experimental
data (obtained by using data from different diagnostic systems in the tokamak to
reconstruct internal states) or by numerically simulating the evolution of the system.

Assuming that the plasma current is almost constant during steady-state operation
and considering the variations of the bootstrap current around the equilibrium as
disturbances, the term W̃ can be neglected for small excursions around the operating
point. Furthermore jni is assummed to be composed of only the LHCD current
deposit jlh , which can be approximated as in (2.5).

Linearizing (2.5) with respect to a variation of the parameters around the equilib-
rium parameters u p

.= [μlh, σ lh, Alh]T (assumed to result in j lh), and defining the
variation of these parameters as ũ p

.= u p − u p, we obtain the following linearized
representation of the system dynamics:

˙̃ψ(t) = M(t)
(

Act ψ̃(t) + Bct∇u p jlh |u p=u p ũ p(t)
)

(3.3)

We define a change of variables ζ
.= M−1(t)ψ̃ such that the new input matrix in

the evolution equation Blin
.= Bct∇u p jlh |u p=u p is not time-varying. The evolution

http://dx.doi.org/10.1007/978-3-319-01958-1_2
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of the state ζ is thus given as:

ζ̇ (t) =
(

Act M(t) − M−1(t)Ṁ(t)
)

ζ(t) + Blinũ p(t) (3.4)

As M(t) is positive definite, M−1(t) always exists, is positive definite andbounded (in
fact, M(t)being a diagonalmatrix for all times, the inversion is trivial).Assuming that
M(t) is continuously differentiable with respect to time and with bounded derivative,
the new dynamic matrix Aζ (t)

.= Act M(t) − M−1(t)Ṁ(t) is bounded at all times.
Choosing a basis A = {Aζ0 , Aζ1 , . . . , Aζn p

}, subset of RN×N , to represent A, we
write:

Aζ (t) = Aζ0 +
n p∑

i=1

λi (t)Aζi (3.5)

with n p ≤ 2N , λi (t) ∈ [0, 1] for all i ≤ n p and all t ∀ 0. The number of parameters
can be chosen as 2N (instead of the more intuitive N 2) due to the fact that M(t) and
Ṁ(t) are diagonal (and require only N parameters to be exactly represented).

Using (3.5) in (3.4), we get:

ζ̇ (t) =
(

Aζ0 +
n p∑

i=1

λi (t)Aζi

⎢
ζ(t) + Blinũ p(t) (3.6)

To reject somedisturbances, the dynamical system is extended to include an output
error integrator with dynamics Ė = ε

.= −Cζ (C in R
Nc×N is the output matrix).

The resulting extended matrices are, ∈i ∈ {1, 2, . . . , n p}:

z
.=

⎡
ζ

E

⎣
, A0

.=
⎡

Aζ0 0
−C 0

⎣
, Ai

.=
⎡

Aζi 0
0 0

⎣
, Be

.=
⎡

Blin

0

⎣

and the dynamics of the extended system are therefore given by:

ż(t) =
(

A0 +
n p∑

i=1

λi (t)Ai

⎢
z(t) + Beũ p(t) (3.7)

This model will be used in this chapter for deriving a polytopic control law. The
state z belongs to RNe , where Ne

.= Nc + N .

3.2 Controller Synthesis

In order to construct the polytopic control law, we must first define the vertices of
the polytope. In the case considered in this chapter the polytope is, in fact, a scaled
hypercube constructed by defining the set of all partitions ofNp

.= {1, 2, . . . , n p} as
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Ω(Np)
.= ⎤

(C j ,D j ) | C j ∩ D j = ≤,C j ∞ D j = Np
⎦
.

The cardinality of this set is card Ω(Np) = 2n p (each element can be, or not, in a
given subset). Each partition represents an extreme case of variation within the set
of parameters (i.e. if a given element is in the partition the corresponding parameter
is set at its maximum allowable value, otherwise the parameter is at its minimum
allowable value). The polytopic control law will then be a convex combination of the
set of vertex controllers K1, . . . , K2n p ∈ R

3×N constructed by choosing adequate
coefficients λ1(t), . . . , λn p (t) ∈ [0, 1] (representing the value of each parameter
within its allowable range of variation) as:

ũ p(t) =
2n p∑
j=1

β j (t)K j z(t) (3.8)

where the coefficients (positive, adding to 1) are calculated as:

β j (t) =
∏

k∈C j

(1 − λk(t))
∏

l∈D j

λl(t)

for the sets:

(C j ,D j ) ∈ Ω(Np), ∈ j ∈ Np

Remark 3.1 The condition that
∑2n p

j=1 β j (t) = 1 for all t ∀ 0 (necessary for the
combination to be convex) can be shown by an induction argument on the number
of parameters n p.

The next theorem, from [3], states sufficient conditionswritten in terms of LMIs to
compute a polytopic control law. These conditions are numerically tractable and there
are many tools to find solutions (if any) that verify the inequalities and to optimize
some parameters relevant for control applications. See Sect. 3.3 for an application of
these numerical tools to the safety factor profile control problem.

Theorem 3.1 A polytopic control law, as defined in (3.8), that quadratically stabi-
lizes system (3.7) can be constructed by setting K

.= Q j W −1, with W ∈ R
Ne×Ne

a positive definite symmetric matrix and Q j ∈ R
3×Ne , j = 1, 2, 3, . . . , 2n p , full

matrices such that the following LMIs are verified1:

⎡
ε−1

INe W
W −M j

⎣
≥ 0, ∈ j ∈ {1, 2, 3, . . . , 2n p } (3.9)

where ε is a positive constant and, for all j , M j is defined as:

1 The symbol · ≥ 0 means that a matrix is positive definite.
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M j
.=

(
A0 +

n p∑
i=1

si, j Ai

⎢
W + W

(
A0 +

n p∑
i=1

si, j Ai

⎢T

+ Be Q j + QT
j BT

e

with, for all j , si, j = 0 if i ∈ C j , and si, j = 1 otherwise.

Sketch of Proof Consider the candidate Lyapunov function:

V (z) = zT Pz (3.10)

with P = PT ≥ 0. Taking the derivative of V in the direction of the solution to (3.7)
with control law (3.8), we obtain:

V̇ = zT P

⎛
⎝A0 +

n p∑
i=1

λi Ai + Be

2n p∑
j=1

β j K j

⎞
⎠ z

+ zT

⎛
⎝A0 +

n p∑
i=1

λi Ai + Be

2n p∑
j=1

β j K j

⎞
⎠

T

Pz (3.11)

Using the Schur complement, the inequality condition of the theorem can be rewritten
as:

(
A0 +

n p∑
i=1

si, j Ai

⎢
W + W

(
A0 +

n p∑
i=1

si, j Ai

⎢T

+ Be Q j + QT
j BT

e + εW 2 → 0

∈ j ∈ {1, 2, 3, . . . , 2n p }
(3.12)

Setting W
.= P−1 and Q j

.= K j W , multiplying each inequality by the correspond-
ing β j , adding all the inequalities together, exchanging the order of summation

and after some computations (involving the fact that
∑2n p

j=1 β j (t) = 1 and
∑2n p

j=1

β j si, j = λi ), we obtain:

P

⎛
⎝A0 +

n p∑
i=1

λi Ai + Be

2n p∑
j=1

β j K j

⎞
⎠

+
⎛
⎝A0 +

n p∑
i=1

λi Ai + Be

2n p∑
j=1

β j K j

⎞
⎠

T

P → −εINe (3.13)

which, in turn, implies that V is a Lyapunov function for the system (3.7) under
control law (3.8). For the detailed proof, see [3]. �
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The next proposition is necessary to bound the gain (in the L2 norm sense) of the
polytopic controller obtained in the previous result.

Proposition 3.1 Let W ∈ R
Ne×Ne be a positive definite matrix, K ∈ R

3×Ne a full
matrix and Q

.= K W . A sufficient condition to guarantee that |K |2 <
∩

γ is that
the following LMIs are satisfied:

⎡−I3 Q
QT −γ INe

⎣
→ 0

W ≥ INe

where Il represents the l × l identity matrix.
The proof of this proposition follows from using the Schur complement and can

be found in [3].
From Theorem 3.1 and Proposition 3.1 the next corollary holds.

Corollary 3.1 Given γ > 0, a polytopic control law as defined in (3.8) that quadrat-
ically stabilizes system (3.7) and has an L2 gain between the state and control input
strictly less than

∩
γ can be computed by setting K j

.= Q j W −1, with W ∈ R
Ne×Ne

a positive definite symmetric matrix and Q j ∈ R
3×Ne , j = 1, 2, 3, . . . , 2n p , full

matrices such that the following LMIs are verified:

⎡
ε−1

INe W
W −M j

⎣
≥ 0

⎡−I3 Q j

QT
j −γ INe

⎣
→ 0

W ≥ INe

∈ j ∈ {1, 2, 3, . . . , 2n p }

where M j is defined as in Theorem 3.1.

Remark 3.2 When trying to find a solution to this set of LMIs, the relation between
the desired convergence rate ε and the gain limit γ plays a crucial role. Intuitively,
it is not possible to arbitrarily accelerate the system while keeping the control gain
small. Therefore, for large values of ε (with respect to a given γ ), no feasible solution
will exist.

3.3 Results for a Tore Supra Plasma Shot

3.3.1 Implementation

An important step required to test the approach presented in this chapter is to find
a basis that adequately represents the time-varying coefficients (depending on the
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resistivity and its time-derivative). Although a basis of size 2N is enough to perfectly
represent the desired coefficients (as previously mentioned), this would result in a
system of 22N LMIs of size 4Ne +3whichwould be too computationally demanding.
Therefore, a small basis (consisting of 5 vectors, and therefore 5 parameters) that
closely approximates the desired coefficients, was chosen. The approximation error
was (a posteriori) determined to be under 1% on average for the Act M(t) term and
peaking around 10% for a few points of M−1(t)Ṁ(t).

In order to compute the value of the parameters at each time step, a con-
strained least-squares optimization problem was solved using quadratic program-
ming. Positivity constraints were introduced to ensure that all of the vertices of the
polytope have a physical meaning (i.e. to avoid negative resistivity values). Other
optimization algorithms could be implementedwithout significant modifications (for
example, a recursive least-squares algorithm). The resulting LMIs were solved using
SeDuMi, see [9] and YALMIP, see [7]. These numerical tools are commonly used to
solve constrained optimization problems written in terms of LMIs. See e.g. [1] for
an introduction on the use of such matrix inequalities for control purposes.

3.3.2 Simulation Results

Based on the reconstructed profiles from Tore Supra shot TS-35109, a suitable
reference was chosen for three points in the radial poloidal magnetic flux profile
ψ . This reference was chosen similar to those in [4] and [3]. Shot TS-35109 has the
following global characteristics:

• Total input power: 1.8 MA
• Total plasma current (assumed constant): 0.6 MW

The discretization follows the procedure described in [11]. Two different dis-
cretized models were used in the simulations: a low-order model (N = 8) used for
the computation of the polytopic controller, and a higher-order model (N = 22)
used for the simulation. The difference of order between the simulation model and
the controller was chosen to better capture the effect of using a finite-dimensional
controller to close the loop in an infinite-dimensional system.

The three simulations are initialized by applying the first 8 s of the open-loop
control used in shot TS-35109 and then closing the loopwith the polytopic controller.
The operating point is changed at 20 s to test the transient response of the closed-loop
system.

The behavior of the systemunder three different control gains is shown inFigs. 3.1,
3.2 and 3.3. The chosen LMI formulation allows for easy tuning of the controller by
modifying two scalar quantities ε and γ . In these simulations, the value of gamma
was fixed and then the maximum value of ε for which a solution could be found for
the LMI systemwas chosen. The plots 3.1, 3.2 and 3.3 show the evolution of the error
between the target profile and the obtained profile forψ . It should be noted, however,
that the controller only tracks three points corresponding to ψ1, ψN/2 and ψN , (i.e.
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Fig. 3.1 Tracking error around ψ with LMI controller with low gain (plain line: numerical simu-
lation, dashed line: the reference)
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Fig. 3.2 Tracking error around ψ with LMI controller with low gain (plain line: numerical simu-
lation, dashed line: the reference)

a point near the center of the plasma, a point at mid-radius and a point near the outer
edge of the plasma). In the plots, it can be seen that, as the gain of the controller
increases, the width and amplitude of the error during the initialization phase and
change of reference are reduced. The plots also show that the system presents more
oscillations.

It should be noted that the polytopic approach presented in this chapter requires the
solution of a system of LMIs that grows exponentially with the number of parameters



3.3 Results for a Tore Supra Plasma Shot 31

0.2
0.4

0.6
0.8

10

20

30

−2

−1

0

1

x 10
−3

Radius (normalized)Time [s]

T
ra

c
k
in

g
 e

rr
o

r 
in

 Ψ
 [

T
m

2
]

Initial Error

Change of Reference

Fig. 3.3 Tracking error around ψ with LMI controller with medium gain (plain line: numerical
simulation, dashed line: the reference)

chosen to represent the time-varying coefficients of the evolution equation. However,
this can be done only once, offline, and takes less than a minute for the example
considered.

3.4 Summary and Conclusions on the Polytopic Approach

In this section, a polytopic controllerwas developed for the regulation of themagnetic
flux profile in a tokamak plasma based on themodel presented in the previous chapter
using a polytopic controller. A sufficient condition for the stability of the closed-loop
systemwith bounded time-varying parameters and bounded time derivatives of these
parameters is established. The resulting controller was then tested in simulation with
amore precisemodel to test the robustness of the approachwith respect to unmodeled
dynamics, disturbances and approximation errors.

Although this approach adequately addresses some of the most important draw-
backs of previous approaches like [4] (i.e. the absence of stability guarantees for the
closed-loop system with time-varying matrices) it still does not entirely satisfy the
requirements of the physical system. First, small and slow variations of the operating
point must be considered in order to limit the norm of the Ṁ M−1 term. Second, the
use of a linearized version of the actuator constraints limits the use of the control
law far from the calculated operating point. Third, the use of three parameters in the
Gaussian as control inputs is unrealistic since only two engineering parameters are
available in the LH antennas (the power Plh and the refractive index N≈). Fourth,
the complexity of finding a suitable control law grows exponentially with the size of
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the basis chosen to represent the time-varying matrices and the conservatism of the
sufficient condition might make the problem unfeasible for large variations of some
parameters (crucially including the time-derivative of the diffusivity coefficients).
Finally, the algorithm remains computationally expensive, which may be a problem
for real-time implementation.

The approach presented here thus has some important drawbacks that leave several
of the key challenges presented in Chap.2 unsolved. Furthermore, the possibility to
control a few points in the poloidal magnetic flux profile does not address the main
objective of controlling the safety-factor profile. Since extending these results to the
gradient of themagnetic flux is not straightforward and requires imposing some limits
in the variation of the resistivity profile, a different, infinite-dimensional, approach
will be pursued in the rest of this book.
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Chapter 4
Infinite-Dimensional Control-Lyapunov
Function

In this chapter, we analyze the stability of a diffusion-like equation that evolves in a
closed disk. The symmetry conditions imposed in the evolution of this equation were
chosen according to the steady-state operation of the tokamak, where the evolution
equation is averaged over isoflux surfaces, i.e. magnetic surfaces with the same index
ρ (refer to Appendix B). This chapter recalls some previous results by the authors
from [1] and [2] and develops some new results, exploring the potential use of other
Lyapunov functions.

The current models for the evolution of the internal states of a tokamak present
high levels of uncertainty and the online reconstruction of the variables required for a
feedback control strategy is subject to errors and noise. The robustness of the closed-
loop system is thus extremely important. In this chapter,we study stability in the sense
of so-called Input-to-State Stability. This concept implies that, given a bounded input
to the dynamical system, the internal states remain bounded. This notion of stability is
extremely useful when dealingwith physical systems, where the energy of the system
remains bounded as long as the input to the system is bounded. A comprehensive
survey on Input-to-State Stability (ISS) concepts for finite-dimensional systems is
available in [18]. In this chapter the system considered is infinite-dimensional and
some concepts may require some slight adaptation. We rely on the development of
a strict Lyapunov function for the magnetic flux dynamics. For another approach to
obtain ISS properties in the infinite-dimensional setting through a frequency domain
approach, the reader is referred to [9].

4.1 Lyapunov Functions for Distributed Parameter Systems

As strict Lyapunov functions are at the core of this chapter, some background on
Lyapunov theory for infinite-dimensional systems should be given. Being a long-
standing research topic and a very active one, a comprehensive list of works dealing
with Lyapunov functions (e.g. see the recent survey [4]) is outside the scope of this
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book. However, a brief overview is provided by the following articles. Concerning
parabolic PDEs (such as the magnetic flux dynamics in a tokamak plasma) [3] proves
the existence of a global solution to the heat equation using a Lyapunov function.
The series of articles [10, 16] and [17] constructs a Lyapunov function with unknown
destabilizing parameters (also for the heat equation). For other classes of PDEs, [6]
uses a Lyapunov function for the problem of stabilizing a rotating beam; [7] pro-
poses a Lyapunov function to build a stabilizing boudary controller for a system of
conservation laws; [5] uses Lyapunov functions to study the stability of quasilinear
hyperbolic PDEs. In both [11] and [13], the use of strict Lyapunov functions to extract
ISS properties is applied to both parabolic and hyperbolic PDEs. Although most of
these references use simple L2 norms as Lyapunov functions (sometimes after a
change of variables), the use of weighted (or otherwise modified) L2 norms is not
new, the readermay refer to [12] and [8], just tomention some recent examples. Other
related works, dealing with reaction-diffusion equations in cylindrical domains, are
[19] and [21]. However, in these references, the domain does not include the central
point, which precludes the use of the techniques contained in those articles.

Using a procedure similar to the one presented in the previous chapter (in the
finite dimensional setting), this chapter proposes a common Lyapunov function that
guarantees the stability of the system for all resistivity profiles within a given set.
An important difference with respect to the previous chapter is that (with the chosen
Lyapunov function) we do not constraint the rate of variation of the resistivity profiles
in time. This is crucial for the safety factor regulation since the resistivity depends
mostly on the temperature of the plasma, which evolves in a much faster timescale
than the magnetic flux profile.

We avoid using the classical singular perturbation arguments. First, because the
temperature profile depends also on the input power (which, in turn, depends on the
magnetic flux profile) and on external disturbances which need not vanish or evolve
on any particular timescale. Second, because the coupling between both equations
is particularly complicated (i.e. not an input-output coupling through a bounded
or unbounded operator but a coupling via the diffusivity coefficients, which would
require a nonlinear analysis). Instead, the common Lyapunov function approach is
classically used for uncertain parameter systems and particularly well suited when
the parameters change rapidly (since the time-derivative of the parameters does not
appear in the derivative of the Lyapunov function). Other approaches to deal with
time-varying parameters can be found for example in [14, 15] and [20] but these will
not be discussed here.

The construction of a strict Lyapunov function allows for an easy treatment of
wide classes of disturbances, uncertainties and errors in the system. This is particu-
larly important for a system with the degree of complexity of a tokamak. Not only
the physical parameters are uncertain, but noise and biases are omnipresent in the
measurements. Furthermore, the Lyapunov function constructed for the open-loop
system can be treated as a control-Lyapunov function. In this case the objective is
not to stabilize the system (which is open-loop stable and ISS, as will be shown in
this chapter) but to accelerate the rate of convergence and attenuate the effect of
disturbances. Recalling results from [1] and [2], robustness results will be given for:
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• state dynamic disturbances;
• actuator errors;
• state reconstruction and measurement errors;
• temperature and resistivity profile estimation errors.

To motivate the final choice of the weighted L2 norm as a Lyapunov function
we consider candidate Lyapunov functions based on two different L2 norms. The
first one is defined for functions on the domain Ω for the Cartesian representation
of (2.12)–(2.14) as:

≈ξ(·)≈2L2(Ω)
=

∫
Ω

ξ2(y)dy (4.1)

for some function ξ : Ω ∇ R. The second one is defined for functions on an interval
[0, 1] based on the spatial domain defined in (2.15)–(2.17) as:

≈ξ(·)≈2L2([0,1]) =
1∫

0

ξ2(r)dr (4.2)

for a function ξ now defined as ξ : [0, 1] ∇ R.
It is important to note that convergence in the topology induced by the L2(Ω)

norm is not equivalent to the one obtained in the topology defined by the L2([0, 1])
norm proposed in the last sections (since the L2(Ω) norm is constructed with surface
differentials which, when expressed in polar coordinates, are proportional to the
radius). The choice of the L2([0, 1]) norm allows us to have a non-zero weight near
the center, which is necessary to regulate the central value of the safety factor.

4.2 Some Possible Lyapunov Functions

When considering the problem of guaranteeing the stability of the poloidal magnetic
flux equation we may consider some Lyapunov functions that (at least in the case of
constant diffusivity coefficients) simplify the analysis. We first consider the simple
homogeneous case with a state v(x, t)

.= ψ(x, t) − ψ(x). We choose to use in this
section the notation v instead of the usual ψ̃ to emphasize the fact that we will be
using the alternate boundary condition (with Vloop = 0). The dynamics of this state
is given by:

vt = η(x, t)Δv(x, t),∀(x, t) ∈ Ω × [0, T ] (4.3)

whereΩ is defined as in Property P2 in Chap.2 (an open ball of radius 1 inR2), with
boundary condition:

v(x, t) = 0, ∀(x, t) ∈ ∂Ω × [0, T ] (4.4)

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Consider the L2(Ω) norm of this state, defined as:

≈v(·, t)≈2L2(Ω)
=

∫
Ω

v2(y, t)dy (4.5)

4.2.1 First Candidate Lyapunov Function

The first candidate Lyapunov function for system (4.3)–(4.4) is the following:

W (v, t) = 1

2

∫
Ω

1

η(y, t)
v2(y, t)dy (4.6)

Remark 4.1 It should be noted that Property P1 in Chap.2 implies that this norm is
equivalent to (4.5).

Differentiating (4.6) with respect to time along the solutions to (4.3)–(4.4),
we obtain:

Dt W =
∫
Ω

v(y, t)Δv(y, t)dy − 1

2

∫
Ω

η̇(y, t)

η2(y, t)
v2(y, t)dy

which, integrating by parts and using the boundary condition (4.4) implies:

Dt W = −
∫
Ω

|∀v(y, t)|2dy − 1

2

∫
Ω

η̇(y, t)

η2(y, t)
v2(y, t)dy

Using Poincaré’s inequality,

Dt W ∈ −C p

∫
Ω

v2(y, t)dy − 1

2

∫
Ω

η̇(y, t)

η2(y, t)
v2(y, t)dy

for some constant C p > 0 depending only on the domain Ω . Using the boundedness
of η we obtain:

Dt W ∈ −2ηminC p


1

2

∫
Ω

1

η(y, t)
v2(y, t)dy


 − 1

2

∫
Ω

η̇(y, t)

η2(y, t)
v2(y, t)dy

Defining α
.= 2ηminC p > 0

http://dx.doi.org/10.1007/978-3-319-01958-1_2


4.2 Some Possible Lyapunov Functions 37

Dt W ∈ −αW − 1

2

∫
Ω

η̇(y, t)

η2(y, t)
v2(y, t)dy

and

Dt W ∈ −αW − inf
x∈Ω

(
η̇(x, t)

η(x, t)

)
W

We obtain therefore that, if:

inf
(x,t)∈Ω×[0,T ]

(
η̇(x, t)

η(x, t)

)
≥ −(α − ε) (4.7)

for some ε > 0, then W is a Lyapunov function for the system (4.3)–(4.4), with:

Dt W ∈ −εW (4.8)

For the safety factor regulation, however, (4.7) is too restrictive, since it strongly
limits the allowable rate of variation of the parameters at every point in time. In the
next section, this Lyapunov function is modified in order to relax this condition.

4.2.2 Second Candidate Lyapunov Function

To relax condition (4.7), we use the same method as the one presented in [13]
(for hyperbolic systems of conservation laws). Consider the following candidate
Lyapunov function:

U (v, t) = esk (t)W (v, t)
.= 1

2
e

1
T

t⎢
t−T

t⎢
τ

qk (ξ)dξdτ
∫
Ω

1

η(y, t)
v2(y, t)dy (4.9)

where qk(t) = inf x∈Ω (η̇(x, t)/η(x, t)) and sk(t)
.= 1

T

t⎢
t−T

t⎢
τ

qk(ξ)dξdτ .

Remark 4.2 It should be noted that, to haveU equivalent to the Cartesian norm (4.5),
sk(t) has to be uniformly bounded in time.

Calculating the time derivative ofU along the solutions of (4.3)–(4.4), we obtain:

DtU =

qk(t) − 1

T

t∫
t−T

qk(m)dm


 esk (t)W (v, t) + esk (t)Dt W (v, t)

and therefore:
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DtU ∈ esk (t)

⎡
⎣− 1

T

t∫
t−T

inf
x∈Ω

(
η̇(x, τ )

η(x, τ )

)
dτ − α

⎤
⎦ W (v, t)

∈
⎡
⎣− 1

T

t∫
t−T

inf
x∈Ω

(
η̇(x, τ )

η(x, τ )

)
dτ − α

⎤
⎦ U (v, t)

Hence, sufficient conditions for U to be a Lyapunov function are the existence of
T, ε > 0 and ε1 such that:

t∫
t−T

inf
x∈Ω

(
η̇(x, τ )

η(x, τ )

)
dτ ≥ −T (α − ε), ∀t ∈ [0, T ] (4.10)

and

1

T

t∫
t−T

t∫
τ

inf
x∈Ω

(
η̇(x, ξ)

η(x, ξ)

)
dξdτ ≥ ε1, ∀t ∈ [0, T ] (4.11)

The first condition implies:

DtU ∈ −εU, ∀t ∈ [0, T ] (4.12)

while the second guarantees that:

U ≥ eε1W, ∀t ∈ [0, T ] (4.13)

which implies the convergence of the desired norm (4.5) due to the equivalence of
norms stated in Remark 4.1.

Even though this condition is less strict than (4.7) it is still too conservative
for the q-profile regulation, due to the fast evolution of the diffusivity coefficients
driven by the system inputs (including possible disturbances). Conditions (4.7) and
(4.10) require, to guarantee the stability of the system, to either limit the rate of
variation of the diffusivity coefficients (incompatible with the physical evolution of
the temperature equation) or to guarantee a control gain large enough to overcome
the possible positive term in the time-derivative of the Lyapunov function (in general
incompatible with the constraints imposed on the actuators).

4.3 Selected Candidate Lyapunov Function and Nominal
Stability

Two problems are tackled in this section:
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• Constructing a Lyapunov function that captures the open-loop stability and
robustness of the physical system considered (since most tokamaks to date operate
in open-loop configurations, an important degree of robustness is expected).

• Selecting a Lyapunov function that can be used to build an adequate controller for
the system. In this context, the open-loop system being stable, we look for more
than a stabilizing controller: we require the closed loop system to retain the ISS
properties of the open-loop and we use the controller to adjust the ISS gains and
convergence rate.

As a first step towards developing a control Lyapunov function for the magnetic
flux dynamics, we start do not constrain the shape of the admissible control input
and build a Lyapunov function that captures the stability of the system in open-loop.
A feedback law that assigns the exponential convergence rate of the system (2.15)–
(2.17) is then proposed (assuming an unconstrained control input u). Throughout
this section, we consider the normalized magnetic flux gradient z as the state and the
boundary conditions are thus assumed to be homogeneous:

z(0, t) = z(1, t) = 0, ∀t ∈ [0, T ) (4.14)

The error in the tracking of the plasma current is handled in two different ways, in
this chapter and in the next one, in order to obtain robustness results. In the rest of
this book, unless explicitly stated, we will refer to the L2([0, 1]) norm (defined in
(4.2)) simply as the L2 norm.

4.3.1 Selected Lyapunov Function

Consider a candidate (control) Lyapunov function given by a weighted L2 norm as
follows. Let f : [0, 1] ∇ (0,≤) be a (strictly) positive function with bounded
second derivative. Define, for system (2.15) with boundary condition (4.14) and
initial condition (2.17), a weighted L2 norm as:

V (z(·)) = 1

2

1∫
0

f (r)z2(r)dr (4.15)

It can be shown that this norm satisfies the following inequalities (and is thus equiv-
alent to the classical L2 norm):

√
fmin

2
≈z(·)≈L2 ∈ ≈z(·)≈ f ∈

√
fmax

2
≈z(·)≈L2 (4.16)

where fmax
.= maxr∈[0,1] f (r) and fmin

.= minr∈[0,1] f (r).

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Remark 4.3 We use the L2([0, 1]) norm to construct a candidate Lyapunov function
since we can assume enough regularity in the solution of (2.15)–(2.17) for the mag-
netic flux dynamics. Furthermore, we avoid infinite values of the weighting function
since we need this approach to be implementable. Having zero values in the weight-
ing function is not desirable since the equivalence to the classical L2 norm (widely
used in the application) would be lost.

We can now establish a sufficient condition for the derivation of a control
Lyapunov function (see also [1]):

Theorem 4.1 If there exist a positive function f : [0, 1] ∇ (0,≤) with bounded
second derivative and a positive constant α such that the following inequality holds:

f ∞∞(r)η + f ∞(r)

[
ηr − η

1

r

⎛
+ f (r)

[
ηr

1

r
− η

1

r2

⎛
∈ −α f (r), ∀(r, t) ∈ [0, 1] × [0, T )

(4.17)
then the time derivative V̇ of the function V defined by (4.15) verifies, for some
positive constant εp:

V̇ ∈ −(α + εp)V (z(·, t)) +
1∫

0

f (r) [ηu]r z(r, t)dr, ∀t ∈ [0, T ) (4.18)

along the solutions of the PDE (2.15), with the boundary conditions (4.14) and the
initial condition (2.17).

In the statement of the theorem, α could also be taken as non-negative and the sum
α + εp would remain positive. This was not done since, in the rest of this book, we
neglect εp and want α to be positive. For more information, see the remark after the
proof.

Sketch of Proof Since a sufficiently regular solution to (2.15) exists, we can differ-
entiate V (z(·, t)) with respect to time along this solution:

V̇ =
1∫

0

f (r)zzt dr

=
1∫

0

f (r) [ηr u + ηur ] zdr +
1∫

0

f (r)

(
ηr

[
zr + 1

r
z

⎛
z + η

[
1

r
zr − 1

r2
z

⎛
z

)
dr

+
1∫

0

f (r)ηzzrr dr

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Integrating by parts each integral term and using the homogeneous boundary
conditions (4.14), the following equation is obtained:

V̇ =
1∫

0

f (r) [ηr u + ηur ] zdr −
1∫

0

f (r)ηz2r dr

+ 1

2

1∫
0

(
− f ∞(r)η

1

r
+ f (r)ηr

1

r
− f (r)η

1

r2
+ f ∞∞(r)η + f ∞(r)ηr

)
z2dr

Using (4.17), we obtain the following inequality:

V̇ ∈ −αV (z(·, t)) +
1∫

0

f (r) [ηu]r zdr −
1∫

0

f (r)ηz2r dr, ∀t ∈ [0, T ) (4.19)

which, using Poincaré’s inequality in the term− ⎢ 1
0 f (r)ηz2r dr to obtain the positive

constant εp, implies the condition (4.18) of the theorem (see [1] for a more detailed
proof). �

Remark 4.4 In practice, the value of εp that is obtained by bounding the last term in
equation (4.19) using Poincaré’s inequality is negligible compared to the (positive)
value ofα that canbeobtainedby solving the differential inequality using the heuristic
method detailed in Appendix A. Therefore, in the rest of this book, we neglect the
term εp.

Note that the method presented in Appendix A is not the only way to solve
the differential inequality required by the theorem. In fact, in many cases a simple
solution may exist. Whenever the condition:

ηr
1

r
− η

1

r2
∈ −k (4.20)

is verified for some positive constant k, uniformly in (r, t), the regular L2 norm
verifies the conditions set in the theorem. This conditions are met, for example,
when the (positive) diffusivity coefficients are monotonically non-increasing (which
also includes the case when they are constant in space). The method presented in
Appendix A is a practical (heuristic) way of finding suitable weighting functions for
a large class of exponential-like diffusivity coefficients which are well suited for the
tokamak application.

A direct consequence of Theorem 4.1 is the global exponential stability of the
system considered. This result, proven in [1] is stated here without proof.

Corollary 4.1 (Global Exponential Stability) If the conditions of Theorem 4.1
are verified, and if u(r, t) = 0, for all (r, t) in [0, 1] × [0, T ), then the origin of the
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system (2.15)with boundary conditions (4.14) and initial condition (2.17) is globally
exponentially stable. The rate of convergence is −α/2 in the topology of the norm L2,

i.e. for all t ∈ [0, T ), ≈z(·, t)≈L2 ∈ ce− α
2 t≈z0≈L2 for a positive constant c

.=
⎝

fmax
fmin

,

where fmax and fmin are defined as in (4.16).

A logical extension is to consider u as a controlled input (without adding any
constraints) and build a controller that arbitrarily accelerates the closed-loop system.
This is done as follows.

Corollary 4.2 (Convergence rate control) If the conditions of Theorem 4.1 are
verified, and considering u

.= uctrl where uctrl is chosen, for all (r, t) ∈ (0, 1)
× [0, T ), as:

uctrl(r, t) = −γ

η

r∫
0

z(ρ, t)dρ (4.21)

with γ ≥ 0 a tuning parameter, then the system (2.15) with boundary conditions
(4.14) and initial condition (2.17) is globally exponentially stable. Its convergence
rate is −β/2

.= −(α + γ )/2, in the topology of the norm L2.

The proof of this corollary uses Theorem 4.1 and the fact that [η uctrl ]r = −γ z,
for all (r, t) ∈ [0, 1] × [0, T ) (see [1] for the complete proof).

4.4 Input-to-State Stability and Robustness

In the previous section, two corollaries were inferred fromTheorem4.1 . The first one
adequately captured the open-loop stability of themagnetic flux gradient. The second
one constructed a control law for this system that allows arbitrarily accelerating the
system convergence under two strong assumptions: no uncertainties or errors exist in
the system and there are no constraints in the control action available. Since this book
deals with a system for which uncertainties and errors arise in almost every element
in the model and the control, the robustness issue is crucial. This section makes use
of the previous strict Lyapunov function to address this feedback criterion.

4.4.1 Disturbed Model

We begin by studying the effect of state disturbances and unmodeled dynamics. This
analysis is crucial to deal with the issue of pseudo-equilibria mentioned in Chap.2.

Consider a modified version of (2.15) that includes a state disturbance, denoted
by w:

zt =
⎞η

r
[r z]r

⎠
r
+ [ηu]r + w, ∀(r, t) ∈ (0, 1) × [0, T ) (4.22)

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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for notational simplicity, the dependence of w on (r, t) was omitted. However, the
reader should be aware that this disturbance can vary in time and space.

To guarantee the existence of sufficiently regular solutions to (4.22), an extra
property is assumed to hold (additionally to properties P1–P3 of Chap.2):

P4: The two-dimensional Cartesian representation of w belongs to Cαc,αc/2(Ω ×
[0, T ]), 0 < αc < 1.

Under these conditions, we can state the equivalent of Theorem 4.1 for (4.22) as
follows:

Proposition 4.1 Let the conditions of Theorem 4.1 hold. Then the following inequal-
ity holds:

V̇ ∈ −αV (z(·, t)) +
1∫

0

f (r) [ηu]r zdr +
1∫

0

f (r)wzdr, ∀t ∈ [0, T ) (4.23)

along the solution of the PDE (4.22) with the boundary conditions (4.14) and the
initial condition (2.17).

The proof of this theorem follows the same lines as the one of Theorem 4.1.
Proposition 4.1 allows us to formulate an ISS-like inequality for the state of the

system, considering the disturbance w as an input (bounded in an L2 sense). These
inequalities are not given in the usual form for ISS since the disturbance appears inside
an integral with an exponentially vanishing weight, which permits the evolution of
the ISS bounds in time for time-varying disturbances. This formulation is, however,
equivalent to the usual one since the time-varying disturbance can be upper-bounded
by the supremum of its norm. This formulation seems to be more appropriate when
the transients of the disturbance are large compared to its steady-state values.

We now formulate the main ISS result of this section.

Theorem 4.2 (ISS) Let the conditions of Proposition 4.1 be verified and consider
u

.= uctrl as defined in Corollary 4.2. The following inequality holds for the evolution
of the PDE (4.22) with boundary conditions (4.14) and initial condition (2.17), for
all t ∈ [0, T ):

≈z(·, t)≈L2 ∈ ce− β
2 t≈z0≈L2 + c

t∫
0

e− β
2 (t−τ)≈w(·, τ )≈L2dτ (4.24)

with c =
⎝

fmax
fmin

, fmax
.= maxr∈[0,1] f (r) and fmin

.= minr∈[0,1] f (r).

Sketch of Proof This proof is obtained from the following steps:

(i) Use proposition 4.1 and Corollary 4.2 to upper bound the time-derivative of
the Lyapunov function along the solution of (4.22), (4.14), (2.17);

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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(ii) Upper bound in turn the obtained expression in terms of the product of the
≈ · ≈ f norms of the disturbance and the state by applying the Cauchy-Schwarz
inequality to the integral term;

(iii) Use the fact that, modulo a constant factor, the Lyapunov function is ≈z(·, t)≈2f
and find a bound for the time-derivative of ≈z(·, t)≈ f ;

(iv) This new upper bound for the time-derivative of the norm of the state implies
the desired result.

The details of this proof can be found in [1]. �

Theorem 4.2 provides a strong stability result for both the open-loop and the
closed-loop systems (in the open-loop case, β reduces to α) under state disturbances.
However, it is versatile enough to be applied to a wide range of errors. The next
results, proven in [1], show the ease with which these can be tackled using the
proposed approach.

First, we consider the input u to include both a controlled part uctrl , assumed to be
governed by the previously proposed control law, and an uncontrolled part εu(r, t)
accounting for actuation errors. The result can then be stated as:

Corollary 4.3 (Actuation errors) In addition to the conditions in Theorem 4.1,
we consider u(r, t)

.= uctrl(r, t) − εu(r, t), with uctrl defined in Corollary 4.2 and
εu(r, t) a distributed actuation error verifying the regularity conditions stated in
proposition P2. Then, with w

.= 0, the following inequality holds,1 ∀t ∈ [0, T ):

≈z(·, t)≈L2 ∈ ce− β
2 t≈z0≈L2 + cmax{ηmax , ηr,max }

t∫
0

e− β
2 (t−τ)≈εu(·, τ )≈H1dτ

(4.25)
with ηmax

.= sup(r,t)∈[0,1] × [0,T ) | η | and ηr,max
.= sup(r,t)∈[0,1] × [0,T ) | ηr |.

The proof of this result follows directly replacing w by [ηεu]r in Theorem 4.2.
Another important source of error is the profile reconstruction (done in real-

time from the diagnostic measurements available in the tokamak). In this case, the
robustness estimation can also be derived from Theorem 4.2 by writing the error
term in an adequate way, which provides the following result.

Corollary 4.4 (Estimation errors in the z profile) Assume that the conditions
of Theorem 4.1 are verified and consider the control defined in Corollary 4.2 but
substituting z by an estimate, ẑ(r, t)

.= z(r, t)−εz(r, t) for all (r, t) ∈ [0, 1]×[0, T ),
with εz(r, t) being a distributed estimation error verifying the regularity conditions
stated in proposition P4. The following inequality is then verified:

≈z(·, t)≈L2 ∈ ce− β
2 t≈z0≈L2 + γ c

t∫
0

e− β
2 (t−τ)≈εz(·, τ )≈L2dτ, ∀t ∈ [0, T ) (4.26)

1 The H1 norm of ξ on [0, 1], is denoted as ≈ξ≈H1
.= ≈ξ≈L2 + ≈ ∂ξ

∂r ≈L2 .
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The error term (γ εz) that appears in the system dynamics has the same form as
the disturbance w in Theorem 4.2.

So far, the robustness results that have been stated guarantee (for all bounded
values of disturbances and errors) the boundedness of the overall system. The next
result, considering estimation errors in the resistivity profile (which arise mostly
from errors in the estimation of the plasma temperature), does not guarantee the
same unconditional boundedness (for the closed-loop system). This arises mostly
from the fact that the η profile is used in the control law computation and multiplies
the state of the system. Therefore, the norm of the equivalent control error is not
uniformly bounded for an arbitrary initial condition.

Proposition 4.2 (Estimation errors in the η profile) Assume that the conditions
of Theorem 4.1 are verified and consider the control defined in Corollary 4.2 but
substituting η by an estimate, η̂(r, t)

.= η(r, t)−εη(r, t) for all (r, t) ∈ [0, 1]×[0, T ),
with εη(r, t) being a distributed estimation error verifying the regularity conditions
stated in P2. The following inequality is then verified:

≈z(·, t)≈L2 ∈ ce− β∞
2 t≈z0≈L2 , ∀t ∈ [0, T )

where β ∞ .= β + γ inf(r,t)∈[0,1]×[0,T )

(
εη

η̂

)
− 2γ c supt∈[0,T ) ≈[ εη

η̂
]r≈L2 .

Sketch of Proof Under the conditions of the theorem, the control action is:

u(r, t) = −γ

η̂

r∫
0

z(ρ, t)dρ

It implies that:

[ηu]r = −γ z − γ
εη

η̂
z − γ

[
εη

η̂

⎛
r

r∫
0

z(ρ, t)dρ

Using the previous expression in the time-derivative of the Lyapunov function along
the solution to the system, the following upper bound can be shown to hold:

V̇ (t) ∈ −
(

β + γ

[
inf

(r,t)∈[0,1]×[0,T )

(
εη

η̂

)⎛)
V (z(·, t))

+ 2γ ≈z(·, t)≈L2

∥∥∥∥
[
εη

η̂

⎛
r

∥∥∥∥
f
≈z(·, t)≈ f

After some computations (noticing that the product ≈z(·, t)≈L2≈z(·, t)≈ f can be
written in terms of V (z(·, t)) by the equivalence of norms):
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V̇ (t) ∈ −
(

β + γ

[
inf

(r,t)∈[0,1]×[0,T )

(
εη

η̂

)⎛
− 2γ c sup

t∈[0,T )

∥∥∥∥
[
εη

η̂

⎛
r

∥∥∥∥
L2

)
V (z(·, t)),

∈ −β ∞V (z(·, t)),

for some positive constant c. Using the same procedure followed by the proof of
Corollary 4.1 one can prove the desired result. The details of this proof can be found
in [1]. �

Remark 4.5 Finding a stabilizing control law (even one that arbitrarily accelerates
the convergence) for system (2.15)–(2.17) without constraint on the input is fairly
simple. However, the main purpose of the results presented in Sects. 4.3 and 4.4 is the
detailed account of the effect of closing the loop in terms of the rate of convergence
and, much more importantly, in terms of the ISS gains of the system. This is partic-
ularly important for a system that has uncertainties and errors appearing at various
places and with very different characteristics. ISS gains provide also interesting tools
to estimate the effects of each separate component on the overall performance of the
system. For example, from Proposition 4.2 one can conclude that if the control gain
is chosen small enough, the destabilizing effect of any given level of uncertainty in
the η estimation can be avoided (that is, if this level too large, that the closed-loop
systemwill behave close to the open-loop one). This compromise is not surprising as
it arises frequently when balancing performance and robustness of a system. Finally,
it should be stressed that the fact that our weighted Lyapunov function captures the
ISS properties of the open-loop system guarantees that stabilizing control laws can
be found for the linearized system despite strong (and possibly nonlinear) shape
constraints in the admissible actuation values. This property allows applying the
theoretical results to the tokamak without loosing all the theoretical guarantees of
stability (which would happen if the control was required to have a particular shape
or amplitude, which may not be feasible given the physical constraints).

Before considering the input constraints explicitly, we will explore in the next
section one way to tackle non-homogeneous boundary conditions on the system.

4.5 D1-Input-to-State Stability

We now consider the effect of nonzero boundary conditions in the tokamak. For the
tokamak, this represents errors in tracking the prescribed total plasma current Ip.
This is not unrealistic since variations in the current drives’ power induces transient
errors in the plasma current. The first approach considered bound the norm of the
state using similar techniques as those presented in previous sections.

Unlike previous sections, without introducing additional restrictions, the state
will now be upper bounded not only by the magnitude of the boundary condition, but
also by its time-derivative (thus the name D1ISS, following the notation in [18]). We
begin by defining some extra appropriate notations. Let g : r ≥∇ g(r) be an almost

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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everywhere (a.e.) piecewise twice differentiable function, g∞(r) denotes an absolutely
continuous function equal (a.e.) to the first derivative of g with respect to r , and g∞∞
denotes a piecewise-continuous function equal (a.e.) to the second derivative of g
with respect to r .

Remark 4.6 Henceforth,wewill require theweighting function f to be almost every-
where (a.e.) twice differentiable.

4.5.1 Strict Lyapunov Function and Sufficient Conditions
for D1-Input-to-State Stability

Following thenamingconventions proposed in [18] andother references,V as defined
in (4.15) is said to be a strict Lyapunov function for the system (2.15)–(2.17) with
homogeneous boundary conditions if, for ε(t)

.= −R0μ0 Ĩ p/(2π) = 0 for all t ∈
[0, T ), there exists a positive constant α such that, for every initial condition z0 as
defined in (2.17):

V̇ (t) ∈ −αV (z(·, t)), ∀t ∈ [0, T ) (4.27)

where, following the notation in previous chapters, V̇ (t) represents the timederivative
of V along the solution to (2.15)–(2.17).

We introduce the following assumption:

A1: There exists a weighting function f as defined in (4.15) such that V is a strict
Lyapunov function for system (2.15)–(2.17) with u = 0 if

ε(t)
.= −R0μ0 ĨP (t)/(2π) = 0, ∀t ∈ [0, T )

which allows us to obtain the next theorem.

Theorem 4.3 (D1-ISS) Under Assumption A1 and Properties P1–P3, the following
inequality is satisfied, for all t0 ∈ [0, T ), by the state of the disturbed system (2.15)–
(2.17) with u = 0:

≈z(·, t)≈L2 ∈ ce− α
2 (t−t0)

[
≈z(·, t0)≈L2 + 1→

3
|ε(t0)|

⎛

+ c

t∫
t0

e− α
2 (t−τ)≈ε(·, τ )≈L2dτ + c→

3
|ε(t)| (4.28)

where ε(r, t)
.= 2ηr (r, t)ε(t)− r ε̇(t), for all (r, t) ∈ [0, 1]× [t0, T ), and c

.=
⎝

fmax
fmin

with fmin
.= minr∈[0,1] { f (r)} and fmax

.= maxr∈[0,1] { f (r)}.

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Sketch of Proof The first step in this proof is to define a change of variables that
makes the boundary condition homogeneous as follows:

ẑ(r, t)
.= z(r, t) − rε(t), ∀(r, t) ∈ [0, 1] × [t0, T ) (4.29)

The dynamics of ẑ are then defined by:

ẑt =
⎞η

r

[
r ẑ

]
r

⎠
r
+ 2ηrε − r ε̇, ∀(r, t) ∈ (0, 1) × [t0, T )

with the homogeneous boundary conditions:

ẑ(0, t) = ẑ(1, t) = 0, ∀t ∈ [t0, T ) (4.30)

and initial condition:

ẑ(r, t0) = z(r, t0) − rε(t0), ∀r ∈ (0, 1) (4.31)

Computing the time derivative of V (ẑ) in the direction of the solution to (4.30)–
(4.31) we obtain:

V̇ =
1∫

0

f (r)ẑ
⎞η

r

[
r ẑ

]
r

⎠
r

dr + 2

1∫
0

f (r)ẑηrεdr −
1∫

0

f (r)ẑr ε̇dr

which, applying inequality (4.27) and the definition of ε(r, t) in Theorem 4.3,
implies:

V̇ ∈ −αV (ẑ) +
1∫

0

f (r)ẑεdr, ∀t ∈ [t0, T )

where ε(r, t) is uniformly bounded in [0, 1] × [t0, T ). Using a procedure similar to
the one used to prove Theorem 4.2 it can be shown that:

≈ẑ(·, t)≈ f ∈ e− α
2 (t−t0)≈ẑ(·, t0)≈ f +

t∫
t0

e− α
2 (t−τ)≈ε(·, τ )≈ f dτ

Inverting the change of variables (4.29), we obtain:

≈z(·, t)≈ f ∈ e− α
2 (t−t0)

[≈z(·, t0)≈ f + |ε(t0)|≈r≈ f
]

+
t∫

t0

e− α
2 (t−τ)≈ε(·, τ )≈ f dτ + |ε(t)|≈r≈ f , ∀t ∈ [t0, T )
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which implies (4.28) and completes the proof. The full details of this proof can be
found in [2]. �

Theorem 4.3 implies the following result, for the case when the boundary distur-
bance vanishes.

Corollary 4.5 If there is a non-negative constant t0 such that for all t ≥ t0, ε(t) is
zero, the state of the system (2.15)–(2.17) with u = 0 converges exponentially fast
to zero in the topology of the L2-norm.

The next sectionwill take advantage of the results presented in this chapter to com-
pute a strict Lyapunov function for a set of exponential resistivity profiles. Another
weight that works for a larger class of resistivity profiles is proposed in Appendix A.

4.6 Control of the Poloidal Magnetic Flux Profile in a Tokamak
Plasma

4.6.1 Stability and Numerical Computation of the Lyapunov
Function

To apply the theory proposed in the previous sections, an estimate of the range of
variation of the plasma resistivity is required. As in [1] we consider the profile to be
of the form:

η(r, t) = A(t)eλ(t)r (4.32)

We also consider, for simulation purposes, that the values of A(t) are contained in
the interval [9.3 × 10−3, 12.1 × 10−3] and λ(t) in [4.3, 6.9]. These limits were
estimated from Tore Supra shot TS-35109 used in [22] and [1]. The weighting func-
tion f , satisfying the requirements of Theorem 4.1 was numerically calculated using
Mathematica © software (Fig. 4.1).

As it was the case for the finite-dimensional polytopic approach, having a common
Lyapunov function for all these profiles also guarantees the stability of the system
for any convex combination of such profiles. Therefore, the actual resistivity coef-
ficient does not necessarily need to be an exponential function. Also, since we are
considering a strict Lyapunov function, α > 0 provides a certain level of robustness
with respect to both numerical errors and small deviations from the allowable set of
resistivity coefficients.

The fact that we require a common Lyapunov function to hold for the whole set
of diffusivity coefficients introduces some degree of conservatism. However, given
that the diffusivity coefficients vary in a faster timescale than the rest of the magnetic
flux dynamics, the use of a time-varying Lyapunov function may not provide a great
improvement. This is due to the difficulty to find an upper-bound for the terms
depending on the time-derivative of the Lyapunov function.

http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Fig. 4.1 Function f ver-
ifying the conditions of
Theorem 4.1 for an expo-
nential η with time-varying
parameters. fmin = 0.001,
fmax = 0.2823. ©[2013]
IEEE. Reprinted, with permis-
sion, from [1]
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For the particular weight used in this section, the rate of convergence obtained
in simulation is faster than the one guaranteed by the theoretical results. This result
could be expected, as we require the inequality in Theorem 4.1 to hold pointwise in r
and the resistivity profile varies by a factor close to 1000 within the domain of r . The
rate of convergence given by the numerical value of α is, however, less conservative
than bounding the evolution by the lowest value of the resistivity in the plasma.

Remark 4.7 For a detailed discussion on how to compute adequate Lyapunov
weights, as well as an example computed for a more general shape of diffusivity
coefficients, we refer to Appendix A.

The closed-loop behavior of the system is shown in Fig. 4.3 (using the
unconstrained control of Corollary 4.2) and can be compared with the response of
the open-loop system presented in Fig. 4.2. The evolution of the Lyapunov function
is also plotted and we can clearly see the accelerated convergence obtained with the
control strategy. The controller gain was calculated using a value of γ = 1.6.

Both of these simulations were done with the same model (linear time-varying)
as the one used for the control computation. In view of the safety factor regulation,
we develop in the next sections more elaborated simulations involving neglected
couplings and nonlinearities in the system (see [22]).

4.6.2 ISS Property and Robust Unconstrained Control
of the Magnetic Flux Gradient

Building up toward the main simulations of this chapter, we first investigate the
robustness by applying the unconstrained controller in Corollary 4.2 to the control-
oriented model [22]. This model takes into account some nonlinearities in the evo-
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Fig. 4.2 Response of the nominal system without control action. a Contour plot of the solution
to the PDE. b Time-slices of the solution to the PDE. c Normalized evolution of the Lyapunov
function. ©[2013] IEEE. Reprinted, with permission, from [1]

lution of the magnetic flux profile, as well as the evolution of the temperature (based
mostly on scaling laws). The main new effects that are introduced are:

• the bootstrap current (its variations represent a neglected nonlinearity in the evo-
lution of the magnetic flux profile);

• other non-inductive inputs, such as ECCD (used in our test case between 8 and
20s and acts as a disturbance);

• changes in the temperature profile (which in turns affect the resistivity profile)
caused by changes in the injected power (in particular LH power variations).

These effects act as additive state disturbance (the bootstrap current variations), input
disturbance (ECCD current) and multiplicative state disturbance (variations of the
resistivity coefficients).

As mentioned before, the equilibrium points can be chosen from shot reconstruc-
tions. We used here a reconstructed profile data from TS-35109 in order to have an
equilibrium that is physically feasible. The power injected by the ECCD antennas
was chosen as being three times higher than their capacity, to emphasize their distur-
bance effect. Unlike for the nominal case, a lower gain was chosen with γ = 0.75
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Fig. 4.3 Response of the nominal system with unconstrained control action (γ = 1.6). a Contour
plot of the solution to the PDE. bTime-slices of the solution to the PDE. c Evolution of the control u.
d Normalized evolution of the Lyapunov function. ©[2013] IEEE. Reprinted, with permission,
from [1]

(again we encounter the performance versus robustness tradeoff mentioned in the
discussion on the ISS inequalities). Two main factors limit the gain amplitude:

• the amount of noise present in the signals (tokamak signals typically have a rel-
atively low signal-to-noise ratio, due to measurement and signal reconstruction
issues, as well as the neglected fast dynamics of the particles);

• the amplitude of the control signals has to remain within some achievable physical
limits.

Figure4.4 shows the results obtained for these conditions. The control loop is
closed at t = 16s. Also, since these simulations were done with a more complete
tokamak model, we can also show the values of the physical variables (not only the
variations around an equilibrium). The magnetic flux gradient and the LH current
are thus shown in Fig. 4.5. It can be appreciated that the controller both increases the
rate of convergence of the system and decreases the ISS gain (the steady-state error
during the ECCD disturbance is active is noticeably reduced).
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Fig. 4.4 Response of the disturbed system with a disturbance applied at t = 8s and removed at
t = 20 s. The (unconstrained) control action begins at t = 16s (γ = 0.75). a Evolution of the z
profile in time. b Evolution of the control input u. c Normalized evolution of the Lyapunov function.
©[2013] IEEE. Reprinted, with permission, from [1]

Fig. 4.5 Evolution of the physical variables when a disturbance is applied at t = 8s and removed
at t = 20 s. The (unconstrained) control action begins at t = 16s (γ = 0.75). a Evolution of
the physical ∀ψ profile. b jlh input equivalent to the control u. ©[2013] IEEE. Reprinted, with
permission, from [1]
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4.6.3 Using the Lyapunov Approach to Include Actuation
Constraints

The nature of the available actuators requires that we consider the effect of the shape
constraints on the control action. Indeed, instead of controlling every point in the
current deposit profile, only a few engineering parameters can be modified in real
time. In the case of the LH antennas in Tore Supra, these parameters are the total
injected power Plh(t) and the parallel refractive index N≈(t). For Tore Supra, two of
these actuators exist and the admissible values of these parameters are:

• 0 ∈ Plh,1 ∈ 1.5MW, 1.43 ∈ N≈,1 ∈ 2.37
• 0 ∈ Plh,2 ∈ 3.0MW, 1.67 ∈ N≈,2 ∈ 2.33

Since our approach can be easily extended to other number or type of non-inductive
actuators, we develop the following results as if only one set of engineering para-
meters (Plh, N≈) was available. The advantage of having a strict Lyapunov function
that captures the open-loop stability of the system will become clear when looking
for a feasible starting point for the optimization algorithm.

The optimization problem has two main components: the cost function and the
restrictions. One restriction guarantees the closed-loop stability of the system while
the other restriction constrains the gain of the controller (in order to preserve the
robustness). The cost function aims to accelerate the convergence asmuch as possible
with the available parameters (there is a link between the accelerated convergence
and the ISS gainwith respect to some kinds of errors). Although the cost functionmay
not be convex (it depends mostly on the nonlinear relation between the engineering
parameters and the current deposit), it can be safely assumed to be continuous. The
fact that the engineering parameters take values on a compact set, together with the
continuity of the cost function, guarantees both the boundedness and the existence
of a minimum (which may not be unique).

We then propose to compute, at each time step, the control values (P∩
lh, N∩≈ ) as

the solution to the optimization problem:

(P∩
lh, N∩≈ ) = arg min

(Plh ,N≈)∈U

1∫
0

f (r)
[
ηu(Plh, N≈)

]
r zdr (4.33)

subject to the constraints:

0 ≥
1∫

0

f (r)
⎞
ηu(P∩

lh, N∩≈ )
⎠

r
zdr ≥ −γ V (z) (4.34)

where U
.= [Plh,min, Plh,max ] × [N≈,min, N≈,max ] represents the (compact) set of

allowable engineering parameters, and u : U ∇ C≤([0, 1]) represents the variation
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in the LH current deposit as a function of the engineering parameters. This profile is
based on scaling laws as presented in [22].

The left-hand side of the inequality (4.34) guarantees that the system verifies the
conditions of Theorem 4.2 (i.e. that the system is ISS with at least the same rate
of convergence as the open-loop system). The right-hand side of the inequality, in
turn, was added to limit the gain of the controller. A natural question that may arise
at this point is wether the optimization problem can be efficiently solved with a
nonlinear and possibly non-convex cost function. The answer is that our stability
proofs do not require the problem to be solved at all. As long as the engineering
parameters satisfy the constraints, the closed-loop system should be stable. The cost
function was added just to choose a reasonable value within the admissible set of
inputs. If a different cost function and retain the same constraints, all of the above
results would still hold. For example, adding a quadratic term in the variation of
the engineering parameters would help avoiding long excursions of the engineering
parameters around the equilibrium values.

At this point, we have proposed a method to choose a controller that satisfies
the physical constraints of the actuators. We only have to show, then, that a feasible
value exists at all times. It is here that the operating point comes into play. Since
the evolution we are considering is around an equilibrium, choosing the parameters
corresponding to the equilibriumwould result in a current variation (u) equal to zero.
This point satisfies both sides of the inequality (4.34). Since we are not required to
find the actual solution of the optimization problem to guarantee the stability of the
system, we will implement a gradient-descent algorithm (evolving on a discretized
version of the parameter set) ensuring the constraints at all times. Having, at all times,
a feasible starting point, the algorithm can always default to the (stable) open-loop
behavior.

In order to speed the computation of the closed-loop control, the values of the
function u for the chosen parameter grid were computed off-line. The algorithm only
needs to do the gradient descent online. The particular version of the algorithm used
for the simulations in this chapter (see also [1]) took an average of 400µs to run
when implemented as a Matlab© function on a processor running at 2.54GHz.

4.6.3.1 Simulation Scenario: ψsim, Prescribed Ip, Constant
Parameters, ECCD Disturbance

Using an equilibirum reconstructed from experimental data (Tore Supra shot
TS-35109) two scenarios were constructed. The first scenario is designed to test
the performance of the controller for disturbance attenuation. The chosen timestep
in the simulation is 0.1 s, which is more than enough for the control algorithm to
run. The disturbance is in the form of ECCD current injection (exaggerated to better
illustrate the effect of the controller). The results can be seen in Fig. 4.6, where the
constrained control attenuates significantly the effect of the disturbance and, once the
disturbance is removed, converges close to the equilibrium (the zero of the Lyapunov
function). For comparison purposes, the Lyapunov function was scaled as to have
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Fig. 4.6 Response of the disturbed system, disturbance applied at t = 8s and removed at t = 20 s
with constrained control action beginning at t = 16s (γ = 0.6). a Evolution of the z profile in
time. b Antenna parameters used to calculate the control input. c Evolution of the actual jlh applied
to the system. d Normalized evolution of the Lyapunov function. ©[2013] IEEE. Reprinted, with
permission, from [1]

the initial value equal to 1. The second scenario was conceived to test the perfor-
mance of the control when changing the operating point. The controller is activated
at t = 4s. The reference is changed at t = 17s. The results can be seen in Fig. 4.7.
The main difference between this simulation and the unconstrained one is the effect
of measurement noise and the less smooth behavior of the Lyapunov function.

4.6.3.2 Simulation Scenario: ψsim, Prescribed Ip, Some Plh Variation,
ECCD Disturbance

Using a different equilibrium, this time reconstructed fromTore Supra shot TS-31463
involving two types of non-inductive current generation (LH and ECCD), the last
scenario that will be presented in this chapter was constructed. In this case, the
controller was set to track a reference that evolves in time. Only one set of equilib-
rium parameters is used in the controller, thus testing the robustness of the approach
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Fig. 4.7 Response of the system, change of reference applied at t = 17s with constrained control
action beginning at t = 4s (γ = 0.6). a Evolution of the z profile in time. b Antenna parameters
used to calculate the control input. c Evolution of the actual jlh applied to the system. d Normalized
evolution of the Lyapunov function. ©[2013] IEEE. Reprinted, with permission, from [1]

when stabilizing the system around a different operating point or when the equilib-
rium information is inaccurate. Figure4.8 shows the obtained results. The controller
performs well under these less-than-ideal conditions, which are natural when con-
sidering experimental implementation.

Even though these results seem promising, the degree of complexity of the toka-
mak cannot be adequately represented by the simplifiedmodel used for these simula-
tions (and described in [22]). In the next chapter, it is considered coupling conditions,
along with the use of a more sophisticated simulation code that incorporates different
actuation models than the ones used in the control formulation.
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Fig. 4.8 Response of the system, with constrained control action beginning at t = 3.1s (γ = 2.5).
a Evolution of the normalized mean error in time. b Antenna parameters used to calculate the
control input. c Evolution of the actual jlh applied to the system. d Evolution of the safety factor
profile. e Effective current profile jφ and composition at t = 14s. f Effective current profile jφ and
composition at t = 19s. ©[2013] IEEE. Reprinted, with permission, from [1]



References 59

References

1. F. Bribiesca Argomedo, C. Prieur, E. Witrant, S. Brémond, A strict control Lyapunov function
for a diffusion equationwith time-varying distributed coefficients. IEEETrans. Autom. Control
58(2), 290–303 (2013)

2. F. Bribiesca Argomedo, E. Witrant, C. Prieur, D1-Input-to-State stability of a time-varying
nonhomogeneous diffusive equation subject to boundary disturbances, in Proceedings of the
American Control Conference, Montréal, Canada, pp. 2978–2983 (2012)

3. T. Cazenave,A.Haraux,An Introduction to Semilinear Evolution Equations (OxfordUniversity
Press, Oxford, 1998)

4. J.-M. Coron, Control and Nonlinearity, Mathematical Surveys and Monographs, vol. 136
(American Mathematical Society, Providence, 2007)

5. J.-M. Coron, G. Bastin, B. d’Andréa Novel, Dissipative boundary conditions for one-
dimensional nonlinear hyperbolic systems. SIAM J. Control Optim. 47(3), 1460–1498 (2008)

6. J.-M. Coron, B. d’Andréa Novel, Stabilization of a rotating body beamwithout damping. IEEE
Trans. Autom. Control 43(5), 608–618 (1998)

7. J.-M. Coron, B. d’Andréa Novel, G. Bastin, A strict Lyapunov function for boundary control
of hyperbolic systems of conservation laws. IEEE Trans. Autom. Control 52(1), 2–11 (2007)

8. A. Gahlawat, M.M. Peet, E. Witrant, Control and verification of the safety-factor profile in
tokamaks using sum-of-squares polynomials, inProceedings of the 18th IFAC World Congress,
Milan, Italy (2011)

9. B. Jayawardhana, H. Logemann, E.P. Ryan, Infinite-dimensional feedback systems: the circle
criterion and input-to-state stability. Commun. Inf. Syst. 8(4), 413–444 (2008)

10. M. Krstic, A.T. Smyshlyaev, Adaptive boundary control for unstable parabolic PDEs. Part I.
Lyapunov design. IEEE Trans. Autom. Control 53(7), 1575–1591 (2008)

11. F. Mazenc, C. Prieur, Strict Lyapunov functions for semilinear parabolic partial differential
equations. Math. Control Relat. Fields 1, 231–250 (2011)

12. M.M. Peet, A. Papachristodoulou, S. Lall, Positive forms and stability of linear time-delay
systems. SIAM J. Control Optim. 47(6), 3237–3258 (2009)

13. C. Prieur, F. Mazenc, ISS-Lyapunov functions for time-varying hyperbolic systems of conser-
vation laws. Math. Control Signals Syst. 24(1), 111–134 (2012)

14. A. Smyshlyaev, M. Krstic, Closed-form boundary state feedback for a class of 1-D partial
integro-differential equations. IEEE Trans. Autom. Control 49(12), 2185–2201 (2004)

15. A. Smyshlyaev, M. Krstic, On control design for PDEs with space-dependent diffusivity or
time-dependent reactivity. Automatica 41, 1601–1608 (2005)

16. A. Smyshlyaev, M. Krstic, Adaptive boundary control for unstable parabolic PDEs. Part II.
Estimation-based designs. Automatica 43(9), 1543–1556 (2007)

17. A. Smyshlyaev, M. Krstic, Adaptive boundary control for unstable parabolic PDEs. Part III.
Output feedback examples with swapping identifiers. Automatica 43(9), 1557–1564 (2007)

18. E.D. Sontag, Input to state stability: Basic concepts and results,Nonlinear and Optimal Control
Theory (Springer, Berlin, 2008), pp. 163–220

19. R. Vazquez, M. Krstic, Explicit integral operator feedback for local stabilization of nonlinear
thermal convection loop PDEs. Syst. Control Lett. 55, 624–632 (2006)

20. R.Vazquez,M.Krstic, Control of turbulent andmagnetohydrodynamic channel flows boundary
stabilization and state estimation. Syst. Control Found. Appl. (Birkhäuser, Basel, 2008)

21. R. Vazquez, M. Krstic, Boundary observer for output-feedback stabilization of thermal-fluid
convection loop. IEEE Trans. Control Syst. Technol. 18(4), 789–797 (2010)

22. E. Witrant, E. Joffrin, S. Brémond, G. Giruzzi, D. Mazon, O. Barana, P. Moreau, A control-
oriented model of the current control profile in tokamak plasma. Plasma Phys. Control. Fusion
49, 1075–1105 (2007)



Chapter 5
Controller Implementation

The main objectives of this chapter are:

• to introduce a simplified model for the evolution of the boundary condition (2.16)
involving the coupling between the LH power injected into the system and the
total plasma current;

• to use this simplified model to explore the possible impact of these couplings on
the stability of the interconnected system;

• to implement the control law, developed in Chap.4, in simulation using theMETIS
code, part of the CRONOS suite of codes [2];

• to simulate the effect of profile-reconstruction delays of 100 ms (based on the
sampling time in [4]);

• to extend the control law developed in Chap.4 in simulation using the RAPTOR
code [9] for TCV scenarios.

In the first section of this chapter, we present an extended model for the system,
taking into account not only the resistive diffusion equation governing the poloidal
magnetic flux (infinite-dimensional system), but also the couplings that exist between
the LH power injected into the system and the boundary conditions given by the
total plasma current (finite-dimensional dynamical system). The dynamic behavior
of the finite-dimensional subsystem is approximated using a transformer model as
proposed, for instance, in [11].

Since the parameters of the LH antennas are considered as control inputs for the
infinite-dimensional subsystem and are calculated considering only their impact on
this subsystem, it is important to study their impact in the full interconnected system.
This could be particularly challenging since in Chap.4 we did not obtain ISS inequal-
ities for the gradient of the magnetic flux with respect to boundary disturbances (only
D1ISS). However, with the introduction of a useful physical hypothesis (related to
the total current density at the last closed magnetic surface), we are able to develop
stronger (ISS) inequalities.

Two main approaches for guaranteeing the stability of the coupled system are
explored in this chapter: a perfect decoupling controller for the total plasma cur-
rent and a stabilizing (not decoupling) controller (both using the ohmic voltage as
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actuator). The idea behind these controllers is to be able to use the constrained control
law proposed in Chap.4, with as little modifications as possible, in a more realistic
(coupled) scenario while preserving some interesting theoretical properties (ISS, for
instance).

For the perfect decoupling controller, a trajectory that perfectly decouples the total
plasma current and the LH power and a stabilizing controller for the subsystem are
required. Since constructing a stabilizing controller for this subsystem (assumed here
to be LTI and verified to be controllable) is quite simple, we focus on calculating the
decoupling trajectory. Eliminating the coupling, the entire system becomes nothing
more than a cascade interconnection of two ISS systems. Since the output operators
of both systems are bounded, this directly implies that the full system is ISS (in
particular, all properties presented in Chap.4 hold). Nevertheless, this trajectory
turns out to be physically unrealistic and cannot be used for safety factor profile
regulation. In particular, the presence of an integrator in the transfer between the
variations of LH current (P̃lh) and the ohmic voltage (ṼΩ ) is undesirable.

Next, we turn to a stabilizing (but not perfectly decoupling) controller. Instead
of calculating a perfectly decoupling trajectory, we extend the system to include
an output integrator (integrating the error in the total plasma current tracking) and
we assume that there exists a controller gain such that the closed-loop matrix of the
systemhas all its eigenvalues in the left-hand side of the complex plane (with negative
real parts). For an LTI system, this implies the existence of a quadratic Lyapunov
function (and also the desired ISS properties of the subsystem). We then use this
Lyapunov function to build a global Lyapunov candidate function (encompassing
both subsystems) and find sufficient conditions for the stability of the interconnected
system. Simulation results of this approach, using the METIS code, are presented
and discussed in the last section.

5.1 Total Plasma Current Dynamic Model

In order to present the transformer model, we first assume the total current deposited
by the LH antennas verifies the following relation Ilh = ηlhPlh/(R0n) (where R0 is
the location of the magnetic center, ηlh is a coefficient standing for the LH current
drive efficiency, Plh is the injected LH power and n is the electronic line average
density). The current drive efficiency of the antennas can be approximated using
scaling laws, such as those presented in [10].

Considering the plasma as being the secondary circuit in a transformer (with
the poloidal magnetic field coils being the primary), as in [11], the evolution of
Ĩp

.= Ip − Ip around an equilibrium given by (Ip, Plh, N≈, VΩ, IΩ) is given by:

[
Lp M
M LΩ

] [ ˙̃Ip˙̃IΩ

]
=

[−Rp 0
0 −RΩ

] [
Ĩp

ĨΩ

]
+

[
ηlhRp
nR0

0
0 1

] [
P̃lh

ṼΩ

]
(5.1)

http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_4
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where, following the notation in the rest of this book, a tilde represents the difference
between the actual value and the equilibrium value of a variable (i.e. ξ̃

.= ξ − ξ ).
Lp and LΩ stand for the plasma and coil inductances, respectively, M represents the
mutual inductance, andRp andRΩ stand for the plasma and coil electrical resistances.
IΩ and VΩ represent the ohmic current and voltage, respectively.

We further assume the initial condition is:

Ĩp(0) = ĨΩ(0) = 0 (5.2)

5.1.1 Perfect Decoupling and Cascade Interconnection
of ISS Systems

The first idea that we explore is the construction of a decoupling feedback (in this
section referred to as a decoupling trajectory since, due to the linearity of the system,
it defines a trajectory for the state variables in the finite-dimensional subsystem that
can be superposed to that of an independent controller for the same subystem). The
purpose behind this decoupling trajectory is to simplify the stability analysis of the
system and to be able to use the control algorithm already developed in the previous
chapter with few, if any, modifications.

If this perfect decoupling can be achieved, the stability analysis of the overall
system is reduced to show that the cascade interconnection of two ISS systems
is asymptotically stable. This result is straightforward, since the ISS property is
equivalent to a bounded gain between the input and state of the system. The first
system being linear and finite-dimensional, ISS implies BIBO stability (the output
operator is clearly bounded by the norm of the state). The bounded output of the first
system becomes a bounded input to the infinite dimensional system (via the boundary
condition) and, introducing a further physical hypothesis (on the total current density
at the last closed magnetic surface), the D1ISS inequality presented on the previous
chapter for boundary disturbances can be replaced by a stronger ISS one.

Consider then a decoupling trajectory (VΩ, IΩ) calculated as:

[
İΩ

U̇

]
=

[
− LpRΩ

LpLΩ−M2
Lp

LpLΩ−M2

0 0

] [
IΩ

U

]
+

[ ηlhRp
nMR0

RΩηlhRp
MnR0

]
P̃lh

[
VΩ

IΩ

]
=

[
0 1
1 0

] [
IΩ

U

]
+

[
ηlhLΩRp

nMR0

0

]
P̃lh (5.3)

with initial conditions IΩ(0) = U(0) = 0. Here, U is merely an internal variable
used to generate the required trajectory (i.e. it does not necessarily have a physical
meaning). Adding this trajectory to the original equilibrium (using Eq. (5.1)) effec-
tively decouples the variables P̃lh and Ĩp, i.e. after some computations we obtain:



64 5 Controller Implementation

[
Lp M
M LΩ

] [ ˙̃Ip

˙̃IΩ − İΩ

]
=

[−Rp 0
0 −RΩ

][
Ĩp

ĨΩ − IΩ

]
+

[
0
1

] (
ṼΩ − VΩ

)
(5.4)

and therefore, the evolution of Ĩp does not depend on P̃lh.
Since (5.3) describes an LTI system, the transfer function between P̃lh and VΩ

can be easily calculated and it is actually a PI gain. Therefore, in order to perfectly
decouple (at all frequencies) the total plasma current from the variations of the LH
power, the ohmic voltage has to integrate the deviation from the equilibrium total LH
current deposit. As mentioned in the chapter introduction, this decoupling feedback
poses two main problems: first, small variations on the LH power will eventually
result in actuator saturation (VΩ is limited, as is the total flux that can be produced
using the inductive actuators); and second, it requires a very aggressive control action
that, as discussed in the next subsection, is not really required by the application.
Furthermore, the total plasma current controllers currently employed are not designed
to achieve perfect decoupling. Based on these observations, although this approach
may be appealing from a theoretical standpoint, it is not pursued in the next sections.
Instead, a second approach (with less stringent conditions on the total plasma current
tracking) will be presented and we will show that, under certain conditions, we do
not require such a decoupling to ensure the stability of the interconnected system.

5.1.2 Interconnection Without Perfect Decoupling

In order to deal with the shortcomings of the previous approach (thus obtaining
something more easily implementable) we consider an imperfect decoupling and
establish some sufficient conditions for the interconnected system to remain stable
(and, under certain circumstances, with a similar rate of convergence as that obtained
in the previous section). This will be assumed to be the case for the remainder of this
book.

Let us define the following matrices:

A
.=


⎢⎢⎡

− LΩRp

LpLΩ−M2
MRΩ

LpLΩ−M2 0
MRp

LpLΩ−M2 − LpRΩ

LpLΩ−M2 0

−1 0 0

⎣
⎤⎤⎦ ,

B
.=


⎢⎢⎡

− M
LpLΩ−M2

Lp

LpLΩ−M2

0

⎣
⎤⎤⎦ ,

D
.=


⎢⎢⎡

LΩηlhRp

(LpLΩ−M2)nR0

− MηlhRp

(LpLΩ−M2)nR0

0

⎣
⎤⎤⎦
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Writing (5.1) as a system of ODEs, after substracting the equilibrium and
extending the system to include an integrator (similar to what was done in Chap. 3)
we obtain:

ζ̇ = Aζ + BṼΩ + DP̃lh (5.5)

where the state of this system is defined as:

ζ
.= [

Ĩp ĨΩ E
]T

and the extended state E represents the integral of Ĩp.
In this chapter, we consider only the case of constant matrices A, B, and D. Other

methods, like the polytopic LPV approach shown in Chap.3 (from [5]), could handle
the time-varying system, however this would only complicate the calculations in this
chapter and decrease its readability.

Given that LpLΩ −M2 > 0, thematrixA has two stable eigenvalues (with negative
real part) and one marginally stable eigenvalue (corresponding to the integrator).

The nonhomogeneous boundary condition in (2.16) can be written in terms of an
output of this finite-dimensional system as:

z(1, t) = Cζ (5.6)

with the output matrix defined as C
.=

⎛
−R0μ0

2π 0 0
⎝
.

5.2 Modified Lyapunov Function

Following [7], we consider the following candidate Lyapunov function:

V(z, ζ ) = V1(z) + κV2(ζ ) (5.7)

V1(z) = 1

2

⎞ 1

0
f (r)z2(r, t)dr

V2(ζ ) = 1

2
ζ T Pζ

with f : [0, 1] ∇ [ε,∞) a twice continuously differentiable positive function,
P = PT ∈ R

2×2 a symmetric positive definite matrix, and κ a positive constant.
We now present the main result of this chapter. Although the theorem seems

similar to that in [7], there are several important differences between both results
(item 2. is different and different properties are used in the proof). We will therefore
provide the complete proof instead of the customary Sketch of Proof.

http://dx.doi.org/10.1007/978-3-319-01958-1_3
http://dx.doi.org/10.1007/978-3-319-01958-1_3
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Theorem 5.1 If the following two conditions are satisfied:

1. there exists a twice continuously differentiable positive weight f : [0, 1] ∇
[ε,∞) as defined in (4.15) such that the function V1 in (5.7) is a strict Lyapunov
function for system (2.15)–(2.17) with homogeneous boundary conditions (i.e.
verifying for some positive constant α1, V̇1 ∀ −α1V1);

2. an independent control loop (i.e. a local controller that does not take into account
the infinite-dimensional dynamics when computing the control action) regulates
the total plasma current while ensuring, for some symmetric positive definite
matrix P ∈ R

3×3, some matrix K ∈ R
1×3 and some positive constant α2:

P[A + BK + α2I3] ∈ 0 (5.8)

where · ∈ 0 denotes the negative definiteness of a square matrix, I3 is the 3× 3
identity matrix;

then there exists κ large enough such that the function V(z, ζ ) is a strict Lyapunov
function for the interconnected system whose derivative along the solutions of
(2.15)–(2.17) and (5.5) satisfies, for some positive constants c1, c2:

V̇(t) ∀ −c1V(z, ζ ) + c2P̃2
lh(t),∀t ∈ [0, T) (5.9)

Proof Given an adequateweighting function f (r) satisfying condition (i) ofTheorem
3.9 we have along the solution of (2.15)–(2.17):

V̇1(t) ∀ −α1V1(z) − 1

2

⎠
f (1) + f ≤(1)

)
η(1, t)z2(1, t) (5.10)

for some α1 > 0. This equation is obtained by keeping the terms that depend on the
boundary condition in the proof of Theorem 4.1 and assuming that the total current
density, defined as in [3]:

jT = − 1

μ0R0a2r
(rψrr + ψr)

is zero on the last closedmagnetic surface. If avoiding this hypothesis were desirable,
uniform boundedness and uniform Lipschitz-continuity in time could be assumed
building upon [6], with more conservative bounds (D1ISS instead of ISS).

Differentiating V2 along the solution of (5.5), we get:

V̇2 = 1

2
ζ T P

⎛
Aζ + BṼΩ + DP̃lh

⎝
+ 1

2

⎛
ζ T AT + ṼT

ΩBT + P̃T
lhDT

⎝
Pζ (5.11)

Defining ṼΩ
.= Kζ , with K a row vector of size 3, the previous equation implies:

V̇2 = ζ T P [A + BK] ζ + ζ T P
⎛
DP̃lh

⎝
(5.12)

http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Applying Young’s inequality, for any positive constant ε:

V̇2 ∀ ζ T P [A + BK] ζ + ε

2
ζ T PDDT Pζ + 1

2ε
P̃2

lh (5.13)

Let us choose ε small enough so that:

− α2P + ε

2
PDDT P ∈ −α3P (5.14)

with 0 < α3 < α2. Then:

V̇2 ∀ −α3ζ
T Pζ + 1

2ε
P̃2

lh (5.15)

Using the boundary condition (5.6), and the definition of C, the derivative of V
along the solution of the coupled system is bounded by:

V̇(t) ∀ − α1V1(z) − R2
0μ

2
0

8π2

⎠
f (1) + f ≤(1)

)
η(1, t)ζ T ζ

− 2κα3V2(ζ ) + κ

2ε
P̃2

lh(t) (5.16)

We now consider two cases: depending on the sign of f (1)+ f ≤(1). We will focus
first on the case where f (1) + f ≤(1) < 0. In this case, we can choose κ large enough
so that:

−κα3P − R2
0μ

2
0

8π2

⎠
f (1) + f ≤(1)

)
η(1, t)I3 ∈ −α4

2
P

for some 0 < α4 < α3 uniform in time (by using P1).
The case where f (1) + f ≤(1) >= 0 is even simpler, since we can choose κ = 1

and get the same inequality with α4 ∞ α3.
This implies that, in both cases:

V̇ ∀ −α1V1 − α4V2 + κ

2ε
P̃2

lh (5.17)

and therefore:
V̇ ∀ −min {α1, α4} V + κ

2ε
P̃2

lh (5.18)

thus completing the proof. ≥→
Remark 5.1 Based on Eq. (5.18) and the boundedness of P̃lh (P̃lh is bounded since
both Plh and Plh belong to the same bounded interval inR+

�
), for any bounded initial

state, the state of the system will remain bounded at all times. Furthermore, the ISS
gain of the system can be bounded by a function of the rates of convergence of both
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subsystems and the constants κ and ε used in the proof. In order to obtain as small
an ISS gain as possible, it would be desirable to have a big value for ε and a small
value for κ , together with as big as possible convergence rate (given bymin {α1, α4}).
To obtain this, an α2 as large as possible is desirable (which is quite logical, the faster
the finite dimensional system converges, the less impact the coupling will have). The
limiting case would, of course, be the case of perfect decoupling mentioned in the
previous section.

Remark 5.2 From Eq. (5.18), we conclude that if, in addition to the constraints
already included in the control law, see (4.34), an additional constraint is imposed as:

P̃2
lh ∀ (−α5 + min{α1, α4})2ε

κ
V(z, ζ ), ∀t ∈ [0, T ] (5.19)

for some 0 < α5 < min{α1, α4}, then the interconnected system is exponentially
stable.

This condition is indeed a small-gain condition involving the ISS gain of the
cascade interconnection of both subsystems, represented by κ/(2εmin{α1, α4}) (see
Eq. (5.18)), and the gain of the controller (given by the previous inequality).

Remark 5.3 We may also remark that if Ĩp ever converges to zero, the infinite-
dimensional state will converge to zero as well (this will happen, for instance when
P̃lh is constant, due to the added integrator in the system).

5.3 Simulation Result: Closed-Loop Tracking Using METIS

In this section, instead of using the simplified control-oriented model presented
in [13] for simulation purposes, we will validate the proposed approach using a
more comprehensive simulation code. A simulation platform was developed using
a Simulink© interface developed by the CEA (France) for the METIS code, see [1].
An integral part of this platform was the versatility to simulate the evolution of the
magnetic (and other) variables in a Tokamak using different boundary conditions and
actuator models (in order to test, with increasing levels of detail, the control approach
presented in this book). For more details on this platform, please refer to [7].

5.3.1 General Description

In this section, two simulation cases are presented. As in previous chapters, the
controller requires an approximate equilibrium in order to function. The equilibrium
given to the controller will be obtained fromprofiles reconstructed from experimental
data of Tore Supra shot TS-31463. During the test cases, however, the operating point
will not correspond to the equilibrium given to the controller. In fact, both simulation

http://dx.doi.org/10.1007/978-3-319-01958-1_4


5.3 Simulation Result: Closed-Loop Tracking Using METIS 69

cases were chosen in order to take the system far from the controller equilibrium to
test its robustness and its applicability under more realistic conditions.

Although both engineering parameters can be modified by the algorithm, we built
the references by varying first the LH power Plh (in the first case) and the refractive
indexN≈ (in the second case).Asmentioned before, the range of variation of these two
parameters will be chosen large enough to properly illustrate a wide set of operating
conditions. In all cases, the control law is given by (4.33) and the weighting function
was calculated following the procedure outlined in Appendix A.

Compared to the results presented inChap.4, in this case,more attentionwas given
to the parameter tuning in order to limit the impact of measurement noise (present in
the experimental data used to feed the simulation). Also, the rate of variation of the
engineering parameters was limited in order to better represent the physical system.

The following information was provided to the controller:

• An estimation of the equilibrium profiles along with a reference (current and
magnetic flux gradient): in this case, this estimation was deliberately chosen from
at a different operating point;

• a real-time (or near-real-time) estimation of the gradient of the magnetic flux (the
effect of the profile reconstruction delay will be studied later in this chapter, under
simulation);

• a real-time estimation of the η≈ profile;
• an estimated shape for the current deposit profile based on scaling laws, as
described in [13] (in this case, the shape function was evaluated in a grid in the
parameter space in order to speed the online optimization).

Since adequate scaling laws exist describing the current deposit profiles for most
tokamaks and an estimated equilibriumprofile can be obtained either from simulation
or experimental data, these two do not represent a major problem. The magnetic flux
profile reconstruction is more difficult to obtain but it is available in Tore Supra in
near real time thanks to the Equinox code [4]. However, the controller proves to be
robust with respect to estimation errors in both the resistivity profile and themagnetic
flux profile. The estimation of plasma parameters can also be done using the method
described in [9], which was used in the next section.

The only outputs from the controller are:

• The Lower Hybrid power Plh;
• The parallel refractive index N≈.

An independent controller is active throughout the shot regulating the total plasma
current Ip using the poloidal field coils. Every shot starts in anopen-loop configuration
and then, at t = 9 s the proposed controller is activated.

The general parameters of the flat-top phase of the shot are summarized in
Table 5.1.

These global parameters were chosen similar to the ones used in [7] for easy
comparison. The general structure of the shots is also similar, although the ranges
and shapes of the input parameters were chosen differently. Also, the shape and
magnitude of the ICRH disturbances are different (for example, in the first simulation

http://dx.doi.org/10.1007/978-3-319-01958-1_4
http://dx.doi.org/10.1007/978-3-319-01958-1_4
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Table 5.1 Global parameters
used for simulation, based on
Tore Supra shot TS-31466,
with extended range

Global shot parameters

n 1.45 × 1019 m −2

Plh,reference between 1 and 3 MW
N≈,reference between 1.8 and 2.2
Bφ0 3.69 T
Ip 580 KA

scenario, the ICRH power is not constant during the disturbance window). In this
case, the lower values of the ICRH magnitudes allow for a better rejection of the
disturbances. Also, some tuning was done on the gradient descent algorithm which
explains the somewhat different response of the system.

5.3.2 Simulation Scenario: METIS, Independent Ip Control,
Large Variations of Plh, ICRH Heating Disturbance

The test case shown in this sectionwas constructed to replicate, as closely as possible,
under simulation, the main difficulties that would be encountered in an experimental
setting. First, the total plasma current cannot be perfectly controlled. Although the
poloidal field coils can effectively generate current to offset the current changes gen-
erated by the variations in the non-inductive sources, the tracking cannot be perfect.
Second, the equilibrium profiles given to the controller cannot be more than approx-
imations since they have to be either obtained from simulations or reconstructed
from experimental data (neither of which is completely reliable). Third, the refer-
ence given to the controller may not be achievable through the constrained actuators
available. Fourth, the current deposit profiles given to the controller and those applied
to the Tokamak are not the same, they are just approximations using scaling laws.
Fifth, measurement noise is present in all measurements in the tokamak. All of these
sources of error are integrated into the simulations in different ways:

• The tracking error in the total plasma current appears as a boundary disturbance
in (2.16).

• A single equilibrium profile is given to the controller, corresponding to a point
with Plh = 2.76 MW and N≈ = 2.

• A (mostly temperature) disturbance is introduced with PICRH = 1.5 MW (ICRH).
• The LH actuator model used for simulation uses scaling laws based on parameters
of the plasma and the LH waves (see [10]) to compute the efficiency and then
Landau absorption, accessibility and caustics to determine the current deposit
profile (see [1]).

Figure 5.1 shows the tracking performance and the control outputs during the
simulation. The initial, open-loop ramp-up phase is not shown. We focus, instead,
on the flat-top evolution of the safety factor profile. For clarity, Fig. 5.1a shows only

http://dx.doi.org/10.1007/978-3-319-01958-1_2
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Fig. 5.1 Safety factor profile tracking and radio-frequency antenna control parameter evolution.
a Tracking of the safety factor profile. Dashed line reference q value; full line obtained q value.
b Controller action and ICRH disturbance

the evolution of six points in the safety factor profile. This does not, however, imply
that only these six points are being tracked. The beginning of the closed-loop action
is marked at 9 s. Solid lines represent the simulated closed-loop values for each
variable, while dashed lines represent the reference values (used for the open-loop
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Fig. 5.2 Total plasma current evolution and corresponding loop voltage. a Tracking of the total
plasma current. b Resulting Vloop due to Ip tracking

computation of the reference magnetic flux profile). Although the error does not
converge to zero when the ICRH disturbance is present (since the target profile is
no longer achievable with the available actuation means), the error remains bounded
and small. Also, given that the magnitude of the ICRH disturbance is smaller than
that used in [7], the magnitude of the error is smaller. When no disturbances are
present, the error converges to zero with no evident overshoot. The effect of the
boundary condition is more noticeable closer to the plasma edge (for example, at
r = 0.8). Whenever there are variations of the LH power, the total plasma current
is disturbed but eventually returns to its nominal value. Figure 5.1b shows that the
controller is able to adequately reconstruct the sequence of engineering parameters
used to generate the given trajectory. The engineering parameters corresponding to
the equilibrium value given to the controller are marked at the beginning of the
control action with a star. The effect of measurement noise on the control action can
be appreciated in the small high-frequency variations of Plh which, if desired, can
be reduced by decreasing the gain of the controller. Finally, Fig. 5.2a, b show the
evolution of the total plasma current and the loop voltage. This figure illustrates that
a simple local controller is able to adequately regulate the total plasma current.

5.3.3 Simulation Scenario: METIS, Independent Ip Control,
Large Variations of N‖, ICRH Heating Disturbance

The second chosen scenario was chosen to test the capacity of the controller to use
the other available control parameter. The value of the global variables is the same
as in the previous case. The value of Plh is now held constant at 2.7 MW, while the
value of N≈ is set to vary in the interval [1.8, 2.2]. In this scenario, the differences
in shape of the safety factor profile are noticeable, varying the value of N≈ tends to
change the mid-radius values of the safety factor profile much more than the central
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Fig. 5.3 Safety factor profile tracking and radio-frequency antenna parameter evolution. a Tracking
of the safety factor profile. Dashed line reference q value; full line obtained q value. b Controller
action and ICRH disturbance

or edge values. In this case, the power of the ICRH disturbance being less than in
the case used in [7], the disturbance is better rejected. At other times, the controller
adequately recovers the engineering parameter profiles used to generate the reference
(Figs. 5.3 and 5.4).



74 5 Controller Implementation

10 15 20
−0.2

0

0.2

0.4

0.6

0.8

Time [s]

L
o

o
p

 V
o

lt
ag

e 
(V

lo
o

p
) 

[V
] Control Start

10 15 20
2

3

4

5

6
x 10

5

Time [s]

T
o

ta
l P

la
sm

a 
C

u
rr

en
t 

(I p
) 

[A
]

I
p,reference

I
p,CL

Control Start

(a) (b)

Fig. 5.4 Total plasma current evolution and corresponding loop voltage. a Tracking of the total
plasma current. b Resulting Vloop due to Ip tracking

5.4 Some Preliminary Extensions

In this section, we present simulation results illustrating some possible extensions
of the methods discussed in this book. All simulation results for TCV, using ECCD
(Electron Cyclotron Current Drive) actuation, were computed with the RAPTOR
code [9]. Tore Supra results were obtained using the METIS code as discussed in the
previous section.

5.4.1 Profile Reconstruction Delays

Based on the sampling time set for the profile reconstruction in [4], the proposed
control scheme was tested under simulation adding a 100 ms delay in the control
action. The test case is otherwise exactly as described in Sect. 5.3.2. The results are
presented in Fig. 5.5. Some tuning was required to avoid overshoots or oscillations
and the resulting response is expectedly slower than that shown in Fig. 5.1. How-
ever, good convergence is maintained even for references far from the equilibrium
value and in the presence of ICRH disturbances. If some overshoots are tolerated,
a bigger gain can be used to decrease the settling time. However, since the delay
is not negligible compared to the response time obtained in Fig. 5.1, some perfor-
mance degradation is unavoidable without explicitly addressing the delay (with some
predictive structure, for example).

5.4.2 Extension for TCV

In this subsection we present simulation results using ECCD actuation in a simulated
shot for the TCV tokamak. A typical shape for the different coefficients and functions
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Fig. 5.5 Safety factor profile tracking and radio-frequency antenna control parameter evolution.
a Tracking of the safety factor profile. Dashed line reference q value; full line obtained q value.
b Controller action and ICRH disturbance
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in Eq. (2.1) can be found in [9]. These coefficients can be adequately represented by
defining the diffusivity coefficients as in (A.1) and slightly modifying the definition
of the control u to reflect the small deviations caused by the actual coefficients.
Furthermore, the proposed approach is not exclusive to LH actuation. By changing
the function u in the optimization problem used to calculate the control action, the
samemethods previously discussed can be implemented. The referenceECCDmodel
is the one proposed in [9]:

jECCD(ρ, t) = ccde−ρ2/0.52 Te

ne
e−(ρ−ρdep)

2/w2
cd PECCD(t) (5.20)

where ccd is an experimentally determined coefficient, ρdep and wcd define the posi-
tion and width of the current deposit and PECCD represents the power used by the
actuator. All other variables are defined as in Chap.2. Furthermore, the controller
is used around a precomputed open-loop trajectory for the actuators that could be
obtained using the methods described in [8] or, possibly, that presented in [12]. For
this application, we consider two ECCD actuators with deposits located at r = 0
and r = 0.4. The two normalized control profiles considered available are shown in
Fig. 5.6. The following simulations aim to illustrate the flexibility of the proposed
method when considering different non-inductive actuators and a different plasma
shape.

The first set of simulations presents the behavior of the undisturbed system in
open-loop and closed-loop, see Figs. 5.7 and 5.8, respectively. In both cases the initial
power ramp-up is done with an open-loop profile. For the closed-loop simulation,
after the ECCD power of the first actuator reaches 2 MW, the controller is activated
to accelerate the convergence of the system. Since no disturbances are present, both
the open-loop and the closed-loop case reach the desired safety-factor reference at
the end of the simulation time. The closed-loop system converges faster than the

Fig. 5.6 Available ECCD
control profiles
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Fig. 5.7 Safety factor profile and open-loop ECCD power evolution. a Tracking of the safety factor
profile. Dashed line reference q value; full line obtained q value. b Final safety factor profile and
reference. c Applied ECCD power

open-loop system (∩0.5 s versus ∩0.8 s), the acceleration being most noticeable for
small values of r. Some undershoot is present in the closed-loop behavior, but the
control algorithm is tuned so that the safety factor does not reach values under 1. At
the end of the simulation time, the values of the ECCD power in both antennas are
the same in the open-loop and closed-loop cases.

The second set of simulations includes a disturbance induced by extra ECCD
current that peaks at r = 0.4. Since one of our available actuators is placed at
this particular position, we may expect the controller to be able to greatly attenuate
the effect of such a disturbance. The open-loop behavior of the system is shown
in Fig. 5.9, while the closed-loop behavior is presented in Fig. 5.10. Figures 5.9
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Fig. 5.8 Safety factor profile tracking and closed-loop ECCD power evolution. a Tracking of the
safety factor profile. Dashed line reference q value; full line obtained q value. b Final safety factor
profile and reference. c Applied ECCD power and open-loop reference value

and 5.10b illustrate the main interest of the closed-loop action: at the end of the
simulation time only the closed-loop system is able to reach the desired q-profile.
The final value of the ECCD power in the closed-loop system presents a negative
offset that corresponds to the value of the applied disturbance. The power of the
central actuator is used only to accelerate the convergence of the system and, at the
end of the simulation time, returns to its open-loop value.

The third set of simulations presents a more realistic scenario: a disturbance that
cannot be entirely offset by the available actuators will be introduced in the system.
In this case, we chose a combination of a heating input (ECRH), located at r = 0.2,
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Fig. 5.9 Safety factor profile andopen-loopECCDpower evolutionwithECCDdisturbance applied
at r = 0.4 for t ∞ 0.4 s. a Tracking of the safety factor profile. Dashed line reference q value; full
line obtained q value. b Final safety factor profile and reference. c Applied ECCD power

and a current drive input (ECCD), located at r = 0.4. The combination of these
two inputs cannot be exactly offset by the two available actuators. Nevertheless,
comparing the open-loop response (Fig. 5.12) and the closed-loop one (Fig. 5.11),
the closed-loop action is clearly beneficial. At the end of the simulation time, the
reduction of the error between the reference and the safety factor profile in Fig. 5.11b
with respect to Fig. 5.12b is quite apparent.
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Fig. 5.10 Safety factor profile tracking and closed-loop ECCD power evolution with ECCD distur-
bance applied at r = 0.4 for t ∞ 0.4 s. a Tracking of the safety factor profile. Dashed line reference
q value; full line obtained q value. b Final safety factor profile and reference. c Applied ECCD
power and open-loop reference value
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Fig. 5.11 Safety factor profile tracking and closed-loop ECCD power evolution with ECCD and
ECRH disturbances applied at r = 0.4 and r = 0.2, respectively, for t ∞ 0.4 s. a Tracking of the
safety factor profile. Dashed line reference q value; full line obtained q value. b Final safety factor
profile and reference. c Applied ECCD power
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Fig. 5.12 Safety factor profile and open-loop ECCD power evolution with ECCD and ECRH
disturbances applied at r = 0.4 and r = 0.2, respectively, for t ∞ 0.4 s. a Tracking of the safety
factor profile. Dashed line reference q value; full line obtained q value. b Final safety factor profile
and reference. c Applied ECCD power
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5.5 Summary and Conclusions

In this chapter, the strict Lyapunov function (4.15) for the poloidal magnetic flux
resistive diffusion equation in 1D was modified to consider the couplings that exist
between the flux diffusion and the total plasma current circuit (assumed to behave
like a transformer, as in [11]). By adding a component representing the energy of
the finite-dimensional subsystem, ISS properties similar to those established in the
previous chapter can be obtained. A particularly interesting conclusion of this section
is that we can always find a controller gain small enough (in terms of the variations
of LH power) to guarantee the exponential stability of the interconnected system and
that, as we approach a perfectly decoupled system (when the rate of convergence
of the finite-dimensional system is much faster than that of the infinite-dimensional
one), this constraint becomes less strict.

At this point, most of the difficulties outlined in Chap. 2 have been tackled:

• the time-varying distributed nature of the diffusion coefficients is taken into
account (for more details see Appendix A);

• the strong nonlinear shape constraints imposed on the actuators are considered in
the control algorithm;

• the robustness of any proposed control scheme with respect to different sources
of error and disturbances has been analyzed;

• the coupling between the controller for the infinite-dimensional system and the
boundary condition is taken into account;

• the control algorithms considered are implementable in real-time.

Some preliminary extensions of the proposed approach have also been presented.
Namely, the addition of a profile-reconstruction delay in the closed-loop simulations
and the use of ECCD actuation with TCV parameters.
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Chapter 6
Conclusion

In this book, the problemof controlling the poloidalmagnetic fluxprofile in a tokamak
plasma has been studied. The motivation for this problem is the possibility of con-
trolling the safety factor profile necessary to attain and maintain advanced operating
modes in a tokamak with enhanced confinement and MHD stability.

The first control approach illustrates a classical method consisting on a spatial
discretization of the distributed parameter system before applying established tech-
niques for finite-dimensional systems. Knowing that the the diffusivity coefficients
can vary much faster than the flux diffusion time and that some concurrent actuation
may be in use (to control other plasma parameters), neglecting the variations of the
diffusivity profiles is unsatisfactory. In order to take into account these variations,
in Chap. 3, a Polytopic LPV formulation is developed for the discretized system.
While it allows us to consider some variations, this approach can be too conservative
and fail to provide useful results when a large operating range is considered. Fur-
thermore, the extension of this approach to the gradient of the poloidal flux profile
(a more significant physical variable) is far from straightforward and the proposed
change of variables (leading to a constant B matrix) cannot be applied.

In order to address the weaknesses discovered in the first proposed approach, in
Chap.4 we present a new approach based on a strict Lyapunov function developed
for the open-loop system. Since the physical flux diffusion system is known to be
stable, this allows us to construct strongly constrained control laws that guarantee
the closed-loop stability of the system while accelerating the rate of convergence
and attenuating disturbances. A detailed analysis of robustness properties of control
laws based on the constructed ISS-Lyapunov function is developed to illustrate the
impact of different design parameters in the controller. This approaches are tested
under simulation using both a simple simulation of only the diffusion equation and
a more complete model based on [2] that corresponds to the model presented in
Chap.2.

Finally, in Chap.5, the interconnection of the poloidal magnetic flux diffusion
equation with the peripheral dynamics controlling the boundary conditions of the
model is explored. An extended Lyapunov function is constructed to show the stabil-
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ity of the interconnected system and the control scheme is tested usingMETIS. Some
extensions are presented, taking into account other important aspects that directly add
to the relevance of the proposed approach, mainly the effect of profile-reconstructuon
delays and the possibility of extending the results to other tokamaks (done here using
the RAPTOR code [1] and TCV parameters) and other non-inductive actuators (in
this case ECCD).

The main contributions of this book are:

• the explicit consideration of the time-varying nature of the diffusivity profiles (not
limiting their variation to a scalar quantity multiplying a static shape);

• the explicit consideration of the nonlinear dependency of the current deposit on
the antenna parameters;

• allowing for actuator saturation;
• the explicit consideration of the couplings existing between the control action and
the boundary condition in the stability analysis;

• a thorough characterization of the gains between different sources of error and
disturbances and the state;

• the lack of imposed limits on the rate of time variation of the diffusivity profiles
to maintain the stability;

• particular provisions for the real-time implementation of the proposed approach
for safety factor control on a real tokamak.

The main remaining challenges are:

• extending the stability results to incorporate performance guarantees (to limit
overshoots, for instance);

• considering the coupled problem of temperature and current profile control (nec-
essary for burn-control);

• considering the nonlinear impact of the bootstrap current, first to guarantee the
stability of the system and then to maximize the bootstrap current fraction;

• finding conditions to guarantee the stability of the system in the presence of delays;
• experimental validation of the proposed approaches.
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Appendix A
Finding a Lyapunov Function

A.1 Finding a Weighting Function

A.1.1 Considered Set of Diffusivity Profiles

In this Appendix we present a heuristic method to find an adequate weight verifying
all the conditions of Theorem4.1 for a sufficiently large set of resistivity profiles.
As mentioned in previous chapters, the stucture of model (2.15) implies that finding
a common Lyapunov function for a set of resisitivity profiles guarantees (as in the
finite-dimensional case) the stability for any convex combination of these profiles.
Unlike the finite-dimensional case, however, the time-derivative of these coefficients
does not appear in the evolution of the Lyapunov Function.

Following [1], we select the following set of resistivity profiles:

η(r, t) = a(t)e
∫ r
0 φ(ξ,t)dξ ,≈(r, t) ∇ [0, 1] × [0, T ) (A.1)

with 0 < a ≤ a(t) ≤ a,

φ(r, t) ∇ Φ = {
φ(r, t) ∇ C∞([0, 1] × [0, T ]) | ≈t ∇ [0, T ], φ(·, t) ∇ Λ

}

and
Λ = {

λ(r) ∇ C∞([0, 1]) | ≈r ∇ [0, 1], λ ≤ λ(r) ≤ λ
}

This shape is very similar to an exponential but allows for a richer basis for the
resistivity profiles (it reduces to an exponential if λ is constant over r ).
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A.1.2 Alternative Sufficient Conditions and Algorithm

Proposition A.1 With η defined as in (A.1), a sufficient condition to apply Theorem
4.1 is the existence of an a.e. twice-differentiable positive function f : [0, 1] ∀ R

+
with piecewise-continuous second derivative such that the following inequality is
verified:

f ∈∈(r) + f ∈(r)

[

λ(r) − 1

r

]

+ f (r)

[
λ(r)

r
− 1

r2
+ ε

]

≤ 0 (A.2)

for every (r, λ) ∇ (0, 1] × Λ and some positive constant ε.

See [1] for the proof.
We can rewrite the inequality (A.2) as an equation using a slack variable

w(r, λ) ≤ 0. Rewriting the resulting second order differential equation as a sys-
tem of two first order ODEs we obtain:

[
f
f ∈

]∈
=

[
0 1

1
r2

− λ(r)
r − ε 1

r − λ(r)

] [
f
f ∈

]

+
[
0
1

]

w(r, λ) (A.3)

We can now introduce the following proposition (see also [1]):

Proposition A.2 Given an a.e. twice-differentiable positive function with piecewise-
continuous second derivative f : [0, 1] ∀ R

+, the following two conditions are
equivalent:

i: there exists w(r, λ) ≤ 0 such that (A.3) is verified for all (r, λ) ∇ (0, 1] × Λ;
ii: there exists w2(r) ≤ 0 such that the following equation is verified for all r ∇

(0, 1]:
[

f
f ∈

]∈
= A( f, r)

[
f
f ∈

]

+
[
0
1

]

w2(r) (A.4)

where:

A( f, r) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0 1

1
r2

− λ
r − ε 1

r − λ

]

if f (r)
r + f ∈(r) ≤ 0

[
0 1

1
r2

− λ
r − ε 1

r − λ

]

if f (r)
r + f ∈(r) > 0

The proof will not be given in this Appendix, however, it is based on the fact that, for
a given r , the left-hand side of inequality (A.2) is linear in λ and thus has a maximum
value at either λ or λ. If the inequality holds at this critical point, it has to hold for
all admissible values of λ.
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Remark A.1 Setting the slack variable to zero and solving the inequality as an equa-
tion does not provide adequate weighting functions (the solutions have a singularity
at zero). For more information on this subject, we refer the reader to [1].

In order to solve the inequality, we propose to set boundary conditions at r = 1
and then solve the equation backwards up to r = 0 using Algorithm1 proposed
in [1].

Algorithm 1

1: Set numerical values for the boundary conditions at r = 1, f (1) and f ∈(1), and
for ε.

2: Evaluate f (r)
r + f ∈(r) and fix the value of the dynamic matrix A( f, r) accordingly,

using (A.4).
3: Find a numerical solution going backwards until hitting a zero-crossing of f (r)

r +
f ∈(r), setting w2(r) = 0, and verifying that f (r) remains positive. Otherwise,
change the boundary conditions or the value of ε.

4: Use the values of f (r) and f ∈(r) at the zero-crossings of f (r)
r + f ∈(r) as initial

values for the next step in solving the equation, switching the dynamic matrix but
keeping w2(r) = 0, always verifying that f (r) remains positive and bounded.

5: Repeat 3–4 until either reaching r = 0 or finding a point such that both elements
in the lower row of the A matrix are positive, as well as f and f ∈, with f (r) −
r f ∈(r) > 0. If no such point exists before r = 0, change the boundary conditions
or the value of ε and start over.

6: If r = 0 has not been reached yet, complete the solution by setting w2(r) to
have f ∈∈(r) = 0 for the remaining interval, in order to avoid singularities in the
solution near zero.

Remark A.2 It should be stressed that this algorithm is not guaranteed to provide a
solution. For the desired range of λ based on experimental reconstructions in Tore
Supra, however, it yields adequate results.

A.2 Numerical Application

A.2.1 Weighting Function

Greatly extending the range used in [1] by using a negative λ, we select the following
range of variation for the parameters required in (A.1):

• λ = −4
• λ = 7.3

This set of parameters is larger than the usual set of resistivity profiles encountered
in Tore Supra and allows for non-monotonic functions.

The following values were set for the algorithm:
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Fig. A.1 Example of weighting function that can be obtained using the presented heuristic. a
Function f obtained using the heuristic. b Piecewise continuous second derivative of function f
obtained using the heuristic

• f (1) = 1
• f ∈(1) = −100
• ε = π/2
• f ∈∈(r) = 0 for all r ∇ [0, 0.1]

The obtained weight f can be seen in Fig.A.1.
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List of Acronyms, Physical Variables
and Symbols

List of acronyms

ARE Algebraic Riccati equation
BIBO Bounded-input bounded-output
CD Current drive
ECCD Electron cyclotron current drive
ICRH Ion-cyclotron radio heating
ICRH Ion cyclotron resonance heating
ISS Input-to-state stability
LHCD Lower hybrid current drive
LMI Linear matrix inequality
LPV Linear parameter-varying
LQR Linear quadratic regulator
LTI Linear time-invariant
MHD Magneto-hydro-dynamics
NBI Neutral beam injection
PDE Partial differential equation
RF Radio frequency
SeDuMi Self-dual-minimization
TS-35109 Tore-supra shot number 35109
YALMIP Yet another LMI parser

List of physical variables (unit)

a Location of the last closed magnetic surface
(m)

Bφ0 Toroidal magnetic field at the center (T)
C2, C3 Geometric coefficients
ccd Experimentally determined coefficient
F Diamagnetic function (Tm)
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IΩ Ohmic current (A)
Ip Total plasma current (A)
j Normalized non-inductive effective current

density μ0a2R0 jni

jbs Bootstrap curren (Am−2)
jeccd ECCD current deposit (Am−2)
jlh LHCD current deposit (Am−2)
jni Non-inductive effective current density

(Am−2)
n Electron average density (m−3)
N‖ Hybrid wave parallel refractive index
pe/ i Electron and ion pressure
Plh Lower hybrid antenna power (W)
q Safety factor profile q

.= dφ/dψ
r Normalized spatial variable r

.= ρ/a
R0 Location of the magnetic center (m)
t Time (s)
Te/ i Electron and ion temperature (K)
V Plasma volume (m3)
Vloop Toroidal loop voltage (V)
VΩ Ohmic voltage (V)
wcd Width of the current deposit (m)
η Normalized diffusivity coefficient η‖/μ0a2

η‖ Parallel resistivity (Ωm)
ηlh LH current drive efficiency (Am−2W−1)
μ0 Permeability of free space: 4π×10−7 (Hm−1)
ρ Equivalent radius of themagnetic surfaces (m)
ρdep Position of the current deposit (m)
φ Toroidal magnetic flux profile (Tm2)
ψ Poloidal magnetic flux profile (Tm2)

List of symbols

fr , rr First and second derivative of a given function f
L2, ‖ · ‖2 The set of square-integrable functions equipped with the norm ‖ · ‖2
M ≤ 0 The matrix M is positive definite
V Lyapunov function



Appendix B: List of Acronyms, Physical Variables and Symbols 93

Reference

1. F. Bribiesca Argomedo, E. Witrant, C. Prieur, D1-Input-to-State stability of a time-varying
nonhomogeneous diffusive equation subject to boundary disturbances, in Proceedings of the
American Control Conference, Montréal, Canada (2012), pp. 2978–2983



Index

A
Actuator

ECCD, 74
LHCD, 15, 31, 62

Assumptions
A1, 47

C
CLF, 40
Constrained control, 54
Convergence Rate Control, 42

D
Delay, 74
Disturbance

ECCD, 77
ECRH, 78
ICRH, 72

G
Global Exponential Stability, 41

I
ISS-Lyapunov function, 43

L
LMI, 26

M
Magnetic flux

poloidal, 11
toroidal, 11

N
Norm

L2([0, 1]), 35
L2(Ω), 35

P
Poloidal field

effective, 11, 18
Polytope, 26
Properties

P1, 18
P2, 19
P3, 19
P4, 43

R
Regularity, 19
Resistivity profiles, 87
Robustness

actuation errors, 44
boundary disturbances

D1-ISS, 47
ISS, 66

estimation errors
η, 45
z, 44

ISS, 43
Rotational transform, 20
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S
Safety factor, 18, 19
Simulation code

ψsim , 54
METIS, 68, 74
RAPTOR, 74

T
TCV, 74

W
Weighting function, 87
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